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#### Abstract

Statistical tools to analyze research data are widely applied in many scientific disciplines and the need for adequate statistical models and sound statistical analyses is apparent. This thesis addresses limitations in statistical models commonly used to identify causal effects and for prediction purposes. Moreover, difficulties in the replicability of statistical results are revealed and remedies are suggested.

With regard to causality, the incorporation of penalized splines into fixed effects panel data models is proposed. Fixed effects panel data models are often used in order to establish causal effects since they control for unobserved time-invariant heterogeneity of the study entities. The inclusion of penalized splines relieves the researcher from determining functional shapes of the covariate effects. Instead, the functional forms are allowed to be flexible and are estimated based on the data at hand such that a data-driven degree of nonlinearity is identified. Simultaneous confidence bands are presented as a computationally fast and reliable uncertainty measure for the estimated functions. Furthermore, this thesis studies causal effects not only on the expectation but on all aspects of the distribution of the dependent variable. In particular, generalized additive models for location, scale and shape are introduced to (quasi-)experimental methods. A step-by-step guide demonstrates how the proposed methodology may be applied and provides insights which may go unnoticed in common regression frameworks.

In the domain of prediction, a small area prediction problem is considered. It is shown how to obtain reliable up-to-date welfare estimates when an outdated census without information on income and a more recent survey with information on income are available. Instead of using survey variables to explain income in the survey, the proposed approach uses variables constructed from the census. The underlying assumptions are less restrictive than those in commonly applied methods in this field that are tailored to situations with simultaneous census and survey collection.

As an overarching topic relating to all statistical analyses, the replicability of statistical results is considered from two viewpoints. On the one hand, the prevalence of reporting errors in statistical results is investigated. On the other hand, studies are replicated if possible by using the same data and software code as in the reference study. It is shown that replicability is frequently made impossible by reporting errors as well as by missing data and software code. At the same time, simple solutions to enhance replicability in future research are presented. Open data and software code policies together with a vivid replication culture seem to be most promising.


## Zusammenfassung

Statistische Methoden zur Analyse von Forschungsdaten werden in vielen wissenschaftlichen Disziplinen eingesetzt. Der Bedarf an adäquaten statistischen Modellen und fundierten statistischen Analysen ist offensichtlich. Diese Dissertation adressiert Einschränkungen in statistischen Modellen, die üblicherweise zur Ermittlung kausaler Effekte und zu Vorhersagezwecken verwendet werden. Darüber hinaus werden Probleme hinsichtlich der Replizierbarkeit statistischer Ergebnisse aufgedeckt und Lösungen vorgeschlagen.

Im Hinblick auf Kausalität wird die Integration von pönalisierten Splines in Paneldatenmodelle mit fixen Effekten vorgeschlagen. Diese Modelle werden häufig zur Ermittlung kausaler Effekte verwendet, da sie für nicht beobachtete zeitinvariante Heterogenität der Beobachtungseinheiten kontrollieren. Die Einbeziehung von pönalisierten Splines befreit die Forscherin von der Aufgabe, die funktionalen Formen der Effekte der Kovariaten selbst festzulegen. Stattdessen dürfen die Funktionsformen flexibel sein und werden anhand der vorliegenden Daten geschätzt, sodass ein datengetriebenes Maß an Nichtlinearität bestimmt wird. Als eine rechenunaufwendige und zuverlässige Methode zur Unsicherheitsmessung für die geschätzten Funktionen werden simultane Konfidenzbänder vorgestellt. Darüber hinaus untersucht diese Arbeit kausale Effekte nicht nur auf den Erwartungswert, sondern auf alle Aspekte der Verteilung der abhängigen Variablen. Insbesondere werden generalisierte additive Modelle für Lokation, Skala und Form mit (quasi-)experimentelle Methoden verbunden. Eine Schritt-für-Schritt-Anleitung zeigt, wie die vorgeschlagene Methodik angewendet werden kann und Einblicke liefert, die in herkömmlichen Regressionsmodellen unbemerkt bleiben könnten.

Im Bereich der Prädiktion wird ein Problem der Vorhersage kleinräumiger Daten betrachtet. Es wird gezeigt, wie verlässliche und aktuelle Wohlfahrtsschätzungen erhalten werden können, wenn ein veralteter Zensus ohne Informationen über das Einkommen und neuere Surveydaten mit Informationen über das Einkommen verfügbar sind. Anstelle der Nutzung von Variablen aus dem Survey zur Vorhersage von Einkommen verwendet der vorgeschlagene Ansatz aus dem Zensus konstruierte Variablen. Die dafür notwendigen Annahmen sind weniger einschränkend als die in gewöhnlich verwendeten Verfahren, die auf Situationen mit gleichzeitiger Erhebung von Zensus und Survey zugeschnitten sind.

Als übergreifendes Thema aller statistischen Analysen wird die Replizierbarkeit statistischer Ergebnisse aus zwei Blickwinkeln betrachtet. Zum einen wird die Häufigkeit von Berichtsfehlern in statistischen Ergebnissen untersucht. Auf der anderen Seite wird versucht, Studien unter Verwendung der gleichen Daten und des gleichen Softwarecodes zu replizieren. Es wird gezeigt, dass die Replizierbarkeit häufig durch Berichtsfehler sowie durch fehlende Daten und Softwarecode unmöglich gemacht wird. Gleichzeitg werden einfache Lösungen zur Verbesserung der Replizierbarkeit in zukünftiger Forschung präsentiert. Vorschriften zur Offenlegung von Daten und Softwarecode zusammen mit einer regen Replikationskultur scheinen die vielversprechendsten zu sein.
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## 1 Introduction

Many scientific disciplines such as biology, economics, epidemiology, medicine, physics, psychology, and sociology rely on statistical analyses of research data. Handbooks on applied statistics are numerous and the need to properly apply statistical methods to the rising amount of available data is apparent. In top economic journals, for instance, the share of papers using some sort of statistical data analysis has increased from less than $50 \%$ to more than $70 \%$ from 1963 to 2011 (Hamermesh, 2013). Due to ongoing advances in computing power and boosting storage capacities, the availability of data is likely to rise further and thus future research can be expected to have a strong quantitative component (e.g., Bello-Orgaz et al., 2016; Erevelles et al., 2016, Stephens et al., 2015, Einav and Levin, 2014).

Statistical analyses often imply the application of models. In this thesis, the focus is on regression models that are among the most frequently used statistical modeling tools in the above-mentioned disciplines. Regression models describe the relationship of a dependent variable and one or more explanatory variables. A basic regression model is the linear additive model

$$
\begin{equation*}
y=\beta_{0}+\sum_{k=1}^{K} \beta_{k} x_{k}+u \tag{1.1}
\end{equation*}
$$

where $y$ is the dependent variable (response), $x_{1}, \ldots, x_{K}$ are explanatory variables (covariates) with associated regression coefficients $\beta_{1}, \ldots, \beta_{K}$, while $\beta_{0}$ is an intercept and $u$ is an error term.

Regression models usually involve restrictive assumptions such as independent and identically distributed errors or linearity in the parameters as implied by Equation (1.1). The conditional expectation of the dependent variable is in the vast majority of cases the sole subject of analysis, although other aspects of the distribution of the dependent variable may also be of interest. Thus, regression models may answer specific questions approximately under specific conditions but require scrutiny and cautious interpretation whenever applied to a particular dataset.

Regression models can be used for estimating causal relationships, for instance in program evaluation, as well as for prediction purposes, for example when forecasting time series. Sections 1.1 and 1.2 elaborate on these two goals of regression analysis from a general viewpoint. Irrespective of the goal of a regression analysis, its results are supposed to be replicable. Since parts of this thesis deal with the replicability of statistical results, the underlying concept of replicability is presented in Section 1.3

This thesis includes four scientific articles that are summarized in Section 1.4. It is described how these articles classify thematically into the domains presented in Sections 1.1, 1.2, and 1.3 and how they address related challenges and limitations. Additionally, the authors' contributions to the respective articles are listed. The four articles are printed in full length in Chapters $2,3,4$ and 5 respectively. Chapter 6 concludes and draws avenues for future research. While this thesis focuses on economic applications, the arguments carry over directly to the other disciplines mentioned above.

### 1.1 Causality

A causal effect of a selected explanatory on a dependent variable is an effect that can only be attributed to a change in this selected explanatory variable. To put it differently, causality means that a specific action induces a specific measurable consequence (Stock and Watson, 2011, p. 6). One conceptually
simple approach in order to establish a causal effect in a study is to conduct a randomized controlled trial. The study participants are randomly assigned to one or more treatment groups or to a control group with the treatment groups receiving a treatment or intervention and the control group not. If the sample size is large, the random assignment most likely ensures that the only systematic difference between the treatment and control groups is the treatment. In the simplest case with a dummy treatment variable and no further covariates, Equation (1.1) simplifies to

$$
\begin{equation*}
y=\beta_{0}+\beta_{1} x+u \tag{1.2}
\end{equation*}
$$

with $x=0$ for the control group and $x=1$ for the treatment group. For a given dataset, an estimate for the causal effect on the expected value of the response variable may then be obtained by the ordinary least squares estimate for $\beta_{1}$, which is equivalent to the mean difference between treatment group and control group with respect to the dependent variable. In principal, effects on other quantities of the groups' response distributions, for example the variance, could be estimated as well.

Randomized controlled trials are widely applied in many research fields. One prominent example is medicine with its numerous clinical trials. Also in economics, randomized controlled trials have been identified as a valid method to evaluate programs (e.g., Angrist and Pischke, 2010). In Chapter 3, the famous poverty alleviation program Progresa conducted in Mexico is described. It was implemented as a randomized controlled trial on a large scale and mirrors the growing importance of rigorous program evaluation in development economics as shown by Cameron et al. (2016).

The execution of randomized controlled trials is often prevented by the impracticability of the randomization due to ethical or political reasons, high costs or time constraints (Bärnighausen et al. 2017). If one nonetheless needs to identify a causal effect, quasi-experimental studies can be similarly fruitful. Their central idea is to exploit specific study designs and data structures such that the assignment of the study participants to treatment and control groups can be considered "as if" it was random (Stock and Watson, 2011, ch. 13). Quasi-experimental studies are regularly applied in many research fields, for instance in economics. According to Angrist and Pischke (2010), better research designs including the sound usage of quasi-experimental designs have led to a "credibility revolution" in economics. Empirical economists nowadays have to defend the research design chosen to identify causal effects in their publications. Both outright randomization and "as if" randomization of the treatment may be convincing arguments for this purposed. Quasi-experimental studies are also popular in other disciplines where outright randomization is often not feasible, for example in epidemiology (e.g., Bärnighausen et al., 2017, and the whole corresponding issue in the Journal of Clinical Epidemiology on this topic).

Regression models applied in order to establish causal effects are often not as trivial as in Equations (1.1) and 1.2 . They may involve many potentially interacting covariates, dependence between observations and nonlinear treatment effects if the treatment is measured on a continuous scale. Angrist and Pischke (2008) nonetheless call their book about (quasi-)experimental methods in economics "Mostly Harmless Econometrics" and argue that advanced statistical techniques are typically unnecessary when the focus lies on causality. This statement will be put into question in this thesis.

### 1.2 Prediction

In many studies, it is not intended to establish causal or direct effects of specific variables in a regression model. Regarding model $\sqrt{1.2}$, causality of the effect of $x$ on $y$ requires the conditional expectation of the error term given the explanatory variable to be zero, that is, $E(u \mid x)=0$. In a model focusing on
prediction instead of causality, $\beta_{1}$ needs not to capture the causal effect of $x$ but may also incorporate the effects of unobserved variables subsumed in $u$ which are correlated with $x$. The same holds for models with several covariates as in Equation (1.1) and more sophisticated models.

While the covariate effects may also be of considerable interest in a prediction model, the main goal is to predict the dependent variable as accurately as possible for new observations with known covariate values. Similarly, an aggregate measure of the dependent variable may be the quantity of interest to predict. Prediction accuracy in this sense is usually the size of the expected prediction error, that is, the expected (squared) deviation between the values predicted by the model and the unobserved true values (e.g., Fahrmeir et al., 2013, pp. 138-139). The applied statistical methodology may comprise variable and model selection tools that aim to find a model with high explanatory power but preferably few parameters to estimate. This bias-variance trade-off associated with finding a small prediction error is often referred to in the statistics literature (e.g., Fahrmeir et al. 2013, pp. 138-148).

In general, models commonly applied for a causal analysis are arguably less flexible and easier to understand than most advanced prediction models. This is especially obvious when it comes to machine learning, a field mainly dedicated to prediction tasks. Approaches applied in machine learning such as artificial neural networks are often too complex to be written down as simple regression equations. Their estimation requires cautious specification or optimization of potentially several (hyper-)parameters and the interpretation of the effect of a single variable is awkward. Applications for machine learning techniques are manifold and range from weather forecasting to image recognition. An extensive introduction to machine learning methods including many potential applications is given, for example, by Hastie et al. (2009).

### 1.3 Replicability

Irrespective of the aim of a statistical analysis, may it be the establishment of a causal link or a good prediction, statistical results are expected to be replicable. The replicability and thus reliability of published empirical findings is at the top of the agenda for reputable research associations (e.g., National Academies of Sciences et al., 2016; Open Science Collaboration, 2015). That said, the term "replicability" is not uniquely defined across the sciences and not even within a single research field. Sometimes it is used interchangeably with "reproducibility", a term not used in the remainder of this thesis. Clemens (2017) and Goodman et al. (2016) give comprehensive discussions on the definitions of both terms. If replicability refers to whether statistical results from one study can be replicated in a second study, it is particularly controversial what "replicable" means (e.g., Open Science Collaboration, 2015, Simonsohn, 2015, Valentine et al. 2011, Cumming and Maillardet, 2006). Is it sufficient that the direction of the coefficients of interest are the same in both studies? Do the effect sizes from the second study have to be within the confidence intervals of the effect sizes of the first study? Do the respective $p$-values in both studies have to pass the same threshold?

In any case, each statistical analysis is subject to many inherently nonobjective choices by the involved researchers (e.g., Berger and Berry, 1988). These "researcher degrees of freedom" (Simmons et al., 2011) concern the data collection, sample size, study design, statistical model and reported results. Flexibility in the data analysis can go hand in hand with "questionable research practices" (John et al., 2012) such as cherry-picking findings (see also Casey et al. 2012). Such practices applied to obtain desired results, usually corresponding to statistically significant results rejecting the null hypothesis, do not only lead to a biased body of literature and erroneous study conclusions but also threat the replicability of the results in
another study (e.g., Baker 2016). Amrhein et al. (2018) even state that "unreplicable research is mainly a crisis of overconfidence in statistical results". In their opinion, the perceived failure to replicate studies "stems from failure to recognize that statistical tests not only test hypotheses but countless assumptions and the entire environment in which research takes place. Honestly reported results must vary from replication to replication because of varying assumption violations and random variation."

In this thesis the term replicability is used in a narrower sense as it refers to replicating a study using the original data. Two types of narrow replicability are applied. The first type of replicability is considered in Chapter 55 It is checked if provided data and software code allow to obtain the same results as in the original study allowing for small, irrelevant deviations. A similar definition for replicability is used by Chang and Li (2018) and called "verification" in Clemens (2017). A potential reason for a failed replication in this sense is an erroneously reported statistical value in the published manuscript. Such a reporting error is obviously present if, for instance, the ratio of a reported coefficient estimate $\hat{\beta}_{k}$ for $\beta_{k}$ in Equation 1.1 and its associated standard error estimate $\hat{\sigma}_{\hat{\beta}_{k}}$ is not equal to the reported $t$-statistic, that is, $\frac{\hat{\beta}_{k}}{\hat{\sigma}_{\hat{\beta}_{k}}} \neq t$. Reporting errors may occur during the review or typesetting process when results or software code are not updated or due to wrongly transcribed results. Manipulating numbers to obtain desired results are another potential source. The second type of replicability referred to in Chapter 3 of this thesis is a bit broader: A study is considered as replicable if qualitatively similar results are obtained by using a sensible different statistical method applied to the same data. Clemens (2017) calls the procedure to apply altered code and model specifications to the same data a "robustness test" and more specifically, a "reanalysis test". It is obvious that statistical results may differ, even substantially, depending on the methods used. If the applied methods are sound, either the methods ask different questions or the robustness of the findings can be considered low. Questionable research practices such as reporting only the models that yield desired results, even if their assumptions are invalid, may also lead to a discrepancy.

### 1.4 Summaries of the articles

### 1.4.1 A penalized spline estimator for fixed effects panel data models

Pütz, P. and Kneib, T. (2018). A penalized spline estimator for fixed effects panel data models. Published in AStA Advances in Statistical Analysis, Vol. 102(2), 145-166.
DOI: 10.1007/s10182-017-0296-1.
The article is printed in full length in Chapter 2.

## Content

Nonparametric and semiparametric regression methods are extremely popular in statistics when studying the impact of one or more continuous covariates on a response variable. Their main advantage is that they do not impose strong prior assumptions on the functional shape of the covariate effects but rather let the data speak for themselves such that a data-driven degree of nonlinearity is identified. Penalized splines (Eilers and Marx, 1996) offer one possibility to estimate nonlinear effects of continuous covariates. Their use is well established for regressions with cross-sectional data as well as for panel data regressions with random effects. However, when utilizing a random effects specification for panel data, one assumes that the random effects and the regression covariates are independent. Fixed effects specifications loosen this crucial assumption. In this paper, we consider fixed effects instead of random effects panel data models
and develop a first-difference approach for the inclusion of penalized splines in this case. We take the resulting dependence structure into account and adapt the construction of uncertainty measures accordingly. The latter are based on simultaneous confidence bands that provide a simultaneous uncertainty assessment for the whole estimated functions. To construct the confidence bands, we build on the ideas of Wiesenfarth et al. (2012) and exploit the mixed model representation of penalized splines. By doing so, computationally demanding resampling techniques are avoided and a fast way of inference is provided. In addition, the penalized spline estimates as well as the confidence bands are also developed for the derivatives of the estimated effects which are of considerable interest in many application areas. As an empirical illustration, we analyze the dynamics of life satisfaction over the life span based on data from the German Socio-Economic Panel (SOEP). An open-source software implementation of our methods is available in the R package pamfe.

## Classification

As fixed effects panel data models control for time-invariant unobserved heterogeneity of the study entities and allow for correlations between the fixed effects and further covariates, they are often used to identify causal effects. The main contribution of the paper is in the domain of causality (Section 1.1) as these models are combined with penalized splines. By allowing flexibility in the specification of covariate effects, may it be for variables of interest or control variables, this extension is less restrictive than the commonly applied parametric fixed effects panel data models.

## Contributions of the authors

I designed the overall structure of the paper, wrote the draft for the whole paper and was responsible for alterations made. I designed and realized the simulation study and implemented the proposed methods in the R package pamfe. I prepared the SOEP data and conducted all data analyses in R for the application of the methods. Thomas Kneib developed the research question. He supported the development of the paper by proofreading and providing statistical insights. Additionally, he improved the paper by reformulating the introduction.

### 1.4.2 Treatment effects beyond the mean using GAMLSS

Hohberg, M., Pütz, P. and Kneib, T. (2019). Treatment effects beyond the mean using GAMLSS. Submitted to The American Statistician, under review since December 28, 2018. Available on:
https://arxiv.org/pdf/1806.09386.pdf.
The article is printed in full length in Chapter 3

## Content

Program evaluation in economics typically identifies the effect of a policy or an intervention as the average difference between treatment and control group with respect to the response variable. Concentrating on mean differences between treatment group and control group is likely to miss important information about changes along the whole distribution of an outcome, for example in terms of an unintended increase in inequality, or when targeting ex ante vulnerability to a specific risk. These concepts rely on additional measures such as the variance and skewness of the response. For a systematic and coherent
analysis of treatment effects on all parameters of the response distribution, we introduce generalized additive models for location, scale and shape (Rigby and Stasinopoulos, 2005, GAMLSS), to the program evaluation literature. We provide practical guidance on the usage of GAMLSS by reanalyzing data from the Mexican Progresa program. The results are very similar to the original study by Angelucci and De Giorgi (2009) when looking at mean differences in consumption between treatment and control group. Using GAMLSS furthermore allows us to investigate effects beyond the mean not considered in the original study. Contrary to expectations, we find no significant effect of a cash transfer on the conditional inequality level between treatment and control group. This practical example considers only the case of a randomized controlled trial. Popular quasi-experimental methods in the context of establishing causal effects include regression discontinuity designs, differences-in-differences, panel data techniques, and instrumental variable regression. In this paper, we develop frameworks for combining each of these methods with GAMLSS.

## Classification

The paper considers causal effects as introduced in Section 1.1 but extends the common focus on the conditional expectation of the dependent variable. An advanced statistical method, namely GAMLSS, is combined with common approaches to identify causal effects. Additionally, the paper adds to the replicability of science (Section 1.3) as a popular study is replicated by using this advanced method.

## Contributions of the authors

I wrote the step-by-step guide on how to apply GAMLSS and conducted the corresponding data analyses in $R$ for the application of GAMLSS to the Progresa data. Excluding the paragraph on instrumental variables and GAMLSS, I was responsible for the whole appendix. This included the combination of GAMLSS with program evaluation methods and the elaborations on bootstrap inference. I worked in constant exchange with my co-authors on the structure and content of the whole paper. Maike Hohberg had the research idea and designed the overall concept of the paper. She wrote the main part of the main body of the text and the paragraph on the combination of GAMLSS and instrumental variable regression in the appendix. Thomas Kneib supported the development of the paper by proofreading and statistical discussions.

### 1.4.3 Small area estimation of poverty under structural change

Lange, S., Pape, U. J. and Pütz, P. (2018). Small area estimation of poverty under structural change. Policy research working paper 8472, the World Bank. Available on: http://documents.worldbank.org/curated/en/612621528823563131/pdf/WPS8472.pdf.
The article is printed in full length in Chapter 4

## Content

Small area poverty and wealth maps allow the design of policies dependent on spatial differences in welfare, for instance the allocation of financial aid. While such a map is useful for policy makers and researchers when small geographic units (e.g., villages) are discernable, welfare estimates based on household surveys are typically not representative at such levels of disaggregation. On the other hand, most censuses do
not contain information on income or consumption expenditures required to calculate (financial) welfare. The most frequently applied welfare mapping approaches rely on combining contemporaneously collected survey and census information. Typically, a regression model to explain income is estimated based on survey data in the first step. In the second step, the resulting estimates are used to predict income for all census households. This methodology requires commonality assumptions on the explanatory variables in both data sources which hardly hold if the datasets are not collected simultaneously. While the monitoring of wealth over time and the generation of up-to-date wealth maps are of eminent interest to economists and policy makers, little attention has been paid to common situations in which considerable time has passed between census and survey collection. In this contribution, we present a new approach which allows the generation of up-to-date poverty maps when an outdated census and a more recent survey are available. Instead of using survey variables to explain income in the first place, the new approach uses outdated census information to explain income values in the survey. The proposed technique has lower data requirements and weaker assumptions than common small area poverty estimators. Applications to simulated data and to poverty estimation in Brazil show an overall good performance. Thus, our approach is a promising tool to generate reliable and up-to-date welfare estimates in many situations with an outdated census and a more recent survey. Furthermore, the method is applicable to a wide range of outcome measures and research questions beyond welfare mapping.

## Classification

The estimated regression models considered in this paper solely focus on prediction as described in Section 1.2. In particular, the first step of the procedure requires to find a model which predicts household income values as precisely as possible. The quantity of interest is an aggregate measure of income values for all households in a specific area. For most or all of these households, the income is not observed but has to be predicted based on the parameter estimates from the first step. The ciritical point is the unavailability of current covariate values for these households. To this end, the contribution of the paper does not lie in finding a sophisticated prediction model but in finding a prediction model that allows to make accurate predictions for all households for which only outdated census information is available.

## Contributions of the authors

I designed the overall structure of the paper and wrote the draft for the whole paper. I derived the properties of the proposed estimator and designed the simulation study and implemented it in Stata. Additionally, I conducted all data analyses in Stata for the application of the method to the data from Minas Gerais. Simon Lange and Utz Johann Pape developed the research question, supported the development of the paper by proofreading and discussing the overall idea, structure and content of the paper. Additionally, they improved the readability of the paper substantially by reformulating specific parts.

### 1.4.4 The (non-)significance of reporting errors in economics: Evidence from three top journals

Pütz, P. and Bruns, S. B. (2019). The (non-)significance of reporting errors in economics: Evidence from three top journals. Submitted to The Review of Economics and Statistics, under review since January 31, 2019.
The article is printed in full length in Chapter 5

## Content

Statistical information such as coefficients, standard errors, test statistics, and $p$-values constitute the core output in empirical economics and quantitative research in general. These statistical values are essential for the cumulative research process and frequently used in evidence-based decision making. Therefore, it is of eminent importance that they are reported correctly. Erroneous statistical information undermines the reliability of published findings and questions the quality of the peer-review process in academia. In this paper, we investigate the prevalence and drivers of reporting errors in three top economic journals (American Economic Review, Quarterly Journal of Economics and Journal of Political Economy) between 2005 and 2011. Reporting errors are defined as inconsistencies between reported statistical values such as coefficients and standard errors on the one hand and significance levels labeled by eye-catchers (usually asterisks) on the other hand. Our dataset comprises 370 articles with 30,993 tests of central hypotheses mostly from regression tables. We find that $34 \%$ of all articles contain at least one reporting error and $19 \%$ contain at least one strong reporting error that renders a statistically significant finding non-significant or vice versa. The rate of errors at the test level is very small: Only $1.3 \%$ of all hypotheses tests are afflicted by a reporting error and $0.5 \%$ by a strong reporting error. A survey sent to all authors in our dataset whose articles included at least one error and systematic replications shed light on potential sources. Errors seem to occur frequently in the eye-catchers and by manually transferring findings from statistical software to word-processing programs. Moreover, regression analyses suggest that error rates differ between journals which may be related to differences in the transparency guidelines and the quality of type setting. Our findings imply easy remedies to reduce the rate of reporting errors in future research, such as applying automated algorithms to check the consistency of statistical information before publication or more generally to ban eye-catchers and the corresponding dichotomization into statistically significant or non-significant findings. Open data and software code policies in line with a vivid replication culture seem to be equally promising remedies.

## Classification

This paper focuses on very narrow replicability or "verification" (Clemens, 2017) as described in Section 1.3. Two different approaches used in the paper can be attributed to this topic. First, reporting errors in published statistical results are identified. A reporting error in a statistical result immediately implies that the afflicted result cannot be replicated. Second, 64 articles are tried to be replicated by using the original data and code if available.

## Contributions of the authors

I wrote the draft for the whole paper. I realized all data coding and management tasks and conducted all replications. Additionally, I was responsible for all empirical analyses and most of their implementation in R. Stephan B. Bruns and I jointly developed the research idea. Stephan B. Bruns assisted with the implementation of the algorithm to detect reporting errors in R. He improved the readability and content of the paper substantially by proofreading and revising the structure and all paragraphs.
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#### Abstract

Estimating nonlinear effects of continuous covariates by penalized splines is well established for regressions with cross-sectional data as well as for panel data regressions with random effects. Penalized splines are particularly advantageous since they enable both the estimation of unknown nonlinear covariate effects and inferential statements about these effects. The latter are based, for example, on simultaneous confidence bands that provide a simultaneous uncertainty assessment for the whole estimated functions. In this paper, we consider fixed effects panel data models instead of random effects specifications and develop a first-difference approach for the inclusion of penalized splines in this case. We take the resulting dependence structure into account and adapt the construction of simultaneous confidence bands accordingly. In addition, the penalized spline estimates as well as the confidence bands are also made available for derivatives of the estimated effects which are of considerable interest in many application areas. As an empirical illustration, we analyze the dynamics of life satisfaction over the life span based on data from the German Socio-Economic Panel (SOEP). An open source software implementation of our methods is available in the $R$ package pamfe.
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### 2.1 Introduction

Nonparametric and semiparametric regression methods are extremely popular in statistics and econometrics when studying the impact of one or more continuous covariates on a response variable. Their main advantage is that they do not impose strong prior assumptions on the functional shape of the covariate effects but rather let the data speak for themselves such that a data-driven amount of nonlinearity is identified. In this paper, our interest lies in estimating regression models with flexible covariate effects for panel data. We therefore think of $N$ persons observed at $T$ points in time and consider an additive panel data model of the form

$$
y_{i t}=\gamma_{i}+\sum_{h=1}^{H} f_{h}\left(x_{h i t}\right)+u_{i t}, i=1, \ldots, N, t=1, \ldots, T
$$

where $y_{i t}$ is the response variable of interest, $f_{1}\left(x_{1 i t}\right), \ldots, f_{h}\left(x_{h i t}\right)$ are some unknown smooth functions representing the potentially nonlinear effects of $H$ continuous covariates, $u_{i t}$ are independent and identically distributed normal error terms with constant variance and $\gamma_{i}$ are individual-specific, time-invariant effects either allowed (fixed effects model) or not allowed (random effects model) to be correlated with the covariates. For the specification of the covariate effects $f_{1}\left(x_{1 i t}\right), \ldots, f_{h}\left(x_{h i t}\right)$, we rely on penalized B-splines (Eilers and Marx, 1996) which approximate a potentially nonlinear effect of interest by a rich B-spline basis while adding a penalty to the penalized least squares criterion to regularize estimation. In addition to their computational attractiveness, penalized splines are also easily combined with parametric effects to obtain semiparametric partially linear models and allow for easy access to uncertainty measures.

So far, penalized splines have mostly been used for either cross-sectional data or in combination with random effects specifications for panel data. The main reason for this is the fact that the penalty considered for penalized splines fits nicely together with the "penalty" imposed by the random effects and in fact penalized splines can be considered a special type of random effects model as well, see, for example, Ruppert and Wand (2003) or Fahrmeir et al. (2013). However, when utilizing a random effects specification for panel data, one has to critically evaluate whether correlations between the random effects and the regression covariates are present. Fixed effects specifications loosen this crucial assumption and are particularly popular in econometrics. To avoid the incidental parameter problem that arises when including fixed effects, estimation is then typically based on first-order differenced or demeaned data. For nonparametric and semiparametric panel data models with fixed effects, a growing strand of literature has emerged during the last years, including Baltagi and Li (2002), Su and Ullah (2006), Henderson et al. (2008), Mammen et al. (2009), Qian and Wang (2012), Zhang et al. (2011) and Chen, Gao and Li (2013). Comprehensive literature reviews are provided by Su and Ullah (2011) and Chen, Li and Gao (2013). While having different concepts to handle the fixed effects and strictly parametric effects, all discussed methods have in common that they rely on some kind of kernel estimator for the nonparametric model components. Simultaneous confidence bands for kernel estimators have been discussed extensively for cross-sectional data, see, for instance, Eubank and Speckman (1993), Neumann and Polzehl (1998), Claeskens and Van Keilegom (2003) and Härdle et al. (2004). Furthermore, confidence bands for polynomial spline estimators have been discussed, among others, by Yang (2008) and Wang and Yang (2009), while the most recent literature on Bayesian confidence bands (or credible bands) comprises Crainiceanu et al. (2007) and Krivobokova et al. (2010). An attractive alternative to construct simultaneous confidence bands for a broad class of unbiased nonparametric regression estimators is shown in Sun and Loader (1994). In particular, they exploit the volume-of-tube formula (Weyl, 1939) to determine the tail probability of suprema of Gaussian random processes. Krivobokova et al. (2010) use the same ideas and the link
between penalized splines and mixed model to construct simultaneous confidence bands for univariate penalized spline estimators. Their confidence bands are computable with acceptable computational effort and exhibit excellent properties even in fairly small samples. The extension to complex additive models can be found in Wiesenfarth et al. (2012). Apart from the rich literature for cross-sectional data, recent work by Li et al. (2013) pioneered in the field of uncertainty assessments for the above-mentioned kernelbased fixed effects panel data estimators. Since Li et al. (2013) thereby rely on bootstrapping techniques, inferences on nonlinear model parts become challenging or at least computationally demanding in cases of large sample sizes and many nonparametric model components.

To overcome this difficulty, we consider a penalized spline specification for the nonparametric model components and apply first-order differences to the model. This basically implies a differenced basis function approximation of the nonparametric effects while relying on the same parameterization of the penalized spline as the original model. To account for the serial correlation induced by first differencing, we use a generalized least squares (GLS) criterion. Utilizing the mixed model representation of penalized splines, we develop a fast way of inference for first-difference penalized spline estimates via simultaneous confidence bands building on the ideas of Wiesenfarth et al. (2012) for cross-sectional data. This also allows us to derive simultaneous confidence bands for the derivatives of the nonparametric effects.

To illustrate the applicability of our methods, we use the information from the German Socio-Economic Panel (SOEP) databas $\epsilon^{1}$ on the dynamics of life satisfaction over the life span. So far, no consensus on the functional form of the relationship between age and life satisfaction has been reached. Typically, it is modeled via a strictly parametric specification, which might be too restrictive and is therefore likely to affect the results adversely. Our more flexible approach avoids this issue and also accounts for individual heterogeneity among the survey respondents by including fixed effects.

In terms of the model specification, our approach is closely related to Hajargasht (2009) who also proposed a penalized spline estimator for fixed effects panel data, based on the within-transformation, that is, demeaned data. However, our approach differs from the one by Hajargasht (2009) with respect to the following important aspects: (i) we use the mixed model representation of penalized splines not only to obtain a data-driven estimate for the smoothing parameter but also simultaneous confidence bands, (ii) we develop and investigate inferences for the potentially nonlinear effects directly and for the derivatives, (iii) we provide an open source implementation in the accompanying $R$ package pamfe that enables practitioners to apply the proposed method, and (iv) we apply our approach to real world data in a complex semiparametric model with multiple nonparametric components.

The remainder of this paper is organized as follows: First-difference penalized spline estimation for panel data models is introduced in Section 2.2. Inference via simultaneous confidence bands is considered in Section 2.3. In Section 2.4. the performance of our approach is tested in a simulation study while the empirical investigation of the dynamics of life satisfaction is described in Section 2.5 . Section 2.6 summarizes our conclusions and discusses directions for future research.
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### 2.2 Penalized splines for cross-sectional and panel data

### 2.2.1 Penalized splines in the cross-sectional context

We start our considerations by discussing penalized spline specifications for cross-sectional data. Consider the additive regression model

$$
\begin{equation*}
y_{i}=\beta_{0}+\sum_{h=1}^{H} f_{h}\left(x_{h i}\right)+u_{i}, u_{i} \sim N\left(0, \sigma_{u}^{2}\right), i=1, \ldots, n, \tag{2.1}
\end{equation*}
$$

where $y_{i}$ is the response variable of interest, $\beta_{0}$ is an overall intercept term, $f_{1}\left(x_{1 i}\right), \ldots, f_{p}\left(x_{H i}\right)$ are smooth functions representing the potentially nonlinear effects of $H$ deterministic covariates and $u_{i}$ are independent and identically distributed normal error terms with variance $\sigma_{u}^{2}{ }^{2}$ To approximate the potentially nonlinear effects $f_{h}$, we use the weighted sum of $d_{h}$ B-spline basis functions, $B_{h 1}, \ldots, B_{h d_{h}}$, such that

$$
\begin{equation*}
f_{h}\left(x_{h i}\right) \approx \sum_{j=1}^{d_{h}} B_{h j}\left(x_{h i}\right) \beta_{h j}=\mathbf{z}_{h}^{T}\left(x_{h i}\right) \boldsymbol{\beta}_{h}, \tag{2.2}
\end{equation*}
$$

where $\boldsymbol{\beta}_{h}$ is a $d_{h}$-dimensonal column vector of basis coefficients and $\mathbf{z}_{h}\left(x_{h i}\right)$ is the $d_{h}$-dimensonal column vector containing the evaluations of the basis functions at the observed covariate value $x_{h i}$. Thereby, the amount of basis functions and coefficients $d_{h}$ is steered by the number of knots which divide the domain of the covariate. The bias introduced by the spline representation of a smooth function converges to zero with growing number of knots, see Claeskens et al. (2009) for details. We assume this bias to be negligible by using sufficiently many knots and subsequently postulate equality between an arbitrary smooth function and its spline representation, which leads to the expression

$$
f_{h}\left(\mathbf{x}_{h}\right)=\mathbf{Z}_{h} \boldsymbol{\beta}_{h}
$$

in compact matrix notation, where

$$
\mathbf{Z}_{h}=\left(\begin{array}{ccc}
B_{h 1}\left(x_{h 1}\right) & \ldots & B_{h d_{h}}\left(x_{h 1}\right) \\
\vdots & \ddots & \vdots \\
B_{h 1}\left(x_{h n}\right) & \ldots & B_{h d_{h}}\left(x_{h n}\right)
\end{array}\right)
$$

is a design matrix of dimension $n \times d_{h}$ assumed to be of full rank. In order to avoid an overfit to the data, a matrix $\mathbf{K}_{h}$ penalizing to much variability of adjacent coefficients in the coefficient vector $\boldsymbol{\beta}_{h}$ is assigned to each smooth function resulting in the penalized least squares criterion

$$
\begin{equation*}
\left(\mathbf{y}-\beta_{0} \mathbf{1}_{n}-\sum_{h=1}^{H} \mathbf{Z}_{h} \boldsymbol{\beta}_{h}\right)^{T}\left(\mathbf{y}-\beta_{0} \mathbf{1}_{n}-\sum_{h=1}^{H} \mathbf{Z}_{h} \boldsymbol{\beta}_{h}\right)+\sum_{h=1}^{H} \lambda_{h} \boldsymbol{\beta}_{h}^{T} \mathbf{K}_{h} \boldsymbol{\beta}_{h}, \tag{2.3}
\end{equation*}
$$

where $\mathbf{y}$ denotes the $n$-dimensional response vector, $\mathbf{1}_{n}$ is an $n$-dimensonal column vector of ones and $\lambda_{h}$ is a smoothing parameter determining the impact of the penalty on the minimization criterion. The $d_{h} \times d_{h^{-}}$ dimensional matrix $\mathbf{K}_{h}$ of first-order differences, that is penalizing differences of directly contiguous

[^2]coefficients, has the form
\[

\boldsymbol{K}_{h}=\left($$
\begin{array}{ccccc}
1 & -1 & & & \\
-1 & 2 & -1 & & \\
& \ddots & \ddots & \ddots & \\
& & -1 & 2 & -1 \\
& & & -1 & 1
\end{array}
$$\right)
\]

Difference matrices of higher orders can be easily constructed. Details on such penalties for B-spline functions can be found, for example, in Eilers and Marx 1996).

Let now $x_{h}$ be an arbitrary value on the domain of $\mathbf{x}_{h}$. Defining the smoothing matrix $\mathbf{L}_{h}\left(x_{h}\right)$ as

$$
\begin{equation*}
\mathbf{L}_{h}\left(x_{h}\right)=\left(\mathbf{I}_{n}-\mathbf{S}_{-h}\right) \mathbf{Z}_{h}\left[\mathbf{Z}_{h}^{T}\left(\mathbf{I}_{n}-\mathbf{S}_{-h}\right) \mathbf{Z}_{h}+\lambda_{h} \mathbf{K}_{h}\right]^{-1} \mathbf{z}_{h}^{T}\left(x_{h}\right) \tag{2.4}
\end{equation*}
$$

with $\mathbf{I}_{n}$ denoting the identity matrix of dimension $n \times n, \mathbf{S}_{-h}=\mathbf{Z}_{-h}\left(\mathbf{Z}_{-h}^{T} \mathbf{Z}_{-h}+\boldsymbol{\lambda}_{-h} \mathbf{K}_{-h}\right)^{-1} \mathbf{Z}_{-h}^{T}$ with $\quad \boldsymbol{\lambda}_{-h}=\left(\lambda_{1}, \ldots, \lambda_{h-1}, \lambda_{h+1}, \ldots, \lambda_{H}\right), \quad \mathbf{Z}_{-h}=\left(\mathbf{Z}_{1}, \ldots, \mathbf{Z}_{h-1}, \mathbf{Z}_{h+1}, \ldots, \mathbf{Z}_{H}\right)$, $\mathbf{K}_{-h}=\left(\mathbf{K}_{1}, \ldots, \mathbf{K}_{h-1}, \mathbf{K}_{h+1}, \ldots, \mathbf{K}_{H}\right)$, and $\mathbf{z}_{h}\left(x_{h}\right)$ defined as in 2.2), the estimator of each $f_{h}\left(x_{h}\right)$ can be written as

$$
\hat{f}_{h}\left(x_{h}\right)=\mathbf{L}_{h}^{T}\left(x_{h}\right) \mathbf{y}
$$

It follows that

$$
\begin{equation*}
\operatorname{Var}\left[\hat{f}_{h}\left(x_{h}\right)\right]=\operatorname{Var}\left[\mathbf{L}_{h}^{T}\left(x_{h}\right) \mathbf{y}\right]=\mathbf{L}_{h}^{T}\left(x_{h}\right) \operatorname{Var}(\mathbf{y}) \mathbf{L}_{h}\left(x_{h}\right)=\mathbf{L}_{h}^{T}\left(x_{h}\right) \sigma_{u}^{2} \mathbf{I}_{n} \mathbf{L}_{h}\left(x_{h}\right) \tag{2.5}
\end{equation*}
$$

holds for homoscedastic and independent errors.
Naturally, the smoothing parameters $\lambda_{h}$ are unknown. One way to estimate them is to exploit the mixed model representation of penalized splines. In particular, it is always possible to rewrite

$$
\mathbf{Z}_{h} \boldsymbol{\beta}_{h}=\mathbf{Z}_{h}\left(\mathbf{F}_{h f} \boldsymbol{\alpha}_{h f}+\mathbf{F}_{h r} \boldsymbol{\alpha}_{h r}\right)=\mathbf{X}_{h f} \boldsymbol{\alpha}_{h f}+\mathbf{X}_{h r} \boldsymbol{\alpha}_{h r}
$$

where $\left(\mathbf{F}_{h f}, \mathbf{F}_{h r}\right)$ is of full rank, $\mathbf{F}_{h f}^{T} \mathbf{F}_{h r}=\mathbf{F}_{h r}^{T} \mathbf{F}_{h f}=\mathbf{F}_{h f}^{T} \mathbf{K}_{h} \mathbf{F}_{h f}=0$ and $\mathbf{F}_{h u}^{T} \mathbf{K}_{h} \mathbf{F}_{h u}=\mathbf{I}_{d_{h}-q}$ with the difference penalty order $q]^{3}$ It follows that $X_{h f}$ is of dimension $n \times q$ and $X_{h r}$ is of dimension $n \times\left(d_{h}-q\right)$. Then, $\boldsymbol{\alpha}_{h f}$ contains $q$ fixed coefficients and $\boldsymbol{\alpha}_{h r}$ is a vector of $\left(d_{h}-q\right)$ virtually penalized random coefficients which are assumed to be mutually independent and normally distributed with constant variance $\sigma_{h r}^{2}$ and independent from the errors $u_{i}$. In this mixed model formulation, we obtain estimates both for the coefficients (fixed and random) and smoothing parameters by a single (restricted) maximum likelihood estimation. The smoothing parameter estimators $\hat{\lambda}_{h}=\frac{\hat{\sigma}_{u}^{2}}{\hat{\sigma}_{h r}^{2}}$ are then given as ratios of two (estimated) variances. For details we refer the reader to Ruppert and Wand (2003) or Fahrmeir et al. (2013). In Section 2.3 we will make use of the the mixed model formulation to construct confidence bands.

Asymptotic properties of the penalized spline estimator have been studied, among others, by Claeskens et al. (2009), Kauermann et al. (2009), Wang et al. (2011), Antoniadis et al. (2012), Yoshida and Naito (2012) and Yoshida and Naito (2014). Under mild conditions, consistency of the estimator is shown by Claeskens et al. (2009) for a univariate model with i.i.d. errors. Antoniadis et al. (2012), Yoshida and Naito (2012) and Yoshida and Naito (2014) discuss the asymptotic properties for additive models and derive consistency within different frameworks, always including the case of i.i.d. errors. As we will show, our models can be transformed in such a way that they fit into the class of additive models with i.i.d. errors.

[^3]It should be noted that each row in the initial design matrix $\mathbf{Z}_{h}$ (i.e., before applying the mixed model reformulation) for each covariate sums up to one, that is, $\sum_{j=1}^{d} B_{h j}\left(x_{h i}\right)=1 \forall i=1, \ldots, n$. Obviously, this leads to an identification problem in an additive model with an intercept or multiple smooth components. This issue can be solved by imposing a centering constraint on each function $f_{h}$ such that

$$
\sum_{i=1}^{n} f_{h}\left(x_{h i}\right)=\sum_{i=1}^{n} \mathbf{z}_{h}^{T}\left(x_{h i}\right) \boldsymbol{\beta}_{h}=0
$$

holds for all $h=1, \ldots, H$. Following the ideas of Wood (2006, pp. 167-168), this can be achieved by constructing appropriate matrices $\mathbf{W}_{h}$ of dimension $d_{h} \times\left(d_{h}-1\right)$ with orthogonal columns, leading to a reparameterized model with design matrices $\tilde{\mathbf{Z}}_{h}=\mathbf{Z}_{h} \mathbf{W}_{h}$ and penalty matrices $\tilde{\mathbf{K}}_{h}=\mathbf{W}_{h}^{T} \mathbf{K}_{h} \mathbf{W}_{h}$. If the mixed model framework is used to determine the smoothing parameters as described above, the reparameterizing procedure to ensure identifiability is done before the mixed model reformulation of the model.

### 2.2.2 Penalized splines for panel data: A first-difference estimator

In comparison to cross-sectional data leading to model 2.1) introduced in the previous section, we now consider individuals (e.g., persons) observed at $T$ consecutive points of time $4^{4}$ We therefore consider an additive panel data model

$$
\begin{equation*}
y_{i t}=\gamma_{i}+\sum_{h=1}^{H} f_{h}\left(x_{h i t}\right)+u_{i t}, i=1, \ldots, N, t=1, \ldots, T \tag{2.6}
\end{equation*}
$$

where $u_{i t}$ are assumed to be independent and normally distributed errors with constant variance and $\gamma_{i}$ are individual-specific, time-invariant fixed effects allowed to be correlated with other covariates. As model 2.6 holds for each point of time, we obtain

$$
\begin{equation*}
y_{i, t-1}=\gamma_{i}+\sum_{h=1}^{H} f_{h}\left(x_{h i, t-1}\right)+u_{i, t-1} \tag{2.7}
\end{equation*}
$$

for a one period time lag. To cancel out the individual-specific effects $\gamma_{i}$, we subtract (2.7) from 2.6) and obtain

$$
\begin{align*}
\Delta y_{i t}=y_{i t}-y_{i, t-1} & =\gamma_{i}-\gamma_{i}+\sum_{h=1}^{H}\left[f_{h}\left(x_{h i t}\right)-f_{h}\left(x_{h i, t-1}\right)\right]+u_{i t}-u_{i, t-1}  \tag{2.8}\\
& =\sum_{h=1}^{H}\left[\sum_{j=1}^{d_{h}} B_{h j}\left(x_{h i t}\right) \beta_{h j}-\sum_{j=1}^{d_{h}} B_{h j}\left(x_{h i, t-1}\right) \beta_{h j}\right]+\Delta u_{i t} \\
& =\sum_{h=1}^{H}\left[\mathbf{z}_{h}\left(x_{h i t}\right)-\mathbf{z}_{h}\left(x_{h i, t-1}\right)\right]^{T} \boldsymbol{\beta}_{h}+\Delta u_{i t} \\
& =\sum_{h=1}^{H}\left[\Delta \mathbf{z}_{h}\left(x_{h i t}\right)\right]^{T} \boldsymbol{\beta}_{h}+\Delta u_{i t}
\end{align*}
$$

where equation $\sqrt{2.2}$ is used for the second and third equality and $\Delta$ denotes the first-difference operator over time. Note that only $T-1$ observations per individual are retained after differencing. Accordingly,

[^4]as the $N T \times d_{h}$-dimensional design matrix $\mathbf{Z}_{h}$ of the evaluated basis functions is now given by
\[

\mathbf{Z}_{h}=\left($$
\begin{array}{ccc}
B_{h 1}\left(x_{h 11}\right) & \ldots & B_{h d_{h}}\left(x_{h 11}\right)  \tag{2.9}\\
\vdots & \ddots & \vdots \\
B_{h 1}\left(x_{h 1 T}\right) & \ldots & B_{h d_{h}}\left(x_{h 1 T}\right) \\
\vdots & \ddots & \vdots \\
B_{h 1}\left(x_{h N 1}\right) & \ldots & B_{h d_{h}}\left(x_{h N 1}\right) \\
\vdots & \ddots & \vdots \\
B_{h 1}\left(x_{h N T}\right) & \ldots & B_{h d_{h}}\left(x_{h N T}\right)
\end{array}
$$\right)
\]

we obtain

$$
\begin{equation*}
\Delta \mathbf{y}=\sum_{h=1}^{H} \Delta \mathbf{Z}_{h} \boldsymbol{\beta}_{h}+\Delta \mathbf{u} \tag{2.10}
\end{equation*}
$$

in compact matrix notation, where $\Delta \mathbf{y}=\left(y_{12}-y_{11}, \ldots, y_{1 T}-y_{1, T-1}, \ldots, y_{N 2}-y_{N 1}, \ldots, y_{N T}-y_{N, T-1}\right)^{T}$ is a $N(T-1)$-dimensional column vector, $\Delta \mathbf{u}$ is defined analogously and the $N(T-1) \times d_{h}$-dimensional matrix $\Delta \mathbf{Z}_{h}$ is obtained by building the difference between matrix $\mathbf{Z}_{h}$ in 2.9 and its one period lagged counterpart:

$$
\Delta \mathbf{Z}_{h}=\left(\begin{array}{ccc}
B_{h 1}\left(x_{h 12}\right) & \ldots & B_{h d_{h}}\left(x_{h 12}\right) \\
\vdots & \ddots & \vdots \\
B_{h 1}\left(x_{h 1 T}\right) & \ldots & B_{h d_{h}}\left(x_{h 1 T}\right) \\
\vdots & \ddots & \vdots \\
B_{h 1}\left(x_{h N 2}\right) & \ldots & B_{h d_{h}}\left(x_{h N 2}\right) \\
& \ddots & \\
B_{h 1}\left(x_{h N T}\right) & \ldots & B_{h d_{h}}\left(x_{h N T}\right)
\end{array}\right)-\left(\begin{array}{ccc}
B_{h 1}\left(x_{h 11}\right) & \ldots & B_{h d_{h}}\left(x_{h 11}\right) \\
\vdots & \ddots & \vdots \\
B_{h 1}\left(x_{h 1, T-1}\right) & \ldots & B_{h d_{h}}\left(x_{h 1, T-1}\right) \\
\vdots & \ddots & \vdots \\
B_{h 1}\left(x_{h N 1}\right) & \ldots & B_{h d_{h}}\left(x_{h N 1}\right) \\
\vdots & \ddots & \vdots \\
B_{h 1}\left(x_{h N, T-1}\right) & \ldots & B_{h d_{h}}\left(x_{h N, T-1}\right)
\end{array}\right) .
$$

Additionally taking into account penalization, a first-difference penalized spline estimator for all $\boldsymbol{\beta}_{h}$ can be obtained by minimizing the penalized least squares criterion

$$
\begin{equation*}
\left[\Delta \mathbf{y}-\sum_{h=1}^{H}\left(\Delta \mathbf{Z}_{h}\right) \boldsymbol{\beta}_{h}\right]^{T}\left[\Delta \mathbf{y}-\sum_{h=1}^{H}\left(\Delta \mathbf{Z}_{h}\right) \boldsymbol{\beta}_{h}\right]+\sum_{h=1}^{H} \lambda_{h} \boldsymbol{\beta}_{h}{ }^{T} \mathbf{K}_{h} \boldsymbol{\beta}_{h} . \tag{2.11}
\end{equation*}
$$

Since the smoothing parameters are unknown, one can again exploit the mixed model representation and using (restricted) maximum likelihood estimation as discussed in the previous subsection. Note that the framework is similar to the cross-sectional data case since only the vector of the dependent variable and the design matrices differ between the equations (2.3) and 2.11). The major difference in comparison to cross-sectional data is the problem of autocorrelated errors which are often encountered in panel data contexts. Krivobokova and Kauermann (2007) show that the restricted maximum likelihood based estimation of a smoothing parameter is robust to modest forms of autocorrelation. Moreover, further adjustments on the design matrices and the dependent variable for addressing serial correlation are also possible, see Section 2.3 for an elaboration of this topic.

We briefly have to refer to the identification problem in case of multiple smooth model components: Our aim is to estimate the functions $f_{h}, h=1, \ldots, H$. Hence, model 2.6 should be identified such that

$$
\sum_{i=1}^{N} \sum_{t=1}^{T} f_{h}\left(x_{h i t}\right) \approx \mathbf{Z}_{h} \boldsymbol{\beta}_{h}=0
$$

holds for all $h=1, \ldots, H$. Therefore, we rewrite the design matrices of the evaluated basis function given in (2.9) and the penalty matrices such that $\tilde{\mathbf{Z}}_{h}=\mathbf{Z}_{h} \mathbf{W}_{h}$ and $\tilde{\mathbf{K}}_{h}=\mathbf{W}_{h}^{T} \mathbf{K}_{h} \mathbf{W}_{h}$, proceeding as described in the previous subsection. Furthermore, the identification restriction also implies that a one period lagged design matrix is then constructed directly from $\tilde{\mathbf{Z}}_{h}$ by taking its one-period-lagged rows. After building the difference between each $\tilde{\mathbf{Z}}_{h}$ and its respective lagged counterpart, the resulting matrices $\Delta \tilde{\mathbf{Z}}_{h}$ and the penalty matrices $\tilde{\mathbf{K}}_{h}$ are plugged into 2.11 to obtain estimators for $\boldsymbol{\beta}_{h}$ and thus for $f_{h}$.

Another common approach in fixed effects panel data models is time-demeaning, that is, removing the individual-specific effects $\gamma_{i}$ by building the mean over time for each individual in equation (2.6) and subtracting the resulting equation from (2.6). Using the information above, this variant is straightforward to derive.

### 2.3 Simultaneous confidence bands for penalized splines

In linear regression models, one is typically interested in the uncertainty of the parameter estimates. Confidence intervals are an established tool to make inferential statements. Similarly, inference about entire smooth functions in nonparametric regression models can be obtained by constructing simultaneous confidence bands around the estimated functions:

$$
\begin{equation*}
\left\{\hat{f}_{h}\left(x_{h}\right)-c_{h, 1-\alpha} \sqrt{\operatorname{Var}\left[\hat{f}_{h}\left(x_{h}\right)\right]}, \hat{f}_{h}\left(x_{h}\right)+c_{h, 1-\alpha} \sqrt{\operatorname{Var}\left[\hat{f}_{h}\left(x_{h}\right)\right]}, x_{h, \min } \leq x_{h} \leq x_{h, \max }\right\} \tag{2.12}
\end{equation*}
$$

The critical value $c_{h, 1-\alpha}$ should ensure that the resulting bands (depending on the sample at hand) cover the true function with a prespecified probability $1-\alpha$ in all possible samples, that is, $c_{1-\alpha}$ is the $(1-\alpha)$-quantile of the random variable

$$
\sup _{x_{h, \text { min }} \leq x_{h} \leq x_{h, \text { max }}} \frac{\left|\hat{f}_{h}\left(x_{h}\right)-f_{h}\left(x_{h}\right)\right|}{\sqrt{\operatorname{Var}\left[\hat{f}_{h}\left(x_{h}\right)\right]}} .
$$

The difficulty in the penalized spline framework lies in finding the distribution of this random variable. Due to the introduction of a penalty, the estimators for $f_{h}$, for instance obtained by minimizing 2.3) or (2.11), are usually not unbiased. Krivobokova et al. (2010) propose a solution that takes this bias into account when constructing the simultaneous confidence bands for penalized splines. They consider univariate models while Wiesenfarth et al. (2012) extend the approach to the multivariate case, also covering heteroscedastic errors and spatially heterogeneous splines. The approach performs very well in simulation studies and offers a fast way of inference without the need for computationally intensive resampling procedures. Moreover, the theoretical results from Krivobokova et al. (2010) are appealing as the confidence level does not require a growing sample size to hold, while the average area between the bands decreases with an increasing sample size. The basic idea (derived for the cross-sectional case here) is to exploit the mixed model representation of penalized splines as described in Section 2.2, that is, we consider smooth functions as mixed models:

$$
f_{h}^{m}\left(\mathbf{x}_{h}\right):=\mathbf{X}_{h f} \boldsymbol{\alpha}_{h f}+\mathbf{X}_{h r} \boldsymbol{\alpha}_{h r}=\mathbf{Z}_{h}^{m} \boldsymbol{\beta}_{h}^{m}
$$

Recall that both the the random coefficients in each random coefficients vector $\boldsymbol{\alpha}_{h r}, h=1 \ldots H$, and the model errors $u_{i}$ are assumed to be independent and normally distributed with zero expectation and constant variance. Additionally assuming mutual independence, the marginal distribution of $\mathbf{y}$ is given by

$$
\mathbf{y} \sim N\left(\beta_{0} \mathbf{1}_{n}+\sum_{h=1}^{H} \mathbf{X}_{h f} \boldsymbol{\alpha}_{h f}, \sigma_{u}^{2} \mathbf{I}_{n}+\sum_{h=1}^{H} \sigma_{r e}^{2} \mathbf{X}_{h r} \mathbf{X}_{h r}^{T}\right)
$$

Having such a distribution in a linear mixed model framework, maximum likelihood-type estimation yields the (estimated) best linear unbiased predictor

$$
\hat{f}_{h}^{m}\left(x_{h}\right)=\mathbf{L}_{m, h}^{T}\left(x_{h}\right) \mathbf{y}=\mathbf{z}_{h}^{m}\left(x_{h}\right) \hat{\boldsymbol{\beta}}_{h}^{m}
$$

where $\mathbf{L}_{m, h}(\cdot)$ denotes the smoothing matrix from (2.4) in mixed model formulation with the smoothing parameter $\lambda_{h}=\frac{\sigma_{u}^{2}}{\sigma_{h r}^{2}}$ assumed to be known and where $\mathbf{z}_{h}\left(x_{h}\right)$ as defined in 2.2 but now with the basis functions in mixed model formulation. As a linear transformation of the normally distributed variable $\mathbf{y}$, $\hat{f}_{h}^{m}\left(x_{h}\right)$ is also normally distributed. It follows that

$$
\begin{equation*}
G_{h}\left(x_{h}\right)=\frac{\mathbf{z}_{h}^{m}\left(x_{h}\right)\left(\hat{\boldsymbol{\beta}}_{h}^{m}-\boldsymbol{\beta}_{h}^{m}\right)}{\sqrt{\mathbf{z}_{h}^{m}\left(x_{h}\right) \operatorname{Cov}\left(\hat{\boldsymbol{\beta}}_{h}^{m}-\boldsymbol{\beta}_{h}^{m}\right)\left[\mathbf{z}_{h}^{m}\left(x_{h}\right)\right]^{T}}} \sim N(0,1) \tag{2.13}
\end{equation*}
$$

is a zero mean Gaussian process, where $\operatorname{Cov}\left(\hat{\boldsymbol{\beta}}_{h}^{m}-\boldsymbol{\beta}_{h}^{m}\right)=\sigma_{u}^{2}\left[\mathbf{Z}_{h}^{T}\left(\mathbf{I}_{n}-\mathbf{S}_{-h}\right) \mathbf{Z}_{h}+\lambda_{h} \mathbf{K}_{h}\right]^{-1}$ and

$$
\operatorname{Cov}\left[G_{h}\left(x_{h 1}\right), G_{h}\left(x_{h 2}\right)\right]=\left[\frac{\mathbf{l}_{m, h}\left(x_{h 1}\right)}{\left\|\mathbf{l}_{m, h}\left(x_{h 1}\right)\right\|}\right]^{T}\left[\frac{\mathbf{l}_{m, h}\left(x_{h 2}\right)}{\left\|\mathbf{l}_{m, h}\left(x_{h 2}\right)\right\|}\right]=: \boldsymbol{\eta}_{m, h}^{T}\left(x_{h 1}\right) \boldsymbol{\eta}_{m, h}\left(x_{h 2}\right)
$$

with $\mathbf{l}_{m, h}\left(x_{h}\right)=\left[\mathbf{Z}_{h}^{T}\left(\mathbf{I}_{n}-\mathbf{S}_{-h}\right) \mathbf{Z}_{h}+\lambda_{h} \mathbf{K}_{h}\right]^{-0.5} \mathbf{Z}_{h}^{T}\left(x_{h}\right)$.
In practice, the smoothing parameters are estimated from the data such that $\hat{\lambda}_{h}=\frac{\hat{\sigma}_{u}^{2}}{\hat{\sigma}_{h r}^{2}}$ and thus follow their own distributions with their inherent variabilities. Wood et al. (2016) determine the uncertainty of the smoothing parameter estimator for a generic model class including penalized spline estimators as treated here. We do not consider their more exact calculations and rather follow the arguments of Krivobokova et al. (2010) who prove the smoothing parameter variability to become negligible for growing sample size with the speed of attenuation accelerated by a smaller penalty order. We therefore use second-order penalties in our simulation studies in Section 2.4 and consider equation 2.13 to hold approximately when the smoothing parameters have to be estimated from the data. The advantage from doing so is that Sun and Loader (1994) show that the tail probability of maxima of such zero mean Gaussian processes is determined by

$$
\begin{align*}
\alpha & =P\left(\sup _{x_{h, \min } \leq x_{h} \leq x_{h, \max }}\left|G_{j}(x)\right| \geqslant c_{h, 1-\alpha}\right) \\
& =\frac{\kappa_{m, h}}{\pi} \exp \left(\frac{-c_{h, 1-\alpha}}{2}\right)+2\left[1-\Phi\left(c_{h, 1-\alpha}\right)\right]+o\left[\exp \left(\frac{-c_{h, 1-\alpha}}{2}\right)\right] \tag{2.14}
\end{align*}
$$

where $\Phi(\cdot)$ is the cumulative distribution function of a standard normal distribution and

$$
\kappa_{m, h}=\int_{x_{h, \min }}^{x_{h, \max }}\left\|\frac{d}{d x} \boldsymbol{\eta}_{m, h}(x)\right\| d x
$$

is the length of the mixed model manifold implicitly including the amount of bias which has to be corrected for. Thus, the critical value $c_{h, 1-\alpha}$ in 2.12) can be approximately obtained from (2.14). In practice, the error variance $\sigma_{u}^{2}$ is estimated from the data and $c_{h, 1-\alpha}$ can be calculated from

$$
\alpha \approx \frac{\kappa_{m, h}}{\pi}\left(1+c_{h, 1-\alpha}\right)^{-\zeta / 2}+P\left(\left|t_{\zeta}\right|>c_{h, 1-\alpha}\right)
$$

where the random variable $t_{\zeta}$ follows a t-distribution with $\zeta$ degrees of freedom. Additionally adjusting 2.5 according to the mixed model presentation, that is $\operatorname{Var}\left[\hat{f_{h}^{m}}\left(x_{h}\right)\right]=\mathbf{L}_{m, h}^{T}\left(x_{h}\right) \sigma_{u}^{2} \mathbf{I}_{n} \mathbf{L}_{m, h}\left(x_{h}\right)$, simultaneous confidence bands can then be constructed as

$$
\left\{\hat{f}_{h}^{m}\left(x_{h}\right)-c_{h, 1-\alpha} \sqrt{\operatorname{Var}\left[\hat{f}_{h}^{m}\left(x_{h}\right)\right]}, \hat{f}_{h}^{m}\left(x_{h}\right)+c_{h, 1-\alpha} \sqrt{\operatorname{Var}\left[\hat{f}_{h}^{m}\left(x_{h}\right)\right]}, x_{h, \text { min }} \leq x_{h} \leq x_{h, \max }\right\}
$$

For further details on such simultaneous confidence bands see Krivobokova et al. (2010) and Wiesenfarth et al. (2012). Their approach is designed for the cross-sectional case, but we will now show how it translates to the panel data context with fixed effects as described in 2.6). Note that the simple, albeit crucial new aspect to contemplate is the serial correlation in the error term $\Delta u_{i t}$ of each individual after applying the first-difference transformation described in 2.8. Assuming the $u_{i t}$ to be serially uncorrelated, $\Delta u_{i t}$ and $\Delta u_{i, t-1}$ exhibit a negative autocorrelation for each individual. In case of a homoscedastic variance, this serial correlation for two consecutive points of time amounts to -0.5 , see the appendix for a derivation. We therefore adopt the generalized least squares (GLS) approach and premultiply the differenced model matrix $\left(\Delta \mathbf{Z}_{h}\right)$ and the differenced dependent variable $\Delta \mathbf{y}$ in equation 2.11) by $\boldsymbol{\Psi}$, where

$$
\boldsymbol{\Psi} \boldsymbol{\Psi}^{\prime}=\boldsymbol{\Omega}^{-1}=\left(\begin{array}{cccc}
\boldsymbol{\Omega}_{1}^{-1} & 0 & \ldots & 0  \tag{2.15}\\
0 & \boldsymbol{\Omega}_{2}^{-1} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \boldsymbol{\Omega}_{N}^{-1}
\end{array}\right)
$$

is a block diagonal matrix with main diagonal block square matrices

$$
\Omega_{i}^{-1}=\left(\begin{array}{ccccc}
1 & -0.5 & 0 & \ldots & 0 \\
-0.5 & 1 & 0 & \ldots & 0 \\
0 & 0 & \ddots & 0 & 0 \\
\vdots & \vdots & 0 & 1 & -0.5 \\
0 & 0 & 0 & -0.5 & 1
\end{array}\right)
$$

of dimension $(T-1) \times(T-1){ }^{5}$ Note that, when using first differences and GLS, the smoothing matrix in (2.4) and thus the variance and the confidence bands of the estimated spline curve change accordingly. Provided that there is no heteroscedasticity, applying the GLS transformation on the respective quantities in the penalized least squares criterion (2.11) leads to the ordinary penalized spline case with homoscedastic and uncorrelated errors. Thus, the simultaneous confidence bands described above for cross-sectional data with i.i.d. errors can be applied without any further amendments. Moreover, the asymptotic properties for the penalized spline estimators obtained in such a framework, as discussed in Section 2.2, directly carry over to the panel data context treated here. In the first-difference setting, this is irrespective of whether the number of individuals $N$ or the number of observation periods $T$ grows, see, for example, Wooldridge (2002) for an overview over the asymptotic behavior of fixed effects panel

[^5]data estimators. The only thing to make sure is that there is some within-variation in the explanatory variables over time as the design matrix $\Delta \mathbf{Z}_{h}$ only contains differences over time.

In practice, panel data often exhibit additional serial correlation. In the rare cases of an exactly known error structure, the matrices in 2.15 can be adjusted. The common case is that the correlation structure in the error term is unknown and only certain assumptions are made, for example, that errors between different individuals are uncorrelated. In such a case, it is recommended to investigate the residuals for all individuals before or after applying the GLS procedure. If the autocorrelation and partial autocorrelation function suggest the occurrence of a certain underlying autoregressive moving average process, the obtained information could be exploited in the subsequent (iterative) estimation of a feasible GLS estimator with estimated 2.15 . Again, the premultiplication of the design matrices and the dependent variable by an appropriate matrix $\hat{\boldsymbol{\Omega}}$ (asymptotically) leads to a model with uncorrelated and homoscedastic errors if $\boldsymbol{\Omega}$ is consistently estimated. Another option is a maximum likelihood-type estimation of the model including simultaneous estimation of the autoregressive and moving average parameters. This can be done in a mixed model framework which additionally allows for modeling heteroscedasticity, as described in Pinheiro and Bates (2000).

Wiesenfarth et al. (2012) describe the extension how to build simultaneous confidence bands around the derivatives. In the case of B-spline basis functions, the derivative of the smoothing matrix in (2.4) for the cross-sectional case is given by

$$
\mathbf{L}_{h}^{\prime}\left(x_{h}\right)=\left(\mathbf{I}_{n}-\mathbf{S}_{-h}\right) \mathbf{Z}_{h}\left[\mathbf{Z}_{h}^{T}\left(\mathbf{I}_{n}-\mathbf{S}_{-h}\right) \mathbf{Z}_{h}+\lambda_{h} \mathbf{Z}_{h}\right]^{-1}\left[\mathbf{z}_{h}^{\prime}\left(x_{h}\right)\right]^{T}
$$

where $\left[\mathbf{z}_{h}^{\prime}\left(x_{h}\right)\right]^{T}$ denotes the row vector of the derivatives of the initial basis functions, evaluated at some value $x_{h}$ (see De Boor, 2001, Ch. 10). Thus, derivative estimates are practically obtained with negligible effort once a penalized least squares criterion like 2.3 has been minimized. Critical values and simultaneous confidence bands for the derivatives, also for panel data settings, can then be obtained by analogy with the steps described above.

### 2.4 Simulation studies

We consider data generated from model 2.6 with the individual-specific fixed effects $\gamma_{i}=i$ and the $H=3$ true functions

$$
\begin{aligned}
& f_{1}\left(x_{1 i t}\right)=\sin ^{2}\left[2 \pi\left(x_{1 i t}-0.5\right)\right], \\
& f_{2}\left(x_{2 i t}\right)=0.6 b_{30,17}\left(x_{2 i t}\right)+0.4 b_{3,11}\left(x_{2 i t}\right), \\
& f_{3}\left(x_{3 i t}\right)=x_{3 i t}\left(1-x_{3 i t}\right),
\end{aligned}
$$

with $b_{l, m}(x)=\Gamma(l+m)[\Gamma(l) \Gamma(m)]^{-1} x^{l-1}(1-x)^{m-1}$, where $\Gamma(r)$ denotes the gamma function. All functions were also considered in Wiesenfarth et al. (2012). They are scaled such that their standard deviations are equal to one. The functions and their derivatives are shown in Figure 2.3 in the appendix. The errors are generated as i.i.d. Gaussian errors with standard deviation $\sigma_{u}=0.5$. We consider an unbalanced panel data design with total sample sizes of $n=(525,1050,2100)$, where $N=(75,150,300)$ imaginary individuals are observed over different time horizons without breaks, that is, there are no missing observations between the first and last point of time at which one individual is observed. Note that due to taking first differences according to 2.10 , the sample size used for the estimation decreases by the number of individuals, that is, we obtain the effective sample sizes $n-N=(450,900,2700)$. The

Table 2.1: Coverage rates in simulations, average areas between confidence bands in parentheses. Columns (i) denote estimation with using GLS, columns (ii) without using GLS.

| $n$ | $f_{1}$ |  | $f_{2}$ |  | $f_{3}$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (i) | (ii) | (i) | (ii) | (i) | (ii) |  |  |  |  |  |  |  |
| 525 | 0.95 | 0.86 | 0.93 | 0.85 | 0.97 | 0.91 |  |  |  |  |  |  |  |
|  | $(3.42)$ | $(3.48)$ | $(3.67)$ | $(3.63)$ | $(3.07)$ | $(3.24)$ |  |  |  |  |  |  |  |
| 1050 | 0.95 | 0.88 | 0.95 | 0.85 | 0.97 | 0.88 |  |  |  |  |  |  |  |
|  | $(2.45)$ | $(2.51)$ | $(2.45)$ | $(2.44)$ | $(2.12)$ | $(2.14)$ |  |  |  |  |  |  |  |
| 2100 | 0.95 | 0.84 | 0.96 | 0.88 | 0.97 | 0.88 |  |  |  |  |  |  |  |
|  | $(1.81)$ | $(1.80)$ | $(1.90)$ | $(1.88)$ | $(1.55)$ | $(1.55)$ |  |  |  |  |  |  |  |
| $f_{1}^{\prime}$ |  |  |  |  |  |  |  |  | $f_{2}^{\prime}$ |  |  | $f_{3}^{\prime}$ |  |
| 525 | $(\mathrm{i})$ | $(\mathrm{ii})$ | $(\mathrm{i})$ | $(\mathrm{ii})$ | $(\mathrm{i})$ | $(\mathrm{ii})$ |  |  |  |  |  |  |  |
|  | 0.90 | 0.75 | 0.80 | 0.62 | 0.94 | 0.86 |  |  |  |  |  |  |  |
|  | $(30.60)$ | $(31.71)$ | $(32.80)$ | $(33.57)$ | $(17.82)$ | $(19.29)$ |  |  |  |  |  |  |  |
|  | 0.90 | 0.77 | 0.85 | 0.66 | 0.94 | 0.84 |  |  |  |  |  |  |  |
|  | $(23.51)$ | $(24.42)$ | $(25.19)$ | $(25.85)$ | $(14.06)$ | $(14.92)$ |  |  |  |  |  |  |  |
|  | 0.85 | 0.70 | 0.73 | 0.60 | 0.95 | 0.83 |  |  |  |  |  |  |  |
|  | $(15.23)$ | $(15.69)$ | $(17.01)$ | $(17.26)$ | $(8.77)$ | $(9.19)$ |  |  |  |  |  |  |  |

covariates for each individual are taken to be distributed over $\{a-0.04, a-0.03, \ldots, a, a+0.01\}$ with

$$
P(X=x)= \begin{cases}0.5, & \text { if } x=a \\ 0.1 & \text { else }\end{cases}
$$

with $a$ being randomly drawn with equal probability from $\{0.04,0.05, \ldots, 0.99\}$ for each individual. This setting is designed to mimic a real-world panel dataset where covariate values of individuals are often restricted to a finite set of values and can sometimes remain constant over time. In all settings, we take 40 equidistant knots for all covariates. The results are based on 500 Monte Carlo replicates and a nominal coverage rate of $95 \%$. Note that under the error assumptions stated above, the errors after building first differences are serially correlated (see Section 2.3). We use B-spline basis function of degree three and impose a penalty on second-order differences of the B-spline coefficients.

In Table 2.1. the resulting coverage rates with and without using GLS are shown. It can be seen that not taking into account the autocorrelation in the error term leads to substantial undercoverage. In contrast, even for moderate sample size, the confidence bands estimated by GLS generally perform quite accurately, that is, the nominal coverage is met. Likewise, the average area between the bands decreases with growing sample size. These results are in line with those of Wiesenfarth et al. (2012).

Using the same setting, we also examine the coverage rates of the confidence bands for the derivatives. The results in Table 2.1 show adequate coverage rates for the comparably simple linear derivative $f_{3}^{\prime}\left(x_{3 i t}\right)$ but not for the two other more complicated functions. Especially the confidence bands for $f_{2}^{\prime}\left(x_{2 i t}\right)$ perform poorly ${ }^{6}$ even if the sample size is huge $(n=4200)$ or the error variance is low (not shown here for brevity). In further simulations, we also varied the number of knots and the difference orders for the penalty. Although sometimes observing improvements in the coverage rates (with or without the expense of wider confidence bands), we did not find a distinct pattern how to reach the nominal coverage rate. Thus, we can only advise to be careful in making inferential statements about the derivatives of potentially sophisticated curves.

In addition, we replicated the simulation studies with non-Gaussian errors and autocorrelated errors. The

[^6]results are comparable to our simulation setting with independent Gaussian errors. The robustness of the here proposed confidence bands for non-normal symmetric error distributions was also demonstrated by Loader and Sun (1997). Furthermore, our simulations indicate that slight violations of the serial independence assumption are not too harmful. However, as shown above, disregarding major serial correlation as introduced by the first-difference transformation to uncorrelated errors is problematic. Thus, we advise the practitioner to investigate the residuals and apply, if necessary, more adequate modeling approaches as described in section 2.3

As for all fixed effects panel data models, it is also important to ensure that there is sufficient intrapersonal variation for all covariates. If this is not the case, the model matrix after applying first differences contains many zeros and thus, there is too little variation to estimate the function adequately.

The results for additional simulations not shown but discussed in this section can be found in the online supplement.

### 2.5 Studying the relationship between aging and life satisfaction

There is a considerable strand of literature studying how life satisfaction evolves over the lifespan. So far, there is no broad consensus on the shape of this relationship, as study results differ while applying different methodologies and datasets. A recent overview on this topic is given by López Ulloa et al. (2013). Frequently, an a priori specified U-shaped relationship is tested in a parametric way. One exception is the work of Wunder et al. (2011), who apply a semiparametric random effects model using the SOEP and the British Household Panel Survey. However, they do not address possible endogeneity of timeinvariant omitted covariates which can be done by incorporating individual-specific time constant fixed effects. In the context of the relationship between aging and life satisfaction, the importance of doing so is highlighted by Ferrer-i Carbonell and Frijters (2004). Using fixed effects panel models, Frijters and Beatton (2012) apply a quite flexible step function based on 5 -year-intervals for the influence of age on life satisfaction, which is, however, non-continuous and does not allow for uncertainty statements. To the best of our knowledge, we provide the first fully flexible fixed effects panel data approach also allowing for statistical quantification of uncertainty. To illustrate our method, we use SOEP data from 1994 to 2011, see Wagner et al. (2007) for details on the dataset. Following the results of Ferrer-i Carbonell and Frijters (2004), we treat the life satisfaction scor ${ }^{7}$. which is measured on an actually ordinal 11-point scale ranging from 0 (completely dissatisfied) to 10 (completely satisfied), as cardinal. While applying a first-difference estimator, the effects on life satisfaction are assumed to be exclusively instantaneous, that is, an increase or decrease of an explanatory variable in one year influences life satisfaction solely in the same year. This is questionable especially in the case of certain life events like changes in the marital status, for instance. Therefore, we follow an approach similar to Laporte and Windmeijer (2005) and add dummy variables for each of the two years before and after a life event ${ }^{8}$ including changes in marital, employment and disability status. Furthermore, we include nonparametric effects for age and net household income (with 60 equidistant knots each) and linear effects for household size and nights

[^7]Figure 2.1: Estimated nonparametric relationship between age and life satisfaction with confidence bands (left panel), corresponding estimated derivative (right panel)

stayed in hospital in the previous year. Thus, our model to estimate is

$$
\begin{equation*}
\text { Life Satisfaction }_{i t}=\gamma_{i}+f\left(\text { Age }_{i t}\right)+f\left(\text { Household Income }_{i t}\right)+\mathbf{c}_{i t}^{T} \delta+u_{i t} \tag{2.16}
\end{equation*}
$$

where the vector $\mathbf{c}_{i t}$ captures the values of all variables (including lags and leads) which are modeled in a parametric fashion. The final sample size after removing missing values amounts to $n=143,299$.

The results for the nonparametric effect of age on life satisfaction can be found in the left panel of Figure 2.1.

It can be seen that young people tend to become more and more unhappy as they become older. This decrease in life satisfaction is stopped and even slightly reversed at the age of around 60 for a couple of years. After that, increasing age again goes along with a reduction in life satisfaction. The estimated derivative of this effect and its confidence bands are shown in the right panel of Figure $2.1{ }^{9}$ For ages older than about 25 years, the zero line is not covered by the bands over almost the whole life span, indicating a significant negative effect of age on life satisfaction within these ages. This does not hold for the ages around 60 years. There, the confidence bands cover the zero line and the lower band almost crosses the zero line once. With regard to our simulation studies in Section 2.4, however, these results should be taken with caution.

For comparison, we also estimate two simple parametric first-difference panel data models, where the smooth functions of age and household income in equation 2.16) are replaced by quadratic and cubic polynomials. The results for the age effect can be found in Figure 2.2. It can be seen that the quadratic fit is a quasi-linear decreasing function, whereas the cubic fit shows some curvature while still exhibiting a clear downward trend over the lifespan. Neither of these estimated functions can capture the stage of constant or even increasing life satisfaction for the ages around 60 years. Thus, it is advisable to use a nonparametric estimator here to estimate the relationship of interest. In our analysis the often found U-shape or any other simple relationship between age and life satisfaction cannot be confirmed. Qualitatively, our results rather resemble those of Wunder et al. (2011). The nonparametric effect of net household income as well as the purely parametric effects are shown in Figure 2.4 and Table 2.2 in the appendix.

[^8]Figure 2.2: Estimated relationship between age and life satisfaction based on a squared (left) and a cubic polynomial (right)


### 2.6 Discussion and conclusions

In this paper, we enhanced the statistical toolbox by presenting a nonparametric first-difference estimator for fixed effects panel data models based on penalized splines combined with a corresponding fast way of inference via simultaneous confidence bands. Our approach allows to estimate and draw inferences from fixed effects panel data models in a highly flexible way and without a priori specifications of covariate effects. One further merit of our methodology is that numerous covariates, either modeled in a parametric or nonparametric way, can be handled easily. Moreover, the derivatives of the estimated effects as well as of their confidence bands can be obtained with negligible additional effort. The proposed approach is available for practitioners in the new R package pamfe which enables the fast estimation of nonparametric and semiparametric partially linear models even for large sample sizes. Using data from the SOEP, we illustrated the applicability our method by investigating the relationship between age and life satisfaction. We found that it is not advisable to model this nonlinear relationship in a strictly parametric fashion. Simulation studies showed an overall good performance of our method with the exception of the confidence bands for the derivatives which sometimes failed to hit the nominal coverage rate. A possible explanation is that the smoothing parameters are estimated and optimized for the original functions and not for the derivatives, as pointed out by Ruppert and Wand (2003, Ch. 6.8). It might be an interesting direction for future research to address this problem, maybe in a fully Bayesian framework. However, aside from the higher computational effort generally required by Bayesian methods, Bayesian credible bands tend to be conservative from a frequentist point of view, as shown by Krivobokova et al. (2010).

## 2.A Appendix

## Serial correlation in the first-difference errors

Consider equation 2.6): If the error terms $u_{i t}, i=1, \ldots, N, t=1, \ldots, T_{i}$ are homoscedastic and independent with expectation zero, then $\mathrm{E}\left(u_{i t} u_{i, t-1}\right)=0$ and $\mathrm{E}\left(u_{i t} u_{i t}\right)=\sigma_{u}^{2}$. It follows for the errors $\triangle u_{i t}=u_{i t}-u_{i, t-1}$ in equation (2.8):

$$
\mathrm{E}\left(\Delta u_{i t}\right)=\mathrm{E}\left(u_{i t}-u_{i, t-1}\right)=0
$$

and

$$
\operatorname{Var}\left(\Delta u_{i t}\right)=\operatorname{Var}\left(u_{i t}-u_{i, t-1}\right)=\operatorname{Var}\left(u_{i t}\right)+\operatorname{Var}\left(u_{i, t-1}\right)=2 \sigma_{u}^{2}
$$

The correlation of two consecutive error terms for the same individual after applying first differences is then given by

$$
\begin{aligned}
\operatorname{Cor}\left(\Delta u_{i t}, \Delta u_{i, t-1}\right) & =\frac{\mathrm{E}\left[\left(\Delta u_{i t}\right)\left(\Delta u_{i, t-1}\right)\right]}{\sqrt{\operatorname{Var}\left(\Delta u_{i t}\right) \operatorname{Var}\left(\Delta u_{i, t-1}\right)}} \\
& =\frac{\mathrm{E}\left[\left(u_{i t}-u_{i, t-1}\right)\left(u_{i, t-1}-u_{i, t-2}\right)\right]}{\sqrt{2 \sigma_{u}^{2} 2 \sigma_{u}^{2}}} \\
& =\frac{\mathrm{E}\left(-u_{i, t-1}^{2}\right)}{2 \sigma_{u}^{2}}=\frac{-\sigma_{u}^{2}}{2 \sigma_{u}^{2}}=-0.5 .
\end{aligned}
$$

## Figures and tables

Figure 2.3: Simulation studies: True, scaled functions (left) and corresponding derivatives (right).


Figure 2.4: Nonparametrically estimated relationship between household income (in 1000 €) and life satisfaction with confidence bands


Table 2.2: Estimation results for strictly parametric components. Note that the reference categories for the marital status and its leads and lags are "single" and its respective leads and lags. For the disability status "not disabled" serves at reference category, so does "nonworking" for the employment status.

| Variable | Coefficient | P-value |
| :--- | ---: | ---: |
| Household size | -0.0048 | 0.5668 |
| Nights in hospital | -0.0102 | 0.0000 |
| Disability Status: Disabled + 2 years | -0.0156 | 0.5107 |
| Disability Status: Disabled + year | 0.0334 | 0.1763 |
| Disability Status: Disabled | -0.1533 | 0.0000 |
| Disability Status: Disabled - 1 year | -0.2208 | 0.0000 |
| Disability Status: Disabled - 2 years | -0.1775 | 0.0000 |
| Divorced + 2 years | 0.0482 | 0.2165 |
| Divorced + 1 year | 0.2686 | 0.0000 |
| Divorced | 0.0289 | 0.5528 |
| Divorced - 1 year | -0.1348 | 0.1095 |
| Divorced - years | -0.0744 | 0.3061 |
| Widowed + 2 years | 0.2420 | 0.0000 |
| Widowed + 1 year | 0.5067 | 0.0000 |
| Widowed | -0.3942 | 0.0000 |
| Widowed - 1 year | -0.0820 | 0.2459 |
| Widowed - y years | -0.0935 | 0.1195 |
| Married + 2 years | -0.1082 | 0.0006 |
| Married + 1 year | -0.0569 | 0.1388 |
| Married | 0.1143 | 0.0046 |
| Married - 1 year | 0.1463 | 0.0007 |
| Married - y years | 0.1418 | 0.0002 |
| Part time employed | 0.0061 | 0.7807 |
| Full time employed | 0.1235 | 0.0000 |
| Unemployed | -0.4843 | 0.0000 |
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#### Abstract

This paper introduces distributional regression, also known as generalized additive models for location, scale and shape (GAMLSS), as a modeling framework for analyzing treatment effects beyond the mean. By relating each parameter of the response distribution to explanatory variables, GAMLSS model the treatment effect on the whole conditional distribution. Additionally, any non-normally distributed outcome and nonlinear effects of explanatory variables can be incorporated. We elaborate on the combination of GAMLSS with program evaluation methods in economics and provide practical guidance on the usage of GAMLSS by reanalyzing data from the Mexican Progresa program. Contrary to expectations, no significant effects of a cash transfer on the conditional inequality level between treatment and control group are found.
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### 3.1 Introduction

Program evaluation typically identifies the effect of a policy or a program on the mean of the response variable of interest. This effect is estimated as the average difference between treatment and comparison group with respect to the response variable, potentially controlling for confounding covariates. However, questions such as "How does the treatment influence a person's future income distribution" or "How does the treatment affect consumption inequality conditional on covariates" cannot be adequately answered when evaluating mean effects alone. Concentrating on mean differences between a treatment group and a comparison group is likely to miss important information about changes along the whole distribution of an outcome, for example in terms of an unintended increase in inequality, or when targeting ex ante vulnerability to a certain risk. These are economic concepts that do not only take the expected mean into account but rely on other measures such as the variance and skewness of the response.

As shown recently by Bitler et al. (2017), analyzing average effects in subgroups does not adequately capture heterogeneities along the outcome distribution. For a systematic and coherent analysis of treatment effects on all functionals of the response distribution, we introduce generalized additive models for location, scale and shape (GAMLSS, Rigby and Stasinopoulos, 2005) to the evaluation literature. GAMLSS allow all parameters of the response distribution to vary with explanatory variables and can hence be used to assess how the conditional response distribution changes due to the treatment. In addition, GAMLSS constitute an overarching framework to easily incorporate nonlinear, random, and spatial effects. Hence, the relationship between the covariates and the predictors can be modeled very flexibly, for example by using splines for nonlinear effects or Gaussian-Markov random fields for spatial information. The method encompasses a wide range of potential outcome distributions, including discrete and multivariate distributions, and distributions for shares. Due to estimating only one model including all distributional parameters, practically every distribution functional (quantiles, Gini coefficient, etc.) can be derived consistently from the conditional distribution making the scope of application manifold.

Besides a brief review of the methodological background for GAMLSS, our main aim is to practically demonstrate how to implement them in the course of treatment effects and what additional information can be drawn from those models. For this, we have chosen an example that is very familiar to the evaluation community: We rely on the same household survey used in Angelucci and De Giorgi (2009) to evaluate Progresa/Oportunidades/Prospera - a cash transfer program in Mexico. Initiated in 1997, the experimental design of the program allocated cash transfers to poor families in treatment villages in exchange for the households' children regularly attending school and for utilizing preventive care measures regarding health and nutrition. By using this extensively researched program as our application example, we show additional results using GAMLSS. In fact, we find no significant decline in food consumption inequality after the introduction of conditional cash transfers - a result that has gone unnoticed in the several analyses of the program's heterogeneous effects (e.g., Djebbari and Smith, 2008; Chavez-Martin del Campo, 2006).

While GAMLSS have not been used in the context of program evaluation, there is a substantial strand of literature that focuses on treatment effects on the whole distribution of an outcome or, to put it differently, on building counterfactual distributions. The idea is to consider the distribution of the treated versus their distribution if they had not been treated. The literature generally differentiates between effects on the unconditional distribution and the conditional distribution. While the effects on the unconditional distribution and unconditional quantile effects have been dealt with in Firpo (2007), Firpo et al. (2009), Rothe (2010), Rothe (2012) and Frölich and Melly (2013), for example, the focus of this paper is the conditional distribution and the functionals that can be derived from it. Conditional distributions are
of interest, when analyzing the effect heterogeneity based on the observed characteristics (Frölich and Melly, 2013). Especially in the case of inequality, conditional distributions are important to differentiate between within and between variance. For example, differences in consumption or income might stem from different characteristics or abilities such as years of education. With conditional distributions, we, however, assess the differences in consumption or income for individuals with equal or similar education and work experience. The fair notion would be that a person with higher education and more work experience earns more. It is the conditional inequality that is perceived as unfair.

To estimate the conditional distribution, a popular approach is to use quantile regression (Koenker and Bassett, 1978; Koenker, 2005). Quantile regression is a very powerful instrument if one is interested in the effect at a specific quantile. However, distributional characteristics can be derived only after the effects at a very high number of quantiles have been estimated which then yields an approximation of the whole distribution. For example, Machado and Mata (2005), Melly (2005), Angrist et al. (2006), and Chernozhukov and Hansen (2006) considered effects over a set of quantiles. The conditional distribution obtained via quantile regression can be integrated over the range of covariates to get the effects on the unconditional distribution. As we believe that quantile regression is most familiar to practitioners when estimating effects beyond the mean, we will elaborate a direct comparison of GAMLSS and quantile regression in Section 3.3 .

Other interesting approaches to go beyond the mean in regression modeling include Chernozhukov et al. (2013) and Chernozhukov et al. (2018) who introduce "distribution regression". Building upon Foresi and Peracchi (1995), they develop models that do not assume a parametric distribution but estimate the whole conditional distribution flexibly. The basic idea is to estimate the distribution of the dependent variable via several binary regressions for $F\left(z \mid x_{i}\right)=\operatorname{Pr}\left(y_{i} \leq z \mid x_{i}\right)$ based on a fine grid of values $z$. These models have the advantage of not requiring an assumption about the form of the response distribution. However, they require constrained estimates to avoid crossing predictions similar to crossing quantiles in quantile regression. Recently, Shen (2019) proposed a nonparametric approach based on kernel functions to estimate the effect of minimum wages on the conditional income distribution. She points out that the flexibility of estimating distributional effects conditional on the other covariates is also useful for the regression discontinuity design (RDD). In Shen and Zhang (2016) they develop tests relating the stochastic dominance testing to the RDD.

Thus, different concepts are already introduced with different scope for application. By applying GAMLSS to the evaluation context, we provide a flexible, parametric complement to the existing approaches. The advantage of this approach is that it provides one coherent model for the conditional distribution which estimates simultaneously the effect on all distributional parameters avoiding crossing quantiles or crossing predictions. If the distributional assumption is appropriate, the parametric approach allows us to rely on classical results for inference in either frequentist or Bayesian formulations, including large sample theory. The parametric formulation furthermore enables us to derive various quantities of interest from the same estimated distribution (quantiles, moments, Gini coefficient, interquartile range, etc.) which are all consistent with each other. As the distributional assumption obviously plays a crucial role in GAMLSS, we suggest guiding steps and easy-to-use tools for the practitioner to decide on a distribution.

The remainder is structured as follows: Section 3.2 provides the methodological background of GAMLSS. Section 3.3 elaborates on the potential benefits and limitations of GAMLSS for evaluating treatment effects. A practical step-by-step implementation and interpretation is given in Section 3.4 Though this section uses data from a randomized controlled trial (RCT), the methodology proposed in this paper applies to non-experimental methods as well. The appendix elaborates on the combination of GAMLSS
with other evaluation methods including panel data approaches, difference-in-differences, instrumental variables (IV), and regression discontinuity design (RDD). Section 3.5 concludes.

### 3.2 Generalized additive models for location, scale and shape

### 3.2.1 A general introduction to GAMLSS

For the sake of illustration, we start with a basic regression as it would be used, for example, when evaluating data from an RCT. Based on observed values $\left(\mathrm{x}_{i}^{\prime}, T_{i}, y_{i}\right), i=1, \ldots, n$, we are interested in determining the regression relation between a treatment, $T_{i}$, and the response variable $y_{i}$, while controlling for a vector of non-stochastic covariates $\mathbf{x}_{i}^{\prime}$. For simplicity and in line with the application in Section 3.4 , we describe the method in the context of a binary treatment but it applies to the continuous case as well. A corresponding simple linear model

$$
y_{i}=\beta_{0}+\beta_{T} T_{i}+\mathbf{x}_{i}^{\prime} \boldsymbol{\beta}_{1}+\varepsilon_{i}
$$

with error terms $\varepsilon_{i}$ subject to $E\left(\varepsilon_{i}\right)=0$ implies that the treatment and the remaining covariates linearly determine the expectation of the response via

$$
E\left(y_{i}\right)=\mu_{i}=\beta_{0}+\beta_{T} T_{i}+\mathbf{x}_{i}^{\prime} \boldsymbol{\beta}_{1} .
$$

If, in addition, the distribution of the error term is assumed to not functionally depend on the observed explanatory variables (implying, for example, homoscedasticity), the model focuses exclusively on the expected value, that is, it is a mean regression model. In other words, all effects that do not affect the mean but other parameters of the response distribution such as the scale parameter are implicitly subsumed into the error term.

One possibility to weaken the focus on the mean and give more structure to the remaining effects is to relate all parameters of a response distribution to explanatory variables. In the case of a normally distributed response $y_{i} \sim N\left(\mu_{i}, \sigma_{i}^{2}\right)$, both mean and variance could depend on the explanatory variables. Assuming again one treatment variable $T_{i}$ and additional covariates $\mathbf{x}_{i}^{\prime}$, the corresponding relations in a GAMLSS can be specified as follows:

$$
\begin{align*}
\mu_{i} & =\beta_{0}^{\mu}+\beta_{T}^{\mu} T_{i}+\mathbf{x}_{i}^{\prime} \boldsymbol{\beta}_{1}^{\mu}  \tag{3.1}\\
\log \left(\sigma_{i}\right) & =\beta_{0}^{\sigma}+\beta_{T}^{\sigma} T_{i}+\mathbf{x}_{i}^{\prime} \boldsymbol{\beta}_{1}^{\sigma} \tag{3.2}
\end{align*}
$$

Here, the superscripts in $\beta_{0}^{\mu}, \beta_{T}^{\mu}, \boldsymbol{\beta}_{1}^{\mu}, \beta_{0}^{\sigma}, \beta_{T}^{\sigma}$ and $\boldsymbol{\beta}_{1}^{\sigma}$ indicate the dependency of the intercepts and slopes on the respective distribution parameters. The log transformation in 3.2 is applied in order to guarantee positive standard deviations for any value of the explanatory variable.

Aside from the normal distribution, a wide range of possible distributions is incorporated in the flexible GAMLSS framework:
(a) In addition to distributions with location and scale parameters, distributions with skewness and kurtosis parameters can be modeled.
(b) For count data, not only the Poisson but also alternative distributions that account for overdispersion and zero-inflation can be used.
(c) Often we consider nonnegative dependent variables (e.g., income) with an amount of zeros that cannot be captured by continuous distributions. For these cases, a mixed discrete-continuous distribution can be used that combines a nonnegative continuous distribution with a point mass in zero.
(d) For response variables that are shares (also called fractional responses) we can consider continuous distributions defined on the unit interval.
(e) Even multivariate distributions, that is, where the response is a vector of dependent variables, can be placed within this modeling framework (Klein, Kneib, Klasen and Lang, 2015).

GAMLSS assume that the observed $y_{i}$ are conditionally independent and that their distribution can be described by a parametric density $p\left(y_{i} \mid \vartheta_{i 1}, \ldots, \vartheta_{i K}\right)$ where $\vartheta_{i 1}, \ldots, \vartheta_{i K}$ are $K$ different parameters of the distribution. For each of these parameters we can specify an equation of the form

$$
g_{k}\left(\vartheta_{i k}\right)=\beta_{0}^{\vartheta_{k}}+\beta_{T}^{\vartheta_{k}} T_{i}+x_{i}^{\prime} \boldsymbol{\beta}^{\vartheta_{k}}
$$

where the link function $g_{k}$ ensures the compliance with the requirements of the parameter space (such as the log link to ensure positive variances in Equation (3.1). Linking the parameters to an unconstrained domain also facilitates the consideration of semiparametric, additive regression specifications including, for example, nonlinear, spatial or random effects. Due to assuming a distribution for the response variable, model estimation can be done by maximum likelihood (Rigby and Stasinopoulos, 2005) or Bayesian methods (Klein, Kneib, Lang and Sohn, 2015).

### 3.2.2 Additive predictors

The univariate case described in the previous subsection can be easily extended to a multivariate and even more flexible setting. In particular, each parameter $\vartheta_{i k}, k=1, \ldots, K$, of the response distribution is now conditioned on several explanatory variables and can be related to a predictor $\eta_{i}^{\vartheta_{k}}$ via a link function $g_{k}$ such that $\vartheta_{i k}=g_{k}^{-1}\left(\eta_{i}^{\vartheta_{k}}\right)$.

A generic predictor for parameter $\vartheta_{i k}$ takes on the following form:

$$
\eta_{i}^{\vartheta_{k}}=\beta_{0}^{\vartheta_{k}}+\beta_{T}^{\vartheta_{k}} T_{i}+f_{1}^{\vartheta_{k}}\left(\mathbf{x}_{1 i}\right)+\cdots+f_{J_{k}}^{\vartheta_{k}}\left(\mathbf{x}_{J_{k} i}\right)
$$

This representation shows nicely why we refer to $\eta_{i}^{\vartheta_{k}}$ as a "structured additive predictor". While $\beta_{0}^{\vartheta_{k}}$ denotes the overall level of the predictor and $\beta_{T}^{\vartheta_{k}}$ is the effect of a binary treatment on the predictor, functions $f_{j}^{\vartheta_{k}}\left(\mathbf{x}_{j i}\right), j=1, \ldots, J_{k}$, can be chosen to model a range of different effects of a vector of explanatory variables $\mathbf{x}_{j i}$ :
(a) Linear effects are captured by linear functions $f_{j}^{\vartheta_{k}}\left(\mathbf{x}_{j i}\right)=x_{j i} \beta_{j}^{\vartheta_{k}}$, where $x_{j i}$ is a scalar and $\beta_{j}^{\vartheta_{k}}$ a regression coefficient.
(b) Nonlinear effects can be included for continuous explanatory variables via smooth functions $f_{j}^{\vartheta_{k}}\left(\mathbf{x}_{j i}\right)=f_{j}^{\vartheta_{k}}\left(x_{j i}\right)$ where $x_{j i}$ is a scalar. We recommend using P (enalized)-splines Eilers and Marx 1996) in order to include potentially nonlinear effects of continuous variables.
(c) An underlying spatial pattern can be accounted for by specifying $f_{j}^{\vartheta_{k}}\left(\mathbf{x}_{j i}\right)=f_{j}^{\vartheta_{k}}\left(s_{i}\right)$, where $s_{i}$ is some type of spatial information such as geographical coordinates or administrative units.
(d) If the data are clustered, random or fixed effects $f_{j}^{\vartheta_{k}}\left(\mathbf{x}_{j i}\right)=\beta_{j, g_{i}}^{\vartheta_{k}}$ can be included with $g_{i}$ denoting the cluster the observations are grouped into.

Consequently, GAMLSS allows the researcher to incorporate very different types of effects within one modeling framework. Estimation may then be done via a back-fitting approach within the NewtonRaphson type algorithm that maximizes the penalized likelihood and estimates the unknown quantities simultaneously. The methodology is implemented in the gamlss package in the software $R$, and described extensively in Stasinopoulos and Rigby (2007) and Stasinopoulos et al. (2017). Alternatively, a Bayesian implementation is available in the open source software BayesX (Belitz et al., 2015).

### 3.2.3 GAMLSS vs. quantile regression

A popular alternative to simple mean regression is quantile regression, see, for example, Koenker (2005) for an excellent introduction. Quantile regression relates not the mean but quantiles of the outcome variable to explanatory variables without making a distributional assumption about the outcome variable. In addition to requiring independence of observed values $y_{i}$, a quantile regression model with one explanatory variable $x_{i}$ only assumes that

$$
y_{i}=\beta_{0, \tau}+\beta_{1, \tau} x_{i}+\varepsilon_{i, \tau}
$$

where $\varepsilon_{i, \tau}$ is a quantile-specific error term with the quantile condition $P\left(\varepsilon_{i, \tau} \leq 0\right)=\tau$ replacing the usual assumption $E\left(\varepsilon_{i, \tau}\right)=0$. This implies a specific form of the relationship: The explanatory variable influences the $\tau$-quantile in a linear fashion. Thus, the model can still be misspecified even though we do not make an assumption about the distribution of the response. A further disadvantage of quantile regression is that the response variable must be continuous. This is especially problematic in the case of discrete or binary data, continuous distributions with a probability greater than zero for certain values or when the dependent variable is a proportion. This is different to the GAMLSS approach that also includes those cases. Note that we appraise GAMLSS as a generic framework here, even though it does not yield additional benefits if the distribution has only one parameter such as the binomial or Poisson distribution. Another problem in quantile regression is the issue of crossing quantiles (Bassett and Koenker, 1982). Theoretically, quantiles should be monotonically ordered according to their level such that $\beta_{0, \tau_{1}}+\beta_{1, \tau_{1}} x_{i} \leq \beta_{0, \tau_{2}}+\beta_{1, \tau_{2}} x_{i}$ for $\tau_{1} \leq \tau_{2}$ and all $x_{i}, i=1, \ldots, n$. Since the regression models are estimated for each quantile separately, this ordering does not automatically enter the model and crossing quantiles can occur especially when the amount of considered quantiles is large in order to approximate the whole distribution. If one assumes parallel regression lines, crossing quantiles can be avoided. However, in this case the application of quantile regression becomes redundant since for each quantile only the intercept parameter shifts while the effect of the explanatory variables would be independent from the quantile level. Therefore, the models rely on the less restrictive assumption that quantiles should not cross for the observed values of the explanatory variables. Strategies to avoid quantile crossing include simultaneous estimation, for example, based on a location scale shift model (He, 1997), on spline based non-crossing constraints (Bondell et al., 2010), or on quantiles sheets (Schnabel and Eilers, 2013). Chernozhukov et al. (2010) and Dette and Volgushev (2008) propose estimating the conditional distribution function first and inverting it to obtain quantiles. However, all of these alternatives require additional steps and most of them cannot easily incorporate an additive structure for the predictors (Kneib, 2013). In empirical research, conventional quantile regression is predominantly used by far. In any case, quantile regression estimates the relationship for certain quantiles separately but does not have a model to estimate the complete distribution. This can be also problematic if measures other than the quantiles such as the standard deviation or Gini coefficient should be analyzed.

In contrast, GAMLSS are consistent models from which any feature of a distribution can be derived. If the assumed distribution is appropriate, GAMLSS can provide more precise estimators than quantile regression especially for the tails of the empirical distribution where data points are scarce. Since we use maximum likelihood for estimation, a variety of related methods and inference techniques that rely on the distributional assumption can be used such as likelihood ratio tests and confidence intervals. As simulation studies in Klein, Kneib and Lang (2015) show bad performance for likelihood-based confidence intervals in certain situations, we will, however, rely on bootstrap inference for the application in Section 3.4. The main drawback of GAMLSS is a potential misspecification but Section 3.4 presents associated model diagnostics to minimize this risk. Besides the methodological differences, quantile regression and GAMLSS expose their benefits in different contexts. Following Kneib (2013), we suggest using quantile regression if the interest is on a certain quantile of the distribution of the dependent variable. On the other hand, the GAMLSS framework is more appropriate if one is interested in the changes of the entire conditional distribution, its parameters and certain distributional measures relying on these parameters, such as the Gini coefficient.

### 3.3 Potentials and pitfalls of GAMLSS for analyzing treatment effects beyond the mean

GAMLSS can be applied to evaluation questions when the outcome of interest is not the difference in the expected mean of treatment and comparison group but the whole conditional distribution and derived distributional measures. Compared to an analysis where the distributional measures are themselves the dependent variable, the great advantage of GAMLSS is that they yield one model from which several measures of interest can be coherently derived. In case of income, for example, these measures might be expected income, quantiles, Gini, the risk of being poor etc. Thereby, consistent results are obtained since all measures are based on the same model using the same data. Furthermore, aggregated distributional measures as dependent variables mask the underlying individual information. On the contrary, GAMLSS allows the researcher to estimate (treatment) effects on aggregate measures on the individual level.

When evaluating a program, GAMLSS should be used if the final analysis still includes covariates. In a setting without any covariates, the distribution of the outcome can just be estimated separately (e.g. by plotting the kernel densities) and contrasted. Likewise, quantities derived from these distributions (e.g., the Gini coefficient) could be directly compared between treatment and comparison group. GAMLSS are not required in this case as the central idea of relating all distributional parameters to covariates would become redundant.

After estimating the effects on each distributional parameter, these estimates can be used to calculate the effects on policy-relevant measures or to graphically compare the conditional distributions of the treated and untreated groups. The graphical comparison visualizes where and how the conditional distribution changes due to the treatment.

The GAMLSS framework comprises a wide range of potential distributions and is not bound to the exponential family only such as generalized linear models (GLM). Basically, the dependent variable can take on very different types of distributions as mentioned in Section 3.2.1. For applied researchers or practitioners in impact evaluation, we consider the easy incorporation of mixed distributions as particularly fruitful. When evaluating the effect of a treatment, researchers are often confronted with nonnegative outcomes that have a spike at zero. Regarding count data, an example would be the number of hospital visits with a lot of individuals not having any visit at all. In the case of continuous data, income is a good example
as individuals that do not work have an income of zero. It is common in the evaluation literature and in empirical economics to log transform the income variable in order to meet the normality assumption facilitating easy inference in ordinary least squares (OLS). However, there is an ongoing debate on how to treat values of zero, that is, whether observations can be dropped, replaced by a small positive number, or should not be log transformed at all. While these options might be (arguably) acceptable when there are only few zero valued outcomes, researchers run into problems if this amount is not negligible. As an alternative to commonly applied models to tackle these problems (e.g., the tobit model), zero-adjusted distributions such as the zero-adjusted gamma can be used. This is basically a mixed distribution, with a parameter for the probability of observing a zero and two parameters for the positive, continuous part. Similarly, zero inflated Poisson distributions are a popular choice when modeling count data with a lot of observations at zero. This distribution has two parameters: one for modeling the probability of zero and one for the discrete part.

Another useful distribution that is included in the GAMLSS framework is a distribution for shares. A good example would be if the evaluator wants to analyze if farmers change the composition of land use activities on their fields due to an agricultural intervention. Since shares sum up to one, it is disadvantageous to analyze them in separate regression specifications. For these cases, the Dirichlet distribution provides a suitable distribution. The above examples can be of course analyzed with alternative approaches, we however emphasize the flexibility of GAMLSS in providing a toolbox that can be applied to a wide range of different research problems. The distributions mentioned can be easily employed within the GAMLSS framework and all of them except for the Dirichlet distribution are already implemented in gamlss along with other nonstandard distributions. The Dirichlet distribution in a distributional regression framework is currently only available in BayesX; see Klein, Kneib, Klasen and Lang (2015) for an application.

Finally, as shown in Section 3.2.2, GAMLSS structure these models in a modular fashion such that several type of effects other than linear ones can be incorporated. This is particularly useful if the relationship between an independent variable and response is nonlinear and better accounted for by splines, if spatial heterogeneities are present, or if panel or hierarchical data are analyzed.

Despite these potentials, it is important to address some limitations regarding model selection and a priori model specification. As the researcher has to select explanatory variables for more than one parameter and a suitable response distribution, uncertainty in estimation can increase yielding invalid $p$-values and possibilities for $p$-hacking open up. Note, however, that there is a trade-off between misspecification by simplifying the model via assuming constant distributional parameters and misspecifying a more complex model. Additionally, a linear regression model is certainly less complex to specify but more limited in its informative value. To reduce the chance for misclassification of more complex GAMLSS, we suggest scrutinizing the model using the criteria and tools for model diagnosis presented in Section 3.4. It is also common in practice to report more than one model to check robustness to model specification.

The second point of a priori model specification is not so much of an issue for most studies relying on observational data when pre-registration is pointless because the data are already available prior to the pre-analysis plan. It is rather related to planned experiments with associated data collection. The superior procedure for experiments is conducting a pre-analysis plan including a hypothesis to be tested, covariates to be included, and an assumption for the response distribution. Specifying covariates for distributional parameters beyond the mean is more difficult than in linear regression; still the same recommendations apply: They can be pre-specified either on theoretical grounds or by using information from previous studies. To some extent, this is also possible for the response distribution. The type of response (continuous, nonnegative, binary, discrete etc.) already restricts the set of possible distributions to choose from. Previous studies might also give hints about the distribution of the response.

To present some examples of beyond-the-mean-measures, we focus in the following on inequality and vulnerability to poverty but a lot more measures can be analyzed using GAMLSS. For example, as Meager (2016) points out, risk profiles of business profits which are important for the functioning of the credit market are based on characteristics of the entire distribution and not only the mean.

## Example: GAMLSS and vulnerability as expected poverty

Ex ante poverty measures such as vulnerability to poverty are an interesting outcome if one is not only interested in the current (static) state of poverty but also in the probability of being poor. Although there are different concepts of vulnerability, see Celidoni (2013) for an overview and empirical comparison of different vulnerability measures, we focus on the notion of vulnerability as expected poverty (Chaudhuri et al., 2002). In this sense, vulnerability is the probability of having a consumption (or income) level below a certain threshold. To calculate this probability, separate regressions for mean and variance of log consumption are traditionally estimated using the feasible generalized least squares estimator (FGLS, Amemiya, 1977), yielding an estimate for the expected mean and variance for each household. Concretely, the procedure involves a consumption model of the form

$$
\ln y_{i}=\beta_{0}^{\mu}+\mathbf{x}_{i}^{\prime} \boldsymbol{\beta}_{1}^{\mu}+\varepsilon_{i}
$$

where $y_{i}$ is consumption or income, $\beta_{0}$ an intercept, $\mathbf{x}_{i}$ is a vector of household characteristics, $\boldsymbol{\beta}_{1}$ is a vector of coefficients of the same length and $\varepsilon_{i}$ is a normally distributed error term with variance

$$
\sigma_{e, i}^{2}=\beta_{0}^{\sigma}+\mathbf{x}_{i}^{\prime} \boldsymbol{\beta}_{1}^{\sigma} .
$$

To estimate the intercepts $\beta_{0}^{\mu}$ and $\beta_{0}^{\sigma}$ and the vectors of coefficients $\boldsymbol{\beta}_{1}$ and $\boldsymbol{\beta}_{1}^{\sigma}$ the 3-step FGLS procedure involves several OLS estimation and weighting steps. Assuming normally distributed $\log$ incomes $\ln y_{i}$, the estimated coefficients are plugged into the standard normal cumulative distribution function

$$
\widehat{\operatorname{Pr}}\left(\ln y_{i}<\ln z \mid \mathbf{x}_{i}^{\prime}\right)=\Phi\left(\frac{\ln z-\left(\hat{\beta}_{0}^{\mu}+\mathbf{x}_{i}^{\prime} \hat{\boldsymbol{\beta}}_{1}^{\mu}\right)}{\sqrt{\hat{\beta}_{0}^{\sigma}+\mathbf{x}_{i}^{\prime} \hat{\boldsymbol{\beta}}_{1}^{\sigma}}}\right)
$$

where $\hat{\beta}_{0}^{\mu}+\mathbf{x}_{i}^{\prime} \hat{\boldsymbol{\beta}}_{1}^{\mu}$ is the estimated mean, $\sqrt{\hat{\beta}_{0}^{\sigma}+\mathbf{x}_{i}^{\prime} \hat{\boldsymbol{\beta}}_{1}^{\sigma}}$ the estimated standard deviation, and $z$ the poverty threshold. A household is typically classified as vulnerable if the probability is equal or larger than 0.5 . In contrast to the 3 -step FGLS procedure, GAMLSS allow us to estimate the effects on mean and variance simultaneously avoiding the multiple steps procedure. While the efficiency gain of a simultaneous estimation is not necessarily large, its main advantage is the quantification of uncertainty as it can be assessed in one model. In a stepwise procedure, each estimation step is associated with a level of uncertainty that has to be accounted for in the following step. Additionally, GAMLSS provide the flexibility to relax the normality assumption of log consumption or log income.

## Example: GAMLSS for inequality assessment

Although inequality is normally not a targeted outcome of a welfare program, it is considered as an unintended effect since a change in inequality is likely to have welfare implications. To assess inequality, our application in Section 3.4 concentrates on the Gini coefficient but other inequality measures are also applied. In general, we focus on the conditional distribution of consumption or income, that is, the
treatment effects will be derived for a certain covariate combination. In other words, in order to analyze inequality, we do not measure unconditional inequality of consumption or income, for instance, for the entire treatment and comparison group, but inequality given that other factors that explain differences in consumption are fixed at certain values. Thus, for each combination of explanatory variables an estimated inequality measure is obtained which represents inequality unexplained by these variables. The economic reasoning is that differences in consumption or income are not per se welfare reducing inequality since those differences might stem from different characteristics or abilities such as years of education. We, however, assess the differences in consumption or income for those with equal or similar education as it is the conditional inequality that is perceived as unfair.

### 3.4 Applying GAMLSS to experimental data

### 3.4.1 General procedure

To demonstrate how the analysis of treatment effects can benefit from GAMLSS, we replicate and extend an evaluation study of a popular intervention and show how a distributional analysis could be implemented step by step.

In particular, we propose the following procedure to implement GAMLSS:
(a) Choose potentially suitable conditional distributions for the outcome variable.
(b) Make a (pre-)selection of covariates according to your hypothesis, theoretical considerations, etc.
(c) Estimate your models and assess their fit, decide whether to include nonlinear, spatial, and/or random effects.
(d) Optionally: Refine your variable selection according to statistical criteria.
(e) Interpret the effects on the distributional parameters (if such an interpretation is available for the chosen distribution), derive the effects on the complete distribution and identify the treatment effect on related distributional measures.

In the following, we apply all of these steps to the Progresa data as used in Angelucci and De Giorgi (2009) to provide a hands on guide on how to use GAMLSS in impact evaluation. The conditional cash transfer (CCT) program Progresa (first renamed Oportunidades and then Prospera) in Mexico is a classical development program. In general, conditional cash transfer programs transfer money to households if they comply with certain requirements. In the case of Progresa, these conditions comprise, for example, children's regular school attendance. CCTs have been popular development instruments over the last two decades and most researchers working in the area of development economics are well familiar with their background and related literature. They thus provide an ideal example for our purpose.

### 3.4.2 Application: Progresa's treatment effect on the distribution

In their study "Indirect Effects of an Aid Program", Angelucci and De Giorgi 2009) investigate how CCTs to targeted, eligible (poor) households affect, among other outcomes, the mean food consumption of both eligible and ineligible (non-poor) households. An RCT was conducted at the village-level and information is available for four groups: eligible and ineligible households in treatment and control villages. Aside from the expected positive effect of the cash transfer on the mean eligible households' food consumption,

Angelucci and De Giorgi (2009) also find a considerable increase of the mean ineligible households' food consumption in the treatment villages. They link the increase to reduced savings among the nonpoor, higher loans, and monetary and in-kind transfers from family and friends. The strong economic interrelationships between households within a village presumably result from existing informal credit and insurance markets in the study region. Accordingly, the average program effect on food consumption for the treated villages is larger than commonly assumed when only looking at the poor. Estimating the same relationship using GAMLSS provides important information for the policymakers on the effects within a group, for example, whether conditional food consumption inequality decreases for an average household among the poor (or the non-poor or all households). We will assess the effect on conditional inequality via the Gini coefficient, which is in general defined by

$$
\begin{equation*}
G=\frac{\sum_{i=1}^{n} \sum_{j=1}^{n}\left|y_{i}-y_{j}\right|}{2 n \sum_{h=1}^{n} y_{i}}, 0 \leq G \leq 1, \tag{3.3}
\end{equation*}
$$

for a group of $n$ households, where $y_{i}$ denotes the nonnegative consumption of household $i$. For a given continuous consumption distribution function $p(y)$, which we will estimate via GAMLSS, the Gini coefficient can be written as

$$
\begin{equation*}
G=\frac{1}{2 \mu} \int_{0}^{\infty} \int_{0}^{\infty} p(y) p(z)|y-z| d y d z \tag{3.4}
\end{equation*}
$$

with $\mu$ denoting the mean of the distribution.
Thus, a positive treatment effect on consumption in one group results in a lower Gini coefficient if all group members benefit equally, as the deviations in the numerator in (3.3) and remain the same, but the denominator increases. An equivalent logic applies to 3.4. However, there might be as well reasons why in one group, for instance among the poor, only the better off benefit and the poorest do not, resulting in higher inequality.

Using GAMLSS, we investigate the program's impact on conditional food consumption inequality measured by the Gini coefficient within the non-poor and poor by comparing the treatment and control groups. In particular, we model food consumption by an appropriate distribution and link its parameters to the treatment variable and other covariates. We obtain estimates for the conditional food consumption distribution for treated and untreated households and the corresponding Gini coefficients. The pairs cluster bootstrap is applied for obtaining an inferential statement on the equality of Gini coefficients; see Section 3.B.2 in the appendix for a description of this bootstrap method.

Furthermore, we investigate the effect of Progresa on global inequality by comparing treatment and control villages, that is, all households in treatment villages are considered as treated and all households in control villages as not treated. Since the average treatment effects found by Angelucci and De Giorgi (2009) are larger for the poor than for the non-poor, a lower food consumption inequality (measured by the Gini coefficient) in the treatment villages is expected. However, a higher Gini could arise if the program benefits are very unequally distributed. Generally, decreasing inequality is an expected, even though often not explicitly mentioned and scrutinized target of poverty alleviation programs and considered to be desirable, especially in highly unequal societies such as Mexico.

In the following, we will therefore investigate the treatment effect on food consumption inequality for three groups: the ineligibles, the eligibles and all households (with those located in a treatment village considered to be treated and vice versa). In particular, we refer to Table 1 in Angelucci and De Giorgi (2009) and restrict our analyses to the most interesting sample collected in November 1999 and the

Figure 3.1: Distribution of food consumption and log food consumption

more powerful specifications including control variables. Generally, we rely on (nearly) the same data and control variables as Angelucci and De Giorgi (2009). Minor amendments for estimation purposes include the removal of households which reported no food consumption and "no answer" categories from categorical variables. The resulting sample size reduction amounts to less than $1 \%$ in all samples. In comparison to Angelucci and De Giorgi (2009), we obtained very similar point estimates and significance statements even with our slightly amended sample. Following them, we also remove observations with a food consumption level of more than 10,000 pesos per adult equivalent. Along the steps described in Section 3.4.1 we will show in detail how to apply our modeling framework to the group of ineligibles which are also the main focus group of Angelucci and De Giorgi (2009). Result tables on the remaining two groups are reported and interpreted, whereas a description of the exact proceeding is dropped for the sake of brevity. All necessary software commands and the dataset are available online. The corresponding software code can be downloaded from https://www.uni-goettingen.de/de/511092.html, whereas the dataset is available on https://www.aeaweb.org/articles?id=10.1257/aer.99.1.486.

## Choice of potential outcome distributions

The distribution of the outcome variable often gives some indication about which conditional distributions are appropriate candidates. However, the (randomized) normalized quantile residuals (Dunn and Smyth, 1996) are the crucial tool to check the adequacy of the model fit and thus the appropriateness of the chosen distribution, as discussed below.

The histogram of the dependent variable in the left panel of Figure 3.1 shows a heavily right-skewed distribution.

The logarithm of the dependent variable in the right panel of Figure 3.1 somewhat resembles a normal distribution such that the log-normal distribution appears to be a reasonable starting point. It has the additional advantage that it also renders easily interpretable effects of the explanatory variables on the mean and variance of the dependent variable, at least on the logarithmic scale. As a more flexible alternative, we will also consider the three-parameter Singh-Maddala that is also known as Burr Type XII distribution and capable of modeling right-skewed distributions with fat tails, see Kleiber and Kotz (2003) for details. Note that the three parameters of the Singh-Maddala distribution do not allow a direct interpretation of effects on moments of the distribution.

## Preliminary choice of potentially relevant covariates

We select the same covariates as in Angelucci and De Giorgi 2009) and relate all of them to all parameters of our chosen distribution. In particular, the model contains nine explanatory variables per parameter: Aside from the treatment variable, these are six variables on the household level, namely poverty index, land size, the household head's gender, age, whether she/he speaks an indigenous language and is illiterate, as well as a poverty index and the land size as variables on the locality level. For the model relying on a log-normal distribution, two parameters $\mu$ and $\sigma$ are related to these variables,

$$
\begin{align*}
& \log \left(\mu_{i}\right)=\beta_{0}^{\mu}+T_{i} \beta_{T}^{\mu}+\mathbf{x}_{i}^{\prime} \boldsymbol{\beta}_{1}^{\mu}  \tag{3.5}\\
& \log \left(\sigma_{i}\right)=\beta_{0}^{\sigma}+T_{i} \beta_{T}^{\sigma}+\mathbf{x}_{i}^{\prime} \boldsymbol{\beta}_{1}^{\sigma} \tag{3.6}
\end{align*}
$$

where $T_{i}$ is the treatment dummy, $\beta_{T}^{\mu}$ and $\beta_{T}^{\sigma}$ are the treatment effects on the parameters $\mu$ and $\sigma$, respectively, $\mathbf{x}_{i}$ is a vector containing the values of the remaining covariates for household $i$ and $\boldsymbol{\beta}_{1}^{\mu}$ and $\boldsymbol{\beta}_{1}^{\sigma}$ are the corresponding coefficient vectors of the same length. In the specification relying on the threeparameter Singh-Maddala distribution, where $\mu$ and $\sigma$ are modeled as in 3.5) and 3.6), respectively, an additional parameter $\tau$ is linked to the nine explanatory variables,

$$
\log \left(\tau_{i}\right)=\beta_{0}^{\tau}+T_{i} \beta_{T}^{\tau}+\mathbf{x}_{i}^{\prime} \boldsymbol{\beta}_{1}^{\tau}
$$

resulting in the considerable amount of 30 quantities to estimate as each parameter equation includes an intercept. This is, however, still a moderate number considering the sample size of more than 4,000 households in the sample of ineligibles and even less problematic for the sample of eligibles with about 10,500 observations and the combined sample. In general, if the sample size is large, it is advisable to relate all parameters of a distribution to all variables which potentially have an effect on the dependent variable and its distribution, respectively. Exceptions may include certain distributions such as the normal distribution when there are convincing theoretical arguments why a variable might affect one parameter such as the mean but not another one such as, for example, the variance. For smaller sample sizes, higher order parameters such as skewness or kurtosis parameters may be modeled in simpler fashion with few explanatory variables.

## Model building and diagnostics

The proposed models are estimated using the R package gamlss, see Stasinopoulos and Rigby (2007), Stasinopoulos et al. (2017) and the software code attached to this paper for details. The adequacy of fit is assessed by some statistics of the normalized quantile residuals, introduced by Dunn and Smyth (1996). As a generic tool applicable to a wider range of response distributions than deviance or Pearson residuals, these residuals were shown to follow a standard normal distribution under the true model. In Figure 3.2a and Table 3.1 it can be seen that both $\mathrm{q}-\mathrm{q}$ plot and statistics reveal that the log-normal distribution might be an inadequate choice for modeling the consumption distribution as especially the overly large coefficient of kurtosis, which should be close to 3 , and the apparent skewness of the normalized quantile residuals, visible in the plot, suggest a distribution with a heavier right tail.

In contrast, a model relying on the Singh-Maddala distribution yields a much more satisfying diagnostic fit (see Figure 3.2b and Table 3.1). The q-q plot does not show severe deviations from the standard normal distribution, which is confirmed by the summary measures of the quantile residuals. More specifically,

Figure 3.2: Diagnosis plots for the model based on (a) the log-normal distribution and (b) the SinghMaddala distribution


Table 3.1: Summary of the quantile residuals for the model based on the log-normal distribution and Singh-Maddala distribution

|  | Log-normal | Singh-Maddala |
| :--- | ---: | ---: |
| Mean | -0.000091 | -0.001102 |
| Variance | 1.000235 | 0.998379 |
| Coef. of Skewness | 0.701639 | 0.060098 |
| Coef. of Kurtosis | 6.016006 | 3.115085 |
| Filliben Correlation Coef. | 0.984499 | 0.999201 |

Notes: A good fit is indicated by values close to $0,1,0,3$ and 1 for mean, variance, skewness, kurtosis, and Filliben correlation coefficient, respectively.
the Filliben correlation coefficient (measuring the correlation between theoretical and sample quantiles as displayed in the q-q plot) is almost equal to 1 , the coefficient of skewness is now close to 0 and the coefficient of kurtosis close to 3 . Additionally, the mean and the variance do not deviate much from their "desired" values 0 and 1 , respectively.

Consequently, the Singh-Maddala distribution is an appropriate choice here for modeling consumption. Other diagnostic tools, as described in Stasinopoulos and Rigby (2007), can be applied as well. In any case, well-fitting aggregated diagnostics plots and numbers do not entirely protect against model misspecification and wrong assumptions. Substance knowledge is sometimes required to detect more subtle issues. In their application, Angelucci and De Giorgi (2009) cluster the standard errors at the village level as some intra-village correlation is likely to occur. In a heuristic approach, we regress the quantile residuals of the model above on the village dummies and obtain an adjusted $R^{2}$ of about $10 \%$ and a very low $p$-value for the overall $F$-Test. This suggests unobserved village heterogeneity which we account for by applying a pairs cluster bootstrap procedure to obtain cluster-robust inference. Alternatively, random effects could be applied to model unexplained heterogeneity between villages. We use the same covariates as in Angelucci and De Giorgi (2009). Following them, we refrain from including nonlinear covariate effects in our model specification. As the model diagnostics indicate a reasonable fit and we are not particularly interested in the effects of the continuous covariates, there is no necessity to apply nonparametric specifications here. Nevertheless, we ran a model with nonparametric covariate effects and obtained very similar results. Generally, we advocate the use of nonparametric specifications, for example via penalized splines, for most continuous covariates. Details on when and how to use penalized splines can be found in Fahrmeir et al. (2013) and Wood (2006).

Figure 3.3: Estimated conditional distributions for an average household


## Variable selection

A comparison between different models, for instance between our model of choice from above and more parsimonious models, may be done by the diagnostics tools described in the previous subsection. Alternatively and additionally, statistical criteria for variable selection may be used, see Wood et al. (2016) for a corrected Akaike Information Criterion for GAMLSS. Moreover, boosting is a valuable alternative especially for high-dimensional models (Mayr et al. 2012). An implementation can be found in the R package gamboostLSS (see Hofner et al. 2016, for a tutorial with examples), yet the set of available distributions is somewhat limited. Here, we retain all variables in the model in order to stay close to the original study.

## Reporting and interpreting the results

GAMLSS using the Singh-Maddala distribution relate three parameters (via link functions) nonlinearly to explanatory variables but do not yield an immediate interpretation of the coefficient estimates on distributional parameters such as the mean. Yet, it is straightforward to compute marginal treatment effects, that is, the effect of the treatment fixing all other variables at some specified values, on the mean and variance as well as on other interesting features of an outcome distribution, such as the Gini coefficient or the vulnerability as expected poverty. The latter we define as the probability of falling below $60 \%$ of the median food consumption in our sample (which corresponds to about 95 Pesos). Finally, $t$-tests and confidence intervals can be calculated for testing the presence of marginal treatment effects on various measures.

The results in Table 3.2 show point estimates and $95 \%$ bootstrap percentile intervals of marginal treatment effects for an average household, that is, treatment effects evaluated at mean values for the other continuous explanatory variables and modes for categorical variables (for simplicity, we henceforth refer to the term "at means") on various distributional measures. The expected significant positive treatment effect on the mean of the dependent variable is found and can be interpreted as follows: For an average household, the treatment induces an expected increase in food consumption of about 16.232 pesos per adult equivalent. Although associated with large confidence intervals including zero, the effect on the variances is also positive, indicating a higher variability in the food consumption among the ineligibles in the treatment villages. The Gini coefficient is as well slightly bigger in treatment villages and the

Table 3.2: Treatment effects for ineligibles

|  | Estimate | Lower Bound | Upper Bound |
| :--- | ---: | ---: | ---: |
| MTE on mean | 16.232 | 2.350 | 23.273 |
| MTE on variance | 8463.007 | -2659.279 | 16895.497 |
| MTE on Gini coefficient | 0.014 | -0.009 | 0.036 |
| MTE on Atkinson index $(\mathrm{e}=1)$ | 0.012 | -0.008 | 0.033 |
| MTE on Atkinson index $(\mathrm{e}=2)$ | 0.018 | -0.010 | 0.050 |
| MTE on Theil index | 0.019 | -0.017 | 0.055 |
| MTE on vulnerability | -0.015 | -0.044 | 0.009 |

Notes: Shown are point estimates for marginal treatment effects at means (MTE) and corresponding $95 \%$ bootstrap confidence interval bounds based on 499 bootstrap replicates. $n=4,248$.

Table 3.3: Treatment effects for eligibles

|  | Estimate | Lower Bound | Upper Bound |
| :--- | ---: | ---: | ---: |
| MTE on mean | 28.900 | 17.328 | 35.066 |
| MTE on variance | 4550.073 | 1378.806 | 7942.616 |
| MTE on Gini coefficient | 0.007 | -0.006 | 0.023 |
| MTE on Atkinson index $(\mathrm{e}=1)$ | 0.006 | -0.005 | 0.020 |
| MTE on Atkinson index $(\mathrm{e}=2)$ | 0.012 | -0.007 | 0.033 |
| MTE on Theil index | 0.007 | -0.010 | 0.028 |
| MTE on vulnerability | -0.077 | -0.122 | -0.062 |

Notes: Shown are point estimates for marginal treatment effects at means (MTE) and corresponding $95 \%$ bootstrap confidence interval bounds based on 499 bootstrap replicates. $n=10,492$.
confidence intervals do not reject the null hypothesis of equal food consumption inequality (measured by the Gini coefficients) between treatment and control villages. We also report effects on other inequality measures, namely the Atkinson index with inequality parameters $\mathrm{e}=1,2$ and the Theil index. The results are qualitatively comparable to the effect on the Gini coefficient. To put it differently: There is no evidence that the treatment decreases inequality for an average household among the ineligibles, even though a positive effect on the average food consumption can be found. Furthermore, vulnerability as expected poverty does not change significantly due to the treatment, yet the point estimate indicates a decrease by -0.015 , corresponding to an estimated probability of falling below the poverty line of 0.111 for an average household in the control group and the respective probability of 0.096 for an average household in the treatment group. The findings can be illustrated graphically: Figure 3.3 shows the estimated conditional food consumption distributions for an average household once assigned to the treatment and once assigned to the control group: It can be seen that the distribution for the treated household is shifted to the right which corresponds to a higher mean and a lower probability of falling below the poverty line. Moreover, the peak of the mode is somewhat smaller and the right tail in this right-skewed distribution is slightly fatter, resulting in an increased variance and thus higher inequality.

The preceding analyses were conducted for an average household in the sample of ineligibles. Clearly, marginal effects could be obtained for other covariate combinations to investigate how the (marginal) treatment effect looks like for specific subgroups. Even more heterogeneity can be allowed for by including interactions between the treatment variable and other covariates. In general, we recommend computing marginal effects at interesting and well-understood covariate values rather than average marginal treatment effects which mask the heterogeneity of the single marginal effects and could be affected overly strongly by observations that are not of primary interest. However, aggregating marginal treatment effects over all households in the sample is as straightforward as showing the distribution of all these single marginal effects.

Table 3.4: Treatment effects for all people in treatment villages

|  | Estimate | Lower Bound | Upper Bound |
| :--- | ---: | ---: | ---: |
| MTE on mean | 25.900 | 15.643 | 30.290 |
| MTE on variance | 4828.316 | 804.267 | 7391.555 |
| MTE on Gini coefficient | 0.007 | -0.005 | 0.022 |
| MTE on Atkinson index $(\mathrm{e}=1)$ | 0.006 | -0.004 | 0.020 |
| MTE on Atkinson index $(\mathrm{e}=2)$ | 0.012 | -0.004 | 0.036 |
| MTE on Theil index | 0.007 | -0.010 | 0.027 |
| MTE on vulnerability | -0.056 | -0.090 | -0.044 |

Notes: Shown are point estimates for marginal treatment effects at means (MTE) and corresponding $95 \%$ bootstrap confidence interval bounds based on 499 bootstrap replicates. $n=14,740$.

Qualitatively the same results emerge for the group of eligibles, as can be seen in Table 3.3. The treatment effects on the mean are even bigger, still the Gini coefficient and other inequality measures do not decline significantly. In contrast, the point estimates rather indicate a slight increase. A significant decrease is observed for the vulnerability as expected poverty.

Of particular interest are the results on the treatment effects on inequality for all households. In Table 3.4, we see no significant decline in food consumption inequality for a household with the average characteristics, a quite sobering result for a poverty alleviation program, even though we find evidence for a smaller vulnerability to poverty due to the treatment. As the graph of estimated conditional distributions looks similar to Figure 3.3, we do not show it here. However, the reasons for the findings are equivalent: The shift of the distribution to the right due to the treatment lowers the risk of falling below the poverty line. Additionally, while unequal benefits from the treatment increase the variability of the consumption, the right tail of the distribution becomes fatter, preventing an arguably desired decline in inequality.

### 3.5 Conclusion

This paper introduces GAMLSS as a modeling framework for analyzing treatment effects beyond the mean. These types of effects are relevant if the evaluator or the researcher is interested in treatment effects on the whole conditional distribution or derived economic measures that take parameters other than the mean into account. The main advantage of GAMLSS is that they relate each parameter of a distribution and not just the mean to explanatory variables via an additive predictor. Hence, moments such as variance, skewness and kurtosis can be modeled and the treatment effects on them analyzed. GAMLSS provide a broad range of potential distributions which allows researchers to apply more appropriate distributions than the (log-)normal. This is especially the case for dependent variables with mass points (e.g., zero savings) or when the dependent variable are shares of a total (e.g., land use decisions). Furthermore, each distribution parameter's additive predictor can easily incorporate different types of effects such as linear, nonlinear, random, or spatial effects.

To practically demonstrate these advantages, we re-estimated the (mean) regression that Angelucci and De Giorgi (2009) applied to evaluate the well-known Progresa program. They found positive treatment effects on poor and non-poor that were larger for the poor (the target group) than for the non-poor. Their findings suggest that the treatment should consequently also decrease inequality within the two groups and within all households. We tested these hypotheses by applying GAMLSS and could not find any evidence for a decline of the conditional Gini coefficient or other inequality measures due to the treatment. An explanation is that the treatment benefited some households distinctly more than others, leading to a higher variance of consumption between households and a higher amount of households
having a considerably high consumption. We thus argue that GAMLSS can help to detect interesting treatment effects beyond the mean.

Besides showing the practical relevance of GAMLSS for treatment effect analysis, this paper bridges the methodological gap between GAMLSS in statistics and popular methods used for impact evaluation in economics. While our practical example considers only the case of an RCT, we also develop frameworks for combining GAMLSS with the most popular evaluation approaches including regression discontinuity designs, differences-in-differences, panel data methods, and instrumental variables in the appendix. We show there further how to conduct (cluster robust) inference using the bootstrap. The bootstrap methods proposed in this paper rely on re-estimation of a GAMLSS model for each bootstrap sample. In cases of large datasets and complex models, such approaches are computationally very expensive. The implementation of a computationally more attractive alternative, maybe in the spirit of the score bootstrap method proposed by Kline and Santos (2012), is desirable.

## Appendix

## 3.A Combining evaluation methods for non-experimental data and GAMLSS

As demonstrated in Section 3.4.1. GAMLSS can be used for the analysis of randomized controlled trials, as those are typically handled within the ordinary regression framework. The same applies to difference-in-differences approaches which only include additional regressors, namely interactions. In the following, we describe how other commonly used evaluation methods and models (see Angrist and Pischke, 2008, for an overview) can be combined with GAMLSS.

## 3.A. 1 GAMLSS and panel data models

In the evaluation literature, linear panel data models with fixed or random effects seem to be the preferred choice when individuals are observed over time:

$$
\begin{equation*}
y_{i t}=\beta_{0}+\mathbf{x}_{i t}^{\prime} \boldsymbol{\beta}_{1}+\alpha_{i}+\varepsilon_{i t}, \quad i=1, \ldots, N, t=1, \ldots, T_{i} . \tag{3.7}
\end{equation*}
$$

Here, $i$ denotes the individual and $t$ the time period. The vector of explanatory variables $\mathbf{x}_{i t}$ may include a treatment effect of interest, time dummies and control variables. In order to capture unobserved timeinvariant factors that affect $y_{i t}$, individual-specific effects $\alpha_{i}$ are incorporated in the model. Commonly, these are modeled as fixed effects if the random effects assumption of independence between the timeinvariant effects and the explanatory variables is presumed to fail. The Hausman test is an occasionally used tool to underpin the decision for using fixed effects. Another approach which loosens the independence assumptions was proposed by Mundlak (1978). The idea is to extend the random effects model such that for each explanatory variable which is suspected to be correlated with the random effects, a variable including individual-specific means of that variable is added. If this procedure is done for all explanatory variables, we obtain the model

$$
\begin{equation*}
y_{i t}=\beta_{0}+\mathbf{x}_{i t}^{\prime} \boldsymbol{\beta}_{1}+\overline{\mathbf{x}}_{i}^{\prime} \boldsymbol{\delta}_{1}+\alpha_{i}+\varepsilon_{i t}, \quad i=1, \ldots, N, t=1, \ldots, T_{i}, \tag{3.8}
\end{equation*}
$$

where $\alpha_{i}, i=1, \ldots, N$, are random effects, $\overline{\mathbf{x}}_{i}$ is a vector containing the means of the explanatory variables over all $T_{i}$ time periods for individual $i$, and $\boldsymbol{\delta}_{1}$ is the vector of associated coefficients. In this specification, the other vector of coefficients $\boldsymbol{\beta}_{1}$ only includes the effects of the explanatory variables stemming from their variation around the individual-specific means. Hence, $\boldsymbol{\beta}_{1}$ in 3.8 is equivalent to $\boldsymbol{\beta}_{1}$ in a fixed effects model according to (3.7).

For nonlinear (additive) panel data models, the same question about the validity of the independence assumption between the random effects and the explanatory variables arises. One can allow for dependence via the Mundlak formulation in the same fashion as described above for linear models, that is, avoiding the explicit inclusion of fixed effects while loosening the independence assumption, see Wooldridge 2002, Ch. 15) for more details. As random effects are an integrated part of the GAMLSS framework, GAMLSS specifications can be easily used to model panel data. Assume that $y_{i t}$ follows a distribution that can be described by a parametric density $p\left(y_{i t} \mid \vartheta_{i t 1}, \ldots, \vartheta_{i t K}\right)$ where $\vartheta_{i t 1}, \ldots, \vartheta_{i t K}$, are $K$ different parameters of the distribution. Then, according to model (3.8), we can specify for each of these parameters an equation
of the form

$$
g_{k}\left(\vartheta_{i t k}\right)=\beta_{0}^{\vartheta_{k}}+\mathbf{x}_{i t}^{\prime} \boldsymbol{\beta}_{1}^{\vartheta_{k}}+\overline{\mathbf{x}}_{i}^{\prime} \boldsymbol{\delta}_{1}^{\vartheta_{k}}+\alpha_{i}^{\vartheta_{k}}, \quad i=1, \ldots, N, t=1, \ldots, T_{i},
$$

with link function $g_{k}$, see Sections 3.2 .1 and 3.2 .2 in the main text for details and extensions.

## 3.A.2 Instrumental variables

Instrumental variable (IV) regression aims at solving the problem of endogeneity bias, for example arising from omitted variables. In this view, an explanatory variable is endogenous, if an unobserved confounder influences the response and is associated with this endogenous variable. That is, we consider the regression specification

$$
y=\beta_{0}+x_{e} \beta_{e}+x_{o} \beta_{o}+x_{u} \beta_{u}+\varepsilon \quad \text { with } \quad E\left(\varepsilon \mid x_{e}, x_{o}, x_{u}\right)=0,
$$

where $x_{o}$ is an observed explanatory variable, $x_{e}$ the endogenous variable, $x_{u}$ the unobserved confounder, $\varepsilon$ is an error term and $\beta_{o}, \beta_{e}$, and $\beta_{u}$ represent regression coefficients for the observed, endogenous, and unobserved explanatory variable, respectively. However, $x_{u}$ cannot be observed and thus cannot be included in the model. As $x_{u}$ is correlated with $x_{e}$, this violates the assumption that the error term's expectation given all observed variables is zero. As a consequence, the OLS estimator for $\beta_{e}$ is inconsistent. In order to demonstrate how a suitable instrument can be used to solve this problem in a nonlinear context, we present the approaches developed for generalized linear models (GLM, Terza et al. 2008), and generalized additive models (GAM, Marra and Radice, 2011) and extend them to the GAMLSS context.

## Instrumental variables in generalized linear models (GLM)

Terza et al. (2008) proposed a two-stage residual inclusion procedure (2SRI) that addresses endogeneity in nonlinear models. In fact, the procedure was already suggested by Heckman (1978) as a means to test for endogeneity. The reason why ordinary two-stage least squares does not work in the nonlinear context is that the expectation of the response variable is associated via a nonlinear function - the link function in GLMs - with the predictor. Due to this function, the unobserved part is not additively separable from the predictor (Marra and Radice, 2011; Amemiya, 1974).

In a GLM framework, we consider the model

$$
\begin{equation*}
E\left(\mathbf{y} \mid \mathbf{X}_{e}, \mathbf{X}_{o}, \mathbf{X}_{u}\right)=h\left(\mathbf{X}_{e} \boldsymbol{\beta}_{e}+\mathbf{X}_{o} \boldsymbol{\beta}_{o}+\mathbf{X}_{u} \boldsymbol{\beta}_{u}\right) \tag{3.9}
\end{equation*}
$$

where $\mathbf{y}$ is the outcome variable dependent on $\mathbf{X}_{o}$, a $n \times S_{o}$ matrix of observed variables, on $\mathbf{X}_{e}$, a $n \times S_{e}$ matrix of endogenous variables, and on $\mathbf{X}_{u}$ which is a $n \times S_{u}$ vector of unobserved confounders that are correlated with $\mathbf{X}_{e}$. Consequently, $\boldsymbol{\beta}_{o}$ is a $S_{o} \times 1$ vector, $\boldsymbol{\beta}_{e}$ a $S_{e} \times 1$ and $\boldsymbol{\beta}_{u}$ a $S_{u} \times 1$ vector of regression coefficients. The function $h(\cdot)$ denotes the response function, or the inverse of the link function.

The model in (3.9) can be written as

$$
\begin{equation*}
\mathbf{y}=h\left(\mathbf{X}_{e} \boldsymbol{\beta}_{e}+\mathbf{X}_{o} \boldsymbol{\beta}_{o}+\mathbf{X}_{u} \boldsymbol{\beta}_{u}\right)+\boldsymbol{\varepsilon} \tag{3.10}
\end{equation*}
$$

where the error term $\boldsymbol{\varepsilon}$ is defined as $\boldsymbol{\varepsilon}=\mathbf{y}-h\left(\mathbf{X}_{e} \boldsymbol{\beta}_{e}+\mathbf{X}_{o} \boldsymbol{\beta}_{o}+\mathbf{X}_{u} \boldsymbol{\beta}_{u}\right)$ such that

$$
E\left(\varepsilon \mid \mathbf{X}_{e}, \mathbf{X}_{o}, \mathbf{X}_{u}\right)=\mathbf{0} .
$$

The correlation between $\mathbf{X}_{e}$ and $\mathbf{X}_{u}$ is the core of the endogeneity issue at hand. If we were able to observe $\mathbf{X}_{u}$, consistent estimators for the coefficients in Equation 3.10 could, for example, be obtained via maximum likelihood estimation (under the usual generalized linear model regularity conditions). Without addressing the endogeneity problem, the $\mathbf{X}_{u}$ would be captured by the error term leading to a correlation between the explanatory variables and the error.

As in the linear case, to tackle this endogeneity problem, we have to find some observed instrumental variables $\mathbf{W}$ that account for the unobserved confounders $\mathbf{X}_{u}$. The endogenous variables can be related to these instruments and the observed explanatory variables by a set of auxiliary equations

$$
\begin{equation*}
\mathbf{x}_{e s}=h_{s}\left(\mathbf{X}_{o} \boldsymbol{\alpha}_{o s}+\mathbf{W}_{s} \boldsymbol{\alpha}_{w s}\right)+\boldsymbol{\xi}_{u s}, \quad s=1, \ldots, S_{e} \tag{3.11}
\end{equation*}
$$

where $\mathbf{x}_{e s}$ is the $s$-th column vector of $\mathbf{X}_{e}, h_{s}(\cdot)$ is the response function, $\mathbf{W}_{s}$ is a $n \times S_{I V_{s}}$ matrix of IVs available for $\mathbf{x}_{e s}$ and $\boldsymbol{\alpha}_{o s}$ and $\boldsymbol{\alpha}_{w s}$ are $S_{o} \times 1$ and $S_{I V_{s}} \times 1$ vectors, respectively, of unknown coefficients. The number of elements in $\mathbf{W}$ must be equal or greater than the numbers of endogenous regressors and there is at least one instrument in $\mathbf{W}$ for each endogenous regressor. The error term $\boldsymbol{\xi}_{\text {us }}$ in this model contains information about the unobserved confounders.

The instrumental variables $\mathbf{W}_{s}$ in equation (3.11) have to fulfill the following conditions:
(a) being associated with $\mathbf{x}_{e s}$ conditional on $\mathbf{X}_{o}$
(b) being independent of the response variable $\mathbf{y}$ conditional on the other covariates and the unobserved confounders in the true model, that is, $\mathbf{X}_{o}, \mathbf{X}_{e}, \mathbf{X}_{u}$
(c) being independent of the unobserved confounders $\mathbf{X}_{u}$.

Terza et al. (2008) propose the following procedure to estimate the models in Equations (3.10) and (3.11):
(a) First stage: Get the estimates $\hat{\boldsymbol{\alpha}}_{o s}$ and $\hat{\boldsymbol{\alpha}}_{w s}$ for $s=1, \ldots, S_{e}$ from the auxiliary Equation (3.11) via a consistent estimation strategy. One could use maximum likelihood estimation for GLMs here, but nonlinear least squares is also possible. Define

$$
\hat{\boldsymbol{\xi}}_{u s}=\mathbf{x}_{e s}-h\left(\mathbf{X}_{o} \hat{\boldsymbol{\alpha}}_{o s}+\mathbf{W}_{s} \hat{\boldsymbol{\alpha}}_{w s}\right) \quad \text { for } \quad s=1, \ldots, S_{e} .
$$

(b) Second stage: Estimate $\hat{\boldsymbol{\beta}}_{e}, \hat{\boldsymbol{\beta}}_{o}, \hat{\boldsymbol{\beta}}_{\hat{\Xi}_{u}}$ via a GLM or a nonlinear least squares method from

$$
E\left(\mathbf{y} \mid \mathbf{X}_{e}, \mathbf{X}_{o}, \hat{\boldsymbol{\Xi}}_{u}\right)=h\left(\mathbf{X}_{e} \boldsymbol{\beta}_{e}+\mathbf{X}_{o} \boldsymbol{\beta}_{o}+\hat{\mathbf{\Xi}}_{u} \boldsymbol{\beta}_{\hat{\Xi}_{u}}\right)
$$

where $\hat{\boldsymbol{\Xi}}_{u}$ is a matrix containing $\hat{\boldsymbol{\xi}}_{u s}$ from the first stage as column vectors.
The intuition behind this procedure is that $\hat{\boldsymbol{\Xi}}_{u}$ contains information on the unobserved confounders if the instruments fulfill the above mentioned requirements. Though $\hat{\boldsymbol{\Xi}}_{u}$ is not an estimate for the effect of the unobserved confounder on the response variable, its contained information can be used to get corrected estimates for the endogenous variable. Since we are eventually interested in $\boldsymbol{\beta}_{e}$ and not $\boldsymbol{\beta}_{u}$, we only need the $\hat{\boldsymbol{\Xi}}_{u}$ as a quantity containing information about $\mathbf{X}_{u}$ to account for the presence of these unobserved confounders Marra and Radice, 2011).

## Instrumental variables in generalized additive models (GAM)

Marra and Radice (2011) extend the 2SRI approach to also cover generalized additive models, that allow for nonlinear effects of the explanatory variables on the response variable. A generalized additive model
has the following form

$$
\mathbf{y}=h(\boldsymbol{\eta})+\boldsymbol{\varepsilon}, \quad E\left(\varepsilon \mid \mathbf{X}_{e}, \mathbf{X}_{o}, \mathbf{X}_{u}\right)=0
$$

where $\mathbf{X}_{e}=\left(\mathbf{X}_{e}^{*}, \mathbf{X}_{e}^{+}\right), \mathbf{X}_{o}=\left(\mathbf{X}_{o}^{*}, \mathbf{X}_{o}^{+}\right)$, and $\mathbf{X}_{u}=\left(\mathbf{X}_{u}^{*}, \mathbf{X}_{u}^{+}\right)$with matrices containing discrete variables denoted by ${ }^{*}$ and continuous ones by ${ }^{+}$. We summarize the discrete parts of the explanatory variables $\mathbf{X}_{e}, \mathbf{X}_{o}$, and $\mathbf{X}_{u}$ into $\mathbf{X}^{*}$ and the continuous parts into $\mathbf{X}^{+}$, that is, $\mathbf{X}^{*}=\left(\mathbf{X}_{e}^{*}, \mathbf{X}_{o}^{*}, \mathbf{X}_{u}^{*}\right)$ for discrete variables and $\mathbf{X}^{+}=\left(\mathbf{X}_{e}^{+}, \mathbf{X}_{o}^{+}, \mathbf{X}_{u}^{+}\right)$for continuous variables. The linear predictor $\boldsymbol{\eta}$ is represented by

$$
\begin{equation*}
\boldsymbol{\eta}=\mathbf{X}^{*} \boldsymbol{\beta}^{*}+\sum_{l=1}^{L} f_{l}\left(\mathbf{x}_{l}^{+}\right) \tag{3.12}
\end{equation*}
$$

where $\boldsymbol{\beta}^{*}$ is a vector of unknown regression coefficients and $f_{l}$ are unknown smooth functions of $L$ continuous variables $\mathbf{x}_{l}^{+}$. These continuous variables can be modeled, for example, by using penalized splines Eilers and Marx, 1996). Since we cannot observe $\mathbf{X}_{u}^{*}$ and $\mathbf{X}_{u}^{+}$, we get inconsistent estimates for all regression coefficients. Provided that suitable instrumental variables can be identified, we can model the endogenous variables with the following set of auxiliary regressions

$$
\begin{equation*}
\mathbf{x}_{e s}=h_{s}\left(\mathbf{Z}_{s}^{*} \boldsymbol{\alpha}_{s}^{*}+\sum_{j=1}^{J_{s}} f_{j}\left(\mathbf{z}_{j s}^{+}\right)\right)+\boldsymbol{\xi}_{u s} \tag{3.13}
\end{equation*}
$$

where $\mathbf{Z}_{s}^{*}=\left(\mathbf{X}_{o}^{*}, \mathbf{W}_{s}^{*}\right)$ with corresponding coefficients $\boldsymbol{\alpha}_{s}^{*}$ and $\mathbf{Z}_{s}^{+}=\left(\mathbf{X}_{o}^{+}, \mathbf{W}_{s}^{+}\right)$, where $\mathbf{Z}_{s}^{+}$is composed of $\mathbf{z}_{j s}^{+}, j=1, \ldots, J_{s}$. Instrumental variables meeting the same requirements mentioned above are again denoted by $\mathbf{W}_{s}$. The smooth functions $f_{j}$ for the $J_{s}$ continuous variables $\mathbf{z}_{j s}^{+}$include continuous observed variables and continuous instruments. Despite the notation, $f_{l}$ in 3.12 and $f_{j} 3.13$ generally are different functions.

Marra and Radice (2011) propose the following procedure for the 2SRI estimator within the generalized additive models context:
(a) First stage: Get estimates of $\boldsymbol{\alpha}_{s}^{*}$ and $f_{j}$ for $s=1, \ldots, S_{e}$ from the auxiliary Equation (3.13 using a GAM method. Define

$$
\begin{equation*}
\hat{\boldsymbol{\xi}}_{u s}=\mathbf{x}_{e s}-h_{s}\left(\mathbf{Z}_{s}^{*} \hat{\boldsymbol{\alpha}}_{s}^{*}+\sum_{j=1}^{J_{s}} \hat{f}_{j}\left(\mathbf{z}_{j s}^{+}\right)\right) \quad \text { for } \quad s=1, \ldots, S_{e} . \tag{3.14}
\end{equation*}
$$

(b) Second stage: Estimate

$$
\begin{equation*}
E\left(\mathbf{y} \mid \mathbf{X}_{e}, \mathbf{X}_{o}, \hat{\boldsymbol{\Xi}}_{u}\right)=h_{s}\left(\mathbf{X}_{e}^{*} \boldsymbol{\beta}_{e}^{*}+\mathbf{X}_{o}^{*} \boldsymbol{\beta}_{o}^{*}+\sum_{j=1}^{J} f_{j}\left(\mathbf{x}_{j e o}^{+}\right)+\sum_{s=1}^{S_{e}} f_{s}\left(\hat{\boldsymbol{\xi}}_{u s}\right)\right) \tag{3.15}
\end{equation*}
$$

where $\mathbf{x}_{j e o}^{+}, j=1, \ldots, J$, are column vectors of $\mathbf{X}_{e o}^{+}=\left(\mathbf{X}_{e}^{+}, \mathbf{X}_{o}^{+}\right)$.
In this procedure, $f_{s}\left(\hat{\boldsymbol{\xi}}_{u s}\right)$ accounts for the influence of unmeasured confounders $\mathbf{X}_{u}$, and we get thus consistent estimates for the observed and the endogenous variables. The set of models in (3.14) and (3.15) can be fitted by using one of the GAM packages in R, for example. In simulation studies, Marra and Radice (2011) show good performance of the estimates if the instruments are strong.

## Instrumental variables and GAMLSS

The IV estimation procedure for generalized linear models and generalized additive models can now be transferred to the GAMLSS context. In these models, the response $\mathbf{y}$ follows a parametric distribution with $K$ distributional parameters $\boldsymbol{\vartheta}=\left(\vartheta_{1}, \ldots, \vartheta_{K}\right)^{\prime}$ and density

$$
p\left(\mathbf{y} \mid \mathbf{X}_{o}, \mathbf{X}_{e}, \mathbf{X}_{u}\right)=p\left(\mathbf{y} \mid \boldsymbol{\vartheta}\left(\mathbf{X}_{o}, \mathbf{X}_{e}, \mathbf{X}_{u}\right)\right)
$$

For each of the parameters, a regression specification

$$
\vartheta_{k}=h_{k}\left(\eta^{\vartheta_{k}}\right)
$$

is assumed, where $\eta^{\vartheta_{k}}$ is the regression predictor. For each of the predictors $\boldsymbol{\eta}^{\vartheta_{k}}$ considered over all $n$ observations, we assume a semiparametric, additive structure

$$
\begin{equation*}
\boldsymbol{\eta}^{\vartheta_{k}}\left(\mathbf{X}_{o}, \mathbf{X}_{e}, \mathbf{X}_{u}\right)=\mathbf{X}^{*} \boldsymbol{\beta}^{*, \vartheta_{k}}+\sum_{l=1}^{L} f_{l}^{\vartheta_{k}}\left(\mathbf{x}_{l}^{+}\right) \tag{3.16}
\end{equation*}
$$

Using the same notation as above, the only difference between the Equations (3.12) and (3.16) is that the predictors are now specific for each of the $K$ parameters of the response distribution. Note that the predictors do not have to include the same variables, though the indexes are dropped here for notational simplicity.

If $\mathbf{X}_{e}$ and $\mathbf{X}_{u}$ are correlated, then $\mathbf{X}_{e}$ is endogenous and estimating without considering $\mathbf{X}_{u}$ leads to inconsistent estimates due to omitted variable bias.

We propose a similar procedure for GAMLSS as the one Marra and Radice (2011) developed for GAMs:
(a) First stage: Same as for the GAM procedure.
(b) Second stage: Instead of a GAM, estimate a GAMLSS with density $p\left(\mathbf{y} \mid \mathbf{X}_{e}, \mathbf{X}_{o}, \hat{\boldsymbol{\Xi}}_{u}\right)$ and predictors

$$
\begin{equation*}
\boldsymbol{\eta}^{\vartheta_{k}}=\mathbf{X}_{e}^{*} \boldsymbol{\beta}_{e}^{*, \vartheta_{k}}+\mathbf{X}_{o}^{*} \boldsymbol{\beta}_{o}^{*, \vartheta_{k}}+\sum_{j=1}^{J} f_{j}^{\vartheta_{k}}\left(\mathbf{x}_{j e o}^{+}\right)+\sum_{s=1}^{S_{e}} f_{s}^{\vartheta_{k}}\left(\hat{\boldsymbol{\xi}}_{u s}\right) . \tag{3.17}
\end{equation*}
$$

Wooldridge (2014) has shown that the 2SRI estimator can be used to model $p\left(\mathbf{y} \mid \mathbf{X}_{e}, \mathbf{X}_{o}, \hat{\boldsymbol{\Xi}}_{u}\right)$ in the second step once models for $E\left(\mathbf{x}_{e s} \mid \mathbf{X}_{o}, \mathbf{W}_{s}\right), s=1, \ldots, S_{e}$, are estimated and the $\hat{\boldsymbol{\xi}}_{u s}$ are calculated.

To apply Wooldridge's insights to our case, assume we can derive control functions $C_{s}\left(\mathbf{X}_{o}, \mathbf{x}_{e s}, \mathbf{W}_{s}\right), s=$ $1, \ldots, S_{e}$, such that

$$
\begin{equation*}
p\left(\mathbf{X}_{u} \mid \mathbf{X}_{o}, \mathbf{x}_{e s}, \mathbf{W}_{s}\right)=p\left(\mathbf{X}_{u} \mid C_{s}\left(\mathbf{X}_{o}, \mathbf{x}_{e s}, \mathbf{W}_{s}\right)\right) \tag{3.18}
\end{equation*}
$$

Here, $C_{s}(\cdot)$ acts as a sufficient statistic to take account of the endogeneity. For example, if

$$
\mathbf{x}_{e s} \mid \mathbf{X}_{o}, \mathbf{W}_{s} \sim N\left(\boldsymbol{\eta}^{\vartheta_{k}}\left(\mathbf{X}_{o}, \mathbf{W}_{s}\right), \boldsymbol{\sigma}_{e s}^{2}\right),
$$

then

$$
\boldsymbol{\xi}_{u}=\mathbf{x}_{e s}-\mathbf{Z}_{s}^{*} \boldsymbol{\alpha}_{s}^{*}+\sum_{j=1}^{J_{s}} f_{j}\left(\mathbf{z}_{j s}^{+}\right)
$$

is an appropriate control function in the sense that assumption (3.18) holds. In this case, including the first-stage residuals $\hat{\boldsymbol{\xi}}_{u}$ in the second stage, as described in the IV procedures above, is justified. The
control function approach is also adopted, for instance, in Blundell and Powell (2004) for binary responses and continuous regressors. Instead of using splines in the first stage, they rely on simpler kernel estimators but advocated the use of more sophisticated methods.

Assumption (3.18) does not hold in general if the model for the endogenous variable is nonlinear (first stage). However, as Terza et al. (2008) and Marra and Radice (2011) have shown, 2SRI still works approximately. Wooldridge 2014 ) recommended including $\hat{\boldsymbol{\xi}}_{u}$ nonlinearily and/or interactions with $\mathbf{X}_{e}, \mathbf{X}_{o}$ in (3.17) to improve the approximation. Furthermore, a simulation study on different 2SRI settings suggested standardizing the variance of the first stage residuals (Geraci et al., 2018).

The procedure's implementation is similar to the previous one. In the first stage, we estimate a GAM model with one of the available software packages and the second stage is estimated using gamlss. That is, while in the first stage the expected mean of the endogenous variables conditional on the other explanatory variables and the instruments are modeled, the distributional part comes only into play in the second stage. The reason is that our interest is on the distribution of the response variable and the first stage serves only as an auxiliary model to account for the endogeneity. In similar contexts, when combining two stage IV estimation and expectile regression, Sobotka et al. (2013) show in simulations that it is sufficient to focus on the conditional means in the first stage. They also outline a bootstrap procedure that we modify to our case and is presented in Section 3.B.3.

## 3.A. 3 Regression discontinuity design

In the regression discontinuity design (RDD), see, for example, Imbens and Lemieux (2008) and Lee and Lemieux (2010) for introductions, a forcing variable $X_{i}$ fully (sharp RDD) or partly (fuzzy RDD) determines treatment assignment. We first consider the sharp RDD case and adopt a common notation for the RDD, as used by Imbens and Lemieux (2008), for example. Let the treatment variable be $T_{i}$ which equals 1 if $X_{i}$ is bigger than some cutoff value $c$ and 0 if $X_{i}<c$. Then, one is typically interested in the average treatment effect on the mean at the cutoff value

$$
\begin{equation*}
\tau_{\mathrm{SRD}}=\lim _{x \downarrow c} \mathrm{E}\left[Y_{i} \mid X_{i}=x\right]-\lim _{x \uparrow c} \mathrm{E}\left[Y_{i} \mid X_{i}=x\right], \tag{3.19}
\end{equation*}
$$

where $Y_{i}$ is the dependent variable of interest. The two quantities in 3.19 may be generally estimated by fitting separate regression models for all or a range of data on both sides of the cutoff value and calculating their predictions at the cutoff value. More precisely, the conditional mean functions $\mathrm{E}\left[Y_{i} \mid X_{i}, X_{i}>c\right]$ and $\mathrm{E}\left[Y_{i} \mid X_{i}, X_{i}<c\right]$ are linked to a linear model via a continuous link function (e.g., identity or logit link). Note that the full range of generalized linear models is included in this formulation, so $Y_{i}$ may be binary, for instance. Hereby, the crucial assumption is the continuity in the counterfactual conditional mean functions $\mathrm{E}\left[Y_{i}(0) \mid X_{i}=x\right]$ and $\mathrm{E}\left[Y_{i}(1) \mid X_{i}=x\right]$, where $Y_{i}=Y_{i}(0)$ if $T_{i}=0$ and $Y_{i}=Y_{i}(1)$ if $T_{i}=1$. Provided that the assumption holds, the limiting values in 3.19) can be replaced by the conditional mean functions evaluated at the cutoff and differences in the conditional means can solely be attributed to the treatment. Equally reasonable, one can assume continuity in the density functions $p\left[Y_{i}(0) \mid X_{i}=x\right]$ and $p\left[Y_{i}(1) \mid X_{i}=x\right]$. In this case, estimators from a wide range of models on many other quantities of the distribution of $Y_{i}$ (aside from the mean) can be identified in the sharp RDD framework. One example is given in Bor et al. (2014) who model the hazard rate in a survival regression. Frandsen et al. (2012) derive quantile treatment effects within the RDD. Likewise, the toolbox of GAMLSS can be applied in the sharp RDD. More specifically, assume $Y_{i}$ follows a distribution that can be described by a parametric density $p\left(Y_{i} \mid \vartheta_{i 1}, \ldots, \vartheta_{i K}\right)$ where $\vartheta_{i 1}, \ldots, \vartheta_{i K}$ are $K$ different parameters of the distribution. Then, in a simple linear model including only the forcing variable, we can specify for each of these parameters an
equation of the form

$$
g_{k}\left(\vartheta_{i k}\right)=\beta_{0}^{\vartheta_{k}}+X_{i} \beta_{1}^{\vartheta_{k}}, \quad i=1, \ldots, N
$$

on both sides of the cutoff, where $g_{k}$ is the link function.
The inclusion of further pre-treatment (baseline) covariates into the regression models of choice on both side of the cutoffs has been deemed uncritical, as they are not supposed to change the identification strategy of the treatment effect of interest, see, for instance, Imbens and Lemieux (2008) and Lee and Lemieux (2010). Rigorous proofs in Calonico et al. (2018) confirm that, under quite weak assumptions, it is indeed justified to adjust for covariates for the frequently used local polynomial estimators in the sharp and fuzzy RDD.

As the interest lies in estimating the treatment effect at the cutoff value, one critical question in the RDD is on which data and in which specification the regressions on both sides of the cutoff should be conducted. Global functions using all data typically need more flexibility and include data far from the cutoff, whereas local estimators rely on a smaller sample size and require the choice of an adequate sample. The apparently most popular approaches in the literature, namely those by Calonico et al. (2014) and Imbens and Kalyanamaran (2012), use local polynomial regression (including the special case of local linear regression) and thus, a restricted sample. The inherent bandwidth choice is done with respect to a minimized MSE of the estimator for the average treatment effect on the mean. Based on this minimization criterion, a cross-validation approach as originally described in Ludwig and Miller (2007) and slightly amended in Imbens and Kalyanamaran (2012), is a valuable alternative. In principle, such a cross-validation based bandwidth selection may be transferable to a local polynomial GAMLSS. However, if relying on local estimates, we do not propose using one single bandwidth but rather check the variability of the estimates for different bandwidths, as, for instance, done in Imbens and Kalyanamaran (2012, Figure 2). Additional caution is advised with regard to the diminished sample size resulting from local approaches, as the potentially quite complex GAMLSS require a moderate sample size. In general, we consider global approaches accounting for possibly nonlinear relationships (e.g., via penalized splines) at least as useful complements to local estimators. In any case, we strongly advocate the visual inspection of a scatterplot displaying the forcing and the dependent variable as well as a careful diagnosis for the estimated models, for example based on quantile residuals in the case of GAMLSS.

The extension to a fuzzy RDD, where the treatment variable $T_{i}$ is only partially determined by the forcing variable $X_{i}$, requires some new thinking, namely the idea of compliers. Let us again assume that an individual is supposed to get the treatment if its value of the forcing variable $X_{i}$ is above a certain cutoff $c$. Then, a complier is an individual that complies with the initial treatment assignment, that is, an individual that would not get the treatment if the cutoff was below $X_{i}$ but that would get the treatment if the cutoff was higher than $X_{i}$. Commonly, the interest now lies in the average treatment effect (on the mean) at the cutoff value for compliers

$$
\begin{equation*}
\tau_{\mathrm{FRD}}=\frac{\lim _{x \downarrow c} \mathrm{E}\left[Y \mid X_{i}=x\right]-\lim _{x \uparrow c} \mathrm{E}\left[Y \mid X_{i}=x\right]}{\lim _{x \downarrow c} \operatorname{Pr}\left(T_{i}=1 \mid X_{i}=x\right)-\lim _{x \uparrow c} \operatorname{Pr}\left(T_{i}=1 \mid X_{i}=x\right)}, \tag{3.20}
\end{equation*}
$$

where the denominator now includes the probabilities of treatment at both sides near the cutoff. The treatment effect in 3.20 is identified under the continuity assumption described above for the sharp RDD and two additional assumptions:
(a) The probability of treatment changes discontinuously at the cutoff value.
(b) Individuals with $X_{i}$ who would have taken the treatment if $X_{i}<c$ would also take the treatment if $X_{i}>c$ and vice versa.

The first assumption ensures that the denominator in 3.20 does not equal zero (in the sharp RDD, the denominator is by design equal to one). The second assumption, often called the monotonicity assumption, implies that the initial treatment assignment does not have an unintended effect. In other words, individuals do not become ineligible for the treatment or discouraged from taking up the treatment exactly by the initial treatment assignment. We refer to Imbens and Lemieux (2008) for a detailed discussion on the average causal effect at the cutoff value for compliers.

As in the sharp RDD, assuming the continuity assumption for the density functions $p\left[Y_{i}(0) \mid X_{i}=x\right]$ and $p\left[Y_{i}(1) \mid X_{i}=x\right]$ to hold, the numerator in 3.20 may also contain differences in other quantities aside from the conditional means. The probabilities in the denominator in 3.20 can be estimated separately, for example via a logistic regression of the treatment variable on the forcing variable, see also Wooldridge (2002, ch. 21). All remaining considerations from the sharp RDD carry over to the fuzzy case, indicating that GAMLSS can be applied both in the sharp and the fuzzy RDD.

## 3.B Bootstrap inference

In the following, we first describe very generic bootstrapping strategies to obtain inferential statements in the GAMLSS context (Section 3.B.1). Peculiarities of the models discussed in this paper are described in the Sections 3.B.2 3.B.4 Practical recommendations for diagnosing bootstrap estimates are given in 3.B. 5

## 3.B. 1 General strategy

To fix ideas, assume without loss of generality that the quantity of interest is denoted by $\theta$ and represents the marginal treatment effect at the means, namely the treatment effect for an average individual on the Gini coefficient. We consider the parametric bootstrap as the natural choice for a parametric model such as a GAMLSS, although a nonparametric bootstrap is possible as well. The parametric bootstrap works as follows:
(a) A GAMLSS is fitted to the dataset at hand including $n$ observations. Therefore, $n$ estimated distributions for the dependent variable are obtained.
(b) A bootstrap sample is generated by drawing randomly one number from each of these estimated distributions.
(c) The GAMLSS from the first step is re-estimated for the current bootstrap sample. For treated and non-treated individuals, the conditional distributions at mean values for other covariates are predicted. For these distributions, the respective Gini coefficients are computed and their difference is calculated. This difference between the coefficients is the estimated marginal treatment effect at means on the Gini coefficient and is denoted by $\hat{\theta}_{b}$ for the current bootstrap sample.
(d) The two preceding steps are repeated for many times, say $B$ times.

From the resulting $B$ bootstrap estimates $\hat{\theta}_{1}, \ldots, \hat{\theta}_{B}$, bootstrap inference can be conducted in different ways. One option is to perform a $t$-test based on the bootstrap variance

$$
\hat{V}_{\text {boot }}[\hat{\theta}]=\frac{1}{B-1} \sum_{b=1}^{B}\left(\hat{\theta}_{b}-\overline{\hat{\theta}}\right)^{2}
$$

with $\overline{\hat{\theta}}=\frac{1}{B} \sum_{b=1}^{B} \hat{\theta}_{b}$. To test for significance of the marginal treatment effect on the Gini, the $t$-statistic

$$
\begin{equation*}
t=\frac{\hat{\theta}}{\sqrt{\hat{V}_{\mathrm{boot}}[\hat{\theta}]}} \tag{3.21}
\end{equation*}
$$

can be used, where $\hat{\theta}$ may be the estimate for the marginal treatment effect from the original sample or the mean of all bootstrap estimates.

Alternatively, a bootstrap percentile confidence interval can be computed. For instance, the bounds of a possibly asymmetric $95 \%$ percentile bootstrap confidence interval are given by the lower 2.5 th and the upper 97.5 th percentile of the $B$ bootstrap estimates, $\hat{\theta}_{1}, \ldots, \hat{\theta}_{B}$. Whereas the idea and implementation of such a confidence interval are straightforward, generally more bootstrap samples and thus, more computational power are required than in the case of using bootstrapped standard errors as outlined above. More elaborate bootstrap confidence intervals exist. Efron (1987), for example, proposed a biascorrected and accelerated method that we do not discuss here. We refer to Efron and Tibshirani (1994) and Chernick et al. (2011) for more details on parametric and nonparametric bootstrap methods as well as on different techniques to derive bootstrap confidence intervals and $p$-values.

## 3.B. 2 Bootstrap inference for grouped and panel data

For random effects panel data models where individuals are observed over time and more generally for all random effects models where individuals are grouped into clusters, one has to sample the random effects from their assumed distribution in each bootstrap step first. The distributions for the dependent variable for each individual can then be estimated and the bootstrap dependent variables are drawn from the resulting distributions, corresponding to the first two steps described in Section 3.B.1.

A different approach to account for grouping structures are cluster-robust standard errors. Cameron and Miller (2015) give a comprehensive overview on cluster-robust inference, also within the bootstrap machinery. As a method also applicable to nonlinear models, they propose a nonparametric pairs cluster bootstrap to obtain cluster-robust inference. Assume again that the aim is a significance statement on the marginal treatment effect at means on the Gini coefficient and that the sample consists of $G$ clusters or groups. Then, repeat the following procedure $B$ times:
(a) Resample $G$ clusters $\left(\mathbf{y}_{1}, \mathbf{X}_{1}\right), \ldots,\left(\mathbf{y}_{G}, \mathbf{X}_{G}\right)$ with replacement from the $G$ clusters in the original sample, where $\left(\mathbf{y}_{g}, \mathbf{X}_{g}\right), g=1, \ldots, G$, denote the vector of the dependent variable and the matrix of the explanatory variables, respectively, for cluster $g$.
(b) Run the GAMLSS for the bootstrap sample obtained in step (a) and predict the respective conditional distributions at mean values for other covariates for treated and non-treated individuals. For these distributions, the respective Gini coefficients are computed and their difference is calculated. This difference between the coefficients is the estimated marginal treatment effect at the means on the Gini coefficient and is denoted by $\hat{\theta}_{b}$ for the current bootstrap sample.

In complete analogy to our elaborations for non-clustered data, a bootstrap $t$-test can be conducted with the denominator in (3.21) now based on the cluster-robust variance estimator

$$
\hat{V}_{\mathrm{clu} ; \text { boot }}[\hat{\theta}]=\frac{c}{B-1} \sum_{b=1}^{B}\left(\hat{\theta}_{b}-\overline{\hat{\theta}}\right)^{2},
$$

where $\overline{\hat{\theta}}=\frac{1}{B} \sum_{b=1}^{B} \hat{\theta}_{b}$ and $c=\frac{G}{G-1} \frac{N-1}{N-K}$ is a finite sample modification with the number of estimated model quantities denoted by $K$.

Alternatively, bootstrap percentile confidence intervals and tests can be constructed from the bootstrap estimates, see the explanations in Section 3.B.1.

## 3.B. 3 Bootstrap inference for instrumental variables

Due to the stepwise approach in IV methods, the estimation uncertainty arising from the first stage has to be accounted for in the second stage. In order to draw inference for IV models, we propose the following procedure:
(a) Conduct a parametric bootstrap with $N_{b}$ replications as described in 3.B.1 for the first stage model in Equation (3.13).
(b) With $\hat{\boldsymbol{\alpha}}_{s}^{[k]}, k=1, \ldots, N_{b}$, denoting all of the first stage estimates including the estimates for the smooth functions $f$, calculate

$$
\hat{\mathbf{x}}_{e s}^{[k]}=h\left(\mathbf{Z}_{s} \hat{\boldsymbol{\alpha}}_{s}^{[k]}\right)
$$

and

$$
\hat{\boldsymbol{\xi}}_{u s}^{[k]}=\mathbf{x}_{e s}-\hat{\mathbf{x}}_{e s}^{[k]} .
$$

(c) For the distributional model in the second stage, replace $\hat{\boldsymbol{\xi}}_{u s}$ with $\hat{\boldsymbol{\xi}}_{u s}^{[k]}$ and proceed as in the general parametric bootstrap procedure described in 3.B.1.

As an alternative to the parametric bootstrap in step 1, a nonparametric bootstrap approach can be applied by drawing bootstrap samples from $\mathbf{x}_{e s}$ and $\mathbf{Z}_{s}$ to get estimates $\hat{\boldsymbol{\alpha}}_{s}^{[k]}$ of the first stage model.

Let the number of replicates in the second stage be $N_{d}$, yielding a total of $N_{b} * N_{d}$ replicates for the estimates of interest in the second stage. This procedure can be computationally costly if $N_{b}$ or $N_{d}$ are chosen to be large. See Marra and Radice (2011) for a computationally more efficient procedure that assumes approximately normally distributed estimators in the first and second stage, respectively.

## 3.B. 4 Bootstrap inference for RDD

Regressions in the sharp RDD require the estimation of two GAMLSS in each bootstrap sample, namely one on each side of the cutoff value. In the fuzzy RDD, each bootstrap step should also include the reestimation of the models for the probabilities of the treatment assignment which are chosen to estimate the quantities in the denominator in 3.20 . By doing so, the uncertainty of those estimates is included in the resulting standard errors or confidence intervals for the treatment effect of interest.

## 3.B. 5 Recommendations for diagnosing bootstrap estimates

Irrespective of the impact evaluation and bootstrap method chosen, but especially in the case of the pairs cluster bootstrap, a thorough inspection of the estimated bootstrap statistics is advisable. If the resulting distribution contains large outliers, one should carefully contemplate disusing or at least amending the currently applied bootstrap procedure. Cameron and Miller (2015) give a more detailed guideline on diagnosing bootstrap estimates. In our example, the distribution of the bootstrap estimates for the

Figure 3.4: Distribution of bootstrap estimates of MTE on Gini


marginal treatment effect at the means on the Gini does not reveal large outliers or severe skewness, as can be seen in the boxplot and the histogram in Figure 3.4

The question arises of how many bootstrap samples should be generated. Common choices such as $B=999$ may be applied. Alternatively, inspecting graphically the convergence of the estimated quantities for a growing number of bootstrap samples indicates whether the chosen amount is sufficient. Exemplarily, Figure 3.5 shows the percentile interval bounds for the marginal treatment effects on the Gini in the sample of ineligibles for increasing bootstrap replicates. The chosen bootstrap sample size of $B=499$ seems to be appropriate as a higher amount of replicates would probably not change the results substantially.

Figure 3.5: Percentile interval bounds for MTE on Gini for increasing bootstrap replicates
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#### Abstract

Small area poverty maps allow for the design of policies based on spatial differences in welfare. They are typically estimated based on a consumption survey reporting on poverty and a census providing the spatial disaggregation. This paper presents a new method which allows for the estimation of up-to-date small area poverty maps when only a dated census and a more recent survey are available and predictors and structural parameters are subject to drift over time, a situation commonly encountered in practice. Instead of using survey variables to explain consumption in the survey, the new approach uses variables constructed from the census. The proposed estimator has fewer data requirements and weaker assumptions than common small area poverty map estimators. Applications to simulated data and to poverty estimation in Brazil show an overall good performance.


Keywords: Poverty; Population estimates; Censuses; Small Area Estimation
JEL classification: D63, I32, R12

[^10]
### 4.1 Introduction

A poverty map is a spatial description of the distribution of poverty in a given country or region. While such a map is useful for policy makers and researchers when small geographic units (e.g., cities, towns, or villages) are discernable, estimates based on household surveys are typically not representative or associated with high uncertainty at such levels of disaggregation. On the other hand, most censuses do not contain information on consumption (or a surrogate such as income or expenditures) required to calculate poverty. To overcome these problems, Elbers et al. (2003), henceforth ELL, developed small area estimation poverty maps, a methodology that can be used to combine information from a detailed household survey with that from a comprehensive census. The general methodology usually consists of two steps, calibration of a statistical model based on survey data and application to the comprehensive census data. In the first step, a multiple linear regression analysis is used to estimate a model of household consumption based on survey data (which includes a consumption module). The explanatory variables in the model are restricted to the subset available in both the survey and the census. These variables are required to be measured in a comparable way both in the census and in the survey ${ }^{1}$ In the second step, the estimated model parameters are applied to census data. The regression model predicts the conditional mean of consumption. Since one is typically also interested in higher moments of the distribution, simulation methods are used to introduce random disturbance. The simulations provide estimates of consumption per capita for every household in the census.

Several criticisms have been raised with regard to the ELL estimator and extensions and alternatives have been discussed. Haslett et al. (2010) propose alternative regression techniques to estimate the survey regression in the first stage. Tarozzi and Deaton (2009) and Molina and Rao (2010) argue that unexplained variation between areas impairs the performance of the ELL estimator as ELL only account for variation between clusters which are nested into areas. While also applying a two-stage approach similar to ELL, Molina and Rao (2010) use area-specific random effects instead of cluster-specific random effects. Moreover, in their empirical Bayes approach they simulate out-of-sample consumption values for the census conditional on the consumption values from the survey. Thus, in contrast to ELL, their simulated census data explicitly includes observed sample information. Das and Chambers (2017) propose another correction for the ELL method which is robust to significant unexplained between-area variability. Their correction relies on the relationship between variance components estimators under the ELL model and a model which additionally contains an area-specific random effect. Marhuenda et al. (2017) discusses the direct application of such a model including cluster-specific and area-specific random effects for poverty mapping via extending the empirical Bayes method of Molina and Rao 2010). Comprehensive discussions on different small area estimation methods can be found in Guadarrama et al. (2016) and Haslett (2016). Still, ELL's is arguably the most frequently used poverty mapping approach combining survey and census data. According to Elbers and van der Weide (2014), it has been applied in more than 60 countries. Some examples for the application of ELL, including fields other than poverty mapping, are Healy et al. (2003), Demombynes and Özler (2005), Elbers et al. (2007), Araujo et al. (2008), Agostini et al. (2010), Bui and Nguyen (2017) and Gibson (2018).

A key assumption for the applicability of ELL is that the distribution of the explanatory variables is the same in both census and survey. This assumption will often be violated if time has passed between data collection for the census and survey, that is, only a dated census and a more recent survey are available, a common situation as censuses are usually conducted less frequently than surveys. Reasons for a violation of this assumption may include demographic trends, migration, natural disasters, and conflicts. If the

[^11]population parameters, including the regression coefficients, remain unchanged but the distributions of the explanatory variables change over time, ELL results in an outdated poverty map, namely a poverty map at the time of the census. If both the population parameters and the distribution of the explanatory variables change over time, it is not quite clear what is obtained but generally not an up-to-date poverty map.

We propose a different approach that relaxes the discussed assumptions on the explanatory variables. In particular, household characteristics from the census are used to explain consumption values from the survey in the first stage to obtain parameter estimates. In this case, the explanatory variables in the survey are not needed for the estimation and no assumptions on them have to be made. The parameter estimates from the first stage can then be used to predict consumption values using the explanatory variables from the census in the second stage. As it is usually impossible to match households between a census and a survey, the estimation needs to be conducted at a higher geographical level, for instance at the level of census enumeration areas. Throughout this paper, we will refer to the generic term of "clusters" as the lowest level at which census and survey information can be matched. If the assumptions on the explanatory variables hold, this aggregation may worsen the prediction accuracy vis-à-vis ELL, with the magnitude of the loss of precision hinging on the regression model in the first stage. Note that ELL also propose the additional use of census means to explain location effects, namely cluster-specific effects. In this regard, our approach can be considered as a variant of ELL without the use of householdlevel variables included in both census and survey and without reliance on the associated assumptions. When we refer to the ELL method throughout this paper, we have in mind an estimator that combines survey and census variables at the household-level, the central idea of the approach.

In the case that at least one of the underlying assumptions of ELL is violated, our new approach will still produce up-to-date poverty maps with unbiased poverty estimates. The key assumption we introduce is that aggregate household characteristics from the dated census relate to consumption the same way in clusters covered by the recent survey as in clusters not covered by the recent survey. This assumption will hold (on average) if clusters are randomly drawn. Note that a similarly weak assumption has to be made for the applicability of the ELL method if the census and survey are conducted at the same time, namely that household characteristics from the survey relate to consumption the same way in clusters covered by the survey as in clusters not covered by the survey.

In a different scenario, a recent census and only dated survey data may be available. Reliable predictions of poverty measures at the time of the recent census can only be obtained under the additional strong assumption of non-changing structural parameters (including the regression parameters linking explanatory variables to consumption) over time (e.g., Kijima and Lanjouw, 2003). This holds for both ELL and our estimator. If both structural parameters and the distribution of the explanatory variables change over time, ELL results in biased estimates. In contrast, linking census covariate means to predict survey consumption would remain a valid method to generate a poverty map at the time of the survey. In the remainder of this paper, we will focus on the practically more relevant case of a dated census and a recent survey.

Although monitoring poverty over time is of eminent interest to economists (see, for instance, Deaton and Kozel, 2005), little attention has been paid to updating small area estimation approaches which combine dated census and recent survey data. Emwanu et al. (2006) require panel data with one wave collected at the time of the census. While structural changes in the explanatory variables may be detected and tackled by weighting procedures in such a setting, the remaining assumptions of the ELL method as described above are still required. Furthermore, availability of panel data over a longer time span without substantial attrition is rare, especially in developing countries.

The National Statistical Coordination Board of the Philippines (2009) uses explanatory variables deemed time-invariant to estimate intercensal poverty measures. Whether the distribution of variables changes over time is not assessed formally but rather based on impromptu assumption. This approach still relies on similar assumptions as the ELL method, even though changes in the distribution of the explanatory variables are ruled out by choosing time-invariant variables. One may also test whether the distribution of potential predictors changed over time and then restrict the set of predictors in the first stage to only those that exhibit no drift ${ }^{2}$ However, severe shocks and extended time periods between survey and census will tend to quickly exhaust the set of viable predictors to do so. And it is exactly in those settings in which the demand for an updated poverty map is likely to be high. Isidro (2010) and Isidro et al. (2016) propose to fit a model on simultaneously collected survey and census data first, for instance by ELL, and update the resulting estimates using a more recent survey. Their Extended Structure Preserving Estimation (ESPREE) approach does not require panel data but contemporaneous surveys and census collection with common variables. The ESPREE method relies on updating multi-way contingency tables which is computationally tractable only for a limited number of categorical explanatory variables and an outcome indicator which is a proportion, for instance the number of people who live below the poverty line. A more general updating procedure is described in Betti et al. (2013). Their propensity score approach also aims at obtaining a covariate distribution in the census as if it was collected at the time of the recent survey. However, the method requires further modeling, including additional assumptions and uncertainty, and a survey collected at the time of the census.

In the remainder of this paper, we show that our proposed method has comparably low data requirements and weak assumptions. Although our outcome variables will be measures of welfare, our method is applicable to a wide range of outcome measures and research questions beyond poverty mapping. Section 4.2 presents the idea of the approach in detail. Section 4.3 describes the properties of the resulting poverty estimator. Simulation studies on artificial and real data are presented in Sections 4.4 and 4.5 , respectively. Section 4.6 concludes.

### 4.2 Estimating poverty measures under structural change

Assume that the target population is a village $v$. The quantity of interest is a poverty measure $W$ of the Foster-Greer-Thorbecke (FGT) family (Foster et al., 1984):

$$
\begin{equation*}
W_{\alpha v}=\frac{1}{N_{v}} \sum_{j=1}^{N_{v}} W_{\alpha v j} \tag{4.1}
\end{equation*}
$$

with

$$
W_{\alpha v j}=\left(\frac{z-y_{v j}}{z}\right)^{\alpha} I\left(y_{v j}<z\right), \quad \alpha=0,1,2 .
$$

Here, $N_{v}$ is the size of the village population, $y_{v j}$ is the consumption for individual $j$ in village $v, z$ is the poverty line and $I\left(y_{v j}<z\right)$ is an indicator function which equals one if the consumption of an individual is below the poverty line and zero otherwise. Poverty headcount ratio, poverty gap and poverty severity
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### 4.2.1 The consumption model

In the following, we refer to consumption at the household level since consumption values are usually observed at the level of the household, not the level of the individual. As most household consumption values are unobserved in a village, one needs a model which predicts those values for all households. Let $y_{c h t}$ be the consumption of household $h$ in cluster $c$ at time $t$. Then, the model of consideration is

$$
\begin{align*}
y_{c h t} & =\mathbf{x}_{c ., t-1}^{\prime} \boldsymbol{\beta}+u_{c h}=\mathbf{x}_{c ., t-1}^{\prime} \boldsymbol{\beta}+\eta_{c t}+e_{c h t}, \quad h=1, \ldots, H_{c}, \quad c=1, \ldots, C \\
\eta_{c t} & \sim \operatorname{iid} \mathcal{F}_{1}\left(0, \sigma_{\eta}^{2}\right), \quad e_{c h t} \sim \operatorname{iid} \mathcal{F}_{2}\left(0, \sigma_{e}^{2}\right) \tag{4.2}
\end{align*}
$$

which relates the (potentially transformed) consumption variable linearly to a vector $\mathbf{x}_{c ., t-1}$ containing dated census means of covariates over the cluster $c$ from time point $t-1 / 4$ The two error components are the cluster effects $\eta_{c t}$ and the household errors $e_{c h t}$ which follow the distributions $\mathcal{F}_{1}$ and $\mathcal{F}_{2}$, with zero expectation and variances $\sigma_{\eta}^{2}$ and $\sigma_{e}^{2}$ respectively, and are assumed to be independent of each other. It is possible to allow for heteroscedasticity in the household error by modeling its variance to covariates. Such covariates may include the census means used in the main regression but also higher moments such as the variance. Furthermore, geographic information and the fitted values of the first-stage regression may be used. The ELL method describes one option to model heteroscedasticity within the framework discussed here, while Pinheiro and Bates 2000, ch. 5) provide a more comprehensive discussion.

### 4.2.2 Model estimation based on survey consumption values

In the first stage, model 4.2 is estimated using all household consumption values which are available for the village of interest in the survey. The estimation can be done by weighted or (feasible) generalized least squares $5^{5}$ As the estimates are used to predict consumption values for the census, the aim is to find a model with high predictive power. Thus, one should find a model containing only covariates which explain a substantial share of the variation in the dependent variable. Due to averaging over the cluster, means over candidate variables should exhibit variation across clusters.

### 4.2.3 Bootstrapping census consumption data

In the second stage, model 4.2 is used to predict consumption values for each household in the village of interest based on the census. Note that, to be consistent with the first-stage model using the consumption values from the survey, the explanatory variables in the second stage are also averaged within clusters, that is, all households in the same cluster have the same value for each explanatory variable. Using the estimated regression coefficients $\widehat{\boldsymbol{\beta}}$ from model 4.2 yields predictions $\hat{y}_{c h t}=\boldsymbol{x}_{c ., t-1}^{\prime} \widehat{\boldsymbol{\beta}}$, that is, predicted

[^13]conditional means. To account for the deviations of the observed household consumption values from these means, random disturbance terms have to be added by simulation. Assume that the aim is to estimate a poverty measure $W$, where the indices from 4.1) are dropped for notational convenience.

A bootstrap procedure is applied to generate $R$ pseudo censuses and resultant poverty measures:

1. Draw all model coefficients from their respective sampling distribution estimated by the model in the first stage, including regression coefficients, random term variances and possible heteroscedasticity parameters. Multivariate normal distributions with first-stage estimates for the means and the robust variance-covariance matrices accounting for correlation within clusters are used to draw the regression coefficients and potential heteroscedasticity parameters ${ }^{6}$
2. Conditional on the parameters describing the error components' distributions from the first step, cluster effects and household errors are drawn from their respective distributions. One option is to use a parametric bootstrap, that is, to assume certain parametric distributions for which the estimates from the first stage regression might give some indication. However, a nonparametric bootstrap procedure is a valid alternative or supplement. In this case, a cluster effect can be estimated as the mean of the deviations between observed and predicted values in one cluster, that is, $\widehat{\eta}_{c t}=1 / H_{c} \sum_{h}^{H_{c}}\left(\widehat{y}_{c h t}-\mathbf{x}_{c ., t-1}^{\prime} \widehat{\boldsymbol{\beta}}\right)$, while the household residuals are computed as those deviations minus the cluster effects, that is, $\widehat{e}_{c h t}=\left(\widehat{y}_{c h t}-\mathbf{x}_{c, t-1}^{\prime} \widehat{\boldsymbol{\beta}}\right)-\widehat{\eta}_{c t}$. There are different strategies to draw from these sampling distributions. One may draw with replacement from all estimated cluster effects and all household residuals. Alternatively, the household residuals may be drawn only from the location to which the drawn cluster effect belongs. This strategy generally allows the estimated two error components to be related in a nonlinear way, even though they are by construction (linearly) uncorrelated.
3. Calculate the predicted consumption values for all households and all individuals as well as the poverty measure $\widehat{W}^{(r)}$ derived from those values.
4. Repeat steps 1 to $3 R$ times.

For the poverty measure $W$, the estimated expected value is then given by

$$
\widetilde{\mu}=\frac{1}{R} \sum_{r=1}^{R} \widehat{W}^{(r)}
$$

and its estimated variance by

$$
\begin{equation*}
\widetilde{V}=\frac{1}{R} \sum_{r=1}^{R}\left(\widehat{W}^{(r)}-\widetilde{\mu}\right)^{2} \tag{4.3}
\end{equation*}
$$

Due to the bootstrap procedure, the variance contains uncertainty from the first-stage model (step 1, referred to as model error in the next section) and the unobservable part of consumption (step 2, referred to as idiosyncratic error in the next section).
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### 4.3 Properties of the estimator

In the following, we will investigate the properties of our welfare estimator presented in the previous section.

As described in ELL, the prediction error, the difference between the actual poverty measure $W$ for a target population, say a village, and our estimator $\widetilde{\mu}$ of its expectation $E(W)=\mu$, is given by

$$
\begin{equation*}
W-\widetilde{\mu}=(W-\mu)+(\mu-\widehat{\mu})+(\widehat{\mu}-\widetilde{\mu}) . \tag{4.4}
\end{equation*}
$$

Here, the third component is the computation error which is the difference between our estimator $\widetilde{\mu}$ and its expectation $\widehat{\mu}$. In the following, we assume the computation error to be negligible by applying a sufficiently high number of bootstrap simulations.

The first term on the right-hand side of equation $4.4,(W-\mu)$, is the idiosyncratic error arising from the unexplained part of consumption of which the poverty measure is a function. Due to the stochastic nature of consumption, the actual poverty measure differs from its expected one. Note that the population in the small area of interest is finite and can be seen as a realization from an infinite population. Hence, all asymptotic results for the idiosyncratic error of the poverty measure from ELL carry over to the new approach presented here: The idiosyncratic error vanishes asymptotically for growing population size, including additional clusters and individuals.

The second part of equation 4.4$),(\mu-\widehat{\mu})$, is the model error, which originates from the estimation of (unknown) population parameters. The expectation of the model error equals zero if the poverty estimator is an unbiased estimator for the expected value of the true poverty measure. Whether this is the case hinges on the regression model selected for the survey data $7^{7}$ What is crucial is that the assumptions of zero mean, independence, and homoscedasticity for the error components, namely the cluster effects and the household errors, hold. Likewise, if the error components are assumed to follow certain distributions and these parametric assumptions are used for the generation of simulated census datasets (see Section 4.2.3), they also have to hold. Note that these assumptions may be valid even if dated census data are used for predicting survey consumption values. Thus, one crucial part is the diagnosis of the estimated error components from the first-stage regression. If plots or statistical tests on the estimated cluster effects and household residuals suggest violations of distributional assumptions, one should adjust the model accordingly. More specifically, heteroscedasticity, serial correlation, and nonnormality can be detected and accounted for, for instance by choosing different predictor specifications, transforming the dependent variable, or explicit modeling of heteroscedasticity as discussed in Section 4.2.1. The variance of the model error also depends fully on the properties of the first-stage estimators. It typically decreases in survey sample size.

If the assumptions of the ELL method hold and the models are correctly specified, the ELL estimator will usually exhibit a smaller variance of the prediction error than our estimator. The reason is that the latter is a between estimator that ignores variation within clusters. Intuitively, both estimators would only be similarly efficient if the explanatory variables differed distinctly more between clusters than within clusters. In practice, another exception might occur if there are many missing values in the explanatory variables in the survey. Without imputation methods that are subject to estimation uncertainty, the ELL

[^15]first-stage estimator would be based on a smaller sample than our estimator.
In practice, the variance components of the idiosyncratic and model error are not estimated separately. Rather, the entire variance of the prediction error is obtained from the variation of the simulated poverty estimates in equation 4.3). Hence, under correct distributional assumptions on the random components, the bootstrap procedure allows to draw valid inferences, that is, to build confidence intervals which include the true poverty measure with a predetermined probability. For instance, bootstrap percentile intervals, which can be constructed directly from the bootstrap estimates (see Section 4.2.3), can be used for inference.

Another potential issue in practice is multicollinearity. Note that the fundamental unit of the predictors in the first stage is a cluster, not a household, and that the number of parameters that can be included in (4.2) is hence restricted to the number of clusters. However, household budget surveys that are used to estimate poverty incidence typically cover 500 clusters or more, with some covering substantially more. Hence, we believe that our estimator could be based on a moderate number of regressors that would be sufficient to accurately predict household consumption which is assumed to differ between clusters $8^{8}$

### 4.4 Simulation experiments

A simulation study is conducted to compare the performance of our approach, ELL, and a purely surveybased estimator in predicting FGT poverty measures. We focus on the poverty headcount ratio $W_{0}$ and the poverty gap $W_{1}$ with three generic poverty lines that render $25 \%, 50 \%$, and $75 \%$ of the population poor. The simulation setting is based on Tarozzi and Deaton (2009). In particular, the target population in the census is a village with $N=15,000$ households, divided into 150 clusters $k_{c} \in\{1, \ldots, 150\}$, each of size 100. In each simulation run, an artificial household survey is drawn from the census by selecting randomly ten households from 100 randomly selected clusters. First, both census and survey are generated by the following process with homoscedastic errors:

$$
\begin{aligned}
& y_{c h}=25+x_{c h}+\eta_{c}+e_{c h} \\
& x_{c h}=0.01 k_{c}-t_{c h}, \quad k_{c} \in\{1, \ldots, 150\}, \quad t_{c h} \sim U(0,1), \\
& \eta_{c} \sim N(0,0.01), \quad e_{c h} \sim N(0, \sqrt{2}) .
\end{aligned}
$$

Note that the explanatory variable is generated so that it differs in expectation between clusters. Such a situation with large and systematic differences in the averages of covariates across clusters (e.g., average levels of education or dwelling characteristics) is frequently observed in practice. This setting is ideal for the ELL method, which exactly models the data generating process. A linear regression based on the target population yields an $R^{2}$ of 0.55 while the new method with an $R^{2}$ of 0.08 has considerably lower explanatory power.

A second setting mimics a real-word situation where the census is dated and a more recent household survey (with an underlying true census which is not observed) is available. Here the model which explains consumption in the same way as the first setting for both the census and the survey, but the explanatory variable for the more recent survey is generated by

[^16]Table 4.1: Monte Carlo simulation setting 1-simultaneous census and survey collection, some variation in the explanatory variable between clusters

|  |  | New estimator |  |  | ELL estimator |  |  | Survey est. |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | True value | Bias | RMSE | Coverage | Bias | RMSE | Coverage | RMSE |
| $W_{0}(.25)$ | 0.2500 | 0.0025 | 0.0121 | 0.9800 | 0.0017 | 0.0081 | 0.9833 | 0.0137 |
| $W_{0}(.50)$ | 0.5000 | 0.0062 | 0.0146 | 0.9767 | 0.0058 | 0.0102 | 0.9633 | 0.0159 |
| $W_{0}(.75)$ | 0.7500 | 0.0028 | 0.0113 | 0.9800 | 0.0036 | 0.0084 | 0.9600 | 0.0144 |
| $W_{1}(.25)$ | 0.0094 | 0.0000 | 0.0007 | 0.9500 | -0.0000 | 0.0005 | 0.9700 | 0.0007 |
| $W_{1}(.50)$ | 0.0240 | 0.0002 | 0.0012 | 0.9833 | 0.0001 | 0.0008 | 0.9800 | 0.0012 |
| $W_{1}(.75)$ | 0.0473 | 0.0003 | 0.0015 | 0.9800 | 0.0002 | 0.0010 | 0.9900 | 0.0015 |
| $W_{\alpha}(r)$ denotes the respective FGT measure for a poverty line that renders a share $r$ of the population |  |  |  |  |  |  |  |  |

poor. The RMSE is the root of the mean squared deviations of the respective estimates from the true value over 300 replications. Coverage rates are calculated for $95 \%$ bootstrap percentile intervals.

$$
x_{c h}=0.01 k_{c}, \quad k_{c} \in\{1, \ldots, 150\}
$$

where the sampled 100 clusters in the survey have the same values for $k_{c}$ as they have in the dated census. For both estimators, the $R^{2}$ obtained from the first-stage regression for all generated surveys is on average similar to the $R^{2}$ based on the census in the first setting.

The estimators purely based on the survey simply plug in the observed consumption values from the survey into the FGT measures. Note that in both settings, these estimators have desirable properties as the surveys are representative of the respective village population at the time of data collection. In real-word situations, however, a survey is not necessarily representative at the village-level.

All results are based on 300 Monte Carlo replications with 500 bootstrap census datasets generated in each replication for the two methods which use census data. The bootstrap procedure to sample the error components applies a simple nonparametric version, that is, both cluster effects and household errors are independently sampled with replacement from their sample analogs from the first-stage regression. See Section 4.2 .3 for details.

In the first setting, the root mean squared error is, as expected, smallest for the ELL method, followed by our estimator and an estimator solely based on the survey (Table 4.1. Although the $R^{2}$ from the first-stage regression for the ELL method is seven times as large as for our new method, the root mean squared errors only differ by a factor of about 1.5 or two-thirds, respectively. The coverage rates of the two methods are close to the nominal one of $95 \%$ and the bias is negligible.

In the second and more interesting setting, the ELL method naturally is the worst in terms of prediction and generates invalid confidence intervals (Table 4.2). The upward bias originates from the data generating process above: as the expected values of $x_{c h}$ and thus $y_{c h}$ are larger in the recent survey and its underlying population than in the dated census, using the dated census data to predict current poverty statistics necessarily underestimates the current values of $y_{c h}$ and hence overestimates the magnitude of poverty. In contrast, the new method yields valid confidence intervals. It also results in a lower mean squared error in comparison to the purely survey-based estimate since additional census information is exploited. The last result typically holds on average if the model assumptions are fulfilled (as it is the case in this simulation setting) and census and survey size differ distinctly. The latter is often true in practice ${ }^{9}$

[^17]Table 4.2: Monte Carlo simulation setting 2-dated census and recent survey, some variation in the explanatory variable between clusters, explanatory variable changes over time

|  |  | New estimator |  |  | ELL estimator |  |  | Survey est. |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | True value | Bias | RMSE | Coverage | Bias | RMSE | Coverage | RMSE |
| $W_{0}(.25)$ | 0.2500 | -0.0035 | 0.0128 | 0.9533 | 0.1186 | 0.1190 | 0.0000 | 0.0155 |
| $W_{0}(.50)$ | 0.5000 | 0.0040 | 0.0144 | 0.9833 | 0.1374 | 0.1377 | 0.0000 | 0.0166 |
| $W_{0}(.75)$ | 0.7500 | -0.0011 | 0.0112 | 0.9867 | 0.0925 | 0.0927 | 0.0000 | 0.0154 |
| $W_{1}(.25)$ | 0.0089 | -0.0001 | 0.0007 | 0.9367 | 0.0065 | 0.0066 | 0.0000 | 0.0008 |
| $W_{1}(.50)$ | 0.0234 | -0.0002 | 0.0011 | 0.9767 | 0.0115 | 0.0116 | 0.0000 | 0.0012 |
| $W_{1}(.75)$ | 0.0456 | -0.0001 | 0.0014 | 0.9833 | 0.0154 | 0.0155 | 0.0000 | 0.0016 |
| $W_{\alpha}(r)$ denotes the respective FGT measure for a poverty line that renders a share $r$ of the population |  |  |  |  |  |  |  |  |

$W_{\alpha}(r)$ denotes the respective FGT measure for a poverty line that renders a share $r$ of the population poor. The RMSE is the root of the mean squared deviations of the respective estimates from the true value over 300 replications. Coverage rates are calculated for $95 \%$ bootstrap percentile intervals.

### 4.5 Application to census data from Brazil

In order to test the proposed method in a real-world example, we use data extracts from the 2000 and 2010 Brazilian censuses provided by the Integrated Public Use Micro Sample (IPUMS, Minnesota Population Center, 2017), the preferred basis of welfare measurement in developing countries. Both censuses include information about monthly income at the level of the individual. In addition, the datasets provide information that is potentially useful in explaining incomes, including the location in which the household resides (urban / rural), the number of household members, ownership of specific assets, and employment status. This allows us to generate artificial surveys from the more recent census and predict income by dated census data. The poverty measures derived from the predicted income values can then be compared to the true ones based on the entire recent census.

The datasets are extracts from the respective censuses. Roughly ten million individuals are included in each dataset, corresponding to 6 and 5 percent of the population in 2000 and 2010, respectively. The country is divided into 25 states and 1,980 municipalities. These municipalities constitute the smallest geographical unit which can be matched between 2000 and 2010. Accordingly, we consider them as clusters in the terminology used in the previous sections. Thus, we use averages over municipalities for the 2000 census to predict household incomes in 2010. Household incomes are calculated as the sum of individual incomes of all household members, adjusted for the household size according to the OECD-modified scale ${ }^{10}$ The poverty line is set to $\$ 5.5$ in 2011 PPP per person and day ${ }^{11}$ For the sake of illustration, we focus on one single Brazilian state, Minas Gerais. In comparison to other states, it features a large number of municipalities (282) which we can match over the two censuses. The datasets comprise 303,134 and 359,051 observed households in 2000 and 2010, respectively, with full information on the used variables. Maintaining the ratio of number of households, we sample randomly about 18,188 households (year 2000) and 21,543 (year 2010) from the respective censuses and treat the resulting datasets as new censuses. The reason for that is not only computational convenience but also the fact that the state of Minas Gerais is the small area of interest and should therefore exhibit a population size similar to common empirical applications in small area estimation. The true headcount ratios in these artificial censuses change substantially over time, from 0.27 percent in 2000 to 0.11 percent in 2010.

[^18]Table 4.3: Regression results - new estimator using all households from 2010 census

| Dependent variable: Income | Coefficient estimate | $95 \%$ confidence interval |
| :--- | ---: | :---: |
| Phone availability | 0.448 | $[0.318 ; 0.579]$ |
| Unemployed | -0.518 | $[-0.668 ;-0.367]$ |
| Urban | 0.233 | $[0.126 ; 0.340]$ |
| Educational level | 0.335 | $[0.248 ; 0.422]$ |
| Household members | -0.159 | $[-0.188 ;-0.130]$ |
| Constant | 2.655 | $[2.449 ; 2.861]$ |
| Number of census households | 21,543 |  |
| Number of municipalities | 282 |  |
| $R^{2}$ | 0.0950 |  |

As variables with sufficient variation between municipalities and power to explain variation in income we use the location (share of urban households), the average number of household members, the share of households owning a phone as well as the unemployment rate and the average educational level. The latter is based on the level of schooling completed (measured on a four-point scale) by the person with the highest educational attainment in the household. When all households from the 2010 census are used, a linear regression with these explanatory variables yields an $R^{2}$ of 0.095 . The estimates of the regression coefficients can be found in Table 4.3. We also added squares of the variables, interactions and many other variables to this simple model without obtaining a substantially higher predictive ability measured by the Akaike Information Criterion. The estimated cluster effects variance in a linear mixed effects model based on the 2010 census is 0.02 and small compared to the estimated household residual variance of 0.88 .

We draw artificial surveys from the 2010 census by first sampling randomly without replacement 100 municipalities and then sampling without replacement 10 households randomly from each of those municipalities, resulting in an overall survey sample size of 1,000 households. As the number of households differs between municipalities, the estimation at the first stage has to account for these differences by using appropriate weights. Note that this requires knowledge of the number of households in the municipalities at the time of the survey. In practice, when no recent census is available, the number of households at the cluster level can be obtained from a listing exercise which is usually also needed for the sampling scheme for the household survey.

We use a weighted linear regression in the first stage. Means of the explanatory variables over municipalities for the year 2000 are used to explain household per capita income in 2010. To remove apparent right-skewness in the dependent variable, a log-transformation is applied after adding one to the household income values. The latter is done due to the non-negligible amount of zero income values ${ }^{12}$

In the second-stage bootstrap procedure, the regression coefficients are sampled from a multivariate normal distribution where the expected values and the cluster-robust variance-covariance matrix are the first stage estimates. The error components are generated by a nonparametric bootstrap. In particular, cluster effects are drawn with replacement from the 100 first-stage estimates. The household errors are drawn with replacement from the first-stage residuals belonging to this specific cluster. See also Section

## 4.2 .3

For computing an overall state-level poverty measure, it is crucial to know at least approximately the distributions of households over municipalities in the population at the time of the recent survey: The proposed approach imputes poverty measures for the municipalities by using the dated census households. Clearly, a composite measure of those single poverty measures has to account for the number of households

[^19]Figure 4.1: Distributions of household residual variances and skewness in clusters


Table 4.4: State level headcount ratio at household-level

\[

\]

in the municipalities at the time of the recent survey ${ }^{13}$
We compare the performance of our estimator for the headcount ratir ${ }^{14}$ in the state of Minas Gerais with the ELL estimator and a simple (weighted) mean of survey household incomes below the poverty line. Note that the sample is, in contrast to many real-world applications, representative and rich at the smallarea level such that this purely survey-based estimator is an unbiased poverty estimator by construction. For the ELL first-stage regression, the same explanatory variables are used, yet on the household level and using the 2010 survey data. In a regression based on all households from the 2010 census, this simple model specification already yields an $R^{2}$ of 0.33 . We conduct 300 Monte Carlo simulations with 200 bootstrap census datasets generated in each replication.

For our estimator, the coverage of the confidence intervals is below the nominal one of $95 \%$ (Table 4.4). The estimator is slightly biased which may be because of unmodeled heterogeneity in the error distribution, for example between clusters. In a regression based on all households from the 2010 census, variances and skewness of the residuals differ considerably between clusters (Figure 4.1). However, we found no clear pattern with respect to the fitted values from a first-stage regression or other explanatory variables. As the number of clusters is relatively small, already one cluster with an extreme behavior of its errors can potentially have a large effect on estimates of poverty or welfare measures. In practice, it can be challenging to detect and model such peculiarities in the error distribution. Potential remedies are discussed in Section 4.6 .

Due to the bias in the headcount ratio estimator, a comparison with a (weighted) mean purely based on the survey yields a comparable, even slightly superior performance of the latter in terms of the root mean squared error. Since the distribution of the explanatory variables has changed from 2000 to 2010 (e.g., the share of households owning a phone increased from $67 \%$ to $70 \%$ ), the ELL estimator is severely biased.

[^20]Table 4.5: State level headcount ratio on individual level

|  |  | Our estimator |  |  | ELL estimator |  |  | Survey est. |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | True value | Bias | RMSE | Cov. | Bias | RMSE | Cov. | Bias | RMSE |
| $\mathrm{W}_{0}(5.5)$ | 0.1259 | 0.0054 | 0.0126 | 0.9600 | 0.1249 | 0.1270 | 0.0000 | -0.0026 | 0.0179 |

So far, the poverty measures have been calculated at the household-level, while one is typically also interested in poverty measures at the individual-level such as, for instance the percentage of poor people and not households in a small area. In principle, one could conduct the first-stage regression at the individual level which is equivalent to replicating the household entries in the datasets by the respective household sizes ${ }^{15}$ However, when calculating an overall poverty measure from the simulated income values in the second stage, one then needs to know the number of individuals in each cluster at the time of the recent survey. The required information may be available from a previous listing exercise.

A second option starts with the first-stage regression on the household-level as described above. The smallest unit to match between the census and the survey are the municipalities. In fact, the same value of consumption is predicted on average for all households in the same municipality. For a single bootstrap simulation, they only differ by the simulated household error. Since a relationship between household size and income is assumed on the household level, typically that bigger households are poorer, one cannot randomly assign household sizes to the households. Hence, one possible remedy is to save the household sizes from the survey households and residuals from the first-stage regressions and draw them together in the bootstrap procedure in the second stage.

Another approach would impute the individual poverty measure based on its relationship with the household poverty estimators. This relationship may be hypothesized on the basis of prior knowledge or estimated from the dataset at hand. Though, if the relationship between household sizes and income differs between municipalities, these two methods do not yield unbiased state-level poverty estimators in general.

In our application, we follow the second approach, that is, we run the regression on the household level and sample residuals together with household sizes. The results indicate similar conclusions as the analyses at the household-level (Table 4.5).

### 4.6 Conclusions

In this paper we presented a new method to generate poverty maps ${ }^{16}$ While ours is a valid approach to combine simultaneously collected census and survey data, it also allows analysts to obtain up-to-date poverty maps when only a dated census and a more recent survey are available. In contrast to existing approaches, it has low data requirements and weak assumptions. Simulation studies showed an overall good performance. If the distribution of explanatory variables changes over time, our new estimator is superior to the most frequently used method for contemporaneous census and survey collection.

However, our approach is not immune to issues typically encountered in small area estimation techniques that combine census and survey data. In particular, variable selection and adequate modeling of apparent heteroscedasticity and differences in skewness in the residuals can be challenging. Besides, the key assumption, namely that aggregate household characteristics from the dated census relate to consumption

[^21]the same way in clusters covered by the recent survey as in clusters not covered by the recent survey, may not hold for the specific welfare estimation exercise at hand. For example, the migration pattern between census and survey collection may vary between clusters and may be correlated with the welfare status which is typically not captured by the model.

Violations of the assumptions on the error term may be partly solved by allowing for more distributional flexibility in the response variable or the error term. Rojas-Perilla et al. (2017) and the references therein provide various transformations of the response variable to achieve the validity of the assumption of identically and normally distributed error terms. A more comprehensive approach would be the application of Generalized Additive Models for Location, Scale and Shape (GAMLSS, Rigby and Stasinopoulos, 2005). This framework not only includes a huge variety of potential response distributions but also allows to link all parameters of those distributions to explanatory variables. This allows for a straightforward way to model heteroscedasticity and skewness simultaneously in one coherent model. Moreover, nonlinear and spatial effects can be integrated into the GAMLSS framework. Although model choice is also a challenging task, it might be a very interesting direction for future research to combine GAMLSS and existing small area approaches, irrespective of the time span between census and survey collection.
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#### Abstract

We investigate the prevalence and sources of reporting errors in hypothesis tests in three top economic journals. Reporting errors are defined as inconsistencies between reported significance levels and statistical values such as coefficients and standard errors. We analyze 30,993 tests from 370 articles and find that $34 \%$ of the articles contain at least one reporting error. Survey responses from the respective authors, replications and regression analyses suggest some simple solutions to mitigate the prevalence of reporting errors in future research. Open data and software code policies in line with a vivid replication culture seem to be most important.
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### 5.1 Introduction

The reliability of empirical research is subject to intensive debate (e.g., Munafò et al. 2017, Wasserstein et al. 2016), with economics being no exception (e.g., Vivalt, 2019, Brodeur et al., 2018, Ioannidis et al. 2017). Most prominently, Brodeur et al. (2016) find evidence of an inflation of significant $p$-values suggesting $p$-hacking (Simonsohn et al., 2014, Leamer, 1983), HARKing (Kerr, 1998) and publication bias (Franco et al., 2014, Rosenthal, 1979) to be common practices in empirical economics, as has been shown for many other disciplines (e.g., Albarqouni et al., 2017, O'Boyle et al. 2017, Gerber and Malhotra, 2008 a b). However, reported significance levels and statistical values are usually assumed to be correct and little research has addressed the rate of errors in reported findings. In this paper, we investigate the prevalence of reporting errors in three top economic journals and shed light on potential sources. Our findings are worrying as one of three articles contains a reporting error, but remedies to reduce the prevalence of reporting errors seem to be easy to implement.

We define reporting errors as inconsistencies between reported levels of statistical significance by means of eye-catchers (mostly stars) and calculated $p$-values based on reported statistical values such as coefficients and standard errors. Errors in reporting may result from honest mistakes originating, for instance, from manually transferring empirical findings from statistical software to word processing software, updating tables in the review process, or during typesetting and insufficient proof reading by the authors. Errors may also result from scientific misconduct such as rounding down $p$-values to let them appear statistically significant (John et al., 2012). Many regression models are usually presented in one table to convince the reader of the robustness of the main findings and authors may feel tempted to add a star to one or two highlighted findings to demonstrate this robustness. Irrespective of their origin, reporting errors undermine the reliability of empirical research and future research may erroneously build on these findings (Azoulay et al., 2015).

We analyze reporting errors in 30,993 tests from 370 articles published in the American Economic Review (AER), Quarterly Journal of Economics (QJE) and Journal of Political Economy (JPE) by comparing reported significance levels by means of eye-catchers with calculated $p$-values based on reported statistical values such as coefficients and standard errors. We use an algorithm similar to Bruns et al. (2019) that accounts for the issue that statistical values are usually rounded and reported with low precision. This algorithm flags tests as potential reporting errors and gives authors the benefit of the doubt if rounding may be responsible for apparent reporting errors. We verify the flagged tests by contacting all authors of afflicted studies. This survey also identifies potential sources. As some flagged errors are not verified due to nonresponses by the authors, we draw a random sample of these tests and replicate the corresponding studies. Insights from the replications allow us to further verify flagged tests and to ultimately obtain a reliable estimate of the rate of reporting errors.

To the best of our knowledge, this is the first large-scale analysis of reporting errors in economics. Bruns et al. (2019) investigate the prevalence of reporting errors in 5,667 significance tests in 101 articles published in Research Policy, the leading outlet in innovation research at the intersection of economics and management. They detect an alarming share of $45 \%$ of articles that include at least one reporting error. Most research on reporting errors has been conducted in psychology. In a large-scale study comprising 16,695 articles and 258,105 significance tests from eight top psychology journals between 1985 and 2013, Nuijten et al. (2016) find that $49.6 \%$ of those articles are afflicted by at least one reporting error. In psychology, similar error rates are found in studies with smaller sample sizes (Bakker and Wicherts, 2014, Caperos and Pardo, 2013, Bakker and Wicherts, 2011, Wicherts et al., 2011), while Veldkamp et al. (2014) detects reporting errors in $63 \%$ of 697 investigated articles. A substantially lower share of $10.1 \%$
is estimated by Berle and Starcevic (2007) in the field of psychiatry. In a small study comprising 44 articles published in Nature and the British Medical Journal, Garcia-Berthou and Alcaraz (2004) find a share of $31.5 \%$. Comparing the prevalence of reporting errors at the test instead of the paper level, Bruns et al. (2019) find that $4.0 \%$ of the investigated hypothesis tests in innovation research are afflicted by a reporting error. In the field of psychology, the lowest error rates at the test level are revealed in the analyses conducted by Wicherts et al. (2011) and Bakker and Wicherts (2014) with $4.3 \%$ and $6.7 \%$, respectively. Shares similar to or even higher than $10 \%$ are found in Nuijten et al. (2016), Veldkamp et al. (2014), Caperos and Pardo (2013), Bakker and Wicherts (2011), Berle and Starcevic (2007) and Garcia-Berthou and Alcaraz (2004).

Significance levels may be overstated, that is, eye-catchers suggest smaller $p$-values than actually true, or they may be understated, that is, eye-catchers suggest larger $p$-values than actually true. As empirical research largely focuses on rejecting null hypotheses, overstated significance levels are more consistent with incentives in academic publishing while there are little incentives to understate significance levels, except for a few articles that intend to show that the null hypothesis is true. Comparing these rates may help to reveal potential motives of reporting error in published studies. Bruns et al. (2019) find a slight imbalance towards overstated significance levels and suggestive evidence that this can be mostly attributed to authors from management rather than economics. Nuijten et al. (2016) compare the percentage of strong reporting errors which change the significance statement from significant to non-significant and vice versa among all reported $p$-values. They find that $p$-values reported as significant are more likely to be strong reporting errors than $p$-values reported as insignificant.

Finally, we also shed light on potential sources and predictors of reporting errors using a survey sent to authors of afflicted studies and regression analyses. There is little known about sources and predictors of reporting errors. Incorrect rounding of statistical values Garcia-Berthou and Alcaraz, 2004, Bakker and Wicherts, 2011) and the incorrect transfer of results from statistical software to word-processing programs (Bakker and Wicherts, 2011) have been identified as sources of reporting errors. Wicherts et al. (2011) ask authors to share their research data and find that the willingness to do so is associated with a lower prevalence of reporting errors. Bruns et al. (2019) find indications that disciplines matter.

Our results show that $33.5 \%$ of the analyzed articles contain at least one reporting error corresponding to a prevalence of reporting errors of $1.3 \%$ at the test level. We find a slight imbalance towards overstated significance levels indicating that honest mistakes are likely to be the major cause of errors. Finally, many reporting errors seem to have their origin in the manual transfer of results from statistical software to word-processing software and occur when code and data are not publicly available.

The remaining part of this paper proceeds as follows: Section 5.2 introduces the dataset. Our algorithm that flags tests as potential reporting errors is described in Section 5.3. The survey is presented in Section 5.4. Section 5.5 presents replications of a large random sample of articles and the resulting estimates for the error rates in published findings. Regression analyses to identify predictors of reporting errors are shown in Section 5.6. Section 5.7 discusses all findings. Section 5.8 concludes and gives recommendations for good scientific practices to reduce reporting errors.

### 5.2 Data

Our data are based on Brodeur et al. (2016) who collected statistical values, such as coefficients with standard errors or $t$-values, for 50,078 tests from 641 articles published in the AER, the JPE and the

Table 5.1: Descriptive Statistics

|  | AER | JPE | QJE | Total |
| :--- | ---: | ---: | ---: | ---: |
| Tests reported with coef. and se | 12247 | 4685 | 11235 | 28167 |
| Tests reported with $t / z$-statistic | 553 | 246 | 876 | 1675 |
| Tests reported with $p$-value | 447 | 66 | 638 | 1151 |

QJE between 2005 and 2011 1 These tests relate to genuine hypothesis tests and reporting errors are particularly troublesome in these cases. Tests routinely conducted, for example for control variables or descriptive statistics, are not considered ${ }^{2}$

Analyzing inconsistencies between calculated $p$-values and reported significance levels requires on the one hand sufficient statistical information to calculate a $p$-value (e.g., a coefficient with a standard error or a $t$-value) and on the other hand an eye-catcher assigning a specific level of statistical significance (e.g., stars or bold printing). These two conditions hold for 30,993 tests from 1,513 tables grouped by 370 articles. Table 5.1 presents descriptive statistics on the sample.

We extend the data by adding the reported significance level for each test. Usually significance levels are attributed by stars and the table notes clarify how the number of stars relates to different significance levels. We also added information on all significance levels used in the respective table. For example, a table may use the $0.01,0.05$, and 0.1 levels of statistical significance or the $0.001,0.05$, and 0.01 levels.

### 5.3 Flagging potential reporting errors

As a first step, we apply an algorithm to all 30,993 tests to flag potential reporting errors. This algorithm takes the low precision of reported statistical values into account and gives authors the benefit of the doubt (Bruns et al., 2019). However, in some cases tests may be falsely flagged as reporting errors as will be discussed at the end of this section. Therefore, we validate flagged tests in Section 5.4 by means of a survey among the authors and in Section 5.5 by means of replications of a random sample.

## De-rounding reported statistical values

For the majority of tests $(90.9 \%)$, only coefficients and standard errors and neither test statistics nor $p$ values are reported (Table 5.1). In these cases, we calculate the ratio of coefficient and associated standard error. Generally, reconstructing the degrees of freedom used for the respective test is difficult and often impossible (Brodeur et al. 2016). We thus assume that the calculated $t$-statistic is $z$-distributed, that is standard normally distributed under the null hypothesis. This permits us to calculate the corresponding $p$-value. Of course, critical values of the $t$-distribution and standard normal distribution may differ when the degrees of freedom are small. Implications for our analysis are discussed at the end of this section.

The numbers presented in the articles are usually rounded and reported with low precision. In order to account for rounding uncertainties, we calculate intervals consistent with the reported numbers. For instance, a rounded coefficient of 0.019 and a rounded standard error of 0.010 may have their origin in non-rounded estimates from the intervals $[0.0185 ; 0.0194 \overline{9}]$ and $[0.0095 ; 0.0104 \overline{9}]$. The corresponding

[^23]possible ratios, that we denote as $t$-values, are then given by the (rounded) interval [1.762;2.053]. Using the standard normal distribution for a two-sided test, this interval is consistent with the interval [0.0401; 0.0781] of possible $p$-values $\square^{3}$

When a test statistic but no $p$-value is reported (in $5.4 \%$ of the tests), the test statistic is also transformed into a $p$-value interval by taking the uncertainty due to the low precision of reported statistical values into account. When a $p$-value is reported (in $3.7 \%$ of the tests), an interval consistent with this potentially rounded $p$-value is computed. Therefore, we obtain $p$-value intervals for all tests in our dataset that are consistent with the reported statistical values.

## Diagnosis of reporting errors

Reporting errors are diagnosed if the interval of $p$-values calculated based on the reported statistical values does not overlap with the interval of $p$-values assigned by eye-catchers. If, for example, the coefficient of 0.019 with a standard error of 0.010 is labeled to be significant at the 0.05 level, a reporting error seems to be present as the ratio is 1.9 but the critical value of the 0.05 level for a two-sided test is 1.96 . However, the $p$-value interval $[0.0401 ; 0.0781]$ that accounts for the de-rounding procedure shows that values on both sides of the threshold of 0.05 are consistent with the reported values. In these cases, no reporting error is diagnosed giving authors the benefit of the doubt. The $p$-value interval for the reported statistical significance is obtained by using information from the table notes. For example, if a table reports to use the $0.01,0.05$ and 0.1 levels, a coefficient labeled to be significant at the 0.05 level corresponds to a $p$-value interval of $[0.01 ; 0.05]$. If the table uses only the 0.05 and 0.1 levels, then the corresponding $p$-value interval is $[0 ; 0.05]$.

We refer to two different types of reporting errors: Statistical significance is defined to be overstated if the eye-catcher implies a $p$-value interval whose upper bound is smaller than the lower bound from the $p$-value interval as indicated by the reported statistical values ${ }_{4}^{4}$ Analogously, too large $p$-values implied by the eye-catcher are defined as understated significance level. Empirical research is mostly concerned with presenting statistically significant findings and thus overstated significance levels are usually more consistent with incentives in the research process (Brodeur et al., 2016 Ioannidis et al. 2017). Moreover, a strong reporting error is diagnosed if a finding turns from statistically significant to insignificant or vice versa. An illustration of exemplary reporting errors is given in Table 5.2.

## Prevalence of potential reporting errors

The share of articles with at least one flagged test and the share of flagged tests can be found in the first column in Table 5.3. In $50.5 \%$ ( 187 of 370 ) of the analyzed articles, our algorithm flags at least one test. At the test level, $2.1 \%$ of all tests are flagged as inconsistently reported, corresponding to 637 tests ( 377 understated significance levels and 260 overstated significance levels). $30 \%$ ( 111 of 370 ) of the articles are flagged as containing at least one strong reporting error corresponding to $0.69 \%$ at the test level ( 215 tests, among them 109 understated and 106 overstated significance levels). These initial results suggest that the prevalence of reporting errors at the article level is high while the number of affected tests is small. These results are expected as neither sloppiness nor scientific misconduct are likely to result in a large number of afflicted tests per article. While understated significance levels exceed overstated significance

[^24]Table 5.2: Exemplary reporting errors
$\left.\begin{array}{lllllllll}\hline \text { ID } & \begin{array}{l}\text { Coef- } \\ \text { ficient }\end{array} & \begin{array}{l}\text { Standard } \\ \text { Error }\end{array} & \begin{array}{l}\text { Lower de- } \\ \text { rounding } \\ \text { bound of } \\ t \text {-value }\end{array} & \begin{array}{l}\text { Upper de- } \\ \text { rounding } \\ \text { bound of } \\ t \text {-value }\end{array} & \begin{array}{l}p \text {-value interval as } \\ \text { implied by reported } \\ \text { statistical values }\end{array} & \begin{array}{l}p \text {-value interval } \\ \text { as reported by } \\ \text { means of } \\ \text { batchers }\end{array} & \begin{array}{l}\text { Type } \\ \text { reporting }\end{array} \\ \text { error }\end{array}\right]$

Notes: Coefficients and standard errors as reported in the articles. The eye-catcher and the table notes imply a $p$-value interval. The lower bound of this interval is based on the next higher threshold of statistical significance (i.e., smaller $p$-value threshold) used in the table of the respective article. For example, if the eye-catcher implies $p<0.01$, then the lower bound is either 0.001 (if this level is indicated in the table notes) or 0 if 0.01 is the highest threshold of statistical significance used in the respective table. Analogously, if the eye-catcher does not imply statistical significance, then the lower bound is based on the lowest significance threshold used in the respective table (often 0.1) and the upper level is 1 . The reported coefficients and standard errors and their de-rounding bounds imply a range of $t$-values and corresponding $p$-values. Here, we use two-sided tests and the standard normal distribution to transform the $t$-value interval into a $p$-value interval. If the lower bound of this $p$-value interval is larger than the upper bound of the $p$-value interval as implied by the eye-catchers, the reported significance level is overstated. If the upper bound of the $p$-value interval consistent with the reported statistical values is smaller than the lower bound of the $p$-value interval as implied by the eye-catchers, the reported significance level is understated. Bounds rounded to four decimal places.
levels at both the article and test level, these imbalances become less pronounced for strong reporting errors. Column two and three of Table 5.3 present refined estimates of the prevalence of reporting errors and are discussed in the next sections.

## Limitations of the algorithm

A critical step in our procedure is to treat $t$-values as standard normally distributed instead of $t$-distributed under the null hypothesis. We use this simplification as we were not able to reconstruct the degrees of freedom underlying the analyses $5^{5}$ The actual critical values from a $t$-distribution are always bigger than their analogues from the $z$-distribution, especially if the degrees of freedom are small. As a result, the number of tests flagged as errors with understated significance levels may be inflated. For example, if the $t$-statistic is equal to two and the test is labeled to be only significant at the 0.1 level but the 0.05 level is also used in the respective table, a reporting error with understated significance level seems to be present as two exceeds the critical value of the standard normal distribution for the 0.05 level (1.9600). However, the critical value of the 0.05 level for a $t$-distribution with, for example, only 50 degrees of freedom is 2.0151 and the reported significance level would actually be correct. The third example in Table 5.2 illustrates a test that may be falsely flagged as error with understated significance level due to low degrees of freedom $\sqrt[6]{6}$

A second limitation of the algorithm is related to the style of reporting. The algorithm compares calculated levels of statistical significance based on reported statistical values with reported levels of statistical significance. In some cases, however, reported statistical values do not directly relate to the reported significance level. Specifically for nonlinear models marginal effects may be presented as coefficients while the reported significance levels refer to the original model. The limitations of the algorithm are addressed in the next two sections by refining the estimated rates of reporting errors based on survey responses from the authors and replications of a random sample.

[^25]Table 5.3: Prevalence of reporting errors

|  |  |  | Flagged | Corrected by <br> survey <br> responses | Corrected by <br> survey <br>  <br> replications |
| :--- | :--- | :--- | :---: | :---: | :---: |
| Article level | Any error | Overstated | 0.2811 | 0.2676 | 0.2676 |
|  |  | Understated | 0.3892 | 0.3351 | 0.2350 |
|  |  | Any | 0.5054 | 0.4568 | 0.3350 |
|  | Strong error | Overstated | 0.1568 | 0.1432 | 0.1432 |
|  | Understated | 0.1892 | 0.1703 | 0.1117 |  |
|  |  | Any | 0.3000 | 0.2757 | 0.1932 |
| Test level | Any error | Overstated | 0.0084 | 0.0069 | 0.0069 |
|  |  | Understated | 0.0122 | 0.0099 | 0.0060 |
|  |  | Sum | 0.0206 | 0.0168 | 0.0129 |
|  | Strong error | Overstated | 0.0034 | 0.0026 | 0.0026 |
|  |  | Understated | 0.0035 | 0.0030 | 0.0021 |
|  |  | Sum | 0.0069 | 0.0056 | 0.0047 |

Notes: Prevalence of any and strong reporting errors at article and test level. "Overstated" means overstated significance level, "Understated" means understated significance level. At the article level, the share of articles with at least one overstated and understated significance level and any of them is given. The estimates are calculated based on our algorithm to flag tests in the raw data (first column), after taking into account the survey responses (second column) and after additionally including the information from the replication task.

### 5.4 Survey

We sent a survey via email to all authors whose articles contain at least one flagged test to validate the findings of our algorithm and to shed light on the sources of reporting errors. The authors were provided with the statistical values of the flagged tests.

## Survey questions

In our first question, the authors were asked where the reporting error occurred, that is, whether it occurred in the coefficient, standard error, test statistic, $p$-value or eye-catcher. Two further response options were "I don't know" and "There is no reporting error". The second question concerned the sources of the potential reporting error. As possible response options, we offered: "Error occurred while transferring results from statistical software to word processing software such as Word or Latex", "Error occurred while updating tables during the research/review process", "Error occurred in typesetting by the publisher and remained undetected in proofreading", "Reporting error is falsely diagnosed due to low degrees of freedom of the corresponding test (algorithm to detect reporting errors relies on critical values of the standard normal distribution)", "I don't know", "Other reason" and "If 'other reason' applies, please specify" $[7$ We sent one reminder to nonresponding authors after three weeks and waited further three weeks before stopping the data collection. We promised the authors to treat their answers anonymously ${ }^{8}$

[^26]Table 5.4: Where is the reporting error? $(n=303)$

| Coefficient | Stand. error | Test statistic | $p$-value | Eye-catcher | There is no error | I don't know |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | 12 | 0 | 0 | 121 | 133 | 34 |
| $(1.0 \%)$ | $(4.0 \%)$ | $(0.0 \%)$ | $(0.0 \%)$ | $(39.9 \%)$ | $(43.9 \%)$ | $(11.2 \%)$ |

Table 5.5: Why is there a reporting error? $(n=170)$

| Transfer | Updating | Typesetting | I don't know | Other reason |
| :---: | :---: | :---: | :---: | :---: |
| 58 | 15 | 15 | 50 | 32 |
| $(34.1 \%)$ | $(8.8 \%)$ | $(8.8 \%)$ | $(29.4 \%)$ | $(18.8 \%)$ |

Notes: "Transfer" refers to the incorrect transfer of results from statistical software to word processing software such as Word or LaTeX. "Updating" indicates that an error occurred while updating tables during the research/review process."Typesetting" means that an error occurred in typesetting by the publisher and remained undetected in proofreading.

## Responses

The survey was responded by 88 of 164 contacted authors ( $53.7 \%$ ) with regard to 98 articles ( $52.4 \%$ of all articles containing at least one flagged test) and 309 flagged tests ( $48.5 \%$ of all flagged tests) ${ }^{9}$ Authors replied that 133 or $43.9 \%$ of all flagged tests are no reporting errors (Table 5.4). Most of the remaining 170 flagged tests were confirmed to be errors in the eye-catchers.

Among these 170 reporting errors, the incorrect transfer of results from statistical software to word processing software such as Word or LaTeX ("transfer") was the main explanation for reporting errors (Table5.5. ${ }^{10}$ This answer was given for $34.1 \%$ of the errors, three times more often than each of the two other main sources: Table updating during the research / review process ("updating") and typesetting by the publisher ("typesetting"). Almost $30 \%$ of the errors were not explained. Other sources were given for about $18 \%$ of the errors 11

## Classification of flagged tests

We classified a flagged test as reporting error if an error was confirmed by the authors, that is, if they replied that the error occurred at a specific place (e.g., coefficient) or due to a particular reason (e.g., typesetting). We cross-checked the 133 flagged tests which the authors replied to be no reporting errors. As can be seen in Table5.6, in $21.8 \%$ of the cases the authors plausibly argued that low degrees of freedom caused the test to be falsely flagged ("low df"). In other instances, the same reason was given, but we were not able to confirm the argumentation. Most importantly, errors with overstated significance levels cannot be falsely flagged due to low degrees of freedom. We classified those answers as wrong and did the same for other implausible or illogical answers ${ }^{12}$

A further reason for falsely flagged tests by our algorithm were deviations from the common reporting

[^27]Table 5.6: Why is there no reporting error? $(n=133)$

| Coder's fault | Nonstandard reporting | Low df | Low df possible | Wrong answer |
| :---: | :---: | :---: | :---: | :---: |
| 3 | 45 | 29 | 32 | 24 |
| $(2.3 \%)$ | $(33.8 \%)$ | $(21.8 \%)$ | $(24.1 \%)$ | $(18.0 \%)$ |

Notes: "Coder's fault" refers to a error in the original coding or by us. "Nonstandard reporting" means that the reporting style deviates from the common one used for OLS regressions and thus leads to a flagged test which is no reporting error, though. "Low df" stands for low degrees of freedom which cause a falsely flagged test since our algorithm to detect reporting errors relies on critical values of the standard normal distribution. "Low df possible" means that the authors did not give a reason why there is no reporting error, but we found that low degrees of freedom are a likely reason that there is indeed no reporting error. "Wrong answer" indicates that the reason of the author why there should not be a reporting error is implausible.
style which is used for OLS regressions. For example, if a probit model was used, authors sometimes reported the coefficients and standard errors of marginal effects, but the eye-catchers referred to the significance test corresponding to the original probit coefficient. Such a reporting style, which we call nonstandard, was the reason for 45 or $33.8 \%$ falsely flagged tests stemming from five articles with one article accounting for 26 of these tests. Although the answers were plausible to us after validation, a distinct explanation of the reporting style is missing in four of the five articles.

If the authors argued that there was no reporting error but without reasoning, we examined whether data was erroneously coded, low degrees of freedom, or a nonstandard reporting style could have been the reason for falsely flagged tests. We found that for 32 cases low degrees of freedom are a possible explanation and agreed with the authors' responses ("Low df possible"). Data was falsely coded for three flagged tests.

## Update of error rates

In sum, 109 of the initially flagged tests are likely to be no errors with the main reasons of low degrees of freedom (61) and nonstandard reporting style (45), see Table 5.6. Of the 260 tests initially flagged as errors with overstated significance levels, $33.1 \%$ were confirmed to be indeed errors, $16.2 \%$ were falsely flagged as errors, and $50.8 \%$ remain without verification from the authors either because the authors did not reply to the survey or replied "I do not know" to both survey questions, see Tables 5.4 and $5.5{ }^{13}$ The $16.2 \%$ of tests that were falsely flagged correspond to 42 tests of which 40 used a nonstandard reporting style and two were incorrectly coded. As becomes evident in column two of Table 5.3 the rate of overstated significance levels decreases at the test level moderately from $0.84 \%$ to $0.69 \%$ for all errors and $0.34 \%$ to $0.26 \%$ for strong errors while the prevalence at the article level decreases only slightly from $28.1 \%$ to $26.8 \%$ for all errors and $15.7 \%$ to $14.3 \%$ for strong errors. The error rate at the article level remains similar as only a few articles account for many falsely flagged errors due to nonstandard reporting.

Of the 377 tests initially flagged as understated significance levels, $20.7 \%$ were confirmed to be indeed errors, $17.8 \%$ were falsely flagged as errors, and $61.5 \%$ remain without verification. The $17.8 \%$ tests that were falsely flagged correspond to 67 tests of which 61 were flagged because of low degrees of freedom, five due to a nonstandard reporting style and one due to a coding error. We expect the number of falsely flagged errors to be higher for understated significance levels due to the limitations of the algorithm. The error rate at the test level moderately reduces from $1.22 \%$ to $0.99 \%$ for all errors and $0.35 \%$ to $0.30 \%$ for strong errors while at the article level the prevalence decreases from $38.9 \%$ to $33.5 \%$ for all errors and

[^28]$18.9 \%$ to $17.0 \%$ (Table 5.3 , column two). Again, reduction at the article level is smaller as articles often have multiple flagged errors of which not all result from low degrees of freedom.

### 5.5 Replications

The survey shed light on 279 (43.8\%) of the flagged tests. $60.9 \%$ of them were correctly flagged as reporting errors and $39.1 \%$ were incorrectly flagged as reporting errors. The survey leaves $358(56.2 \%)$ of the flagged tests without manual verification by the authors. Out of these, $91.6 \%$ are due to no response from the authors and $8.4 \%$ due to the authors' reply "I do not know" to both survey questions. In the following, we estimate how many of the flagged tests without manual verification by the authors are indeed reporting errors by replicating afflicted studies.

## Replication strategy

We took a random sample of $30 \%$ from all flagged tests resulting in 119 tests from 64 articles. As we tried to replicate all flagged tests of these 64 articles the sample comprises $83.2 \%$ of the flagged tests without verification by the authors (298 flagged tests). We searched the web for data and software code for the respective articles and used Stata 12.1 and R 3.5.1 (Windows) to conduct the replications.

If we were able to replicate the reported statistical values of the flagged test exactly, we checked whether the $p$-value obtained in the replication is consistent with the $p$-value interval reported in the article by means of an eye-catcher. In this case, we classified the flagged test as no reporting error. However, sometimes the replicated statistical values are similar but not identical to those reported in the article. In these cases, we used the values reported in the article and calculated the corresponding $p$-value by using the procedure given by the authors' code (degrees of freedom and distribution under the null hypothesis). If this $p$-value was consistent with the reported eye-catcher, we again classified the flagged tests as no reporting errors. This procedure allows us to give the benefit of the doubt to the authors in case software was updated and, for example, the same command produces slightly different standard errors today. Replication success in this sense is the ability to judge whether a reporting error is present without necessarily replicating the exact statistical values of the original article. If data and software code were available but the replication results differed substantially from the original findings, we classified the test as not replicable but not as a reporting error. In this study, we define reporting errors as inconsistencies between reported levels of statistical significance and calculated $p$-values based on reported statistical information. Of course, non-replicable results may also be considered as a type of reporting error.

## Findings

In 179 or $60.1 \%$ of the 298 flagged tests, we were not able to replicate the results. These tests belong to 50 out of 64 articles ( $78.1 \%$ ), among them six articles containing both replicable and non-replicable tests. The main reason for non-replication was that data or software code was not provided. This was the case for 150 tests ( $83.8 \%$ of 179) from 40 articles ( $80.0 \%$ of 50 ) ${ }^{14}$ In 23 cases ( $12.8 \%$ ) from 8 articles (16.0\%), we were not able to obtain similar estimates compared to those of the published article, despite data and Stata or R code were available. For the remaining six cases (3.4\%) from two articles (4.1\%) we did not replicate the tests since a different software was used ${ }^{15}$

[^29]We managed to (partially) replicate 20 studies comprising 119 out of the 298 flagged tests ( 29 overstated and 90 understated). As we tried to replicate all flagged tests of the sampled articles, the following estimates at the test and article level are weighted accordingly. We found that all of the flagged overstated significance levels were indeed reporting errors, that is, the estimated rate of correctly flagged overstated significance levels is $100 \%$. For the understated significance levels, the corresponding rate is $45.8 \%$. The vast majority of falsely flagged understated significance levels was due to low degrees of freedom ${ }^{16}$ Regarding strong reporting errors, the estimated rates of correctly flagged strong errors were $100 \%$ for overstated significance levels and $48.9 \%$ for understated significance levels.

To estimate the rate of articles with at least one correctly flagged (strong) error, we followed the same strategy. More specifically, we divided the number of articles with at least one flagged test of a particular kind (overstated, understated or any error) after the replication by its analog before the replications were conducted. The resulting rates of articles with at least one correctly flagged error are $100 \%$ (overstated), $49.9 \%$ (understated) and $51.2 \%$ (any error). Note that all articles with incorrectly flagged understated significance levels had no other unverified flagged test. The shares of articles with at least one correctly flagged strong error were estimated to be $100 \%$ (overstated), $39.8 \%$ (understated) and $45.5 \%$ (any error). These estimates are fairly similar to the ones at the test level as presented above but based on smaller sample sizes of replicated articles: There were only seven articles with at least one overstated significance level, 19 with at least one understated significance level and 20 with at least one flagged test of any kind before the replications were conducted. For articles with strong reporting errors, these numbers reduce to four, eleven and thirteen.

[^30]
## Update of error rates

The sum of the flagged overstated and understated significance levels which were neither verified by the authors nor replicated was multiplied by the respective shares of correctly detected errors as calculated above. The same was done for the sum of articles with at least one of such non-verified tests, for overstated and understated significance levels and any flagged test, respectively. Following this strategy, we find that in $33.5 \%$ of the investigated articles, there is at least one reporting error (Table 5.3, column 3). On the test level, $1.3 \%$ of all tests are afflicted by a reporting error. For strong reporting errors these numbers reduce to $19.3 \%$ and $0.5 \%$ (Table 5.3, column 3). Overall, the rates of overstated significance levels exceed slightly those of understated significance levels. 17

### 5.6 Exploratory regression analyses

In addition to the survey responses, we explore potential predictors of reporting errors applying logistic regression models. The dependent variable indicates whether an article includes at least one (strong) reporting error or not. We implement the corrections obtained from the survey responses and replications. Table 5.10 and Table 5.11 show that the distribution of (strong) errors over articles is heavily skewed. We run logistic regressions at the article level to avoid the high influence of outliers on the estimates that may occur in an analysis at the test level. Since we did not specify hypotheses beforehand, our analyses should be deemed purely exploratory.

## Model specification

The explanatory variables are taken from the large set of variables gathered by Brodeur et al. (2016) and we focus on those that vary at the article level. In particular, we include the journal, the rough research field, whether negative results are put forward, whether a theoretical model is used, data availability, code availability, the year of publication, the authors' average years since their PhDs as well as the numbers of authors, research assistants and individuals thanked, tables and tests, and the shares of editors and tenured authors among the authors as predictors. More details on the variables and descriptive statistics are given in the appendix and in Tables 5.8 and 5.9 . We dropped variables that are essentially equivalent to those we used. For example, the share of authors who are editors or members of editorial boards at the time of publication is very similar to the same share prior to the publication year. Likewise, we did not include variables containing categories with very few observations that are difficult to group as, for instance, one variable indicating the specific field of an article that has field categories which apply to only one article. We reran the models 500 times using a nonparametric bootstrap.

## Results

The results in the first column and third column of Table 5.7 are very similar, that is, the probabilities to observe an article with at least one reporting error and an article with at least one strong reporting error can be explained by the same variables. Histograms for the estimates across bootstrap samples are presented in Figure 5.1 and Figure 5.2 . In most of the 500 bootstrap samples, articles without theoretical models, from the field of macroeconomics in comparison to microeconomics and with more tests are more

[^31]Table 5.7: Regression results

|  | Any error | Any error | Strong error | Strong error |
| :---: | :---: | :---: | :---: | :---: |
| Intercept | 72.405 | 61.442 | 85.992 | 64.730 |
|  | [-116.909; 275.045] | [-129.843; 261.180] | [-127.602; 325.400] | [-163.490; 303.102] |
| Year | -0.036 | -0.031 | -0.043 | -0.032 |
|  | [-0.137; 0.058] | [-0.130; 0.065] | [-0.163; 0.063] | [-0.151; 0.082] |
| Journal of Political Economy | 0.603 | 0.136 | 0.774 | 0.099 |
|  | [0.079; 1.208] | [-0.528; 0.838] | [0.168; 1.470] | [-0.706; 0.937] |
| Quarterly Journal of Economics | -0.060 | -1.006 | -0.105 | -1.426 |
|  | [-0.544; 0.498] | [-1.913; -0.233] | [-0.712; 0.533] | [-2.584; -0.452] |
| Field: Macroeconomics | 0.677 | 0.693 | 0.552 | 0.597 |
|  | [0.194; 1.161] | [0.212; 1.198] | [-0.014; 1.091] | [0.069; 1.162] |
| No. of authors | -0.145 | -0.156 | -0.097 | -0.110 |
|  | [-0.411; 0.073] | [-0.428; 0.061] | [-0.429; 0.161] | [-0.458; 0.172] |
| Share of editors among authors | -0.383 | -0.429 | -0.472 | -0.544 |
|  | [-1.054; 0.300] | [-1.079; 0.238] | [-1.226; 0.232] | [-1.289; 0.174] |
| Share of tenured authors | 0.636 | 0.818 | 0.365 | 0.626 |
|  | [-0.191; 1.554] | [0.017; 1.725] | [-0.567; 1.326] | [-0.265; 1.688] |
| Authors' average years since PhD | $-0.002$ | $-0.014$ | $0.005$ | $-0.012$ |
|  | [-0.047; 0.042] | [-0.059; 0.029] | $[-0.041 ; 0.053]$ | $[-0.059 ; 0.032]$ |
| No. of research assistants thanked | -0.044 | -0.041 | -0.041 | -0.039 |
|  | [-0.119; 0.011] | [-0.118; 0.016] | [-0.156; 0.028] | [-0.155; 0.031] |
| No. of individuals thanked | 0.014 | 0.013 | 0.014 | 0.014 |
|  | [-0.013; 0.042] | [-0.015; 0.043] | [-0.016; 0.046] | [-0.017; 0.048] |
| Negative results put forward | -0.217 | -0.218 | -0.143 | -0.140 |
|  | [-0.767; 0.326] | [-0.800; 0.334] | [-0.833; 0.529] | [-0.893; 0.570] |
| With theoretical model | $-0.455$ | -0.440 | -0.560 | -0.566 |
|  | $[-0.972 ;-0.030]$ | [-0.979; -0.008] | [-1.208; -0.097] | [-1.238; -0.115] |
| No. of tables | 0.081 | 0.098 | -0.041 | -0.017 |
|  | [-0.020; 0.191] | [-0.005; 0.209] | [-0.163; 0.051] | [-0.146; 0.084] |
| No. of tests | 0.005 | 0.005 | 0.006 | 0.007 |
|  | [0.002; 0.009] | [0.002; 0.008] | [0.004; 0.011] | [0.004; 0.012] |
| Data available |  | $\begin{gathered} 0.023 \\ {[-0.657 ; 0.702]} \end{gathered}$ |  | $\begin{gathered} -0.150 \\ {[-1.015 ; 0.670]} \end{gathered}$ |
|  |  | $[-0.657 ; 0.702]$ -1.042 |  | $[-1.015 ; 0.670]$ -1.305 |
| Code available |  | [-1.971; -0.239] |  | [-2.431; -0.360] |
| $n$ | 367 | 367 | 367 | 367 |
| Pseudo $R^{2}$ | 0.094 | 0.081 | 0.077 | 0.102 |

Notes: Results from logistic regressions. The dependent variable is whether an article contains at least one reporting error or not (first two columns) or at least one strong reporting error (last two columns). Lower and upper bounds of $90 \%$ bias corrected and accelerated (BCa) intervals based on 500 bootstrap replicates in brackets.
likely to include at least one (strong) reporting error ${ }^{18}$ Likewise, articles in the JPE seem to be afflicted by at least one (strong) reporting error more frequently than in the AER and QJE. One of the reasons might be the journal policy which determines whether data and software code have to be published. In our regression sample, in none of the articles in the QJE data or code are available on the website of the journal. The articles in the AER are mostly accompanied by data ( $82.6 \%$ ) and code $(92.1 \%)$, while for the JPE data and code are available in $46.7 \%$ and $48.3 \%$ of the articles, respectively. If the two variables data and code availability are added to the regression, both the articles in JPE and the AER are associated more often than the QJE with at least one (strong) reporting error over most of the bootstrap replicates (second and fourth column in Table 5.7). To put it differently, the AER performs comparably better if one does not control for the two transparency variables. Apparently, the stringent data and code requirements of the AER lower the probability to find articles with errors in their published issues. The described effects are associated with considerable uncertainty though. Moreover, the effects of most explanatory variables under consideration vary substantially from negative to positive values over $90 \%$ of the bootstrap samples. The explanatory power of the models is limited as can be seen by the low Pseudo $R^{2}$.

[^32]
### 5.7 Discussion

## Prevalence of reporting errors

Our analyses show that reporting errors in economics are a relevant issue but suggest that the rate of errors is smaller in comparison to other fields. The error rates of $1.3 \%$ at the test level and $33.5 \%$ at the article level are substantially lower than those found in similar investigations from other academic disciplines. At the test level, it is by far the lowest one observed in comparable studies in the literature so far. While Bruns et al. (2019), Bakker and Wicherts (2014) and Wicherts et al. (2011) find error rates between $4.0 \%$ and $6.7 \%$, the rates in most studies are similar to or even higher than $10 \%$ (Nuijten et al., 2016, Veldkamp et al., 2014, Caperos and Pardo, 2013, Bakker and Wicherts, 2011; Berle and Starcevic, 2007, Garcia-Berthou and Alcaraz, 2004). Similarly, higher error rates between $45.1 \%$ and $63 \%$ are found at the article level in all studies in the field of psychology (Nuijten et al., 2016, Bakker and Wicherts, 2014, Veldkamp et al., 2014, Caperos and Pardo, 2013, Bakker and Wicherts, 2011, Wicherts et al., 2011) and in the field of innovation research by Bruns et al. (2019).

Clearly, comparisons between different studies are difficult. For instance, Nuijten et al. (2016) analyze crawled statistical values reported in the text, excluding tables. They detect a higher prevalence of reporting errors in a sample which was also manually checked for reporting errors by Wicherts et al. (2011). In our procedure, we are rather conservative because of the de-rounding procedure. In some cases, we obtain large $p$-value intervals based on the reported statistical values which are consistent with more than one level of statistical significance.

As the prevalence of reporting errors at the test level is substantially lower in our study compared to all other studies which are mainly from psychology, our findings still indicate that a difference between academic disciplines exists. This is also in line with the results from Bruns et al. (2019) who use a similar algorithm as we do to flag reporting errors in innovation research. Their estimated prevalence of reporting errors seems to be in between the one found by us for top economic journals and those found by others in (top) psychology journals. At the article level, comparisons between fields are even more disputable as the numbers of tests per article may differ substantially. Nevertheless, it is interesting to see that articles in our study are less likely to contain at least one reporting error than articles in most studies from other fields.

We find overstated significance levels to be slightly overrepresented compared to understated significance levels. Understated significance levels are usually neither favourable nor consistent with the incentive system in academic publishing. Overstated significance levels have, moreover, a higher probability to survive the review process as additional stars are less likely to be caught by the authors than missing stars Nuijten et al. 2016). As the imbalance towards overstated significance levels in our study is small, the vast majority of reporting errors are likely to result from honest mistakes. Our findings are consistent with Bruns et al. (2019) and Nuijten et al. (2016) who also find a slight imbalance towards overstated significance levels.

Since our dataset includes only articles from three very prestigious journals in economics, it is not clear whether our results hold for economics in general. One might argue that less prestigious journals are less thorough in the review process and thus more likely to be afflicted by reporting errors.

Our replication sample that we use to estimate the error rates is nonrandom as we only replicate those flagged tests for which we found data and software code in R or Stata. Our replication based estimate is that $100 \%$ of the flagged tests that imply an overstated significance level are correct. We explore
the robustness of this finding using a variable gathered by Brodeur et al. (2016) indicating the type of statistical model/test used to cross-check whether we missed tests with a nonstandard reporting style among the flagged tests. A nonstandard reporting style was identified by author responses in 45 cases. In 41 of these 45 cases, this variable shows that a logit, probit or a model different to linear regression was applied. Among the flagged tests from which we drew the replication sample, the same holds for only twelve overstated significance levels. Of these twelve flagged tests, seven were indeed reporting errors as shown by the replication and five were not replicated. This suggests that the estimated share of the correctly flagged tests with overstated significance levels is accurate.

## Sources and predictors of reporting errors

The survey responses suggest that the manual transfer of results from statistical software to word processing software is a major source of reporting errors. Even though automatic procedures had existed a long time before 2005 when our time frame of investigated articles starts, for example outreg for Stata (Gallup, 1998, 1999, 2000), it is conceivable that a manual transfer might still have been common practice in those days and it might still be today. Copy-paste as a source of reporting error is also identified by Bakker and Wicherts (2011).

Our regression analyses shows that the prediction of reporting errors is difficult with the help of the available variables. One reason is measurement error in the dependent variable as our algorithm to detect reporting errors is not perfect. Articles with theoretical contribution as well as articles from microeconomics have a lower probability to contain at least one (strong) reporting error. Possible interpretations, that we deem rather speculative, are left to the reader. More apparent are differences between journals. Based on our findings and those from Wicherts et al. (2011) there is at least weak evidence for a lower prevalence of reporting errors if data and software codes are shared. This is a very conclusive finding and can be embedded into the general call for more open data and code policies (e.g, Chang and Li, 2018). They succeed to qualitatively replicate the key results of $32.8 \%$ of 67 articles in the field of macroeconomics without contacting the authors. We consider a nonrandom sample from microeconomics and macroeconomics and only try to replicate the flagged tests in articles without manual verification by the authors. Therefore, our study is hardly comparable to Chang and Li (2018), but two general similarities can be identified. First, we also find a very low rate of successful replications as we were only able to replicate all flagged tests in $21.9 \%$ of 64 articles. Second, the main reason for a failed replication both in Chang and $\mathrm{Li}(2018)$ and our study is missing public data and software code.

### 5.8 Conclusions and recommendations

By investigating more than 30,000 hypotheses tests of central hypotheses from 370 articles published in three top economic journals, we find that $1.3 \%$ percent of all tests are afflicted by a reporting error. Strong reporting errors that make a significant finding non-significant or vice versa occur in $0.5 \%$ of all tests. This relates to $33.5 \%$ of the articles being afflicted by at least one reporting error while $19.3 \%$ are afflicted by at least one strong reporting error. Although these error rates are low in comparison to those found in related literature from other research fields, it is worrying that one of three articles contains at least one reporting error, even in top economics journals. We also find a slight imbalance towards overstated significance levels. Since understated significance levels are usually neither favourable nor consistent with the incentive system in academic publishing, our findings indicate that the vast majority of reporting errors are likely to result from honest mistakes.

Our analysis suggests three approaches to reduce the rate of reporting errors in future research:
First, data and code should be made available by the researchers. Our findings indicate that availability of data and code may reduce the probability of an article to contain a reporting error. Authors that provide data and code are likely to carefully check whether the uploaded code indeed replicates the published tables and this is likely to reduce the probability of a reporting error. More importantly, transparency facilitates replications and permits others to check the accuracy of the published findings. Replications can be incentivized by introducing replication sections in top journals (Coffman et al., 2017) and by accepting positive replications for publication (Mueller-Langer et al. 2017).

Second, eye-catchers to denote statistical significance should be banned. According to the authors who participated in our survey, most of the detected reporting errors stem from errors in the eye-catchers. Moreover, it is conceivable that eye-catchers distract authors and reviewers from studying intensively the actual statistical values and checking them for consistency. The American Economic Association indeed nowadays forbids authors to use stars to denote statistical significance in their journals, among others in the AER ${ }^{19}$ However, eye-catchers are still omnipresent in other journals such as the JPE and the QJE. Eye-catchers sustain the bad practice to judge scientific results in a binary way according to arbitrary thresholds. Instead, reporting effect sizes and confidence intervals facilitates the interpretation of economic significance rather than statistical significance (Cumming, 2014). Moreover, classical Bayesian methods (Kruschke and Liddell, 2018) or reverse Bayesian techniques (Colquhoun, 2017) may also be fruitful. In any case, one should never consider one study in an isolated manner but include all evidence available (Amrhein et al., 2018; McShane et al., 2018, Greenland et al., 2016).

Third, errors can be reduced in the research, review and publication process by simple measures. Automatic software should be used to transfer statistical results to word processing software. Algorithms such as the one used in this paper could be used in the review process and by the authors themselves after the typesetting as suggested by Nuijten et al. (2016).
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## 5.A Appendix

## Descriptive statistics

In the following, we provide additional information on some of the variables used in the regression analyses in Section 5.6 in the order as depicted in Tables 5.8 and 5.9 .

- Negative results: Whether the article presents at least one null result in contrast to only positive results as contribution. As there are only seven articles which only put forward null results and 53 which report positive and null results, we grouped these two response categories together.
- Theoretical model: Whether the article includes a theoretical contribution.
- Data availability: Whether the data of the article is available on the respective website of the journal.
- Code availability: Whether the software code of the article is available on the respective website of the journal.
- Share of editors among the authors: Share of authors who are member of an editorial board at the time of publication.
- Share of tenured authors: Share of authors who are full professors at the time of publication.
- Authors' average years since PhD: Authors' average years since PhD at the time of publication.
- Number of individuals thanked: Number of individuals thanked excluding research assistant and referees.
- Number of tables: Number of tables reporting results of hypothesis tests that test central hypotheses, tables with several panels are treated as one table.
- Number of tests: Number of hypothesis tests that test central hypotheses.

Details on the original reporting guidelines for the variables can be found in the online appendix of Brodeur et al. (2016).

## Robustness checks

In the following, we describe two robustness checks to estimate the prevalence of reporting errors. We account for the corrections by the survey and replication, so that the results should be compared to column three of Table 5.3

A potential issue regarding these estimates became evident when we investigated the last decimals of all reported statistical values: The share of zeros was only about $5.6 \%$, whereas each of the other digits comprised $9.8-11.2 \%$ of the cases. A manual check proved that Brodeur et al. (2016) occasionally dropped zeros as last decimals. To test whether this increased uncertainty in the rounding procedure leads to a substantially lower rate of detected reporting errors, we reran our analyses after dropping the last decimals if they are equal to zero. We found almost no difference in the results, suggesting that dropped zeros at the end of the statistical values do not contribute notably to underestimated rates of reporting errors (Table 5.12, column one).

As a further robustness check, we examined whether potentially trimmed decimals, that is, a reported coefficient of 1.4 was originally 1.48 , for example, affect the results. While emphasizing that this would still constitute erroneous rounding by the authors, namely rounding up when rounding down would be adequate, the estimated rates change only marginally (Table 5.12, column two).

Table 5.8: Distribution of discrete variables over tests and articles

|  | Number of Articles | Number of Tests |
| :--- | ---: | ---: |
| American Economic Review | 180 | 13247 |
| Journal of Political Economy | 61 | 4997 |
| Quarterly Journal of Economics | 129 | 12749 |
| Macroeconomics | 85 | 8142 |
| Microeconomics | 285 | 22851 |
| Negative results: yes | 60 | 5848 |
| Negative results: no | 310 | 25145 |
| With theoretical model | 109 | 8964 |
| Without theoretical model | 261 | 22029 |
| Data available | 177 | 13553 |
| Data not available | 193 | 17440 |
| Code available | 195 | 15214 |
| Code not available | 175 | 15779 |

Table 5.9: Continuous variables on article level

| Variable | n | Min | Q 1 | Median | Mean | Q3 | Max | SD |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Year | 370 | 1 | 3.0 | 4.4 | 5.0 | 6.0 | 7 | 2.0 |
| Number of authors | 370 | 1 | 2.0 | 2.2 | 2.0 | 3.0 | 5 | 0.9 |
| Share of editors among authors | 370 | 0 | 0.0 | 0.4 | 0.3 | 0.6 | 1 | 0.4 |
| Share of tenured authors | 370 | 0 | 0.0 | 0.3 | 0.3 | 0.5 | 1 | 0.3 |
| Authors' average years since PhD | 367 | -2 | 5.5 | 10.1 | 9.0 | 12.8 | 41 | 6.6 |
| Number of research assistants thanked | 370 | 0 | 0.0 | 2.2 | 1.0 | 3.0 | 27 | 3.5 |
| Number of individuals thanked | 370 | 0 | 6.0 | 11.2 | 9.5 | 15.0 | 45 | 7.7 |
| Number of tables | 370 | 1 | 2.0 | 4.1 | 4.0 | 5.0 | 15 | 2.4 |
| Number of tests | 370 | 2 | 30.2 | 83.8 | 60.0 | 107.8 | 587 | 82.9 |

Table 5.10: Distribution of errors over articles

| Number of errors | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 16 | 18 | 19 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Frequency | 208 | 67 | 31 | 23 | 16 | 7 | 4 | 2 | 1 | 3 | 3 | 2 | 1 | 1 | 1 |

Table 5.11: Distribution of strong errors over articles

| Number of errors | 0 | 1 | 2 | 3 | 4 | 5 | 15 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Frequency | 274 | 61 | 21 | 7 | 4 | 2 | 1 |

Figure 5.1: Distribution of bootstrap estimates 1


Notes: The histogram shows the distribution of 500 bootstrap estimates for all explanatory variables in a logistic regression with the dependent variable indicating whether an article contains at least one reporting error or not.

Figure 5.2: Distribution of bootstrap estimates 2


[^34]Table 5.12: Prevalence of reporting errors - robustness checks

|  |  |  | Zeros <br> removed | Trimmed <br> decimals |
| :--- | :--- | :--- | :---: | :---: |
| Article level | Any error | Overstated | 0.2622 | 0.2595 |
|  |  | Understated | 0.2337 | 0.2202 |
|  |  | Any | 0.3295 | 0.3173 |
|  | Strong error | Overstated | 0.1405 | 0.1378 |
|  |  | Understated | 0.1117 | 0.1042 |
|  |  | 0.1932 | 0.1799 |  |
| Test level | Any error | Overstated | 0.0067 | 0.0065 |
|  |  | Understated | 0.0059 | 0.0054 |
|  |  | Sum | 0.0125 | 0.0119 |
|  | Strong error | Overstated | 0.0026 | 0.0025 |
|  |  | Understated | 0.0021 | 0.0019 |
|  |  | Sum | 0.0047 | 0.0044 |

Notes: Prevalence of any and strong reporting errors at test and article level. "Overstated" means overstated significance level, "Understated" means understated significance level. At the article level, the share of articles with at least one overstated and understated significance level and any of them is given. The estimates are calculated after including information the survey responses and the replication exercise. The first column shows error rates calculated under the condition that the last decimals of the reported statistical values are removed if they are equal to zero. The second column shows error rates calculated under the condition that authors trimmed the reported statistical values instead of rounding properly.

## 6 Conclusions and outlook

This thesis presents advanced models and practices in applied statistics with regard to causality, prediction, and the replicability of results. In the following, the papers' contributions are grouped according to these three domains. Corresponding future research developments are sketched from a general viewpoint, while suggestions for specific future research directions were given in the four papers in the previous chapters. Some general remarks close this thesis.

### 6.1 Causality

The papers in Chapters 2 and 3 are both methodological contributions to regression models frequently applied to identify causal effects. The first paper in Chapter 2 relaxes assumptions on the shape of the relationship between explanatory variables and the dependent variable. Instead of determining specific functional shapes of the covariate effects a priori, these are allowed to be data-driven and potentially nonlinear by using penalized splines. The main contribution of the paper in Chapter 2 is to use such splines for fixed effects panel data models. These models are often applied to control for unobserved time-invariant heterogeneity by including fixed effects which are allowed to be correlated with other covariates. A first-difference approach for the inclusion of penalized splines in such a framework is presented. Furthermore, a corresponding fast way of inference via simultaneous confidence bands is provided.

The main novelty of the second paper in Chapter 3 lies in the combination of methods to estimate causal relationships with GAMLSS. This combination allows to model causal effects not only on the conditional expectation but on all aspects of the distribution of the dependent variable. Using data from the famous Progresa program, it is shown step-by-step how the proposed methodology provides insights which go unnoticed in common regression frameworks.

As more flexible models may be more meaningful and appropriate for specific research questions and data situations, future research should promote their use to the scientific community. In particular, the ongoing focus on linear regression specification and changes in the expectation of the dependent variable should be enhanced by more advanced methods as presented in this thesis. In this regard, methods to establish causality may not be as "harmless" as Angrist and Pischke (2008) suggest. Thus, step-by-step guides tailored to the specific research fields may help to make these advanced methods accessible to scientists. They may also be useful to exchange the knowledge from scientific fields. For example, relaxing the functional form of covariate effects by using penalized splines is frequently done in ecology but rarely observed in economics.

Another interesting research direction considers how to exploit increasing data availability and computational power when estimating causal effects. Machine learning techniques such as boosting, lasso, random forests and or deep neural networks were originally dedicated to prediction tasks. Applying them to research questions concerning causality seems to be a promising avenue (e.g., Chernozhukov et al. 2018; Wager and Athey, 2018; Belloni et al., 2017, 2018).

### 6.2 Prediction

The paper in Chapter 4 is a methodological contribution to a small area prediction problem. In particular, it is shown how to estimate reliable up-to-date poverty maps when an outdated census and a more recent survey are available. The proposed approach has lower data requirements and weaker assumptions than commonly applied poverty mapping methods that are tailored to situations with simultaneous survey and census collection periods. Although the focus of the paper is on poverty mapping, the methodology presented is applicable to a wide range of outcome measures and research questions.

Extensions for this and basically all prediction tasks include more distributional flexibility in the response variable, nonlinear covariate effects as well as variable and model selection. Mayr et al. (2012) provide an appropriate overarching approach by boosting GAMLSS. While GAMLSS allow for a wide range of response distributions and flexible covariate specification, boosting serves as a regularization and variable selection tool. A fully nonparametric deep learning approach which estimates the whole conditional density of the dependent variable given a potentially high-dimensional predictor might be also fruitful (Li et al., 2019).

In general, machine learning methods are powerful and increasingly applied in many scientific prediction tasks and also in causal analyses as discussed in Section 6.1. However, as every approach to analyze data, they include numerous pitfalls (Domingos, 2012). As they often deviate from classical statistical modeling approaches with which applied researchers are familiar, their application in specific research fields needs further elaboration in the form of guides as, for instance, provided by Mullainathan and Spiess (2017) for economists.

### 6.3 Replicability

The paper in Chapter 5 considers replicability from two perspectives. On the one hand, the paper shows that one third of 370 articles published in top economic journals would not be entirely replicable even when data and code were available because they contain at least one reporting error. On the other hand, systematic replications demonstrate that data and code are available for the minority of 64 articles under consideration and even data and code availability do not guarantee a successful replication of the study results. Proposed solutions to enhance replicability comprise the ban of eye-catcher, the automatic check of the consistency of reported statistical information before publication, incentives for a more vivid replication culture as well as open data and code policies.

The paper in Chapter 3 includes a replication of a study. While using the same data but a different statistical model, very similar results are obtained when looking at the expectation of the response distribution. The paper thus directly contributes to a more vivid replication culture that several scientists call for (e.g., Chang and Li, 2018; Clemens, 2017, Coffman et al., 2017).

With regard to reporting errors, studies in all research fields except from psychology (e.g., Nuijten et al. 2016) are rare. Therefore, future studies are needed and could investigate and compare the drivers and prevalence of reporting errors in different research fields.

Replicability in a wider sense implies the replication of statistical results in a new study. The definition of replication success in this sense is controversial as described in Section 1.3 . It has to be further discussed when and how replication success can be measured in a reasonable way and how comparable and reliable studies can be implemented. In any case, additional issues arise when replicating a study
using a new dataset. Research practices such as $p$-hacking (e.g., Simonsohn et al. 2014) and HARKing (Hypothesis After Research Results are Known, Kerr, 1998) lead to selective reporting of statistical results. The consequence is not only unexpectedly low replicability, measured by whatever method, but also a distorted body of evidence for the cumulative research process. Future studies may monitor and evaluate to what extent solutions to low replicability (or reproducibility) as proposed by Munafò et al. (2017) are applied in single research fields.

### 6.4 Some closing remarks

The focus of this thesis lies on advanced models and practices in three domains of applied statistics mainly in the context of regression models with applications in economics. Regression models are applied in many research fields such as biology, epidemiology, medicine, physics, psychology, and sociology and the arguments presented in this thesis carry over to these fields. More generally, challenges in finding an adequate model in consideration of the research question and data at hand are inherent to any statistical modeling approach. Likewise, ensuring the replicability of statistical results is an indispensable task irrespective of the type of statistical analysis used.

Applied statistics is naturally confronted with more concerns within and outside the three domains covered in this thesis, as the highly debated domain of statistical inference shows (e.g., Wasserstein et al., 2016). Accordingly, this thesis is just a further component in the large building of applied statistics.

With due care and modesty, I nonetheless hope that this thesis contributes to scientific communities that apply statistical methods. After all, contemporary and future researchers have a larger toolkit to choose from than their predecessors. They can address specific data situations and research questions more appropriately. And hopefully, they will apply the proposed instruments to enhance the replicability of their statistical results.
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[^11]:    ${ }^{1}$ Differences in measurement error, coding schemes or even the way the interview was conducted can prevent reasonable harmonization between census and survey variables. See also Tarozzi and Deaton (2009) for a brief discussion.

[^12]:    ${ }^{2}$ This has been suggested for an update of the Bangladeshi poverty maps by researchers from The Bangladesh Bureau of Statistics, The World Bank and The United Nations World Food Programme (2010).
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    ${ }^{4}$ In practice, one could use additional secondary information to explain consumption, for example geographic information which is typically available in poverty mapping exercises. Besides, fixed effects on higher aggregation levels such as counties and time-invariant explanatory variables on the household level could be, in principle, added to the consumption model. As discussed in Section 4.1 we do not assume many time-invariant variables to be available in practice and it is difficult to test if there are any. In this paper, we restrict ourselves to information that is available in the census.
    ${ }^{5}$ The chosen estimation method depends on whether and how the survey design, potential heteroscedasticity and the clustering nature of the data are taken into account.

[^14]:    ${ }^{6}$ One may also assume a distribution for the error components' variances such as the gamma distribution, for example, but in many cases it is reasonable to treat their estimates from the first stage as fixed, especially if the numbers of clusters and households in the survey are large since then there is not much uncertainty in the variance estimators. The household error variance estimator is usually very precise as it is based on the (large) number of households in the survey. The amount of clusters in the survey is smaller but the uncertainty in the variance estimator of the cluster effects is often still negligible. In practice, one may check whether the estimated variances of the error components' variances are small enough in order to treat them as fixed in all bootstrap replications.

[^15]:    ${ }^{7}$ Note that it is neither intended nor necessary to establish causal or direct effects of explanatory variables on consumption. Thus, the regression coefficients in model 4.2 need not be estimated unbiasedly or consistently with regard to the direct effects of the explanatory variables. In contrast, asymptotic unbiasedness of $\widehat{\mu}$ can be obtained for several models, even if a single parameter in such a model might capture the effect of several correlated variables.
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[^17]:    ${ }^{9}$ Note that under the stated conditions, our estimator performs better only in predicting the true value on average. In a single sample, the pure survey mean is superior to our approach if the sample mean is by chance equal or very close to the census mean. An extreme example includes the limiting case in which the recent survey is equal to the underlying census. Then, the survey mean is trivially the census mean, that is, there is no error at all. But our new method is still prone to idiosyncratic and (small) simulation error, even under correct model specification.
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    ${ }^{14}$ We also estimated the poverty gap in the same simulation setting and obtained qualitatively similar results.

[^21]:    ${ }^{15}$ This is due to the fact that both the household equivalent income and all explanatory variables are the same for all household members.
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[^24]:    ${ }^{3}$ For one-sided tests the $p$-value interval changes accordingly. Our algorithm accounts for one-sided tests.
    ${ }^{4}$ Note that it is not known whether a reporting error originates from misreported coefficients, standard errors, test statistics or $p$-values on the one hand or significance levels on the other hand. However, the survey responses suggest that the latter is the major reason for reporting errors (see Section 5.4.

[^25]:    ${ }^{5}$ Sample size is often an insufficient proxy for the degrees of freedom as clustered standard errors are frequently used in the analyzed articles and Stata uses the number of clusters as base for the degrees of freedom.
    ${ }^{6}$ The prevalence of overstated significance levels is only affected if authors intentionally use the $z$-distribution to obtain significance levels in cases when the appropriate $t$-distribution would lead to less significant result.

[^26]:    ${ }^{7}$ The authors sometimes did not fill in the survey attached to the email but replied to our questions directly via e-mail. In these cases, we translated their answers to the survey.
    ${ }^{8}$ The email and an exemplary survey can be found in an online appendix at http://www.stephanbbruns.de/reperrors

[^27]:    ${ }^{9}$ Six of these flagged tests were due to a misalignment, namely wrong formatting in one article. However, the reported statistical values and eye-catchers were consistent if the obvious misalignment was accounted for. Besides, the author pointed out that an erratum was published. Therefore, we classified the flagged tests as no errors and treat the remaining 303 flagged tests as benchmark in the calculations.
    ${ }^{10}$ One author replied that he transmitted the Stata results to his co-author via phone, who then entered the numbers into a word processing program.
    ${ }^{11}$ These include answers which were not possible to assign reasonably to the other response categories as, for example, rounding errors, and meaningless answers such as that software did not report significance levels for the respective table.
    ${ }^{12}$ For example, some authors argued that they interpreted significance levels as less than or equal to some value instead of strictly less. However, the probability to obtain a $p$-value exactly equal to a threshold is zero and it is more likely that in fact a rounding error or another type of error occurred. One author argued that the 0.01 level of significance implies the 0.05 level, but he used the $0.01,0.05$, and 0.1 levels in the same table for other estimates.

[^28]:    ${ }^{13}$ The authors sometimes gave a reason via mail or additional comment in the survey why they cannot replicate their results and explain why the tests were flagged. The main reason was that they did not have access to the software code anymore.

[^29]:    ${ }^{14}$ Data confidentiality was the reason for seven tests from two papers why no data was provided.
    ${ }^{15}$ The detailed replication results can be found online at http://www.stephanbbruns.de/reperrors

[^30]:    ${ }^{16}$ In one case, a nonstandard reporting style caused the flagging by our algorithm.

[^31]:    ${ }^{17}$ Robustness checks for the estimated error rates can be found in the appendix.

[^32]:    ${ }^{18}$ The reference categories for nominal variables are given in Table 5.8

[^33]:    ${ }^{19}$ https://www.aeaweb.org/journals/aer/submissions/accepted-articles/styleguide

[^34]:    Notes: The histogram shows the distribution of 500 bootstrap estimates for all explanatory variables in a logistic regression with the dependent variable indicating whether an article contains at least one strong reporting error or not.

