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Notation

In general, statements involving ε are assumed to hold for any su�ciently small pos-
itive values of ε. We use δ to denote a su�ciently small positive value but the exact
value of δ may vary each time it arises. Following standard convention in analytic
number theory we let e (α) = exp (2πiα). Vectors (x1, x2, . . . , xs) are denoted as x,
where the dimension may vary from occasion to occasion and statements like x ≤ X
have to be read as xi ≤ X for all i = 1, 2, . . . s. We may write |x|∞ to denote the
maximum norm, i.e. maxsi=1 |xi|. Vinogradov's notation � is used. For instance if
f = O (g) , we may write f � g. The notation bxc is used for the integer part of x.

1 Introduction

Given a polynomial f(x) of degree k in s variables and integer coe�cients it is a
classical problem in number theory to determine whether or not the equation

f(x) = 0

has integer solutions and - if so - how 'many'? To be accessible to analytic methods
it is common to restrict ourself to the consideration of cases where s is larger than
k. In this generic situation in�nitely many solutions are likely to exist and one
considers their density in boxes of size X ≥ 1, that is by restricting the sizes of the
variables: |xi| ≤ X. By letting X tend to in�nity we get a quantitative answer to
questions regarding the distribution of integer solutions.

A probability based crude heuristic predicts that the number of solutions in a
box of size X should be of order of magnitude Xs−k. Let n be a natural number
and write

f(x) = xk1 + xk2 + . . .+ xks (1)

and consider the numbers of representation r(n) of n as sum of s k-th powers, i.e.
the number of solutions of f(x) = n with xi ≤ X := n1/k. Applying the above
heuristic to f we predict

r(n) = c(n)ns/k−1/k (1 + o(1)) (2)

solutions for n tending to in�nity and for some c(n), such that c(n) satis�es c <
c(n) < C for constants c, C and all n. So if we are able to establish this asymptotic
for some s large in terms of k together with the positivity of c(n) we may deduce
that every large enough n is representable in such a way. One may ask what is the
minimal number G(k) of variables s such that every su�ciently large n is repre-
sentable as sum of s kth powers. An easy argument considering volumes shows that
we have G(k) > k. A related problem is the corresponding number g(k) of variables
needed such that every natural number n is representable. This is known as War-
ing's problem and questions surrounding it are subject to active research stemming
from a wide range of di�erent branches of mathematics. Lagrange's four-square
theorem from 1770 for instance may be reformulated as g(2) = G(2) = 4. G(4)
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is known to equal 16 (Davenport [14]) but other exact values are unknown. Note
that G(k) ≤ g(k) and that there are easy lower bounds on g(k) (See Chapter 1 of
[30]) and that there are upper bounds for G(k) in terms of k and the conjectured
asymptotic holds for s ≥ 2k2 + 2k − 3 variables which was established Wooley [33]
- for a more recent improvement see Bourgain [6].

A commonly used analytic machinery to establish such asymptotic results on
the zero-set of integer equations is the Hardy-Littlewood circle method. The main
idea is to write the number of integer solutions to an equation as a complex integral
over exponential sums which then may be approximated near rational numbers a/q.
Let g(α) =

∑
x≤X e

(
αxk

)
such that by orthogonality, (1) and the de�nition of r(n)

we have

r(n) =

∫ 1

0

g(α)se (−nα) dα. (3)

Due to ampli�cation e�ects the problem gets easier if one increases the number of
variables so that the interesting case is the one with s relatively small. Thus for
s large against the degree k we can apply the circle method to the integral in (3).
Trivially g(0) = bXc, and for α = a/q we may divide the summation over x into
residue classes b mod q. That is

g

(
a

q

)
=

q∑
b=1

∑
x≤X

x≡b mod q

e

(
axk

q

)
=
X

q

q∑
b=1

e

(
abk

q

)
+O(q).

Therefore if the complete exponential sum does not vanish, g(α) is expected to be
large close to rational numbers with small denominator. Now the 'circle' R/Z is di-
vided into the α close to a/q with q smaller than Q, the so called major arcs M and
their counterpart - the minor arcs m. The idea is to control the contribution of the
minor arcs to (3) by bounding the size of g(α) on m combined with a mean value es-

timate for an appropriate m-th moment for g(α). For instance
∫ 1

0
|g(α)|2 dα = bXc

so we expect some cancellation. The treatment of the major arcs generalizes the
idea to evaluate g(α) at a/q by writing α = a/q+ β, and then obtaining an asymp-
totic evaluation on M which will produce the main term in (3) provided the number
of variables is large enough.

Concerning Waring's problem for cubes in s = 8 variables the most recent result
is due to Vaughan [31] where the asymptotic in (2) takes the shape (in this form
with an improved log exponent due to Boklan [5])

r(n) = c(n)n5/3 +O
(
n5/3 (log n)−3+ε)

which rests on his celebrated 8-th moment estimate on the minor arcs. One expects
an asymptotic formula to hold for s ≥ 4, but this seems far out of reach with meth-
ods currently available.

By considering equations of the type (1) we are also entering the realm of alge-
braic geometry which is well known to be linked with the study of rational solutions
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of polynomial equations. Given a number �eld K and a projective variety X a
series of conjectures is linked with the set of K-rational points X(K). If X is a
Fano variety endowed with some anticanonical height function H : X(K)→ R then
Manin's conjecture (cf. [17]) is concerned with linking the number of rational points
of bounded height on some nice open subset U ⊂ X

NH,U(B) = #{x ∈ U(K)) : H(x) ≤ B}

with the variety's inner geometry. The conjecture states that

NH,U ∼ CB(logB)r−1,

where C is some constant and r is the rank of the Picard group of X(K). An
interpretation of the constant C is given by Peyre [24]. A classical result due to
Birch [2] can be seen in this context, the rank of the Picard group being one in that
case so the logarithmic factor is not visible.

A fruitful testing ground around the conjecture lies in bihomogeneous varieties,
where Manin's conjecture has been established for complete intersections of large
dimension by Schindler [27] using the circle method. Although similar to Birch's
work the number of variables is rather large. Consider the family of varieties Xs

k ⊂
P(K)s−1 × P(K)s−1 given by

x1y
k
1 + x2y

k
2 + . . .+ xsy

k
s = 0. (4)

From this point on we may set our focus on K = Q. Suppose we have x ∈ P(Q)s−1

represented by a primitive vector (x1, . . . , xs) ∈ Zs, then we may write

H(x) = max{|xi| : i = 1, . . . , s}

for the exponential height function and de�ne a height function on Xs
k by writing

H(x,y) = H(x)s−1H(y)s−k

for a representative (x,y) ∈ Xs
k. The accumulating subvariety U s

k is given by

x1x2 · · ·xsy1y2 · · · ys 6= 0.

If k = 1 and s ≥ 3 the a result which later inspired Manin's work was �rst
proved by Bump ([12], Chapter 7) using meromorphic continuation of Eisenstein
series. And subsequently it was established for s ≥ 4 by Robbiani [26] using the
circle method, which was improved upon by Spencer [28], who reduced the number
of variables needed to s ≥ 3 and work of Blomer and Brüdern [4] who achieved a
second main term. For k = 2 and s = 3 there are sharp upper and lower bounds of
the right order of magnitude by Le Boudec [23], who showed

B logB � NU2
3 ,H

(B)� B logB.

For the case k = 2 and s = 4 there was recent progress of Browning and Heath-
Brown [11], who proved Manin's conjecture for the quadric bundle

x1y
2
1 + x2y

2
2 + x3y

2
3 + x4y

2
4 = 0.
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2 Main result

The next case to be considered is k = 3 and since an asymptotic formula (2) for
Warings problem for cubes (cf. Vaughan [31]) is only attainable for s ≥ 8 this is the
most interesting and challenging case. With the introduction of some coe�cients in
(4) we consider a slight generalization of X8

3 . Let c ∈ Z8 be a nonzero vector and
consider the smooth bi-homogeneous variety X in P(Q)7 × P(Q)7 given by

c1x1y
3
1 + c2x2y

3
2 + . . .+ c8x8y

3
8 = 0. (5)

Let U be the subset given by x1x2 · · ·x8y1 · · · y8 6= 0. We have the following result.

Theorem 1. Let c1, c2 . . . , c8 be non-zero integers. Then there are positive numbers

δ and C such that

NU(B) = CB logB +O
(
B logB (log logB)−δ

)
.

That is Manin's conjecture holds for the variety X with respect to the removed
subset U . It is worth noting that the constant C arising in the theorem is a product
of local densities.

Before we go into details of the proof it is convenient to give a general outline
of the underlying strategy and the main di�culties that need to be tackled. Fol-
lowing the popularity of analytic methods (namely the circle method) we follow the
approach taken by Blomer and Brüdern [3] who considered the multihomogeneous
variety given by

n∑
j=0

aj(x1,jx2,j . . . xk,j)
d = 0

and proved a strong form of the conjecture with asymptotic expansion, i.e.

NU,H(B) = CBQ(logB) +O(B1−δ)

for a suitable subset U and a polynomial Q of degree k − 1.

The key reduction step in this paper enables us to reduce the counting problem
by decoupling the height conditions. That is instead of having to deal with a
condition of the type |x|∞|y|∞ ≤ B we may discuss the independent conditions
|x|∞ ≤ X and |y|∞ ≤ Y . Then a suitable variant of [3] theorem 2.1 will produce
our theorem once we can establish the corresponding asymptotic for equation (5)
with x and y in independent boxes and similarly for x or y �xed and just y or x
respectively in boxes. Thus our �rst objective is to establish an asymptotic formula
for these cases. The situation with x �xed is essentially Waring's problem for cubes.
We heavily rely on Vaughan's work [31] and use his minor arc estimate. It is worth
mentioning that here is the �rst occasion where we �nd s = 8 to be an obstacle.
According to the current state of knowledge of Waring's problem one cannot deal
with 7 variables unconditionally.
The case where y is small, represents a traditional lattice point problem and is
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dealt with accordingly. This leaves the independent box count. Here we distinguish
two cases: Firstly the case when Y is small against some small power of X thereby
ensuring that we can sum up the asymptotic for |y| ≤ Y . The second remaining
case is where most hard work needs to be done. Although the proof is oriented
along the lines of Vaughan [31] and [32] their key ingredients need to be reproduced
in a two-dimensional setting. Vaughan's treatment of the cubic case in Waring's
problem relies on an 8-th moment estimate for the minor arcs where he establishes
logarithmic saving. Since the argument is built upon a sieving technique we need a
4-th moment estimate which is governed by diagonal solutions. Hence we need to
show that for a suitable subset E ⊂ [1, Y ] the number of solutions of

x1y
3
1 + x2y

3
2 = x3y

3
3 + x4y

3
4

with xi ≤ X and yi ∈ E is up to some small power of logarithms bounded by |E |2X3.
For comparison in the case without the x variables i.e. the number of yi ∈ E such
that

y3
1 + y3

2 = y3
3 + y3

4 (6)

is for |E | moderately large, bounded by O(|E |2) since the number of solutions to
(6) not lying on rational lines is O

(
Y 2−δ) for some δ > 0. The particular shape of

the set E will be the subset of numbers in the interval [1, Y ] that do not have prime
divisors in a certain prescribed interval. The size of this set will save a logarithm
over the trivial bound Y . We will obtain the required 4-th moment estimate by
viewing the number of solutions counted by (1) as a weighted divisor sum. This is
based on ideas of Wolke and Erdös while using a result of Pollack [25].

The teatment of the minor arcs is closely mimicking the proofs of Vaughan in
[31] and [32], where we subdivide the cubic exponential sum on the minor arcs into
certain classes and show that largest potential contribution actually comes from the
sum over E , that is

gE(α) =
∑
x≤X

∑
y∈E

e
(
αxy3

)
. (7)

A reduction step due to Boklan [5] will then show that the minor arc contribution
is bounded by ∫ 1

0

|gE(α)|8 dα,

which is treated as in Vaughan [32].

Another crucial step in the analysis performed in Vaughan's argument is the
availability of a major arc approximation for the exponential sum g(α) =

∑
y≤Y e (αy3)

with a good error term which is of use even on the minor arcs. This is done by Pois-
son summation together with square-root cancellation on average in shifts of the
corresponding complete exponential sum

∑
y mod q e (ay3/q). This then is coupled

with the use of Hooley's delta function ∆ to prove an analogue of Weyl's inequality
for g that produces just a log factor instead of the Y ε present in the application of
the classical variant of the inequality. Of course these features have to be repro-
duced in our case.
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The last step is to adapt the proof of the hyperbola type argument in [3] in order
to be able to deal with our situation. Due to the adaptations necessary and the
fact that we are in the situation where log savings have to su�ce we are only able
to secure a log log saving in the �nal theorem.

2.1 Lattices

We start this section by recording some results concerning lattices from Chapter 4.2
of Browning [10] on the geometry of numbers. For a general account on lattices we
refer to Cassels [13]. Adapting the notation in [10], we say a lattice Λ ⊆ Zn ⊂ Rn is
primitive if it has a basis b1,b2, . . . ,br that can be extended to a basis of Zn. For
our purpose the notion of a dual lattice is of importance. Given a vector x ∈ Rn we
write ||x|| for the usual euclidean norm ||x|| =

√
x2

1 + . . .+ x2
n and given another

vector y ∈ Rn we write x.y for the standard scalar product.

Let Λ ⊆ Zn be a primitive lattice of dimension r, then the dual lattice Λ∗ is
de�ned to be the lattice

Λ∗ = {x : x.y = 0 ∀y ∈ Λ}.

The lattice Λ∗ is primitive and of dimension n − r. A particularly interesting case
is the dual lattice corresponding to the 1-dimensional lattice spanned (over Z) by a
�xed primitive vector a ∈ Zn.

Lemma 1. Let a be a primitive vector, then the set

Λa = {x ∈ Zn : x.a = 0}

is a lattice of dimension n− 1 and determinant ||a||.

Proof. This is Lemma 4.4 from [10].

We may also cite Lemma 4.5 of Browning [10], which gives a bound on the
number of lattice points inside a box of size R.

Lemma 2. Let Λ ⊆ Zn be a lattice of dimension r. Then we have

#{x ∈ Λ : |x|∞ ≤ R} � Rr−1 +
Rr

det Λ
,

for any R ≥ 1.

This however has the disadvantage of being just an upper bound and does not
provide an asymptotic. Let a ∈ Z8 be primitive and consider the 7-dimensional
lattice Λa which is contained in the subspace

V = {x ∈ R8 : x.a = 0} ⊂ R8

. Let b1,b2, . . . ,b7 be a positively oriented orthonormal basis for V and denote
by e1, e2, . . . , e7 the standard basis on R7. Consider the isomorphism φ : V → R7
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with φ(bi) = ei for i = 1, . . . , 7. Then φ(Λa) is a lattice of full rank in R7 and
determinant ||a||.

There are numerous results on the number of lattice points in a given domain
D. One expects approximately vol(D)/ det(Λ) points in Λ∩D. In our case we need
good control over the error terms in order to perform a summation over y1, . . . , y8.
This is provided by a result of Thunder [29]. Given a subspace W ⊂ Rn, let D(W )
be the orthogonal projection of D onto W and let Vm(D) = max (volm(D(W ))
where the maximum is taken over all m-dimensional subspaces W .

Lemma 3 ([29] Theorem 4). Let D ⊂ Rn be a compact domain such that any line

intersects D in at most s intervals. Let Λ be an n-dimensional lattice in Rn. Then∣∣∣∣# (D ∩ Λ)− vol(D)

det(Λ)

∣∣∣∣�s,n

n−1∑
m=0

Vm(D)λ1λ2 · · ·λm
det(Λ)

,

where λi are the successive minima of Λ.

Let D be the intersection of the box {x ∈ R8 : |x|∞ ≤ R} with the hyperplane
V . Then D has 7-dimensional volume (see [16])

vol(D) = 27R7 ||a||
π

∫ ∞
−∞

8∏
i=1

sin(ait)

ait
dt. (8)

Let N(Λ, R) be the number of integer points in D ∩ φ(Λ), then by combining
lemma 3 and (8) we deduce

N(Λa, R) =
27R7

π

∫ ∞
−∞

8∏
i=1

sin(ait)

ait
dt+O

(
R6
)
.

Fix y, c ∈ Zn \ {0} and write d(y) = (c1y
3
1, c2y

3
2, . . . , c8y

3
8) for their greatest

common divisor. Evidently the equation

c1y
3
1

d(y)
x1 +

c2y
3
2

d(y)
x2 + . . .+

c8y
3
8

d(y)
x8 = 0

now by lemma 1 de�nes a 7-dimensional primitive lattice with determinant

1

d(y)

(
(c1y

3
1)2 + (c2y

3
2)2 + . . .+ (c8y

3
8)2
)1/2

.

Let M(y, X) denote the number of solutions to (5) with |x|∞ ≤ X. Thus we
have shown the following

Lemma 4. Let y, c ∈ Zn \ {0} be �xed, then

M(y, X) = c(y, c)X7 +O
(
X6
)
,
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where

c(y, c) =
27

πd(y)6

∫ ∞
−∞

8∏
i=1

p(ciy
3
i t) dt

with

p(t) =
sin(t)

t
.

Fix some small δ > 0 and write N(X, Y ) for the number of solutions to (5) with
|x|∞ ≤ X and |y|∞ ≤ Y . Since

N(X, Y ) =
∑
|y|∞≤Y

M(y, X),

we have for Y ≤ X1/3−δ/3,

N(X, Y ) =
27

π
X7

∑
|y|∞≤Y

d(y)−6

∫ ∞
−∞

8∏
i=1

p(ciy
3
i t) dt+O

(
X7Y 5−δ) . (9)

We may order the summation in the main term in (9) according to the value of
k = d(y). Thus

∑
|y|∞≤Y

d(y)−6

∫ ∞
−∞

8∏
i=1

p(ciy
3
i t) dt =

∑
k≤|c|∞Y 3

k−6
∑
|y|∞≤Y
k|ciy3i

(c1y31/k,...,c8y
3
8/k)=1

∫ ∞
−∞

8∏
i=1

p(ciy
3
i t) dt

=
∑

k≤|c|∞Y 3

k−6
∑

d≤|c|∞Y 3/k

µ(d)
∑
|y|∞≤Y
kd|ciy3i

∫ ∞
−∞

8∏
i=1

p(ciy
3
i t) dt.

Consider the sum ∑
y≤Y
k|ciy3

p(ciy
3t).

Applying partial summation then gives rise to∑
y≤Y
k|ciy3

p(cy3t) = p(ciY
3t)
∑
y≤Y
k|ciy3

1−
∫ Y

1

∂

∂ξ
p(ciξ

3t)
( ∑

y≤ξ
k|ciy3

1
)
dξ. (10)

Let ρi(k) denote the number of solutions of the congruence ciy
3 = 0 mod k with

y mod k, then ∑
y≤ξ
k|ciy3

1 =
ρi(k)ξ

k
+O (ρi(k)) . (11)

Since
∂

∂ξ
p(ciξ

3t) =
3 cos(ciξ

3t)

ξ
− 3 sin(ciξ

3t)

ξ4t
,
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applying (11) on the right-hand-side of (10) and integration by parts gives

∑
y≤Y
k|ciy3

p(cy3t) =
ρi(k)

k

∫ Y

1

p(ciy
3t) dy +O (ρi(k) log Y ) . (12)

For k ≥ 2 we have by Ball [1] Lemma 3∫ ∞
−∞
|p(t)|k dt ≤ π

√
2√
k

and as an easy consequence the bound∫ ∞
−∞
|p(ciy3t)|k dt� 1

ciy3
.

This can be combined with Hölder's inequality to estimate for instance∫ ∞
−∞

8∏
i=2

p(ciy
3
i t) dt� (y1y2 · · · y8)−3/7

or similar terms.
By combining this with (12) repeatedly, we obtain from (9)

N(X, Y ) =
27

π
X7

∑
kd≤|c|∞Y 3

µ(d)R(kd)

k14d8

∫ ∞
−∞

∫
[1,Y ]8

8∏
i=1

p(ciy
3
i t) dydt+O

(
X7Y 5−δ) ,

where we have written R(k) = ρ1(k)ρ2(k) · · · ρ8(k). By extending the range of
integration and the substitution yi 7→ Y yi we deduce∫ ∞

−∞

∫
[1,Y ]8

8∏
i=1

p(ciy
3
i t) dydt = Y 8

∫ ∞
−∞

∫
[0,1]8

8∏
i=1

p(ciy
3
i Y

3t) dydt.

Finally the substitution Y 3t 7→ t shows the main term of N(X, Y ) to be equal to

27

π
X7Y 5

∑
kd≤|c|∞Y 3

R(kd)

k14d8

∫ ∞
−∞

∫
[0,1]8

8∏
i=1

p(ciy
3
i t) dydt.

It remains to extend the summation over k and d to deduce:

Lemma 5. For Y ≤ X1/3−δ, we have for some constant C,

N(X, Y ) = CX7Y 5 +O
(
X7Y 5−δ) . (13)
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2.2 Counting cubes

The goal of this section is to establish an asymptotic expansion for the number of
solutions Nc(x, Y ) to (5) for �xed x and |y| ≤ Y . Note that the number of vari-
ables such that an asymptotic formula is available cannot be reduced with current
technology. For technical reasons it is convenient to also de�ne N+

c (x, Y ) as the
number of solution to (5) with 1 ≤ yi ≤ Y .

Proposition 1. Let η > 0 be su�ciently small, then we have uniformly in |x|∞ �
Y η,

N+
c (x, Y ) = A+(x, c)Y 5 +O

(
Y 5 (log Y )−3+ε) .

with some non-negative constant A+(x, c). Furthermore we have

Nc(x, Y ) = A(x, c)Y 5 +O
(
Y 5 (log Y )−3+ε) (14)

with A(x, c) non-negative.

This is achieved by an application of the Hardy-Littlewood Circle method. Let

g(α) =
∑
y≤Y

e
(
αy3
)
,

such that by orthogonality

N+
c (x, Y ) =

∫ 1

0

g(c1x1α)g(c2x2α) · · · g(c8x8α) dα. (15)

Consider the minor arcs from Vaughan [31]

t =
{
α ∈ [0, 1] : |qα− a| ≤ Y −9/4 with (a, q) = 1, implies q > Y 3/4

}
.

By an adaption of Boklan [5][Proof of Corollary I] we have∫
t

|g(α)|8 dα� Y 5(log Y )ε−3.

It is convenient to write Q1 = |c|∞|x|∞Y 3/4. De�ne the major arcs N as the union
of the intervals {α ∈ [0, 1] : |qα − a| ≤ Q1Y

−3} with 1 ≤ a ≤ q ≤ Q1, (q, a) = 1
and let n = [0, 1] \N. To deal with the minor arcs note that (cf. Chapter 8 of [9])
{α′ ∈ [0, 1] : α′/|cixi| ∈ n} ⊂ t such that by periodicity of g(α),∫

n

g(c1x1α)g(c2x2α) · · · g(c8x8α) dα�
8∑
i=1

∫
n

|g(cixiα)|8 dα

=
8∑
i=1

1

|cixi|

∫
{α′:α′/|cixi|∈n}

|g(α′)|8 dα′ �
∫
t

|g(α)|8 dα� Y 5 (log Y )−3+ε . (16)
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The treatment of the major arcs follows a well known routine. Introduce

S1(q, a) =
∑

n mod q

e

(
an3

q

)

v1(β) =

∫ Y

0

e
(
βy3
)
dβ.

For α ∈ N write α = a
q

+ β for some co prime 1 ≤ a ≤ q and recall the assumptions

made about x such that by [30][Theorem 7.2]

g(cixiα) = q−1S1(q, axici)v1(cixiβ) +O
(
q
(
1 + |cixiβ|Y 3

))
. (17)

Using (17) and standard bounds we have the following approximation on the major
arcs ∫

N

8∏
i=1

g(cixiα) dα =
∑
q≤Q1

T1(q)

∫ Q1
qY 3

−Q1
qY 3

8∏
i=1

v1 (cixiβ) dβ +O
(
Y 5−δ) ,

where

T1(q) =

q∑
a=1

(q,a)=1

q−8S1(q, c1x1a)S1(q, c2x2a) · · ·S1(q, c8x8a).

Introduce

v0(β) =

∫ 1

0

e
(
βy3
)
dy

and recall the bound
v0(β)� min (1, |β|)−

1
3 .

Thus we have∫ Q1
q

−Q1
q

v0 (c1x1β) · · · v0 (c8x8β) dβ = I′(x, c) +O

(
|x|3∞

(
Q1

q

)− 5
3

)
, (18)

where we have introduced the singular integral

I′(x, c) =

∫ ∞
−∞

v0 (c1x1β) v0 (c2x2β) · · · v0 (c8x8β) dβ. (19)

Note that by substitution∫ Q1
qY 3

−Q1
qY 3

v1 (c1x1β) v1 (c2x2β) · · ·v1 (c8x8β) dβ

= Y 5

∫ Q1
q

−Q1
q

v0 (c1x1β) v0 (c2x2β) · · · v0 (c8x8β) dβ.
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Turning our attention to the singular series, de�ne

S′(x, c) =
∞∑
q=1

T1(q). (20)

As for a/q = a′/q′ we have S1(q, a) = (q/q′)S1(q′, a′) and since by Theorem 4.2 of
[30] the bound

S1(q, a)� q2/3

holds for (q, a) = 1, we may deduce

T1(q)� q1−8/3(q, c1x1)1/3(q, c2x2)1/3 · · · (q, c8x8)1/3 � q−5/3|c|3∞|x|3∞.

Hence we may complete the sum over T1, since∑
q≤Q1

T1(q) = S′(x, c) +O
(
|x|3∞|c|3∞Q

−2/3
1

)
. (21)

The above calculation also shows that

S′(x, c)� |c|3∞|x|3∞.

Following Lemma 2.11 in Vaughan [30] one shows that T1(q) is multiplicative.

Lemma 6. If q and r are co prime integers, we have

T1(qr) = T1(q)T1(r).

Proof. This kind of argument is widely used when dealing with exponential sums.
Note that we may write a residue class mod qr uniquely as n = tr+uq with t mod q
and u mod q. Suppose we have (q, a) = (b, r) = (q, r) = 1 then by the de�nition of
S1(q, a) we have

S1 (qr, cixi(ar + bq)) =
∑

n mod qr

e

(
cixi(ar + bq)n3

qr

)

=
∑
t mod q

∑
u mod r

e

(
cixi(ar + bq) (tr + uq)3

qr

)

=
∑
t mod q

∑
u mod r

e

(
cixiacixit

3

q
+
bcixiu

3

r

)
= S1(q, acixi)S1(r, bcixi).

With this relation in hand we can readily establish the multiplicativity of T1(q).
Let (q, r) = 1 then

T1(qr) =

qr∑
a=1

(qr,a)=1

(qr)−8S1(qr, c1x1a) · · ·S1(qr, c8x8a).
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By an application of the Chinese remainder theorem we may write the above sum
as

T1(qr) =

q∑
a=1

(q,a)=1

r∑
b=1

(r,b)=1

(qr)−8S1(qr, c1x1(ar + bq)) · · ·S1(qr, c8x8(ar + bq))

which by the calculation for S1 factors. Thus T1(qr) = T1(q)T1(r).

Since T1 is multiplicative we may write (20) as an Euler product and interpret
the factors arising at each prime p as local densities. That is

S′(x, c) =
∏
p

E ′p(x, c)

where

E ′p(x, c) =
∞∑
l=0

T1(pl) = lim
L→∞

p−7LΦ′x,c(p
L)

and Φ′x,c(q) denotes the number of solutions to

c1x1y
3
1 + c2x2y

3
2 + . . .+ c8x8y

3
8 = 0 (22)

modulo q. To justify this expression we show:

Lemma 7. For a natural number q we have∑
d|q

T1(q) = q−7Φ′x,c(q).

Note that for q = p`, the left-hand side is

∑̀
h=0

T1(ph)

and thus, by de�nition,

E ′p(x, c) = lim
L→∞

p−7LΦ′x,c(p
L).

Proof. By orthogonality we may write

Φ′x,c(q) =
1

q

q∑
r=1

q∑
n1=1

· · ·
q∑

n8=1

e

(
r (c1x1n

3
1 + c2x2n

3
2 . . .+ c8x8n

3
8)

q

)
.

Splitting the sum over r in terms corresponding to d = q/(r, q) we deduce

Φ′x,c(q) =
1

q

∑
d|q

d∑
a=1

(a,d)=1

(q
d

)8
d∑

n1=1

· · ·
d∑

n8=1

e

(
r (c1x1n

3
1 + c2x2n

3
2 . . .+ c8x8n

3
8)

q

)
.

Comparing this to the de�nition of T1(q) we get the relations claimed.
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Lemma 8. Assume (22) admits a non-trivial p-adic solution, then E ′p(x, c) is non-
negative.

Proof. Let r be a solution with not all ri divisible by p. We may assume that p - r1.
A classic result provides the existence of a natural number γ = γ(x) such that,
if the congruence cy3 = b mod pγ has a solution with p - y, then the congruences
cy3 = b mod pL are also soluble for L ≥ γ with p - y. Since we assume the existence
of a solution we have

c1x1r
3
1 + c2x2r

3
2 + . . .+ c8x8r

3
8 = 0 mod pγ.

Now choose y2, . . . , y8 subject to yi = ri mod pγ and 0 < yi ≤ pL. This is possible
in p7(L−γ) ways. Pick y1 such that

c1x1y
3
1 = −c2x2y

3
2 − . . .− c8x8y

3
8 mod pL

which is possible by assumption since

−c2x2y
3
2 − . . .− c8x8y

3
8 = c1x1r

3
1 mod pγ.

This shows that Φ′x,c(p
L) ≥ Cpp

7(L−γ) for a positive Cp.

Note that convergence of the singular series can be easily shown by working
along the lines of Davenport [15]. Thus we have established

Lemma 9. The singular series (20) is real and non-negative. If (22) admits non-
trivial p-adic solutions for all primes p the singular series is positive.

As convergence is easily shown by standard bounds we now may turn our atten-
tion to the singular integral and develop its positivity. Following the argument in
Davenport [15] chapter 8 one now establishes

v0(β) =

∫ 1

0

e
(
βy3
)
dy =

1

3

∫ 1

0

t−2/3e (βt) dt.

This is done by using the above inside (19) to deduce the identity

J′(x, c) = 3−8

∫ ∞
−∞

(∫
[0,1]8

(t1t2 · · · t8)−2/3 e (β(c1x1t1 + c2x2t2 + . . .+ c8x8t8)) dt

)
dβ.

With the substitution

c1x1t = c1x1t1 + c2x2t2 . . .+ c8x8t8

this is readily transformed into

J′(x, c) = 3−8

∫ ∞
−∞

∫ ∞
−∞

B(t)e (c1x1βt) dtdβ, (23)

where

B(t) =

∫
B(t)

(
c1x1t− c2x2t2 − . . .− c8x8t8

c1x1

)−2/3

(t2 · · · t8)−2/3 dt (24)
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and the region of integration is given by

B(t) =
{

(t2, . . . , t8) ∈ [0, 1]7 : 0 ≤ c1x1t− c2x2t2 − . . .− c8x8t8
c1x1

≤ 1
}
.

By Fourier inversion we deduce from (23), J′(x, c) = 3−8|c1x1|−1B(0) and since the
integrand in (24) is non-negative. Hence we deduce

Lemma 10. The singular integral (19) is real and non-negative.

Note that from (24), if not all coe�cients c1x1, . . . , c8x8 have the same sign, B(0)
will contain a box of positive 7-dimensional volume and therefore we may indeed
deduce that J′(x, c) is positive.

Collecting (15), (16), (17), (18) and (21) we have uniformly in |x|∞ ≤ Y η

N+
c (Y ) = S′(x, c)I′(x, c)Y 5 +O

(
Y 5 (log Y )−2) . (25)

Together with Lemma 9 and Lemma 10, (25) implies the �rst part of Proposition 1
by putting

c+(c,x) = S′(x, c)I′(x, c).

To deduce the second half of the Proposition we note that there is a correspondence
of non-negative solutions to integer solutions since −1 is a third power. Therefore

Nc(Y ) =
∑

εi∈{±1}
1≤i≤8

N+
εc(Y )

and since S1(q,−a) = S1(q, a) we have S′(x, c) = S′(x, εc) we have

c(x, c) = S′(x, c)
∑

εi∈{±1}
1≤i≤8

I′(x, εc).

By (19) we may write ∑
εi∈{±1}
1≤i≤8

I′(x, εc) = I1(x, c)

where

I1(x, c) =

∫ ∞
−∞

∫
[−1,1]8

e
(
c1x1βy

3
1 + . . .+ c8x8βy

3
8

)
dydβ.

Hence
c(x, c) = S′(x, c)I1(x, c)

�nishing the proof of the proposition.
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3 Circle method

Recall that Nc(X, Y ) denotes the number of solutions to (5) with 1 ≤ |xi| ≤ X
and 1 ≤ |yi| ≤ Y . Let N+

c (X, Y ) denote the number of solutions with all xi
and yi positive. The goal of this section is to establish an asymptotic formula for
N+

c (X, Y ) using the Hardy-Littlewood circle method. This time we work in a 'two-
dimensional' setting with more or less independent box sizes. We will only require
that Y 3 ≥ X1−δ and X ≥ (log Y )12. The corresponding asymptotic formula for
Nc(X, Y ) will then be derived from the corresponding one with positive solutions.

Theorem 2. Let Y ≥ X
1
3
−δ/3, X ≥ (log Y )12 and assume c ∈ Z8 \ {0} then there

are real numbers J (c) and J +(c) with

Nc(X, Y ) = J (c)X7Y 5 +O
(
X7Y 5 (log Y )−2+ε)

and

N+
c (X, Y ) = J +(c)X7Y 5 +O

(
X7Y 5 (log Y )−2+ε) , (26)

where the constant J (c) is positive. The constant J +(c) is positive if the coe�cients

ci are not all of the same sign.

Fix a small positive η and let M (q, a) denote the set of α ∈ [0, 1] such that we

have
∣∣∣α− a

q

∣∣∣ ≤ Y 3/4+η

Y 3Xq
and de�ne M to be the union of all M (q, a) for (a, q) = 1

and q ≤ Y 3/4+η. As usual denote by m = m(Y ) the complementary set in the unit
interval.

Write
f(α) :=

∑
x≤X

∑
y≤Y

e
(
αxy3

)
and de�ne for 1 ≤ x ≤ X

fx(α) =
∑
y≤Y

e
(
αxy3

)
.

The notation is chosen to highlight the one-dimensional nature of the argument to
follow.

3.1 A Weyl inequality

The course of action now is a careful adaption of the innovative reduction technique
in [31] leading to a suitable moment estimate on the minor arcs m. The �rst step
is to establish a version of [30] Theorem 4.1.

Lemma 11. Let (a, q) = 1, then

Sx(q, a, b) :=
∑

n mod q

e

(
axn3 + bn

q

)
� (b, q)q

1
2

+ε. (27)
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Proof. It is su�cient to consider the case of q a prime power. Note that if (x, q) = 1
also (ax, q) = 1 and the claim follows by [30, Lemma 4.1] Now let q = p be prime.
Assume (x, p) = p, then Sx(p, a, b) is zero if (p, b) = 1 or p, if (p, b) = p. In either
case (27) holds. Let q = p` and xθ‖b with θ ≥ 0. If θ = 0 write x′ = x/p and
n = yp`−1 + z with y mod p and z mod p`−1. Thus

Sx(p
`, a, b) =

∑
y mod p

∑
z mod p`−1

e

(
ax′p

(
yp`−1 + z

)3
+ b
(
yp`−1 + z

)
p`

)

=
∑

y mod p

e

(
by

p

) ∑
z mod p`−1

e

(
ax′z3 + bz

p`−1

)
= 0.

Assume θ ≥ 1 and let pτ‖b with τ ≥ 1 and write n = yp`−τ + z with y mod pτ and
z mod p`−τ . If θ ≥ τ then for x′ = x/pτ and b′ = b/pθ we have

Sx(p
`, a, b) =

∑
y mod pτ

∑
z mod p`−τ

e

(
ax′pτ

(
yp`−τ + z

)3
+ b
(
yp`−τpθb+ zpθb

)
p`

)

=
∑

y mod pτ

∑
z mod p`−τ

e

(
az3x′ + pθ−τb′z

p`−θ

)
� pτ

(
pθ−τb′, p`−τ

)
p(`−τ)/2+ε ≤ p`/2+εpθ.

If τ ≥ θ a similar calculation as in the �rst case shows Sx(p
`, a, b) = 0.

Write

vx(β) :=

∫ Y

0

e
(
βxy3

)
dy

and set
Sx(q, a) = Sx(q, a, 0).

It is useful to record here the bound (c.f. [30], Chapter 4)

Sx(q, a)� q2/3(q, x)1/3.

Lemma 12. Suppose (a, q) = 1 and write α = a
b

+ β, then

fx(α, Y )− q−1Sx(q, a)vx(β)� q
1
2

+ε
(
1 + xY 3|β|

) 1
2 . (28)

If further |β| ≤ (6qY 2X)
−1
, then

fx(α)− q−1Sx(q, a)vx(β)� q
1
2

+ε.

Proof. This is essentially the same as in [30][Theorem 4.1].

Lemma 13. Assume Y ≥ X
1
3
−δ then uniformly for α ∈ m, we have

f(α)� XY
3
4 (log Y )1/4+ε . (29)
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Proof. Let α ∈ m and for δ > 0 su�ciently small pick co prime integers (a, q) = 1

with q ≤ Y 2−δX and
∣∣∣α− a

q

∣∣∣ ≤ q−1Y δ−2X−1. Then we have

fx(α)� q−
1
3 (x, q)

1
3Y

(
1 + xY 3

∣∣∣∣α− a

q

∣∣∣∣)− 1
3

+ q
1
2

+ε

(
1 + xY 3

∣∣∣∣α− a

q

∣∣∣∣) 1
2

.

If q ≤ Y
3
2
−δ this gives

fx(α)� q−
1
3 (x, q)

1
3Y

(
1 + xY 3

∣∣∣∣α− a

q

∣∣∣∣)− 1
3

+ Y
3
4

As f(α) =
∑

x≤X fx(α) the contribution of the second term is negligible. For

q > Y
3
4

+η, we have∑
x≤X

fx(α)� q−
1
3Y
∑
x≤X

(x, q)
1
3 � Y

3
4
− η

3
+ε
∑
d|q

d
1
3

∑
x≤X
d|x

1

� Y
3
4X.

If
∣∣∣α− a

q

∣∣∣ > q−1Y −
9
4

+ηX−1, the contribution is also O
(
Y

3
4X
)
. Thus we may

assume q ≥ Y
3
2
−δ, that is

∣∣∣α− a
q

∣∣∣ ≤ Y 2δ− 7
2X−1. Since now

fx(α)− fx
(
a

q

)
� xY 4

∣∣∣∣α− a

q

∣∣∣∣� Y
1
2

+2δ

we have in this case

f(α) = f

(
a

q

)
+O

(
XY

3
4

)
.

Following the proof of Weyl's inequality we are lead to considering∣∣∣∣f (aq
)∣∣∣∣4 � X3

∑
x≤X

∣∣∣∣fx(aq
)∣∣∣∣4

� X4Y 3 + Y X3
∑
x≤X

∑
h1,h2�Y

min

(
Y,

∥∥∥∥axh1h2

q

∥∥∥∥−1
)
.

The relevant sum is ∑
|b|≤ 1

2
q

min

(
Y,

q

|b|

) ∑
h1,h2�Y
x≤X

axh1h2=b mod q

1.

Hooley's delta function

∆r(n) = max
u1,...,ur−1

∑
d1···dr−1|n
ui<di≤eui

1
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was introduced by Hooley in [21], where he provided a mean value estimate for
∆(n) = ∆2(n), ∑

n≤x

∆(n)� x(log x)4/π−1.

Subsequent impovement by Hall and Tenenbam [19][Theorem 70] for ∆3(n), that is∑
n≤x

∆3(n)� x(log x)ε,

may be combined with Hooley [21][Theorem 3]. As by our assumption on Y ≥
X1/3−δ, q � (Y 2X)1−δ′ and we conclude that∑

|b|≤ 1
2
q

min

(
Y,

q

|b|

) ∑
h1,h2�Y
x≤X

axh1h2=b mod q

1

�
∑
|b|≤ 1

2
q

min

(
Y,

q

|b|

)
d((q, b))q−1XY 2(log Y )ε

� XY 2(log Y )ε

Y d(q)q−1 +
∑
r|q

d(r)

r

∑
m≤q/r

m−1


� XY 2(log Y )ε(1 + (log log q)2 log q).

Thus we deduce the bound

O
(
Y 3X4 (log Y )1+ε)

for the sum in question which �nishes the proof.

3.2 A fourth moment estimate

A successful application of the Hardy-Littlewood circle method crucially depends
on the availability of good bounds for some even integer moment. Following the
scheme of things, we are therefore interested in providing a rather sharp (in the
sense that we do not give up too many logarithms, let alone powers) bound for the
fourth moment of f(α). A reasonable start for our venture is the second moment
for f(α), that is the number of solutions to

x1y
3
1 = x2y

3
2

with xi ≤ X and yi ≤ Y . A �rst crude approach would be to pick x1 and y1 such
that the right side is now determined up to a divisor function. This would give a
bound of O(XY 1+ε) which is already too bad for our purpose. However this can be
easily removed by a more careful treatment.
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Lemma 14. We have ∫ 1

0

|f(α)|2 dα� XY. (30)

Proof. Write g = (x1, x2), h = (y1, y2) and introduce vi = xi/g and wi = yi/h. The
integral (30) now corresponds to the sum∑

g≤X

∑
h≤Y

∑
wi≤min((X/g)1/3,Y/h)

(w1,w2)=1

1

which is

≤
∑
g≤X

∑
h≤Y (g/X)1/3

X2/3

g2/3
+
∑
h≤Y

∑
g≤X(h/Y )3

Y 2

h2

≤
∑
g≤X

Y
X1/3

g1/3
+
∑
h≤Y

X
h

Y
� XY.

We may de�ne the set E that appeared in the introduction as follows: Let

E =
{
y ≤ Y : p | y ⇒ p /∈ [(log Y )80, Y 1/7]

}
and recall the de�nition of gE in (7).

Lemma 15. Let ε > 0, then we have the following estimates:∫ 1

0

|f(α)|4 dα� X3Y 2(logXY )2 (31)

and ∫ 1

0

|gE(α)|4 dα� X3Y 2(logXY )ε. (32)

Before we start with the proof of this important lemma, we record an easy
consequence for the 8-th moment.

Lemma 16. Let ε > 0, then we have∫ 1

0

|f(α)|8 dα� X7Y 5 (logXY )3+ε . (33)

Proof. Obviously we have the decomposition∫ 1

0

|f(α)|8 dα =

∫
M

|f(α)|8 dα +

∫
m

|f(α)|8 dα.

Hence either ∫ 1

0

|f(α)|8 dα�
∫
M

|f(α)|8 dα
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or ∫ 1

0

|f(α)|8 dα�
∫
m

|f(α)|8 dα.

The �rst case, the major arc contribution dominates and is calculated in the corre-
sponding section later on and is negligible. Thus we may assume that the second
case holds. Thus by using (29) and extending the range of integration,∫ 1

0

|f(α)|8 dα�
∫
m

|f(α)|8 � X4Y 3 (log Y )1+ε

∫ 1

0

|f(α)|4 dα.

The lemma follows by invoking (31).

Proof of Lemma 15. We begin our treatment of |f(α)|4 by applying the Cauchy-
Schwarz inequality to the x summation in one square:∫ 1

0

|f(α)|4 dα ≤ X

∫ 1

0

∑
x≤X

∣∣∣∣∣∑
y≤Y

e
(
xy3α

)∣∣∣∣∣
2

|f(α)|2 dα.

The Integral on the right hand side corresponds to the number of solutions of

x(z3
1 − z3

2) = x1y
3
1 − x2y

3
2 (34)

subject to the conditions x, xi ≤ X and yi, zi ≤ Y . In view of (30) the solutions
with z1 = z2 contribute O(X2Y 2) to (34) which implies a total contribution to (31)
and (32) of O(X3Y 2) which is acceptable. It remains to treat the solutions with
z1 6= z2 and we note that up to now there was no e�ect of the yi, zi belonging to
the full Interval [1, Y ] or to the subset E . Thus we may replace f(α) by gE(α). Let
ψ(m,X, Y ) denote the number of solutions of

x1y
3
1 − x2y

3
2 = m (35)

with xi ≤ X and yi ≤ Y . Furthermore let ψE (m,X, Y ) denote the solutions to (35)
with the additional constraint yi ∈ E . Hence we have∫ 1

0

|f(α)|4 dα� X
∑
m≥1

ψ(m,X, Y )d3(m) +O(X3Y 2)

and ∫ 1

0

|gE(α)|4 dα� X
∑
m≥1

ψE (m,X, Y )d3(m) +O(X3Y 2).

In order to estimate the sums over m we follow the approach taken in the
proof of lemma 5 in [8]. Let ψ∗(m,X, Y ) and ψ∗E (m,X, Y ) denote the number
of solutions counted by ψ(m) and ψE (m,X, Y ) respectively where the additional
condition (y1, y2) = 1 holds.

Let d ≤ (XY )1/3 and introduce

Ad =
∑
m≥1

m=0 mod d

ψ∗(m,X, Y ) and Ad(E ) =
∑
m≥1

m=0 mod d

ψ∗E (m,X, Y ).
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This then is bounded by the number of solutions to

x1y
3
1 − x2y

3
2 = 0 mod d

subject to xi ≤ X, yi ≤ Y (or yi ∈ E for Ad(E )) and (y1, y2) = 1.
It is convenient to consider three cases corresponding to the size of d relative

to X and Y . If d ≤ min(X, Y ) we may order the solutions according to their
residue classes, that is by writing λ(a1, a2, b1, b2) (λE (a1, a2, b1b2) respectively) for
the number of xi ≤ X and yi ≤ Y (yi ∈ E respectively) with xi = ai mod d and
yi = bi mod d. This implies

Ad =
∑

a1,a2,b1,b2

λ(a1, a2, b1, b2) and Ad(E ) =
∑

a1,a2,b1,b2

λE (a1, a2, b1, b2) (36)

where the summations are taken over the tuples (a1, a2, b1, b2) satisfying

a1b
3
1 − a2b

3
2 = 0 mod d (37)

with 0 ≤ ai, bi ≤ d and (b1, b2, d) = 1. Denote the number of these tuples with r(d).

Lemma 17. The number of solutions r(q) satis�es the bound

r(q) ≤ q3. (38)

Proof. By the Chinese Remainder theorem the function r(q) is multiplicative and
it is therefore su�cient to consider the case q = p`, with p prime. Since we imposed
the condition (b1, b2, p

`) = 1, not both b1 and b2 can be divisible by p. If p - b1, we
may pick b1, b2 and a2. There are ϕ(p`)p2` choices. This will �x a1. Similarly, for
p | b1 and p - b2 there are at most ϕ(p`)p2`−1 solutions. Thus we have r(p`) ≤ p3`.

We have
λ(a1, a2, b1, b2) =

∑
xi≤X

xi=ai mod d

∑
yi≤Y

yi=bi mod d

1

and
λE (a1, a2, b1, b2) =

∑
xi≤X

xi=ai mod d

∑
yi∈E

yi=bi mod d

1.

Recalling (36) and the de�nition of r(d) together with (38) we may infer that
for d ≤ min(X, Y ),

Ad � X2Y 2d−1. (39)

For the corresponding sum involving E we refer to Lemma 2 in [32], to deduce

Ad(E )� X2Y 2(log Y )−2+εd−1. (40)

Now consider the case d > Y . We may order the x1 and x2 according to their
residue class mod d to deduce the bound

Ad �
X2

d2
r1(d),
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where r1(d) is the number of solutions to (37) with ai ≤ d, bi ≤ Y and (b1, b2) = 1.
We may choose b1, b2 and a2 which are O(Y 2d) choices and will �x a2 such that
this implies r1(d)� Y 2d. Note that if bi belong to E we save the factor (log Y )2−ε.
Thus we have (39) and (40) available for d > Y .

It remains to consider the situation in which d > X and therefore only y1, y2

should be ordered by residue classes mod d. This time we obtain a bound of the
shape

Ad �
Y 2

d2
r2(d),

where r2(d) is the number of solutions to (37) with a1, a2 ≤ X, b1, b2 ≤ d and
(b1, b2) = 1. Since ai ≤ X < d we have ai 6= 0 mod d and thus picking a1, a2 ≤ X
and y2 ≤ d gives the bound r2(d)� X2d. By recalling the above cited Lemma 2 in
[32] this implies (39) and (40) also for d > X.

With these estimates available for d ≤ (XY )1/3, we may use [25][Theorem 1.2]
in junction with (38) to obtain the bounds

Ψ(X, Y ) :=
∑
m≥1

ψ∗(m,X, Y )d3(m)� X2Y 2(logXY )2 (41)

and
Ψ(X,E ) =

∑
m≥1

ψ∗(m,X,E )d3(m)� X2Y 2(logXY )ε.

The bounds for the sums without coprimality restriction follow now from ele-
mentary manipulations. By writing w = (y1, y2) and arrange the solutions counted
by ψ(m,X, Y ) according to the value of w, we infer that

ψ(m,X, Y ) =
∑
w≤Y
w3|m

ψ∗
(
m

w3
, X,

Y

w

)
,

and therefore ∑
m≥1

ψ(m,X, Y )d3(m) =
∑
w≤Y

∑
m≥1
w3|m

ψ∗
(
m

w3
, X,

Y

w

)
d3(m)

≤
∑
w≤Y

d3(w3)Ψ

(
X,

Y

w

)
.

With (41), this gives∑
m≥1

ψ(m,X, Y )d3(m)�
∑
w≤Y

d3(w3)
X2Y 2

w2
(logXY )2 � X2Y 2(logXY )2,

which shows (31).
To deduce an analogous result for ψ(m,X,E ) an inspection of the argument

leading up to the estimation of Ad(E ) in (41) and Ψ(X,E ) reveals that one may



3 CIRCLE METHOD 26

replace E by the set E
w
which consists of integers y such that wy ∈ E . Indeed this

gives ∑
m≥1

ψ(m,X,E )d3(m) =
∑
w≤Y

∑
m≥1
w3|m

ψ∗
(
m

w3
, X,

E

w

)
d3(m)

≤
∑
w≤Y

d3(w3)Ψ

(
X,

E

w

)
�
∑
w≤Y

d3(w3)
X2Y 2

w2
(logXY )ε � X2Y 2(logXY )ε.

This then implies (32).

3.3 Di�erencing

This section is concerned with establishing a bound for a certain 6-th moment
comparable to the 'di�erencing lemma' [31][Lemma 5]. It serves as preparation to
a reduction step when discussing the minor arcs.

Let
F (β) =

∑
y≤Y

e
(
βy2
)
.

Lemma 18. Assume α satis�es

∣∣∣α− a
q

∣∣∣ ≤ q−2 for some coprime a and q. Then we

have for H ≤ Y∑
x≤N

∑
h≤H

|F (3αhx)|2 � Y ε
(
HY 2Nq−1 +HNY + q

)
. (42)

Proof. By the standard proof of Weyl's inequality we have

|F (3αhx)|2 =
∑

y1,y2≤Y

e
(
3αhx(y2

1 − y2
2)
)

� Y +
∑

0<h1≤Y

∑
y�Y

e
(
3αhxh1(2y + h2

1)
)

� Y +
∑

0<h1≤Y

min

(
Y,

∥∥∥∥6αhh1x

q

∥∥∥∥−1
)
.

Summing that over x and h gives the bound

∑
x≤N

∑
h≤H

|F (3αhx)|2 � NHY + Y ε
∑

u�NHP

min

(
P,

∥∥∥∥αuq
∥∥∥∥−1
)

which is bounded using [30][Lemma 2.2].
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Lemma 19. Let H ≤ Y , δ > 0 small and de�ne k to be the set of α in the unit

interval such that (a, q) = 1 and

∣∣∣α− a
q

∣∣∣ ≤ q−1H−1X−1Y δ−1 implies q ≥ Y 1+δ.

Then for α ∈ k we have∑
x≤N

∑
h≤H

|F (3αhx)|2 � NHY (log Y )1+ε .

Proof. Following the proof of [31][Lemma 4] with Lemma 18 in hand this easily
follows.

Lemma 20. Suppose that M ≤ Y
1
7 , N ≤ X, Q = Y

M
and 0 ≤ k ≤ 3, and let S

denote the number of solutions of

x(z3
1 − z3

2) = pk(x1y
3
1 − x2y

3
2 + x3y

3
3 − x4y

3
4) (43)

subject to

x ≤ N, xi ≤ X, zi ≤ Y, yi ≤ Q, M < p ≤ 2M prime, (xzi, p) = 1.

Then

S � NX3Y
7
2 (logXY )3M−k− 3

2 .

Proof. The proof of this lemma is a slight adaptation of the ideas of Vaughan in
[31]. By (31) the solutions with z1 = z2 in (43) contribute

� NX3Y 1+εMQ2,

which is su�cient. Thus, by symmetry it is enough to count solutions to (43) with
z1 > z2. Fix p temporarily and note that any solution to (43) satis�es xz3

1 =
xz3

2 mod pk. As x is coprime to p, this also implies that z3
1 = z3

2 mod pk. To give an
upper bound it is therefore enough (cf. Vaughan [31][Lemma 5]) to give a bound
on the number S1 of solutions to (43) with z1 > z2 and z1 = z2 mod pk. On writing
h = (z1 − z2)/pk, (43) becomes

xh(3(2z2 + hpk)2 + h2p2k) = 4
(
x1y

3
1 − x2y

3
2 + x3y

3
3 − x4y

3
4

)
.

Then, summing over p, it su�ces to bound the number S2 of solutions to

xh(3z2 + h2p2k) = 4
(
x1y

3
1 − x2y

3
2 + x3y

3
3 − x4y

3
4

)
subject to

z ≤ 2Y, x ≤ N, xi ≤ X, yi ≤ Y h ≤ Y

Mk
, M < p ≤ 2M.

Write H = Y
Mk and de�ne

f(α,Q) =
∑
x≤X

∑
y≤Q

e
(
αxy3

)
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and
G(β) =

∑
M<p≤2M

e
(
βp2k

)
.

Then, by orthogonality,

S2 =

∫ 1

0

∑
x≤N

∑
h≤H

F (3αxh)G(αxh3) |f(α,Q)|4 dα.

Let δ = 10−4,

K(q, a) := {α :

∣∣∣∣α− a

q

∣∣∣∣ ≤ (qY 1−δHX
)−1},

and de�ne K to be the union of such K(q, a) with q ≤ Y 1−δ and (a, q) = 1. Then
for α ∈ K(q, a), we have by (42),∑

x≤N

∑
h≤H

|F (3αhx)|2 � HNY 2+εq−1

and consequently ∑
x≤N

∑
h≤H

F (3αhx)G(αxh3)�MHNY 1+εq−
1
2 . (44)

Let α ∈ K(q, a), then for �xed x ≤ X,

fx(α)� q−
1
3 (x, q)

1
3Q

(
1 + xQ3

∣∣∣∣α− a

q

∣∣∣∣)− 1
3

+ Y
1
2

+ δ
2

+ε
( x
X

) 1
2
.

Summing over x ≤ X gives for α = a
q

+ β ∈ K(q, a),

f(α,Q)� Qq−1/3
∑
d|q

d1/3
∑
x≤X
d|x

1

(1 + xQ3|β|)1/3
+ Y

1
2

+ δ
2

+εX

and thus

|f(α,Q)|4 � Q4q−4/3+εX3
∑
d|q

d4/3−3
∑
x≤X/d

1

(1 + xdQ3|β|)4/3
+X4Y 2+2δ+ε. (45)

By (44) and (45) the contribution of K is

IK =

∫
K

∑
x≤N

∑
h≤H

F (3αxh)G(αxh3) |f(α,Q)|4 dα

�
∑

q≤Y 1+δ

MHNY 1+δq1/2+ε
(
q−4/3+εX3(logX)Q+X4Y 2+2δ+ε(qXHY 1−δ)−1

)
�

∑
q≤Y 1+δ

X3NY 3+δM−k+1q−5/3+ε + q−1/2+εMX3NY 2+4δ+ε

� X3NY 3+1/6+2δM−k+1 +MX3NY 2+1/2+5δ.
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Hence for M ≤ Y 1/7, we have

IK � X3NY 3Mk
(
Y 1/2M−9/2 + 1

)
. (46)

For the minor arcs k := [Y 1−δHX, 1+Y 1−δHX]\K, we have after an application
of the Cauchy-Schwarz inequality,

Ik =

∫
k

∑
h≤H

∑
x≤N

F (3αhx)G(αh3x) |f(α,Q)|4 dα� (I1)
1
2 (I2)

1
2 , (47)

where

I1 =

∫
k

∑
h≤H

∑
x≤N

|F (3αhx)|2 |f(α,Q)|4 dα

and

I2 =

∫
k

∑
h≤H

∑
x≤N

|G(αhx)|2 |f(α,Q)|4 dα.

Note that for α ∈ k, with Lemma 19, we have∑
h≤H

∑
x≤N

|F (3αhx)|2 � HNY (log Y )1+ε .

Using this in conjunction with Lemma 31 we deduce

I1 � NX3Q2HY (logXY )3+ε . (48)

Introduce
E(β) =

∑
x≤N

∑
h≤H

e
(
βxh3

)
,

then by opening the square we have the bound∑
h≤H

∑
x≤N

∣∣G(αxh3)
∣∣2 � HNM +

∑
M<p1<p2≤2M

∣∣E(α(p6
2 − p6

1)
∣∣ .

Thus we have

I2 � HNX3M (logXY )2Q2 +
∑

M<m1<m2≤2M

K(m6
1 −m6

2), (49)

where we have introduced

K(d) =

∫ 1

0

|E(αd)| |f(α,Q)|4 dα

for an integer d. De�ne N(q, a) = {α :
∣∣∣α− a

q

∣∣∣ ≤ (6qH2X)−1} and denote by

N the union of such for 1 ≤ a ≤ qd and q ≤ H with (a, q) = 1. Let V =
[(6qH2X)−1, d + (6qH2X)−1] and set n = V \ N. Note that minor arcs n are
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contained in m(H) (and therefore a variant of lemma 13 can be used) such that we
may deduce for β ∈ n the bound

E(β)� H
3
4N (logH)

1
4

+ε .

Hence we may rewrite the integral using again (31) to get∫ 1

0

|E(dα)| |f(α,Q)|4 dα = d−1

∫ d

0

|E(β)|
∣∣∣∣f (4β

d
,Q

)∣∣∣∣4 dα
= d−1

∫
N

|E(β)|
∣∣∣∣f (4β

d
,Q

)∣∣∣∣4 dα +O
(
H

3
4NX3 (logXY )2+ 1

4
+εQ2

)
(50)

Let

J = d−1

∫
N

|E(β)|
∣∣∣∣f (4β

d
,Q

)∣∣∣∣4 dα.
We apply the Hölder inequality on J to deduce the bound

J ≤ L(d)1/4M4(d)1/2M8(d)1/4, (51)

where we have written

L(d) = d−1

∫
N

|E(β)|4 dβ

and

Mk(d) = d−1

∫ d

0

∣∣∣∣f (4β

d
,Q

)∣∣∣∣k dβ.
By a standard estimate on the major arcs N we deduce that for ε > 0, L(d)

satis�es
L(d)� N3H1+ε.

Moreover by a change of variables , (16) and (15) we have the following bounds for
Mk(d):

M4(d)� X3Q2+ε and M8(d)� X7Q5+ε. (52)

Equipped with (50),(51) and (52) we readily deduce

K(d)� N3/4X13/4Q9/4H1/4Y ε +H3/4NX3 (logXY )2+1/4+εQ2.

Recalling (49), we may bound, writing L = logXY ,

I2 � HNX3ML2Q2 +M2(N3/4X13/4Q9/4H1/4Y ε +H3/4NX3L2+ 1
4

+εQ2)

= NX3Y 3M−k−1L2 +N3/4X13/4Y 2+1/2+εM−1/4−k/4 +NX3Y 2+3/4M−3k/4L2+1/4+ε.

Therefore, by (48) and (47), we have for the contribution of k to S2,

|Ik|2 � N2X6Y 7M−2k−3L5+ε +N7/4X25/4Y 6+1/2+εM−9/4−5k/4L3+ε

+N2X6Y 6+3/4M−2−7k/4L5+1/4+ε.

Thus, Ik = O(NX3Y 7/2M−k−3/2L3). But since

S2 = IK + Ik,

this together with (46) �nishes the proof.
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3.4 The minor arcs

The goal of this section is to establish the following central lemma:

Lemma 21. Provided Y ≥ X
1
3
−δ/3, we have∫

m

|f(α)|8 dα� X7Y 5 (log Y )−2+ε .

The treatment of the minor arcs relies on the following lemma which reduces the
task of bounding the 8-th moment of f(α) on the minor arcs to the one of gE(α).

Lemma 22. Provided Y ≥ X1/3−δ/3 we have,∫
m

|f(α)|8 dα�
∫ 1

0

|gE(α)|8 dα +X7Y 5(log Y )−3.

For the sake of brevity write L := logXY and denote bym(y) the smallest prime
factor p of y with p > L80 if such factor exists and set m(y) to be +∞ otherwise.
De�ne the sets of ordered pairs

Cd =
{

(y, z) : y, z ≤ Y, (y, z) = d
}

C =
⋃

d>L80

Cd

D =
{

(y, z) : (y, z) < L80,m(z) ≤ Y 1/7
}

E =
{

(y, z) : (y, z) < L80,m(y) ≤ Y 1/7,m(z) > Y 1/7
}

G =
{

(y, z) : (y, z) < L80,m(y),m(z) > Y 1/7
}
.

It might be worth mentioning that the value 80 appearing in the exponent of the
logarithm might be replaced by some large integer B.

Let B be a set of the above and write

I(B) =

∫
m

∑
xi≤X
yi≤Y

(y1,y2)∈B

e
(
α
(
x1y

3
1 − x2y

3
2

))
|f(α)|6 dα,

so that we have the decomposition

I =

∫
m

|f(α)|8 dα = I(C) + I(D) + I(E) + I(G).

We start with discussing the contribution of I(Cd). By Hölder's inequality and (33)
we have

I(Cd) ≤


∫ 1

0

∣∣∣ ∑
xi≤X
yi≤Y

(y1,y2)∈Cd

e
(
α
(
x1y

3
1 − x2y

3
2

)) ∣∣∣4 dα


1/4(∫ 1

0

|f(α)|8 dα
)3/4

� X7Y 5L1+εd−5/4.
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By summing over d > L80 we deduce that for A ≤ 18

I(C) =
∑
d>L80

I(Cd)� X7Y 5L−A.

The treatment of either I(D) or I(E) is similar and relies on the fact that we may
extract a prime divisor p between L80 and Y 1/7. Thus let B denote either D or E
and apply lemma 13 once to deduce

I(B)� XY L1/4+εI1, (53)

where we have written

I1 =

∫ 1

0

∣∣∣ ∑
xi≤X
yi≤Y

(y1,y2)∈B

e
(
α
(
x1y

3
1 − x2y

3
2

)) ∣∣∣ |f(α)|5 dα.

An application of the Cauchy-Schwarz inequality gives

I1 �


∫ 1

0

∣∣∣ ∑
xi≤X
yi≤Y

(y1,y2)∈B

e
(
α
(
x1y

3
1 − x2y

3
2

)) ∣∣∣2 |f(α)|2 dα


1/2(∫ 1

0

|f(α)|8 dα
)1/2

(54)
and the �rst integral is bounded by the number of solutions V to the system

xy3
1 − p3

1x1z
3
1 + x2w

3 = x′y3
2 − p3

2x3z
3
2 + x4(w′)3

subject to x, x′, xi ≤ X, zi ≤ Y/pi, w, w
′ ≤ Y and L80 < pi ≤ Y 1/7. Note that by

the de�nition of B we also have (yi, pi) = 1. Thus by (54) and (53) we have

I(B)� X5Y 13/4L3/4+εV 1/2. (55)

We may divide the solutions counted by V into dyadic intervals. De�ne

M =
{
M : M = 2kL80, k = 0, 1, . . . ;M ≤ Y 1/7

}
and let

gp(α) =
∑
x≤X

∑
y≤Y

(y,p)=1

e
(
αxy3

)
,

then

V ≤
∫ 1

0

∣∣∣ ∑
M∈M

∑
M<p≤2M

gp(α)f
(
−αp3, Y/M

) ∣∣∣2 |f(α)|2 dα.

By Cauchy-Schwarz and Hölder's inequality we get

V ≤ L
∑
M∈M

∫ 1

0

∑
M<p≤2M

|gp(α)|2
∣∣∣f (−αp3, Y/M

) ∣∣∣2 |f(α)|2 dα.

� L
∑
M∈M

MV1(M)1/2V2(M)1/4V3(M)1/4,
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where we have introduced

V1(M) =

∫ 1

0

∑
M<p≤2M

|gp(α)|2
∣∣∣f (−αp3, Y/M

) ∣∣∣4 dα
V2(M) =

∫ 1

0

∑
M<p≤2M

|gp(α)|4 dα

V3(M) =

∫ 1

0

M |f(α)|8 dα.

In order to apply lemma 20 to V1(M) we need to �rst apply Cauchy-Schwarz to get

V1(M) ≤ X

∫ 1

0

∑
M<p≤2M

∑
x≤X

∣∣∣ ∑
y≤Y

(y,p)=1

e
(
αxy3

) ∣∣∣2∣∣∣f (−αp3, Y/M
) ∣∣∣4 dα,

which corresponds to the number of solutions to the equation

x(z3
1 − z3

2) = p3(x1y
3
1 − x2y

3
2 + x3y

3
3 − x4y

3
4)

subject to the constraints x, xi ≤ X, zi ≤ Y, yi ≤ Y/M and (p, zi) = 1,M < p ≤ 2M .
Since p might still divide x in this setup, we divide the x ≤ X according to the
highest power 0 ≤ k ≤ 3 that divides x. Upon writing N = X/M3−k these classes
are now subject of lemma 20, which now produces the bound

V1(M)� X5Y 7/2L3M−9/2. (56)

Recalling lemma 15 and 16, equations (33) and (31) are easily applied to bound
V2(M) and V3(M) respectively. Thus

V2(M)�MX3Y 2L2 (57)

and
V3(M)�MX7Y 5L3+ε. (58)

Collecting (56), (57) and (58) now gives rise to a bound for V , that is

V � X5Y 7/2L6
∑
M∈M

M−3/4 � X5Y 7/2L−54.

Inserting this in (55) �nally shows

I(B)� X7Y 5L−A.

The �nal step in the proof of lemma 22 is a slight variation of an adaptation due to
Boklan [5] of Vaughan's approach in [31].

Recall the decomposition

I =

∫
m

|f(α)|8 dα = I(C) + I(D) + I(E) + I(G),
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such that the above arguments imply that

I = I(G) +O
(
X7Y 5L−A

)
.

Furthermore we notice that by the de�nition of the set E, we have

I(G) =

∫
m

|gE(α)|2 |f(α)|6 dα−
∑
d>L80

∫
m

∑
xi≤X
yi≤Y

(y1,y2)∈G

e
(
α
(
x1y

3
1 − x2y

3
2

))
|f(α)|6 dα.

The sum over d > L80 can be dealt with the same way as in the treatment of I(C),
which leaves

I �
∫
m

|gE(α)|2 |f(α)|6 dα +O
(
X7Y 5L−A

)
.

An application of Hölder's inequality now shows that

I �
(∫

m

|gE(α)|8 dα
)1/4(∫

m

|f(α)|8 dα
)3/4

+O
(
X7Y 5L−A

)
,

and thus

I �
∫
m

|gE(α)|8 dα +O
(
X7Y 5L−A

)
.

We may now extend the range of integration to deduce lemma 22.

3.5 An eighth moment bound

In view of lemma 22 the treatment of the minor arcs is reduced to �nding a suitable
estimate for the 8-th moment of gE(α). This follows mainly the approach taken in
[32] with slight adaptations.

Let
Λ(x,y) = x1y

3
1 − x2y

3
2 + x3y

3
3 − x4y

3
4.

For further reference we record two divisor sum estimated related to Λ.

Lemma 23. There is a positive number λ such that∑
x≤X
y≤Y

Λ(x,y)6=0

d (|Λ(x,y)|)8 � X4Y 4 (log Y )λ (59)

and a positive number δ such that∑
x≤X
y≤Y

Λ(x,y)6=0

d (|Λ(x,y)|)8 eδΩ(|Λ(x,y)|) � X4Y 4 (log Y )λ . (60)

This is by [22][Theorem 3].
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Lemma 24. We have ∫ 1

0

|gE(α)|8 dα� X7Y 5 (log Y )ε−2 .

By applying Hölder's inequality together with an application of the Weyl tech-
nique we get

|gE(α)|2 ≤ X
∑
x≤X

∣∣∣∣∣∑
y∈E

e
(
αxy3

)∣∣∣∣∣
2

= X
∑
x≤X

∑
y1,y2∈E

e
(
αx(y3

1 − y3
2)
)

= X2|E |+
∑
x≤X

∑
y∈E

∑
h≤Y
y+h∈E

e
(
αxh(3y2 + 3hy + h2)

)
.

Therefore

|gE(α)|4 � X4Y |E |2 +X3Y
∑
x≤X

∑
h1�Y

∑
h2�Y

∑
y∈E

e (αxh1h2Θh1,h2(y)) ,

where the summation is subject to the conditions y ± hi ∈ E and Θh1,h2(y) is a
linear polynomial. We now multiply with |gE(α)|4 and integrate, recalling (32), to
get ∫ 1

0

|gE(α)|8 dα� X7|E |2LεY 3 +X3Y
∑′

x≤X
y

Λ(x,y) 6=0

r (|Λ(x,y)|) , (61)

with r(n) being the number of solutions to the equation

xh1h2` = n (62)

subject to x ≤ X , hi ≤ Y and `� Y . To bound the sum in (61) we pick an integer
Q with 1 ≤ Q ≤ Y and consider the contribution of x and y with |Λ(x,y)| ≤ QY 2X.
By Cauchy's inequality we have

Ψ1 :=
∑
x≤X
y≤Y

Λ(x,y)6=0
|Λ|≤QY 2X

r (|Λ(x,y)|) ≤ Λ
1/2
1 Λ

1/2
2 , (63)

with
Λ1 =

∑′

x≤X
y≤Y

|Λ|≤QY 2X

1

and
Λ2 =

∑′

x≤X
y≤Y

|Λ|≤QY 2X

d4 (|Λ(x,y)|)2 .

Recalling (59) and (62) we may bound the right-hand-side of (63) by

O
(

Λ
1/2
1 X2Y 2 (log Y )λ/2

)
(64)

and we are left to deal with Λ1.



3 CIRCLE METHOD 36

Lemma 25. We have for 1 ≤ Q ≤ Y

Λ1 � X4Y 4

(
Q

Y

) 1
3

(logX). (65)

Proof. We start by dividing the x1 range into dyadic interval and �x N ≤ x1 < 2N ,

x2, x3, x4 ≤ X and y2, y3, y4 ≤ Y . Assume that there is a y1 > Y
(
Q
Y

) 1
3 with

|Λ| ≤ QY 2X. If there is another y′1 with the same property then we have

N |y1 − y′1|Y 2

(
Q

Y

) 2
3

≤ x1|y3
1 − (y′1)3| ≤ 4QY 2X

implying that

|y1 − y′1| �
X

N
Y

(
Q

Y

) 1
3

.

Thus there are X
N
Y
(
Q
Y

) 1
3 choices for y1. Therefore, after accounting for the NX

3Y 3

variables �xed in the beginning and summing over the dyadic ranges,

Λ1 � X4Y 4

(
Q

Y

) 1
3

(logX).

Collecting (63), (64) and (65) we conclude that

Ψ1 � X4Y 4 (log Y )
λ
2

+1

(
Q

Y

) 1
6

.

Upon choosing Q = Y (log Y )−A where A is a su�ciently large number we deduce

Ψ1 � X4Y 4 (log Y )−3 . (66)

It remains to show that the contribution of

Ψ2 :=
∑
x≤X
y≤Y

Λ(x,y)6=0
|Λ|>QY 2X

r (|Λ(x,y)|)

is not too big either. Notice that if n > 4XY 3 the de�nition of r(n) in (62) implies
that r(n) = 0. So for QY 2X < n < 4XY 3 we disect the ranges of the variables in
r(n) into intervals of length log(Y ) and deduce

r(n)� (log log Y )4 ∆4(n),

where ∆4(n) is Hooley's delta function introduced in chapter 3. Therefore

Ψ2 � (log log Y )4
∑
n

∆4(n)F (n) (67)
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where F (n) is the number of solutions of

Λ(x,y) = n

with y ∈ E . Let µ be a small positive number and de�ne

Z = exp

(
δµ log Y

(λ+ 10) log log Y

)
and

n∗ =
∏
pt||n
p≤Z

pt.

When n∗ > Y µ we have Ω(n) logZ ≥ log n∗ > µ log Y and hence

δΩ(n) > (λ+ 10) log log Y.

By (60) we may bound∑
n

n∗>Y µ

∆4(n)F (n) ≤
∑
n

d(n)4F (n)eδΩ(n) (log Y )−λ−10

� X4Y 4 (log Y )−10 ,

thereby reducing a bound for (67) to bounding

Ψ3 :=
∑
n

n∗≤Y µ

∆4(n)F (n).

Let

N := {n ∈ N : p | n⇒ p ≤ Z}, M := {n ∈ N : p | n⇒ p > Z}.

By factorizing and applying the basic inequality ∆4(nm) ≤ d4(n)∆4(m) we get

Ψ3 =
∑
m∈M
m≤Y µ

∑
n

∆4(mn)F (mn)

�
∑
m∈M
m≤Y µ

∆4(m)
∑
n

d4(n)F (mn). (68)

As in [9][Lemma 7], following the lines of [31][p. 16 f], we may observe that for
n� XY 3 there exists a number L depending only on µ such that for ever n there
is a divisor n1 ≤ Y µ of n, such that d4(n) � 2LΩ(n1). We may apply this in the
inner sum in (68) to get∑

n
n∗≤Y µ

∆4(n)F (n)�
∑
m∈M
m≤Y µ

∆4(m)
∑
n1∈N
n1≤Y µ

2LΩ(n1)
∑
n

mn1|n

F (n). (69)
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Further progress depends on information about∑
n

mn1|n

F (n).

For convenience write d = mn1.
Assume d ≤ min(X, Y 2µ). Then by dividing the variables in F (n) into residue

classes mod d we have ∑
n
d|n

F (n)� Y 4X4 (log Y )ε−4 S(d)

d8

where S(d) is the number of solutions of Λ(x,y) ≡ 0 (mod d). Evidently we have

S(d) = d−1

d∑
a=1

∣∣∣∣∣
d∑

x=1

d∑
n=1

e

(
axn3

d

)∣∣∣∣∣
4

= d−1
∑
q|d

d∑
a=1

(a,d)=q

∣∣∣∣∣
d∑

x=1

d∑
n=1

e

(
axn3

d

)∣∣∣∣∣
4

= d−1
∑
q|d

(
d

q

)8 q∑
a=1

(a,q)=1

|S(q, a)|4

where we have used

S(q, a) =

q∑
x=1

q∑
n=1

e

(
axn3

q

)
.

Thus
S(d) = d7

∑
q|d

A0(q),

where

A0(q) = q−8

q∑
a=1

(a,q)=1

|S(q, a)|4 .

This implies ∑
n
d|n

F (n)� Y 4X4 (log Y )ε−4 d−1
∑
q|d

A0(q). (70)

Suppose now that X < d. Then we have to argue slightly di�erently. Consider
S1(d), de�ned to be the number of solutions of Λ(x,y) ≡ 0 (mod d) with yi mod d
and xi ≤ X < d. We still might divide the y variables into residue classes mod d,
such that we have ∑

n
d|n

F (n)� Y 4 (log Y )ε−4 S1(d)

d4
.
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By orthogonality

S1(d) = d−1

d∑
b=1

∣∣∣∣∣∑
x≤X

d∑
n=1

e

(
axn3

d

)∣∣∣∣∣
4

= d−1
∑
q|d

q4

d/q∑
a=1

(a,d/q)=1

∣∣∣∣∣∣
∑
x≤X

d/q∑
n=1

e

(
axn3

d/q

)∣∣∣∣∣∣
4

Since (a, d/q) = 1, we have

∑
x≤X

d/q∑
n=1

e

(
axn3

d/q

)
�
∑
x≤X

(
d

q

)2/3(
x,
d

q

)1/3

�
(
d

q

)2/3 ∑
`|d/q

`1/3
∑
x≤X
`|x

1

� X

(
d

q

)2/3

d

(
d

q

)
.

This gives

S1(d)� X4d5/3
∑
q|d

q4/3ϕ(d/q)d(d/q)4

= X4d3
∑
q|d

q−4/3ϕ(q)d(q)4

and hence for A1(q) = q−4/3ϕ(q)d(q)4,∑
n
d|n

F (n)� Y 4X4 (log Y )ε−4 d−1
∑
q|d

A1(q).

Note that A0(q) ≤ q−4/3ϕ(q) such that A1(q), A0(q) � q−4/3+εϕ(q) = A(q),
say. Combining the above discussion with equation (70) the left-hand side of (69)
becomes

� X4Y 4 (log Y )ε−4
∑
m∈M
m≤Y µ

∆4(m)

m

∑
n1∈N
n1≤Y µ

2LΩ(n1)

n1

∑
q|mn1

.A(q)

The well known inequality ∆4(rν) ≤ d4(r)∆4(ν) implies

� XY 4 (log Y )ε−4
∑
r∈M
r≤Y µ

∑
s∈N
s≤Y µ

A(rs)

rs
d4(r)2LΩ(s)

∑
ν≤Y µ

∆4(ν)

ν

∑
y∈N
y≤Y µ

2LΩ(y)

y
.

By Hall and Tenenbaum [19][Theorem 70]

1

x

∑
n≤x

∆4(n)� (log x)ε,
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such that an application of partial summation shows the sum
∑

ν≤Y
∆4(ν)
ν

to be

� (log Y )1+ε. Since y ∈ N , the sum over y is at most

∏
Z<p≤Y µ

(
1 +

∞∑
t=1

2Ltp−t

)
� (log log Y )2L .

Hence ∑
n

n∗≤Y µ

∆4(n)F (n)� X4Y 4 (log Y )ε−3
∑
r∈M
r≤Y µ

∑
s∈N
s≤Y µ

A(rs)

rs
d4(r)2LΩ(s).

Note that A(q) is multiplicative. Futhermore the series

∞∑
q=1

A(q)

q
d4(q),

∞∑
q∈N

A(q)

q
2LΩ(q) (71)

converge and the second series is bounded by a constant independet of Y .
Therefore, by (71) ∑

n
n∗≤Y µ

∆4(n)F (n)� X4Y 4 (log Y )ε−3 .

And �nally by (61), (66) and (67), lemma 24 follows. We note that this together
with lemma 22 proves the main result for the minor arcs, that is lemma 21.

3.6 The major arcs

Since lemma 21 deals with the minor arc we are now set to prove Theorem 2.
Assume (c1, c2, . . . , c8) = 1 and and recall that X ≥ L12. Let

F(α) =
8∏
i=1

f(ciα),

such that by orthogonality

N+
c (X, Y ) =

∫ 1

0

F(α) dα. (72)

Following the standard approach in using the Hardy-Littlewood circle method
we de�ne

S(q, a) =
∑

m mod q

∑
n mod q

e

(
amn3

q

)

v(β) =

∫ X

0

∫ Y

0

e
(
βxy3

)
dydx
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to obtain a suitable approximation for f(α) on the major arcs. Recall the de�nitions
from chapter 2:

S1(q, a) =
∑

n mod q

e

(
an3

q

)
and

v1(β) =

∫ Y

0

e
(
βy3
)
dy

and introduce

f ∗(α) =
∑
x≤X

S1(q, ax)

q
v1(βx).

Let Q ≥ 1 and consider for co prime integers a, q with q ≤ Q the sets

M(q, a) =
{
α ∈ [0, 1] : |qα− a| ≤ Q

XY 3

}
and de�ne

M(Q) =
⋃
q≤Q

q⋃
a=1

(q,a)=1

M(q, a).

Note thatM = M(Y 3/4+η). We wish to repace f(α) in (72) by f ∗(α). For α ∈M(Q)
let α = a

q
+ β with co-prime a and q such that by (28),

f

(
a

q
+ β

)
=
∑
x≤X

(
S1(q, ax)

q
v1(βx) +O

(
q1/2+ε(1 + Y 3x|β|)1/2

))
= f ∗(α) +O

(
XQ1/2+ε

)
. (73)

We may now replace two f(ciα) by the corresponding f ∗(ciα) since by (73) and the
trivial bound f ∗(α)� XY the integral over M in (72) is equal to∫

M

f(c3α) · · · f(c8α)
(
f ∗(c1α) +O(XY 3/8+η/2)

) (
f ∗(c2α) +O(XY 3/8+η/2)

)
dα

=

∫
M

f(c3α) · · · f(c8α)f ∗(c1α)f ∗(c2α) dα

+O

(
X2Y 11/8+η/2

∫ 1

0

|f(α)|6 dα
)
. (74)

By ∫ 1

0

|f(α)|6 dα� X5Y 7/2+ε (75)

the error term in (74) is O(X7Y 5−δ) and thus we have∫
M

F(α) dα =

∫
M

f ∗(c1α)f ∗(c2α)f(c3α) · · · f(c8α) dα +O(X7Y 5−δ).
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The familiar bound q−1S1(q, ax) � q−1/3(q, x)1/3 together with [30] Lemma 2.8
provides us with the upper bound

f ∗(α)�
∑
x≤X

(q, x)1/3

q1/3
Y
(
1 + Y 3x|β|

)−1/3
(76)

for f ∗(α) on M(q, a).

Lemma 26. We have ∫
M(Q)

|f ∗(α)|6 dα� Y 3X5 logQ. (77)

Proof. To ease notation we introduce

s (x, β) =
(
1 + Y 3x|β|

)−1/3
.

From the de�nition of M(Q) and (76) we have to bound∫
M(Q)

|f ∗(α)|6 dα =
∑
q≤Q

q∑
a=1

(q,a)=1

∫
M(q,a)

|f ∗(α)|6 dα

� Y 6
∑
xi≤X

∑
q≤Q

q∑
a=1

(q,a)=1

(q, x1)1/3 · · · (q, x6)1/3

q2

∫
M(q,a)

s(x1, β) · · · s(x6, β) dβ.

� Y 6
∑
xi≤X

∑
q≤Q

q−1(q, x1)1/3 · · · (q, x6)1/3

∫
|β|≤ Q

qXY 3

s(x1, β) · · · s(x6, β) dβ.

By an application of Hölder's inequality and completion of the β integration shows∫
|β|≤ Q

qXY 3

s(x1, β) · · · s(x6, β) dβ

�
(∫ ∞
−∞

s(x1, β)6 dβ

)1/6

· · ·
(∫ ∞
−∞

s(x6, β)6 dβ

)1/6

.

By the de�nition of s(xi, β) the corresponding integral is O(Y −1/2x
−1/6
i ) such that

we are left with ∫
M(Q)

|f ∗(α)|6 dα� Y 3
∑
q≤Q

q−1

(∑
x≤X

(q, x)1/3

x1/6

)6

.

A short calculation con�rms that∑
x≤X

(q, x)1/3

x1/6
� X5/6σ−2/3(q),

where σs(q) =
∑

d|n d
s and �nishes the proof, as

∑
q≤Q σ

6
−2/3(q)q−1 � logQ.
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Since the bound supplied by (77) is superior to the one supplied by (75), we may
repeat the argument leading up to (74) in conjunction with Hölder's inequality to
replace all f(α) by f ∗(α). Thus∫

M

F(α) dα =

∫
M

F∗(α) dα + E∗M (78)

with F∗(α) = f ∗(c1α) · · · f ∗(c8α) and acceptable error E∗M � X7Y 5−δ.

The next step consists in a pruning of the major arcs to achieve a suitable
approximation to f ∗(α) on Y = M(Q∗), with Q∗ = L6. A very similar argument
that lead to (77) shows that the contribution of M \Y is negligible. Indeed∫

M\Y
|f ∗(α)|8 dα� Y 5

∑
Q∗<q≤Q

q−5/3

(∑
x≤X

(q, x)1/3

x1/8

)8

� Y 5X7(Q∗)−2/3 logQ.

Thus we infer that ∫
M

F∗(α) dα =

∫
Y

F∗(α) dα +O(X7Y 5L−3). (79)

On Y we now have q small against X, such that dividing x into residue classes mod
q is now a reasonable approach.

Lemma 27. For α = a
q

+ β ∈ Y we have

f ∗ (α) = q−2S(q, a)v(β) +O (Y Q∗) . (80)

Proof. For q ≤ X consider the sum∑
x≤X

x=b mod q

e (γx) =
∑

1≤z≤X/q

e (γb) e (γqz) +O(1)

= e (γb)

(∫ X/q

0

e (γqz) dz +O(1 +X|γ|)

)
.

Put γ = βy3 such that e (γb) = 1 + O(Q∗/X). Therefore the above line is after an
obvious substitution

= (1 +O(Q∗/X))

(
1

q

∫ X

0

e (γx) dx+O(1 +X|γ|)
)
.

SinceX|β|y3 ≤ Q∗/q, which is of the same order of magnitude asQ∗(qX)−1
∫ X

0
e (γx) dx,

this implies that∑
x≤X

x=b mod q

e
(
βxy3

)
=

1

q

∫ X

0

e
(
βxy3

)
dx+O

(
1 +

Q∗

q

)
.
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Integration from 0 to Y gives

∑
x≤X

x=b mod q

v1(βx) =
1

q

∫ X

0

e
(
βxy3

)
dx+O

(
Y +

Y Q∗

q

)
.

But now

f ∗(α) =
∑
x≤X

q−1S1(q, ax)v1(βx) =

q∑
b=1

q−1S1(q, ab)
∑
x≤X

x=b mod q

v1(βx)

= q−2S(q, a)v(β) +O(Q∗Y ).

Hence by (78) and (79) the contribution of M to (72) may be written as∫
Y

F(α) dα =
∑
q≤Q∗

T (q)

∫ Q∗

qXY 3

−Q∗
qXY 3

8∏
i=1

v(ciβ) dβ + EM (81)

where

T (q) =

q∑
a=1

(a,q)=1

q−16

8∏
i=1

S(q, cia)

and

EM =
∑
q≤Q∗

q∑
a=1

(a,q)=1

∫ Q∗

qXY 3

−Q∗
qXY 3

(
F∗
(
a

q
+ β

)
− q−2

8∏
i=1

S(q, cia)v(ciβ)

)
dβ.

Lemma 28. Let (a, q) = 1, then we have

q−2S(q, a)� q−
1
3 (82)

and

v(β)� XY
(
1 + |β|XY 3

)− 1
3 . (83)

Proof. The �rst part follows from a straight forward evaluation of S(q, a):

S(q, a) =
∑

m mod q

∑
n mod q

e

(
amn3

q

)
= q|{n mod q : an3 ≡ 0 mod q}|
� q5/3.

as claimed. The second part follows from [30] Lemma 2.8 via integration.
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By (82), (83) and (80) the error term EM in (81) is bounded by

� (Q∗)8Y 8 (Q∗)2

XY 3
+ (Q∗Y )

∑
q≤Q∗

q−7/3X7Y 7

∫ ∞
0

1

(1 + |β|XY 3)7/3
dβ

� Y 5X7X−8(Q∗)10 +X7Y 5Q∗.

As X ≥ (Q∗)2 this is O(X7Y 5L−4), which is �ne. By (81) and lemma 21 we have∫ 1

0

F(α) dα =
∑
q≤Q∗

T (q)

∫ Q∗

qXY 3

−Q∗
qXY 3

8∏
i=1

v(ciβ) dβ +O
(
X7Y 5L−3+ε

)
. (84)

As usual the next objective is the completion of the integral and the summation
over q in (81). Write

I(β) =

∫ 1

0

∫ 1

0

e
(
βxy3

)
dxdy

and de�ne the singular integral

I+(c) =

∫ ∞
−∞

I(c1β)I(c2β) · · · I(c8β) dβ (85)

and the singular series

S+(c) =
∞∑
q=1

T (q). (86)

For I(β) we may use the bound
∫ 1

0
e (γy3) dy � |γ|−1/3 and integrate to deduce

I(β)� |β|−1/3. (87)

From the bound (87) we infer, that the integral in (85) does indeed converge and∫ Q
q

−Q
q

I(c1β) · · · I(c8β) dβ = I+(c) +O
(
(Q∗)/q)−5/3

)
. (88)

Note that by (82) we have∑
q≤Q

T (q) = S+(c) +O
(
(Q∗)−2/3

)
(89)

which implies the convergence of S+(c). Since by an obvious substitution

v(ciβ) = XY I(ciXY
3β),

we may write∫ Q∗

qXY 3

−Q∗
qXY 3

v(c1β) · · · v(c8β) dβ = (XY )8

∫ Q∗

qXY 3

−Q∗
qXY 3

I(c1XY
3β) · · · I(c8XY

3β) dβ.
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Yet another substitution con�rms that

(XY )8

∫ Q∗

qXY 3

−Q∗
qXY 3

I ′(c1XY
3β) · · · I ′(c8XY

3β) dβ = X7Y 5

∫ Q∗
q

−Q∗
q

I(c1β) · · · I(c8β) dβ.

Thus the main term in (84) becomes

X7Y 5
∑
q≤Q

T (q)

∫ ∞
−∞

I(c1β) · · · I(c8β) dβ (90)

and by (88) the arising error is bounded by

X7Y 5(Q∗)−5/3
∑
q≤Q∗

qq−8/3q5/3 � X7Y 5(Q∗)−2/3.

In view of (89) we may also complete to summation in (90) over q to accommodate
the singular series. Therefore

X7Y 5
∑
q≤Q

T (q)I+(c) = X7Y 5S+(c)I+(c) +O
(
X7Y 5L−4

)
. (91)

Let us turn our attention to the analysis of the singular series �rst. Similar to
Lemma 9 we have:

Lemma 29. The singular series (86) is real and non-negative.

Proof. The convergence of the singular series was already discussed. To show the
positivity of (86) we follow the approach taken in the proof of Lemma 9. A routine
argument shows that T (q) is multiplicative and the singular series S+(c) can hence
be written as Euler product. That is

S+(c) =
∏
p

Ep(c),

where the local densities Ep(c) are given as

Ep(c) =
∞∑
`=0

T (p`) = lim
L→∞

p−14LΦc(p
L)

and Φc(q) denotes the number of incongruent solution of

c1x1y
3
1 + . . .+ c8x8y

3
8 = 0 mod q.

This shows the non-negativity of the singular series. To establish the positivity of
the singular series we may use the linear part of the above equation. Here we note
that it su�ces to consider the reduced equation

c1x1y
3
1 + c2x2y

3
2 = 0 mod p.

where we may suppose that p - c1, c2. Picking values for y1, y2 6= 0 (mod p) we may
solve for x1 and x2. This now following the argument following lemma 8 produces

Ep(c) > 0.
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Lemma 30. The singular integral (85) is real and non-negative. If the ci are not

all of the same sign, then the singular integral is positive.

Proof. Substituting xy3 = λ for x readily gives

I(β) =

∫ 1

0

∫ y3

0

y−3e (βλ) dλdy

and writing

φ(λ) =

∫
{y∈[0,1]:y3≥λ}

y−3 dy

produces the identity

I(β) =

∫ 1

0

φ(λ)e (βλ) dλ.

Now by (85), we have

I+(c) =

∫ +∞

−∞

∫
[0,1]8

φ(λ1)φ(λ2) · · ·φ(λ8)e (βc · λλλ) dλλλdβ.

Then a similar argument as in the proof of Lemma 4.3 in [3] gives the desired
conclusion.

Writing J+(c) = S+(c)I+(c) and by invoking equations (72), (91), (90) and the
preceding lemma, this proves the second part of Theorem 2. To deduce the �rst
part a similar maneuver as in the previous application of the circle method is used.
We have the correspondence (cf. Brüdern and Blomer [3] Chapter 4.4)

Nc(X, Y ) = 2
∑

εi∈{±1}
1≤i≤8

N+
εεεc(X, Y ).

Again the singular series remains unchanged by the transition from c to εεεc such
that with S(c) = S+(c),

J(c) = 2S(c)
∑

εi∈{±1}
1≤i≤8

I+(εεεc).

Note that the sum of the singular integrals will be positive. This �nishes the proof
of Theorem 2.

4 Closing the gap

4.1 Small X

As Theorem 2 requires X ≥ L12 we have to argue in the remaining range in a
di�erent fashion. As now X is really small against Y we may use the asymptotic
for �xed x uniformly. Indeed a variant of the treatment in Chapter 2 con�rms that
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one might sum the minor arc error O(Y 5L−3+ε) for xi ≤ X ≤ L12 introducing an
error of size (logL)8, which is su�cient. Chapter 3 and 4 in [7] show that on might
sum the leading constants depending on x in (14)∑

x≤X

A(x, c)� X7.

That is for X ≤ L12, we have the upper bound

Nc(X, Y )� X7Y 5

at our disposal.

4.2 Weighted hyperbolic counting

This paragraph is concerned with the adaptation of the weighted hyperbola count
�rst introduced by Blomer and Brüdern in [3]. Let h : N2 → [0.∞) be an arithmeti-
cal function. Consider the associated summatory function

H(L,M) =
∑
`≤L

∑
m≤M

h(`,m).

Fix real C and positive parameters δ > 2, β1 and β2 such that h satis�es

H(L,M) = CLβ1Mβ2 +O
(
Lβ1Mβ2 (log min (L,M))−δ

)
(92)

for L > (logM)A, where A is some positive number. For L ≤ (logM)A assume that
we have instead

H(L,M)� Lβ1Mβ2 . (93)

Assume further that there are functions c1, c2 : N→ [0,∞) such that∑
`≤L

h(`,m) = c1(m)Lβ1 +O
(
mDLβ1−δ

)
(94)

uniformly in m ≤ Lν for some T,D, ν > 0. Further assume that similarly uniformly
in ` ≤ (logM)T we have∑

m≤M

h(`,m) = c2(`)Mβ2 +O
(
Mβ2 (logM)−δ

)
. (95)

Lemma 31. Let h satisfy the above conditions, then we have∑
`≤L

c2(`)� Lβ1

and ∑
m≤M

c1(m) = CMβ2
(
1 +O

(
M−δ)) .
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Proof. By (94), for L ≥ 1 and M ≤ Lν , we have

H(L,M) =
∑
m≤M

(∑
`≤L

h(`,m)

)

= Lβ1

(∑
m≤M

c1(m)

)
+O

(
MD+1Lβ1(logL)−δ

)
.

But by (92) we may write

H(L,M) = CLβ1Mβ2 +O
(
Lβ1Mβ2 (log min (L,M))−δ

)
thus by taking L = MK for K large we deduce the claimed asymptotic. For the
�rst part of the lemma argue the same but use (93).

Lemma 31 su�ces to show that the contribution of terms in the 'spikes' are
negligible.

Lemma 32. For µ > 0 su�ciently small de�ne the sum

T1 =
∑

`≤(logP )A

∑
P

1
2<mβ2≤P`−β1

h(`,m),

then we have

T1 � P log logP.

Proof. Following the proof of Lemma 9.3 in [27] we have

T1 =
∑

`≤(logP )A

(
P
c2(`)

`β1
+O

(
P`−β1 (logP + log `)−δ

))
−H

(
(logP )A, P 1/(2β2)

)
.

Thus

T1 = P
∑

`≤(logP )A

c2(`)

`β1
−H

(
(logP )A, P 1/(2β2)

)
+O

(
P (logP )−ϑ

)
.

The sum over ` is evaluated by summation by parts using Lemma 31. This yields∑
`≤(logP )A

c2(`)

`β1
� log logP.

We record that the same holds for the sum with ` and m interchanged, where
one uses the much stronger conclusion from lemma 31.
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Lemma 33. Assume h satis�es condition (92) and de�ne the sum

T2 =
∑

(logP )A≤`≤P
1

2β1

∑
P

1
2<mβ2≤P`−β1

h(`,m),

then one has

T2 = C(1/2)P logP +O
(
P logP (log logP )−δ/2

)
.

Proof. Choose some large integer J and de�ne θ > 0 by

(1 + θ)J = P 1/(2β1)(logP )−A.

Consider (logP )A ≤ L < L′ = (1 + θ)L ≤ P 1/(2β1) and de�ne the slice

V (L) =
∑

L<`≤L′

∑
p1/2<mβ2≤P`−β1

h(`,m),

and the corresponding sums

V−(L) =
∑

L<`≤L′

∑
p1/2<mβ2≤P (L′)−β1

h(`,m)

and
V+(L) =

∑
L<`≤L′

∑
p1/2<mβ2≤PL−β1

h(`,m).

Note that since h ≥ 0 we have V −(L) ≤ V (L) ≤ V +(L). Following [27] we evaluate
V+(L) as

V+(L) = H(L′, P 1/(2β2)L−β1/β2)−H(L′, P 1/(2β2))−H(L, P 1/β2L−β1/β2)+H(L, P 1/(2β2)).

This is equal to

Cβ1θP + Cβ1θL
β1P 1/2 +O(θ2P ) +O(P (log logP )−δ).

The same asymptotic holds for V−(L) hence also for V (L). We may apply this to
the disection Lj = (logP )A(1 + θ)j for 0 ≤ j < J such that

T2 =
∑

0≤j<J

V (Lj)

= Cβ1(Jθ)P + Cβ1θP
1/2

∑
0≤j<J

Lβ1J +O(Jθ2P ) +O(JP (log logP )−δ).

A short calculation con�rms that∑
0≤j<J

Lβ1J � P 1/2 + P 1/2θ.
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Now choose J as largest integer smaller than logP (log logP )δ/2. By the de�nition
of θ we have

θ = J−1 1

2β1

logP − A

J
log logP +O(J−2 logP )

which implies

Jθ =
1

2β1

logP +O(log logP )

and
θ � (log logP )−δ/2.

Let
Th(P ) =

∑
`β1mβ2≤P

h(`,m).

Note that

Th(P ) =
∑

`β1mβ2≤P
mβ2>P 1/2

h(`,m) +
∑

`β1mβ2≤P
`β1>P 1/2

h(`,m) +H
(
P 1/(2β1), P 1/(2β2)

)

and ∑
`β1mβ2≤P
mβ2>P 1/2

h(`,m) = T1 + T2.

Hence by lemma 32 and 33 for η su�ciently small∑
`β1mβ2≤P
mβ2>P 1/2

h(`,m) = (1/2)CP logP +O
(
P logP (log logP )−η

)
.

Furthermore by symmetry, the same asymptotic holds for the sum with `β1 > P 1/2,
this leads to:

Th(P ) = CP logP +O
(
P logP (log logP )−η

)
(96)

4.3 Proof of Theorem 1

To deduce the theorem we apply (96) to the function h(`,m) de�ned by the number
of integer vectors x,y ∈ Z8, such that |x| = ` and |y| = m, that satisfy (5). We
now have to verify that conditions (94) and (95) as well as (92) are met for β1 = 7
and β2 = 5. By de�nition, we have by lemma 4 uniformly in m ≤ Lν , for some
ν > 0 ∑

`≤L

h(`,m) =
∑
|y|=m

Mc(y, L) = c1(m)L7 +O
(
m7L7−δ) ,

where we have de�ned
c1(m) =

∑
|y|=m

c(y, c),



4 CLOSING THE GAP 52

which shows condition (94) with D = 7. A similar argument shows that (95) holds,
by invoking Proposition 1, that is (14), by setting

c2(`) =
∑
|x|=`

A(x, c).

Finally condition (92) is covered by combining (13) with (26). Therefore we may
apply (96). This is essentially NH,U(P ), except we have to take care of the coprimal-
ity condition. This is done as in [10] Chapter 1. Let NU,H(B, e1, e2) be the number
of (x,y) ∈ U with |x|7|y|5 ≤ B and e1 | x, e2 | y. Hence

NU,H(B, e1, e2) = Th

(
B

e7
1e

5
2

)
and thus

NU,H(B) =
1

4

∑
e71e

5
2≤B

µ(e1)µ(e2)NU,H(B, e1, e2)

=
1

4

∑
e71e

5
2≤B

µ(e1)µ(e2)Th

(
B

e7
1e

5
2

)
.

We now can apply (96). And one easily checks that the summation over e1, e2 can
be extended to in�nity establishing Theorem 1.



REFERENCES 53

References

[1] K. Ball: Cube slicing in Rn, Proc. of the AMS 97 no. 3 (1986), 465-473

[2] B. J. Birch, Forms in many variables, Porc. Roy. Soc. Ser. A 265 (1961), 245-263

[3] V. Blomer and J. Brüdern, Counting in Hyperbolic spikes: The diophantine

analysis of multihomogeneous diagonal equations, J. Reine Angew. Math 737

(2018), 255-300

[4] V. Blomer and J. Brüdern, Rational points on the inner product cone via the

hyperbola method, Mathematika (3) 62 (2017), 780-796

[5] K. D. Boklan , A reduction technique in Waring's problem, I , Acta Arith. 65
(1993), 147-161

[6] J. Bourgain, On the Vinogradov mean value, J. Proc. Steklov Inst. Math. 296
(2017), 36-46

[7] J. Brüdern and R. Dietmann, Random Diophantine equations, I, Advances in
Mathematics 256 (2012), 18-45

[8] J. Brüdern and K. Kawada, The asymptotic formula in Waring's problem for

one square and seventeen �fth powers, Monats. Math. 162 (2011), 385-407

[9] J. Brüdern and O. Robert, Rational points on linear slices of diagonal hypersur-

faces, Nagoya Math. J. 218 (2015), 51-100

[10] T.B. Browning, Quantitative Arithmetic of Projective Varieties, Progress in
mathematics 277, Birkhäuser Verlag AG (2007)

[11] T.B. Browning and D.R. Heath-Brown Density of rational points on a quadric

bundle in P3 × P3, arXiv:1805.10715

[12] D. Bump, Automorphic Forms on GL(3,R), Lecture Notes in Math. 1083,
(1984)

[13] J. W. S. Cassels: Introduction to the geometry of numbers, Springer Verlag,
(1971)

[14] H. Davenport, On Waring's problem for forth powers, Math. Ann 40 (1939),
731-747

[15] H. Davenport, Analytic methods for diophantine equations and diophantine in-

equalities, Cambridge Mathematical Library, Cambridge University Press (2005)

[16] R. Frank, H. Riede: Hyperplane Sections of the n-Dimensional Cube, The
American Mathematical Monthly (10) 119 (2012), 868-872

[17] J. Franke, Y. Manin, Y. Tschinkel, Rational points of bounded height on Fano

varieries, Invent. Math. 95, (1989), 421-435



[18] H. Halberstam and H.-E. Richert, Sieve Methods, London Mathematical Soci-
ety Monographs 4, Academic Press, London- New York (1974)

[19] R.R Hall and G. Tenenbaum, Divisors, Cambridge Tracts in Mathematics, 90,
Cambridge University Press (1988)

[20] D. R. Heath-Brown, The Density of Rational Points on Curves and Surfaces,
Annals of Mathematics 155 (2002), 553-598

[21] C. Hooley, On a new technique and its applications to the theory of numbers,
Proc. London Math. Soc. (3) 38 (1979), 115-151

[22] L. K. Hua, Additive Theory of Prime Numbers, Translations of Mathematical
Monographs 13 (1965)

[23] P. Le Boudec, Density of Rational Points on a Certain Smooth Bihomogeneous

Threefold, International Mathematics Research Notices 21 (2015), 10703-10715

[24] E. Peyre, Heights and Tamagawa measures on Fano varieties, Duke Math. J.
79 no. 1 (1995), 101-218.

[25] P. Pollack, A remark on divisor-weighted sums, Ramanunjan J. 40 (2016), 63-
69

[26] M. Robbiani, On the number of rational points of bounded height on smooth

bilinear hypersurfaces in biprojective space, J. London Math. Soc. (2) 63 (2001),
33-51

[27] D. Schindler, Manin's conjecture for certain biprojective hypersurfaces, J. Reine
Angew. Math 714 (2016), 209-250

[28] C. V. Spencer, The Manin conjecture for x0y0 + . . . + xsys = 0, J. of Number
Theory 129 (2009), 1505-1521

[29] J. L. Thunder, The Number of Solutions of Bounded Height to a System of

Linear Equations. Journal of Number Theory 43 (1993), 228-250

[30] R.C. Vaughan: The Hardy-Littlewood method, Cambride Tracts in mathematics
125 (2nd ed.), Cambridge University Press (1997)

[31] R. C. Vaughan: On Waring's problem for cubes, J. Reine Angew. Math 365

(1986), 122-170

[32] R. C. Vaughan: On Waring's problem for smaller exponents II, Mathematika
33 (1986), 6-22

[33] T. D. Wooley: Vinogradov's mean value theorem via e�cent congruencing,
Annals of Mathematics 175 (2012), 1575-1627



REFERENCES 55

Acknowledgement

Firstly, I would like to express my sincere gratitude to my advisor Prof. Dr. Jörg
Brüdern for the continuous support of my Ph.D study and related research, for his
patience, motivation, and immense knowledge. His guidance helped me in all the
time of research and writing of this thesis. I could not have imagined having a
better advisor and mentor for my Ph.D study.

I would also like to acknowledge Prof. Dr. Valentin Blomer as the second reader
of this thesis.

Finally, I must express my very profound gratitude to my parents and to Carolin
Schilling for providing me with unfailing support and continuous encouragement
throughout my years of study and through the process of researching and writ-
ing this thesis. This accomplishment would not have been possible without them.
Thank you.

Fabian Dehnert



REFERENCES 56

Declaration of Authorship

Declaration of Authorship I hereby certify that the thesis I am submitting is entirely
my own original work except where otherwise indicated. I am aware of the Uni-
versity's regulations concerning plagiarism, including those regulations concerning
disciplinary actions that may result from plagiarism. Any use of the works of any
other author, in any form, is properly acknowledged at their point of use.

Fabian Dehnert


	Introduction
	Main result
	Lattices
	Counting cubes

	Circle method
	A Weyl inequality
	A fourth moment estimate
	Differencing
	The minor arcs
	An eighth moment bound
	The major arcs

	Closing the gap
	Small X
	Weighted hyperbolic counting
	Proof of Theorem 1

	References

