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“Wir können den Wind nicht ändern, aber die Segel anders setzen.”
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Abstract

Coronal Mass Ejections (CMEs) are outbursts of coronal plasma bound in magnetic
structures that are explosively accelerated. Their evolution into the heliosphere can be
observed with coronagraphs and heliospheric imagers, which are able to detect the photo-
spheric light scattered by the CME’s plasma through Thomson scattering. Since CME’s
are optically thin, multi-viewpoint observations from space-borne coronagraphs are used to
reconstruct their geometry and direction of propagation. CMEs originate from magnetic
active regions (ARs), primarily of bipolar nature, which are observable in magnetograms
of the photosphere and extreme ultraviolet images of the lower solar atmosphere. Often
the eruption of a CME is accompanied by other sudden activity phenomena located in the
same AR like solar flares, filament eruptions or post eruptive arcades.
In this thesis a systematic investigation of the connection between the kinematics of CMEs
and the properties of their corresponding source regions (SRs) is presented. For this pur-
pose, a set of 21 Earth-directed CMEs between July 2011 and November 2012 was selected
and analysed. The CME kinematics are obtained by applying a 3D modelling method, the
Graduated Cylindrical Shell (GCS) model, to simultaneous multi-viewpoint observations
taken with the SECCHI instrument suite onboard the twin STEREO spacecrafts and with
the LASCO coronagraphs onboard the SOHO satellite. By using these instruments, the
CME dynamics including the kinematics and geometry, are covered in high detail over
a wide spatial range starting, for the majority of events, in the field of view (FOV) of
EUVI below 2 R� and extending into the field of view of HI1 (∼ 100 R�). An aerody-
namic drag based propagation model, including distance depending models of the solar
wind and the drag coefficient as well as the CME mass determined with the GCS model
and Thomson scattering theory, is used to extrapolate the measured CME trajectory to
larger heliospheric distances. The extrapolated solar wind and CME characteristics are
compared with in-situ measurements at L1. Furthermore, the model results are used in a
torus instability (TI) Lorentz force model to describe the initial acceleration phase. The
CME SRs are identified by tracking the CME trajectories back onto the solar surface and
searching for ARs and related activity phenomena within in a spatial window of less than
±25◦ in longitude and ±10◦ in latitude and a time window of ±8 hours to the first remote
sensing observation. The ARs identified in this way as CME SRs are analysed for their
magnetic and geometric properties in a time range ∼ ±6 hours around the eruption time
using the SMART code and line of sight magnetograms of SDO/HMI.
The results show a very good agreement between the SR and initial CME geometry with
a small shift in the SR latitude towards the solar equatorial plane with respect to the
CME initial latitude. A highly dynamic behaviour, including deflections and rotations
in the CME geometry within the first 20 R�, can be seen from the GCS modelling re-
sults. In the kinematic profiles, evidence for CME oscillations with periods between 29
and 93 min are found. Significant correlations are found between the CME SR magnetic
flux as well as proxies of the free magnetic energy, which is provided by the CME SR,
with the CME kinematic properties. The results of the drag model describe the measured
CME trajectories with high accuracy and in general the predicted CME characteristics
are in good agreement with the measurements in L1, while the TI Lorentz force model
shows discrepancies to the observed CME accelerations.





Glossary

Roman letters

Variable Denotation Unit

A Area m2

a Acceleration m s−2

AU Astronimical Unit 149597870(2) km (Stix 2004, p.3)
B Magnetic filed nT, G, Mx
b CME minor radius km
CD Drag coefficient
c0 Speed of light 299792458 m s−1 NIST
cv Coefficient of variation
E Energy J or eV
E Electric field vector V m−1

F Force N or dyn
f Magnetic flux Mx
G Gravitational constant 6.67384(80)·10−11 m3 kg−1 s−2 NIST
g Surface Gravity m s−2

H Brightness MSB
h Height of GCS legs km, R�
I Current A
J Electric current density A m−2

kb Stefan-Boltzmann constant 5.670373(21)·10−8 W m−2 K−4 NIST
LPIL Length of PIL Mm
LBSP Length of Bipolar Seperation Mm
L� Solar luminosity 3.844(10)·1026 W (Stix 2004, p.6)
li Internal inductance
m Mass kg, g or M�
me Electron mass 9.1093829(4) · 10−31 kg NIST
mp Proton mass 1.6726219236(5) · 10−27 kg NIST
Ne GCS electron density profile cm−3

ne Electron number density cm−3

np Proton number density cm−3

ns Number of sunspots
ng Number of Sunspot groups
p Momentum N s

III



Variable Denotation Unit

pa Position angle ◦

q Charge C
R� Solar Radius 696342 km (Stix 2004 p.4)
R Schrijver value Mx
R2 Coefficient of determination
r Heliospheric distance km, R� or AU
Re Reynolds number
S Solar constant 1367(3) W m−2 (Stix 2004, p.6)
s Standard deviation
SSN Sunspot Number
T Temperature K
t Time a, d, h, min, s, UT
TT Transit Time h
u Limb darkening coefficient
v Speed km s−1 ; m s−1

va Alvfén speed km s−1 ; m s−1

W CME angular width ◦

w Solar wind speed km s−1

WLSG Falconer weighted integral G

Greek letters

Variable Denotation Unit

α GCS Half Angle ◦

β Plasma β
Γ Tilt Angle ◦

γ Drag parameter km−1

δ GCS cone half angle
∆ Difference
θ Latitude ◦

κ GCS aspect ratio
λ Mean-free path length km
ν Viscosity kg m−1 s−1

π Pi 3.141592654
ρ Density g cm−3

Σ Sum
Φ Intensity W m−2 or SFU
φ Longitude ◦

χ Scatter angle ◦

Ωi Ion cyclotron plasma fre-
quency

ωp Ion plasma frequency rad s−1
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Acronyms

Acronym Denotation

3D Three Dimensional
ACE Advanced Composition Explorer
AFFECTS Advanced Forecast For Ensuring Communica-

tions Through Space
AIA Atmospheric Imaging Assembly
ATM Apollo Telescope Mount
AR Active Region
BC Before Christ
BL Babcock-Leighton (mechanism)
CCD Charge-Coupled Device
CDAW Coordinated Data Analysis Workshops
CH Coronal Hole
CIR Co-rotating Interaction Region
CME Coronal Mass Ejection
CNO Carbon-Nitrogen-Oxygen
DSCOVR Deep Space Climate ObserVatoRy
DSN Deep Space Network
EIT Extreme ultraviolet Imaging Telescope
ESA European Space Agency
EUV Extrem UltraViolet
EUVI Extrem UltraViolet Imager
FE Filament Eruption
FLARECAST Flare Likelihood And Region Eruption fore-

CASTing
FOV Field of View
FR Flux Rope
GCS Graduated Cylindrical Shape (Model)
GNSS Global Navigation Satellite System
GOES Geostationary Operational Environmental

Satellite
HCM Heliospheric Current Sheet
HELCATS HELiospheric Cataloguing, Analysis and Tech-

niques Service
HI Heliospheric Imager
HICAT Heliospheric Imager (CME) CATalogue
HMI Helioseismic and Magnetic Imager
HXR Hard X-Ray
IAG Institut für Astrophysik Göttingen
ICME Interplanetary CME
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Acronym Denotation

IMF Interplanetary Magnietic Field
IPM InterPlanetary Medium
KINCAT Kinematic Database Catalogue
L1 Lagrange Point 1
LASCO Large Angle and Spectrometric COronagraph

(E)xperiment
LINKCAT Linked Catalogue of Solar Heliospheric and In

Situ EME Obervations
LH Left Handed
LOS Line Of Sight
LTE Local Thermal Equilibrium
LOWCAT Low Coronal Event Catalogue
MC Magnetic Cloud
MDI Michelson Doppler Imager
MHD Magneto HydroDynamics
MVC Multi-viewpoint CME Catalog
NASA National Aeronautics and Space Administra-

tion
NIR Near InfraRed
NOAA National Oceanic and Admospheric Adminis-

tration
NSWP National Space Weather Program
OPTIMAP Operational Tool for Ionosphere Mapping And

Prediction
OSO-7 Orbiting Solar Observatory
PIL Polarity Inversion Line
PEA Post Eruptive Arcade
PLASTIC PLAsma and SupraThermal Ion Composition
POS Plane Of Sky
PSP Parker Solar Probe
RH Right Handed
SECCHI Sun Earth Connection Coronal and Helio-

spheric Investigation
SEP Solar Energetic Particle
SDO Solor Dynamics Observatory
SMART Solar Magnetic Feature Detection and Tracking

for Space Weather Monitoring
SMM Solar Maximum Mission
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Acronym Denotation

SR Source Region
SSW SolarSoft-Ware
STEREO Solar TErrestrial RElations Observatory
STP Solar Terestrial Probe
SOHO SOlar and Heliospheric Observatory
SXR Soft X-Ray
TEC Total Electron Content
TRACE Transition Region And Coronal Explorer
TI Torus Instability
TT Transit Time
UV UltraViolet
VIS VISual
X-ray Röntgen radiation

VII



Indices

Index Denotation

� Phys. quantity normalized to Sun units.
0 Variable in initial state
12 Variable at r = 12 R�
Arr Arrival
av Average
D Drag
diff Difference
EO Edge On
eff Effective
eq Equal
FO Face On
G Gravity
kin Kinetic
L Lorentz
mag Magnetic
max Maximum
mean Mean value
min Minimum
p Poloidal
t Toroidal
tot Total
th Thermal
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Chapter 1

Introduction

“One has to do something new in order to see something new.”

Georg C. Lichtenberg

Cover Figure: Mosaic of STEREO SECCHI/COR2 B observation taken between July
8, 2011 and November 12, 2012 of all CMEs analysed in this work. The individual images
represent the observation with the best white-light appearance of the event within the
field of view of COR2 B.



1 Introduction

Coronal Mass Ejections (CMEs) are impulsive eruptions of magnetised plasma originat-
ing from the solar corona. Accelerated to speeds up to a few thousand km s−1 in the case
of extreme events (Webb and Howard, 2012), they propagate through the ambient solar
wind into the interplanetary space and it is commonly believed that, for the majority of
CMEs, the coronal plasma is bound in a magnetic flux rope (FR) structure (Mouschovias
and Poland, 1978; Cremades and Bothmer, 2004; Vourlidas et al., 2013; Marubashi et al.,
2015). Compared to the visible solar surface, the corona is fainter by several orders of
magnitude and without technical aids only observable during a total solar eclipse. The
first detection of a CME was probably made by G. Tempel in Spain during the total eclipse
1860 (Eddy, 1974), although it was not recognised as a solar transient. In order to be inde-
pendent of the rare and short event of a total eclipse, coronagraphs were developed to allow
more extended observations of the corona. It were the observations of the first space-borne
coronagraph on board of the seventh Orbiting Solar Observatory (OSO-7, Tousey 1973)
and the Apollo Telescope Mount (ATM) coronagraph on board Skylab (MacQueen et al.,
1974) that led to the discovery of CMEs in the early 1970s (Hansen et al., 1971). The
younger generation of coronagraphs in the NASA/ESA’s heliophysics space fleet, namely
the Large Angle Spectrometric Coronagraph (LASCO, Brueckner et al. 1995) on board the
Solar and Heliospheric Observatory (SOHO, Domingo, Fleck, and Poland 1995) and the
Sun Earth Connection Coronal and Heliospheric Investigation (SECCHI, Howard et al.
2008) on board the twin spacecrafts Solar Terrestrial Relations Observatory (STEREO,
Davila et al. 1996), made observations with high temporal and spatial resolution available.
Furthermore, with the STEREO spacecrafts simultaneous multi-viewpoint observations of
the Sun were taken for the first time.

Our picture of CMEs changed substantially since their discovery. The SOHO observa-
tions revealed the basic morphology of CMEs and made it feasible to connect CME white-
light observations with their photospheric source regions (SR) (Cremades and Bothmer,
2004). Figure 1.1 shows a sequence of CME observations taken with the SOHO/LASCO
C3 coronagraph. CMEs are optically thin structures that appear in a coronagraph as two
dimensional objects moving in the image plane. Their 3D geometry can be reconstructed
by considering observations taken from different vantage points, which was first possible
with the launch of the STEREO mission. An example of concurrent observations of a
CME taken from different vantage points by the coronagraphs onboard the STEREO and
SOHO spacecraft is shown in Figure 1.2. Thus, previously projected CME properties like
angular width, propagation direction and velocity can be deprojected. Using the 3D CME
quantities allows for advanced analysis and to include details that had to be neglected in
early CME models. One example is the discrepancy between remote and in-situ observed
CME velocities. While the near-Sun speeds range between a few hundred up to a few thou-
sand km s−1 (Webb and Howard, 2012), the corresponding in-situ measurements differ in
the majority of cases only by a few hundred km s−1 from the solar wind speed (Forsyth
et al., 2006). Based on single-viewpoint observations, empirical models explaining this
equalisation of the CME speed to that of the solar wind were developed (Lindsay et al.,
1999; Dal Lago et al., 2004; Gopalswamy et al., 2000). Using multi-viewpoint observation
from STEREO and SOHO, the 3D CME speeds can be determined and used as an input
for this models. The improved data quality made it possible to show that the acceleration
of slow CMEs and the deceleration of fast ones can be explained with the aerodynamic
drag force between CME and the ambient solar wind. This interaction was investigated
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Figure (1.1) CME observation of SOHO/LASCO C3 at April 19, 2012. The observa-
tion times are given in UT. As the CME enters the FOV of C3 in the lower left quadrant of
the individual images, it shows the typical morphology described by Cremades and Both-
mer (2004) further explained in Section 2.2.3. The images were processed and calibrated
as described in Section 4.2.2.

in magneto-hydrodynamic (MHD) simulations (Cargill, 2004), several case studies (Tem-
mer et al., 2011, 2012) and also studies using larger statistical samples (Vršnak et al.,
2013; Sachdeva et al., 2015, 2017). Vršnak et al. (2014) compared observed CME transit
times to the one of extrapolated CME trajectories calculated first by using an analytical
one dimensional model of the drag force and again with an advanced 2.5D MHD model.
They showed that, depending on the solar activity, the 1D aerodynamic drag model is as
accurate as the computationally very expensive MHD simulation. However, the result of
Temmer et al. (2011) reveals a surprisingly low momentum coupling between one of the
fastest ever observed CMEs and the ambient solar wind.

The CME dynamics is influenced by several forces. In the later evolution, the CME
propagation is dominated by the drag force while in the early stages magnetic forces are
responsible for their initiation. Although it is generally accepted that the source of energy
driving a CME must be the coronal magnetic field reconnecting at a critical point and
inducting a Lorentz force (Carmichael, 1964; Sturrock, 1966; Hirayama, 1974; Kopp and
Pneuman, 1976), the exact procedure of the CME initiation has led to a controversial
debate resulting in a wealth of different models. Some models postulate a slowly increas-
ing loss of the equilibrium between the participating forces, others consider a geometrical
instability. The geometric and magnetic properties of CME SRs can be determined by
observations of the lower corona in extreme ultraviolet (EUV) wavelengths and by mag-
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Figure (1.2) CME observation of STEREO SECCHI COR2 B (a), COR2 A (c) and
SOHO LASCO C3 (b) at March 10, 2012 18:54 UT. The simulations multiviewpoint ob-
servation allow the 3D analysis of CME geometry, kinematic properties and the precise
determination of the direction of propagation. The spacecraft longitudes at this date were
around 118◦ clockwise for STEREO B and around 109◦ counterclockwise for STEREO A
in respect to the Earth-Sun observation direction of SOHO in the libration point L1. The
images were processed and calibrated as described in Section 4.2.2.

netograms of the photosphere. The agreement with the flux rope picture was proven in a
number of studies (Bothmer and Schwenn, 1998; Mulligan, Russell, and Luhmann, 1998;
Palmerio et al., 2017, 2018). On the other hand, less analysis has been done whether this
flux rope structure is preserved while propagating into the heliosphere, or if deformations,
deflections and rotation with respect to the solar SR can occur (Bothmer and Mrotzek,
2017; Isavnin, Vourlidas, and Kilpua, 2014).

On its trajectory, Earth-directed CMEs can interact with Earth’s magnetosphere, which
dissipates energy and induces geomagnetic storms. For this reason, CMEs are the major
drivers of disturbances in the magnetosphere (Bothmer and Daglis, 2007). Since the ef-
fects of solar phenomena and their impacts on Earth’s ionos- and magnetosphere became
aware, the question of their solar origins is strongly interlinked with the research field
of solar-terrestrial physics. In addition to vulnerable satellite systems such as the Global
Navigation Satellite Systems, long conductors on the ground can be heavily affected, too.
Power grids, rail networks or pipelines are some of the important parts of the infrastruc-
ture being threatened (Bothmer and Daglis, 2007). By understanding how the initial
conditions, especially the magnetic quantities (i.e. field strength, orientation and stored
energy) of their SR on the solar surface are passed and evolve further into the heliosphere,
an important step to early, pre-eruption, forecasting is made. Calculating the strength of
the single magnetic field components from remote observations is a challenging task that
different space weather groups and institutions all over the world are working on (Riley
et al., 2018; Mays et al., 2018; Verbeke et al., 2018; Verbeke et al.). In order to derive
the earliest possible CME forecast, the understanding in the connection between CME SR
properties and the dynamics of the corresponding CME is of special interest. Projects like
the Advanced Forecast For Ensuring Communications Through Space (AFFECTS)1, the
Flare Likelihood And Region Eruption foreCASTing (FLARECAST)2 or the OPerational

1https://www.affects-fp7.eu/home/ (13.12.19)
2http://flarecast.eu/ (13.12.19)
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Tool for Ionosphere Mapping And Prediction (OPTIMAP) 3 include the scientific results
of the last decades to develop accurate forecasting systems. Science projects systematically
cataloguing and analysing thousands of observed events like the Heliospheric Cataloguing,
Analysis and Techniques Service (HELCATS) 4 are fundamental to provide these results.

In this thesis, an investigation about the kinematics of CMEs, including their dynamics
and geometric properties as well as their corresponding solar SR properties is presented.
The results presented in this work are based on the research, outcomes and techniques
developed within the HELCATS EU FP-7 project. The analysed data comprises remote
sensing observations of a representative set of 21 CME events and measurements of the
magnetic as well as geometric properties of their corresponding solar SR. These events
were selected on the base of specific selection criteria in a time interval from July 2011 to
November 2012 during solar cycle 24 and studied in detail with advanced analysis methods.
In order to measure the 3D CME kinematics, the well established Graduated Cylindrical
Shell model (Thernisien, Howard, and Vourlidas, 2006) was used to reconstruct the CME
FR structure from multi-viewpoint observations from the SOHO and STEREO satellites,
which were separated by 90◦ to 130◦ in the specified time interval. This technique is
applied to observations from EUV imager at a wavelength of 195 Å, white-light corona-
graphs and heliospheric imager. In this way, detailed height-time-profiles ranging from
below 2 R� up to heliospheric distances of ∼ 100 R�, as well as the CME geometries and
CME masses of the individual events are obtained. The corresponding SRs were identi-
fied and analysed using complementary observations of the Solar Dynamics Observatory
(SDO, Pesnell, Thompson, and Chamberlin 2012). EUV images and line of side (LOS)
magnetograms within a time window of ±6 hours around the CME eruption were chosen
to examine the magnetic characteristics of the CME SRs over time using the automated
Solar Magnetic Feature Detection and Tracking for Space Weather Monitoring (SMART)
algorithm developed by Higgins et al. (2011).

The thesis is organised as follows. Chapter 2 Basic Knowledge summarises the funda-
mentals to understand the prime source of solar activity that drives solar phenomena such
as CMEs. After a brief overview about the characteristics, structure and magnetic activ-
ity of the Sun, an introduction of solar activity phenomena and the Sun-Earth-connection
is given. In Chapter 3, Theories and Observations of the CME Evolution, the physical
background of the applied analysis and models is discussed in more detail. This includes
the CME initiation and propagation into the heliosphere, with a focus on the properties of
CME source regions and CME kinematics. The used data-sets and the applied methods
are explained in Chapter 4 Instrumentation, Data and Methods. A summary of the differ-
ent instrument types as well as the space missions from which these data were collected is
included. In Chapter 5 Results and Discussion, the results of this thesis are presented and
critically discussed. Finally the major finding are summarised and an outlook about future
investigations containing the further use of the results is given in Chapter 6 Summary and
Outlook. Supplementary material can be found in the Appendix A.

3https://www.dgfi.tum.de/en/projects/optimap/ (13.12.19)
4https://www.helcats-fp7.eu/ (13.12.19)
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Chapter 2

Basic Knowledge

“Insufficient facts always invite danger.”

Spock (Star Trek)

In this chapter, the fundamentals that are necessary to understand the solar activity
and the related phenomena, which are important for the Sun-Earth connection are

addressed. This phenomena are explained in detail and their dependency on the Sun as
its main source is pointed out. Starting with the basic characteristics of our central star,
the theory of stellar structure and the underlying processes driving the solar dynamo re-
sponsible for the changing activity of the Sun, is discussed.

Cover Figure: Time series of the source region of a CME during its eruption in March
7, 2012. The images are composites of SDO/AIA observations at the wavelengths 171 Å,
211 Å and 304 Å. For more details see Figure 3.2. Courtesy of Miloslav Druckmüller.



2 Basic Knowledge

2.12.1 The Sun

In the history of mankind there are a few archetypes, which can be found in every ancient
culture, presenting commonalities of which men from the past and the present are depend-
ing on. Often they occur from natural forces and were treated as Gods or mystic beings
deciding on the human destiny. Less were more worshipped than our central star as Ra in
the ancient Egypt or Kinich Ahau in the Mayan culture for example. The God gave light
and warmth but soon it was understood, that it is also giving something more important.
By observing the God rising and setting at the sky, measuring time was possible and the
first clock was developed. Series of observations defined a year and with calendar systems
the foundations for the modern agricultural economy, and so for the modern society, were
formed. Today we can still find the first solar observatories, that were so important to
know the right time for sowing and harvesting. One of these is the neolithic Solar Ob-
servatory Goseck (see Figure 2.1), which is even older than Stonehenge or the Sky disk of
Nebra (Bertemes and Meller, 2012). Observatories of this type consist of ramparts and
wooden palisades arranged in rings. Along the palisades gates mark the positions of the
sunrise and sunset at the days of the summer and winter solstice.

Figure (2.1) The reconstruction of the neolithic solar observatory in Goseck, Saxony.
After the archaeological excavation between 2002 and 2004, it was fully reconstructed at
its location of discovery. Originally, the observatory was build in the 5th millennium BC
and consists out of 1675 oak poles surrounded by a circular moat and a rampart (Bertemes
and Meller, 2012). Photograph taken by the author in May 2018.

With our technology we reached to some degree independence of the forces of nature
but by far not of every one. The Sun is one of the factors we have no influence on, affecting
our life day by day. Understanding the driving forces and underlying processes in the Sun
is one of the big tasks in astrophysics. There are still a lot of open questions like the origin
of the coronal heating, which is one of the biggest unsolved problems in stellar astronomy
and astrophysics. Also the solar dynamo, responsible for the activity cycle of the Sun, is
not completely understood. Giving answers to these questions is not only important for
the knowledge about the solar influences on Earth, but it helps us also to study a star in
high detail and to develop our picture of stars in general.

Today’s solar observatories are not anymore comparable with the ancient wooden rings.
Thanks to the invention of the telescope, detailed structures on the solar surface were
discovered. Furthermore, within more than 400 years of observations since Galileo Galilei,
it was shown that the Sun is anything but static. Through the technological progress
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telescopes, became more accurate, spectral ranges beyond the visible spectrum could be
observed and telescopes onboard satellites, which are not affected by Earth’s atmosphere,
were developed. Ground and space based telescopes opened a window for new observation
making measurements of solar quantities possible. In order to investigate an object in
detail, one has to be able to describe it at first before it can be classified and compared.
For this reason it is essential to know fundamental physical characteristics of the Sun.

2.1.1 Basic Characteristics of the Sun 2.1.1
Through a single instability, a giant molecular cloud in the Orion spur of the Milky Way
collapsed under its own gravity around 5 billion years ago. Due to the cooling of dust,
the cloud fall into fragments. Out of one of this fragments, the Sun, and with it our solar
system, was born. This process of star formation can be observed for example in the Great
Orion Nebula (see Figure 2.2) which is one of the several star formation regions in our
Galaxy. This emphasises the fact, that our Sun is, physically seen, one out of billions of

Figure (2.2) Wide-field exposure of a part of the constellation Orion. In the upper
right corner, the Great Orion Nebula (M42) side by side with the Running Man Nebula
(M43) is visible and in the bottom left corner the Flame Nebula (NGC 2024) as well as the
Horsehead Nebula (Barnard 33) are shown. Photograph taken by the author in January
2018, New Zealand.

other ordinary G2 stars. Burning hydrogen to helium the Sun will stay for approximately
another 5 billion years on the main-sequence of the Hertzsprung-Russel diagram before
the hydrogen will run out and the star expands to a red giant.
In order to develop stellar models explaining the observations, the precise knowledge of the
Sun’s basic parameters like mass, size and composition is fundamental. Due to the progress
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Table (2.1) List of fundamental solar parameters together with their values and the
methods used for their determination. For more details see Stix (2004), p.2-9, and Carroll
and Ostlie (2006), p.364.

Quantity Value Method
Distance 1 AU = 149597870(2) km Radar echos and Kepler’s law
Mass 1 M� = 1.9889(3) · 1030 kg Kepler’s law and g

Radius 1 R� = 696342 km Angular diameter and 1 AU
Density ρ = 1.408 g cm−2 1 M� and 1 R�
Surface gravitation g� = 274 m s−2 1 M�, 1 R� and g

Solar constant S = 1367(3) W m−2 Measurements
Luminosity L� = 3.844(10) · 1026 W Solar constant S pyrheliometer

Composition
92.1 % H,

Spectroscopy7.8 % He and
0.1 % Metals

Surface Temperature Teff = 5778(3) K L� and R�

Rotation period
25 d (Equator)

Doppler effect
36 d (Poles)

in technology these parameters have been determined with increasing accuracy within the
last century. Their values and determination methods are summarised in Table 2.1.

2.1.22.1.2 The Solar Structure
By knowing the basic quantities of a star, its interior can be described by principle phys-
ical laws, which constitute the theory of stellar structure. In the solar case, neutrinos
created by nuclear processes are an additional direct observable of the Sun’s core. Similar
to seismology on Earth, helioseismology opens a window to study the internal structure
of the Sun by observing and analysing the properties of oscillations due to propagating
waves.
At the first appearance the Sun is a homogeneous, fully ionised glowing sphere of gas. In
detail, it consists of six regions clearly defined by the dominating type of energy transfer
and basic thermodynamic as well as magnetohydrodynamic parameters. In the follow-
ing, the characterising properties of these regions are pointed out. The complete solar
structure, including the Sun’s atmospheric layers, is illustrated in Figure 2.3.

The Core
As long as the Sun stays on the main-sequence, the core is the only region where
the conditions are reached to ignite thermonuclear fusion. Moreover the mass of
the core defines mainly the time a star remains on the main-sequence. Reaching
a temperature of ∼ 1.5 · 107 K the core extends up to 0.25 R�. Different hydrogen
burning reactions produce the majority of the energy necessary for the equilibrium
between radiation pressure and the Sun’s own gravity. The three proton-proton
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chains contribute together with 98.8% to the total energy output while the CNO
cycle is of subordinate importance in the Sun.

The Radiative Zone
Over the core up to ∼ 0.7 R� lays the radiative zone, where energy is transported
primarily by radiative diffusion. The density drops about two orders of magnitude
along the zone and the temperature falls off to ∼ 2 · 106 K. While core and radiative
zone are spinning as a rigid body, the outer parts rotate differentially. This produces
an interlayer at the upper border of the radiative zone named as the solar tachocline.

The Convection Zone
The tachocline, as transition region between different rotation laws, has strong shear
flows and a thickness of around 0.1 R� (Spiegel and Zahn, 1992). Because the over-
laying region becomes more opaque by not fully ionised metals, the Schwarzschild
criterion for stability is not valid anymore. Instabilities occur and the dominating
energy transport changes from radiation to convection. This fully convective region
reaches up to the solar “surface” at 1 R�.

The Photosphere
A star’s surface is defined by the deepest optical thin region for wavelengths of the
visible light. It is the part of the convection zone in which the gas changes from
completely transparent to completely opaque. The solar photosphere is ∼ 100 km
deep. Besides the hot rising and cooling convection cells, the granules, sunspots and
bright faculae (see Sec. 2.1.3 and Fig. 2.4) can be observed in white light. In the
Hα spectral line, filaments can be observed in the photosphere as dark lines. The
photosphere is the coolest layer of the Sun with temperatures around its effective
temperature Teff = 5778 K.

The Chromosphere
In the solar atmosphere, above the photosphere, the temperature is increasing again
while the density decreases. The chromosphere is 10000 times fainter in brightness
than the solar surface, extends to a height of ∼ 1600 km, and can only be seen
in the visible spectrum during a solar eclipse. Due to emission lines forming in
the chromosphere at temperatures around 104 K (e.g. H, CaII and K) structures
like supergranules and spicules are visible using corresponding filters. Above the
chromosphere the temperature increases rapidly to 106 K within a ∼ 100 km thick
transition layer (Carroll and Ostlie 2006, p. 364-365).

The Corona
The largest part of the solar atmosphere consists of the corona, which is even 100
times fainter than the chromosphere. Contrarily to the self emitting chromosphere
and transition layer, visible light coming from the photosphere is scattered by free
electrons making the corona observable during a total occultation of the solar disk.
Because the corona is not in local thermodynamic equilibrium (LTE) the temper-
ature varies around 2 · 106 K. Extreme ultraviolet (EUV) radiation and X-rays are
emitted from the coronal material at such high temperatures. At the same time
the underlying regions are cooler and fainter in this wavelength regime making the
corona directly observable across the disk. This led to the discovery of coronal holes
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(CHs). The corona is categorised by different types of radiation into the components
K, F and E (Carroll and Ostlie 2006, p. 366-370):

The K(continuum)-corona: The high temperature in the corona leads to two effects
resulting in a continuum radiation. First, the fully ionised material of the
corona scatters the light of the photosphere by Thomson scattering (see Sec.
3.4.1). Secondly, because of the large Doppler shifts the absorption lines from
the photosphere are “washed out”. This continuum is the primarily light source
of the corona from its beginning up to a height of 2.3 R�.

The F(Frauenhofer)-corona: Beyond 2.3 R� scattered light by dust particles is
brighter than the one from free electrons. The dust grains are larger and moving
with less speed which is why the Frauenhofer lines are still observable.

The E(Emission)-corona: Another contribution comes directly from emission lines
by the ionised atoms. All parts of the corona overlap in height but the E-corona
is more than two orders of magnitude fainter than the others.

Depending on the solar activity (see Sec. 2.1.3) shape and expansion of the corona
changes. The quiet corona, where quiet commonly refers to solar regions that are
not active or part of cornal holes, extends more at the solar equator than at the
poles, while the active corona appears in a complex irregular shape.

Figure (2.3) Schematic view of the structure of the Sun. Differential rotation is shown
by black curved arrows, and convection is indicated by white circular arrows. Core and
radiation zone are colored in blue, while tachocylne and convection zone are in yellow and
orange. In the atmospheric layers, different activity phenomena like sunspots, filament
eruptions, flares and CMEs can be seen. The layers of the atmosphere used in this figure
are observations of the Atmospheric Imaging Assembly (AIA, Lemen et al. 2012) onboard
of the SDO spacecraft (see Section 4.1)1(see also Chapter 4).

1https://sdo.gsfc.nasa.gov/ (13.12.19)
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2.1.3 The Solar Activity 2.1.3
Since the first solar observations with an astronomical telescope, over time the picture
of the Sun as a static gaseous sphere was shown to be outdated. Dark regions on the
solar surface, that appeared, disappeared and moved, were discovered. These sunspots
appear usually in groups and consist of a dark umbra surrounded by a brighter penumbra
as shown in Figure 2.4. Using different filters in the EUV at higher altitudes above the
photosphere, they appear as bright areas called active regions (AR) (see although Section
3.1.1), which are accompanied by large loops and complex structures anchored around the
spots. Systematic white light records of sunspots were made by the German astronomer
Samuel Heinrich Schwabe. He discovered a regular pattern in this fluctuations and found
the Schwabe cycle with a period around 11 years (Schwabe, 1844). Wolf (1856) defined
for systematic records the relative sunspot number SSN (today the International Sunspot
Number, Sn) including in its original form the number of sunspots ns, the number of
sunspot groups ng and the scaling coefficient k:

SSN = 10k · (ns + ng). (2.1)

The k factor relies on the observation conditions, telescope aperture and the observers
experience. The latter introduces a subjective valuation. Together with flaws and bias in
the measurements, like the Waldmeier weighting bias (Hathaway, 2015), it was necessary
to apply corrections to the recorded sunspot number (Clette et al. 2014). Although, the
sunspot number is the most prominent activity index, selected radiation observables proved
to track the Sun’s activity, too. The total solar irradiance, EUV emissions and 10.7 cm
Radio flux have the advantage over the sunspot number in that they are disk integrated.
By measuring the intensity of the green corona at the FeXIV 530.3 nm line, the coronal
index presents the activity at higher altitudes (Rybanský, Rušin, and Minarovjech, 2001).
Most of the solar activity indicators follows Poisson statistics (Hathaway, 2015). Figure
2.5 shows the corrected 13-month smoothed monthly total sunspot number starting from
1900 to July 2018, showing solar cycle 14 to 24. The beginning of a new cycle can be seen
by the appearance of a high latitude sunspot having an opposite polarity with respect to
the preceding sunspots. Solar cycle are recorded since the beginning of extensive recording
of sunspots in 1755 (Kane, 2002). Long term variations in the duration and maximum of
the solar cycle indicate overlaying periods from additional cycles. The Gleissberg cycle
with a 80 to 90 year period can also be seen in Figure 2.5 through the variation in the
amplitudes of the 11 year cycle (Gleissberg, 1939). Another cycle in the solar activity with
a period of 210 years, the Suess cycle, was found by reconstructing cosmic ray modulation
leaving its chemical footprints in tree rings and ice cores by variation in the concentration
of 14C and 10B (Suess, 1980).

In the early 20th century, George Ellery Hale measured the magnetic field of sunspots
using spectroscopy, and linked the magnetic activity of the Sun with the solar cycle for
the first time (Hale, 1908). He showed that sunspots are cooler than the surrounding
photosphere, which is an effect of the inhibited convection in a spot by the magnetic
field. In his following work, Hale et al. (1919) found a general behaviour in the latitudinal
appearance as well as in the polarity of the magnetic field in sunspots (see Figure 2.4).
This fundamental observational characteristics are summarised in Spörer’s law, Joy’s law
and Hale’s Polarity laws:

14



2 Basic Knowledge

Figure (2.4) Example of sunspot groups and active regions observed on July 12, 2012
15:00 UT with SDO HMI continuum (a), HMI magnetogram (b), AIA 193 (c) and AIA
94 (d) (see Section 4.1). Granules of the photosphere are visible around the sunspots
consisting of dark umbra and surrounding penumbra. From left to right the active regions
11520, 11519n, 11521 and 11519 are shown.

• Preceding spots appear at lower latitudes and the inclination axis of a sunspot group
with respect to the solar equator is proportional to its latitude.

• The polarity of bipolar groups switches from the preceding/following group.

• Corresponding groups in different hemispheres have opposite polarities.

• Spots of preceding/following cycles switch the polarity sign, too.

By observing the overall polar magnetic field of the Sun, Babcock (1959) noted that it
reverses polarity during the activity maximum, and that its strength is in antiphase with
respect to the sunspot number. Solar activity is therefore an effect of the over time
changing local and especially global solar magnetic field. By reproducing successfully
the general behaviour of the solar cycle, it is widley accepted that the solar magnetic
field is generated by a hydromagnetic dynamo. The basic idea of the solar dynamo is,
that an additional magnetic field is generated by the motion of a conducting fluid in the
presence of an initial magnetic field (Babcock, 1961). As long as the magnetic diffusion by
the energy loss of the plasma resistance is smaller than the induction effect, the dynamo
successfully amplifies the magnetic energy. Dynamo theory is in detail highly complex
but the underlying process to drive a regenerative dynamo cycle is the transformation
from a poloidal magnetic field Bp into a toroidal magnetic field Bt and, very important,
vice versa. There are two main effects responsible for this conversions driving the solar
dynamo, which are explained below in detail and illustrated in Figure 2.6:

The Ω-Effect:
The initial magnetic field in a highly conducting plasma is preserved, which is called
flux-freezing. This leads to a shearing of field lines when the plasma is moving. As
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Figure (2.5) Plot of the international total sunspot number Sn from 1900 until July
2018 showing solar cycles 14 to 24. The monthly mean values are represented in grey and
the corresponding 13 month smoothed data in blue. The Version 2 data set was plotted.
It contains corrections of past inhomogeneities reported by Clette et al. (2014); Clette
and Lefèvre (2016), and is provided by the WDC-SILSO, Royal Observatory of Belgium,
Brussels.2

a consequence, over time, a poloidal field, lying in the Sun’s meridional plane, is
winded up at the equator around the solar rotation axis by differential rotation (see
Fig. 2.6 a-c). It was found by helioseismology that the Ω-effect mainly takes place at
the base of the convection zone in the tachocline (Howe et al., 2000). The converted
toroidal field is twisted by turbulent convection and builds up intense magnetic flux
ropes which rise to the photosphere by the increase of magnetic pressure. Their foot-
points on the surface hinder convection causing a cooling of the plasma and creating
sunspots at higher latitudes.

The α-Effect:
In order to convert Bt back to Bp, Parker (1955) suggested to consider the small-scale
motions of convection cells. The turbulent motion of the solar plasma combined with
the differential rotation results in a helical motion and a poloidal field component,
which has an inverted polarity with respect to the initial one. On a large-scale the
sum of these small-scale meridional fields acts as a large poloidal field (see Fig. 2.6d
to f).

2http://sidc.be/silso/datafiles (13.12.19)
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Figure (2.6) Concept of the solar dynamo models. Internal fields are represented in
blue, while fields over the photosphere are in red. (a) to (c) showing the Ω-effect. The
initial configuration in (a) is a primary poloidal field in the minimum of the solar cycle.
Differential rotation drags the frozen in magnetic field and winds it up (b and c). (c)
Buoyant loops break through the photosphere by increasing magnetic field density and
sunspots are formed. (d) The combination of differential rotation and convection twists
the toroidal field into a helical shape. α-effect and BL-mechanism differ in the scale of
the loops. On the left side of (e), the small scale poloidal fields merging to a global field
(α-effect) are shown. On the right side, the BL-mechanism is shown. The meridonal flow
(black circular arrows) transports the field from spots and active region poleward causing
the overall field to reverse (f). Adapted from Dikpati and Gilman (2007).

An alternative to Parker’s mean-field α-effect is the empiricaly proved Babcock-Leighton
(BL) mechanism.

The BL mechanism:
As the up winding by the Ω-effect continues, additional flux rises and spreads over
the surface by magnetic diffusion and reconfiguration. More sunspots appear at lower
latitudes with stronger twisting and denser magnetic fields until the solar maximum
is reached. The meridional flow transports the magnetic field poleward causing the
overall polar field to reverse (Babcock, 1961; Leighton, 1969).

If this process is completed, the 11 year activity cycle has ended and after another activ-
ity cycle the magnetic field is back to its original configuration. The magnetic cycle lasts
therefore ∼22 years and is called Hale cycle. Although the solar dynamo theory reproduces
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the overall behaviour of the magnetic cycle, it does not include the fine details of small-
scale observations like ephemeral active regions (small bipolar regions with a maximum
total flux of 1020 Mx that generally do not produce sunspots (Harvey and Martin, 1973))
besides active regions. To solve the entire problem, considering the full MHD equations
connected with a complete knowledge of the depth and latitude depending velocity field
of the differential rotation, is required. Furthermore the connection with the heating of
the solar atmosphere, which is believed to be also a problem of magnetic nature, has to be
understood and included. For this reason more effort in figuring out the basic nature of
the involved physical processes is needed, rather than to develop complex computational
intensive models (Bushby and Mason, 2004).

Solar activity takes place on a large range of temporal and spatial scales: starting with
the emitted irradiance of the Sun, including the small structures and sunspots on the
photosphere, up to effects and phenomena based on ejected plasma, which propagates
through the solar system. Latter phenomena are of special interest in the field of space
weather and are presented in the next section.

2.2 Solar Phenomena and the Heliosphere Connection 2.2
As a result of solar activity, magnetic energy is transformed in other forms of energy,
which drive solar phenomena. The latter can be observed as the strong impulsive releases
of radiation, movements of solar plasma and acceleration of particles to relativistic speeds.
Since solar phenomena, correlated in occurrence and strength with the Sun’s activity,
were linked to disturbances of Earth’s electromagnetic environment, it was necessary to
invest efforts into uncovering the full Sun-Earth connection. The entire scope of the
danger originating from major disturbances of Earth’s magnetosphere, which are called
geomagnetic storms, became clear with the Carrington event 1859, when telegraphs were
destroyed and aurora were seen over London (Carrington, 1859). At the latest by the
discovery of the non-empty interplanetary space in the beginning of the spacecraft and
satellite era, these effects were summarised in the term of Space Weather, which defines
all cosmic and solar influences affecting the interplanetary medium, and in particular
the Earth. In the following, the different solar activity phenomena, which represent the
different energy transport forms going out from the Sun, their physical properties and how
they influence the Earth as well as the near-Earth space are explained in more detail.

2.2.1 Solar Flares 2.2.1
Flares are observed as explosive, spatial and temporal limited emission of light in a wide
range of the electromagnetic spectrum, spanning from radio wavelengths to γ-rays for
the strongest flares. An example of a flare observation in different EUV wavelengths can
be seen in Figure 2.7. The first observation of a flare was made by Carrington (1859),
who noticed two bright patches within a sunspot group while observing the Sun. This
sudden energy breakout is triggered by the reconnection of a magnetic field and happens
frequently in active regions. The stored magnetic energy is released in the form of radia-
tion, plasma heating as well as particle acceleration and can exceed 1025 J in the case of
a major event (Bothmer and Daglis 2007, p. 362). Flares are best observed in EUV and
X-ray wavelenghts because of the high contrast to the dark photosphere and the heating
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Table (2.2) List of flare types and GOES classification of X-ray flares with some basic
parameters (Aschwanden et al., 2000).

Type Class
Peak Flux Spectral Energy Length

[W m−2] regime [J] [Mm]
Nanoflare EUV 1017-1020 2-20
Microflare EUV, SXR 1020-1023 5-50

(Milli)Flare



A < 10−7 
EUV, SXR, HXR

B 10−7-10−6

C 10−6-10−5 1023-1026 10-100
M 10−5-10−4

X > 10−4

of the atmospheric solar plasma by reconnection, as it can be seen in the Figures 2.3 and
2.4.
Because flare properties cover several orders of magnitude their dynamic range is cate-
gorised first by the observable spectral regime and energy dividing them into nano- (EUV),
micro- (Soft X-rays, SXR) and milliflares (or simply flares, Hard X-rays, HXR), while nano-
and microflares can also be observed outside of active regions. Details about the different
types are listed in Table 2.2. Since the high temperature of the corona became aware, a
great debate was started about the heating mechanisms acting in it. Since Parker (1983)
introduced them, nanoflares are contentious discussed as part of the puzzle (Aschwanden
et al., 2000; Bingert and Peter, 2013; Kirichenko and Bogachev, 2017). However, their low
intensity compared to the background makes detailed analysis challenging. A more pre-
cise classification system, which is based on the peak flux from 1 to 8 Å measurements by
the Geostationary Operational Environmental Satellite (GOES, Baker and Savides 1975)
system near Earth, is used for flares. The categories, listed in Table 2.2, are scaled loga-
rithmically and can be subdivided into 9 linear subclasses.

In contrast to other activity related phenomena, the flare occurrence does not follow
Poisson statistics, which is pointed out by considering only the more energetic events that
fluctuate stronger and differ from the sunspot number (Temmer, 2010). High energetic
hard X-ray flares seem to appear with a lag of several years according to the solar max-
imum, and show a variation period of 22 years indicating a close connection to dynamo
processes in the solar interior (Cowling, 1945; Hudson, 2007; Temmer, 2010). The devia-
tion from the Schwabe cycle allows the conclusion of a nonlinear response between flare
occurrence and free magnetic energy (Aschwanden, 2005).

There are several models describing the flare process, which distinguish in principle only
in the nature of the driving mechanism and its geometry leading to the magnetic reconnec-
tion. Possible drivers are prominences, filaments or plasmoids above the reconnection site
or changes in the magnetic configuration under the reconnection site like photospheric
emergence (Aschwanden 2005, p.449). Different models are explained more detailed in
Section 2.2.3. All models preceed in three phases. After the magnetic structure was long
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Figure (2.7) Example of a flare observation from SDO/AIA in different EUV wave-
lengths on September 6, 2011 22:26 UT. The individual channels, which indicate the
central wavelength of the used filter in units of Ångström, are annotated in the image.

enough stable building up a significant amount of magnetic energy, in the preflare phase,
the driver moves the system slowly out of equilibrium by a weak instability. The streched
and sheared field starts to reconnect in the following onset phase. Energy is released
impulsively speeding up the driving process. Continuous reconnection releases more and
more energy creating at their footpoints along the field lines hot X-ray loops. Finally,
the field closes down until the magnetic energy is decomposed and a new equilibrium is
reached. The HXR and SXR emissions in the flare-time-profile peak shifted to each other
with a delay of the SXR maximum to the HXR maximum constituted in the different
physical processes the radiation is emitted. While in the impulsive HXR phase, the radi-
ation is emitted by electrons accelerated to high energies up to ∼ 1MeV, in the gradual
SXR phase, the photons are emitted by thermal bremsstrahlung.

Strong X-ray flares can cause high-frequency radio blackouts lasting for minutes to
hours. Because of their ionising radiation they produce disturbances in the total electron
content (TEC) altering the Earth’s ionosphere. High frequency signal transmissions with
satellites, or the utilisation of reflections from the ionosphere are affected, and can be
disrupted leading, in the worst case, to the loss of a satellite. A recently prominent
event was the 4th of November 2015 radio flare. It reached more than 50000 SFU at GHz
frequencies, and led to a blackout of about two hours of the majority of southern swedish
aviation radar systems (Opgenoorth et al., 2016). No warnings by safety systems were
made because the unusall strong radio emission came from an intermediate M3.7 flare.
This event demonstrates not only the vulnerability of technology by space weather effects,
but even the gaps in our understanding of it. Radio communication, navigation and
radar systems become parts of the infrastructure that modern society is highly depending
on. For this reason the German project OPTIMAP (Operational Tool for Ionosphere
Mapping and Prediction) was founded by the German Space Situation Awarenes Centre
to develop a service providing maps and forecasts of the ionosphere corrected by solar
effects. Within this project we were able to lay the foundations not only to forecast
ionospheric disturbances but also to take them into account for corrections.
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2.2.22.2.2 The Solar Wind
Even before the launch of the first satellites equipped with instruments able to measure
the enviromental conditions of space, the solar wind nature was predicted in the work of
Biermann (1951) and Parker (1959), denoting it corpuscular. As a continuous stream of
ionised particles, mainly hydrogen and helium, the solar wind carries solar mass into space
with a rate of 109 kg s−1, which is four times smaller than the one by nuclear fusion (Lang
2009, p. 67). Biermann noted by observing comets, that their ion tails point always ra-
dially away from the Sun, indicating like giant interplanetary weather vanes the direction
of the solar wind. In fact, Nisticò et al. (2018) showed recently, that the oscillations of
cometary tails can be explained by vortex shedding similar to vanes making it possible to
determine local plasma properties of the ambient solar wind. The solar wind quantities
can be measured in composition, velocity, magnetic field strength and direction, density
and temperature by in-situ instruments. Furthermore, the solar wind maintains pressure
versus the interstellar medium and builds up a bubble, the so-called heliosphere, which
defines the region of space dominated by the Sun. It turned out, that there are two types
of solar winds, mainly distinct by their speeds. The slow wind has a typical speed under
450 km s−1, and the question about its origin is still not completely solved (Bothmer and
Daglis 2007, p. 39). Nevertheless, several authors suggested about possible source regions.
Open magnetic field lines near the boundaries of CHs (Wang and Sheeley, 1990), transient
plasma blobs ejected from helmet streamers (Wang et al., 1998), outflows around active
regions (Vanninathan et al., 2015) or jets created by coronal bright points (Subramanian,
Madjarska, and Doyle, 2010). However, the strong variability of the slow solar wind does
not allow to determine the effective source region (Kilpua et al., 2016).

In the case of the fast solar wind, moving with speeds over 450 km s−1 up to ∼ 800 km s−1

(Bothmer and Daglis 2007, p. 39), the situation is different. In-situ measurements over
multiple Carrington rotations reveal a systematic change in the solar wind speeds repeat-
ing every ∼ 27 days. Combined with X-ray imaging of the Sun, the origin of the fast
wind was identified to be in CHs extending to the central meridian rotating with the Sun.
In general, the ions in the solar atmosphere have to be take up additional kinetic energy
to be ejected as solar wind, because the escape velocity of 617 km s−1 (Lang 2009, p. 63)
exceeds the thermal velocity of the particles (222 km s−1 for a hydrogen atom at a tem-
perature of 2 · 106 K, Lang 2009, p. 64). Thus the solar wind speed depends highly on
the expansion factor of open magnetic field lines. Besides the speed, the two states of the
solar wind differ slightly in abundance and temperatures, while the proton density differs
by a factor of ∼ 3.6 (Schwenn and Marsch, 1990). The slow solar wind is more dense, but
compared to the fast one, the proton flux is nearly the same in both. Recent results from
Eduardo et al. reveal evidence for a possible third component, a very slow solar wind with
speeds < 300 km s−1 coming from polar CHs. To clarify this indication, further studies
are necessary. The averaged values of the bimodal solar wind are summarised in Tab. 2.3.

On its way to the outer edge of the solar system, the solar wind carries the magnetic field
of the Sun with it through flux freezing and builds up the interplanetary medium (IPM)
with its interplanetary magnetic field (IMF). Since the Sun rotates, the IMF shapes a
structure not in radial lines away from the Sun, but reminiscent of an Archimedian spiral,
namely the Parker spiral illustrated in Figure 2.8. Between the two magnetic hemispheres
the heliospheric current sheet (HCM) lies as a magnetic neutral layer enclosed by the open
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magnetic field lines in the solar wind and directed in- and outward of the Sun. The Sun’s
dipole axis is tilted with respect to the rotation axis of about ∼ 12◦ leading to an up and
down wobbling of the HCM while the Sun rotates, which is called the ballerina model,
according to the skirt of a spinning ballerina.
The Ulysses spacecraft took in-situ measurements nearly orthogonal to the ecliptic plane

Figure (2.8) Schematic view of the Sun-Earth interactions through the solar wind.
The Sun’s magnetic field is carried out by open magnetic field lines in the bimodal solar
wind having a fast (yellow region) and slow (orange region) components. Since the Sun
is rotating the fieldlines shape in the so-called Parker spiral. The HCM (green) divides
positive (dark blue) and negative (red) polarities of the IMF. By the continous particle
stream of the solar wind, the Earth’s magnetosphere (light blue) is compressed on the
dayside and pulled apart on the nightside. After Bothmer and Daglis (2007).

and showed that the distribution and variation of the solar wind follows the Schwabe cycle
(McComas et al., 1998b). During solar minimum, the slow solar wind is concentrated in a
belt ±20◦ in latitude around the heliographic equator, while the fast solar wind dominates
the heliosphere and is measured at intermediate heliolatitudes up to the regions of the
solar poles (Bothmer and Daglis 2007, p. 40). The IMF represents at this time the solar
dipole field having almost exclusively one polarity prevailing per hemisphere. More com-
plex magnetic fields evolve in the solar atmosphere with the cycle going to the maximum
and no predominance in the individual hemispheres regarding the polarity can be observed
any more. Furthermore, the structure of the velocity distribution becomes more and more
disordered.

In order to determine the radial dependency of the solar wind velocity, density and
magnetic field, several investigations were made showing discrepancies between theory
and measurements. Scintillations in extragalactic radio source observations, generated
by the moving inhomogeneous solar wind, like the interference in Earth’s atmosphere
by convecting air bubbles, causing the stars to twinkle, gave not only the first hints of
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the bimodal nature of the solar wind but made also velocity measurements of the solar
wind outside of the ecliptic plane possible (Rickett and Coles, 1980, 1991). Direct in-
situ observations were made with the two Helios spacecrafts, whose heliocentric distance
ranged from 0.31 to 0.98 AU for Helios 1, and 0.29 to 0.98 AU for Helios 2, respectively
(Rosenbauer et al., 1977). Sheeley et al. (1997) derived the solar wind speed in a range
of 2-30 R� with coronagraph white-light observations of prominent features during solar
minimum. By neglecting projection effects and fitting only in the plane of sky they found
the wind speed w(r) to be:

wShe(r) =
√
v2
a

(
1− e−(r−r1)/ra

)
, (2.2)

in the case of an asymptotic speed va = 418.7 km s−1 when r− r1 >> ra with r1 = 4.5 R�
and ra = 15.2 R�. Analysing 11 type III radio bursts (see Sec. 2.2.3) observed with
the radio experiment WAVES onboard the WIND satellite in the declining phase of solar
cycle 22, Leblanc, Dulk, and Bougeret (1998) were able to determine a distance dependent
model on the number density of free electrons starting at heights of 1.8 R� in the corona up
to 1 AU. By assuming that proton and electron densities are essentially equal in the solar
wind and adding a normalisation factor, ensuring that the model matches the averaged
number density measured near Earth in times of the solar minimum (7.2 cm−3), the model
is given by

nLeb
w (r) = n(r = 1 AU)

7.2

(
k1
r2 + k2

r4 + k3
r6

)
[cm−3]. (2.3)

Equation 2.3 represents the average proton number density of the solar wind nw(r) with
the coefficients k1 = 3.3 · 105, k2 = 4.1 · 106, k3 = 8 · 107 and r is in R�. By assuming flux
conservation, the solar wind speed can be expressed with:

wLeb(r) = w(r = 1 AU)
(

1 + k4
k2r2 + k6

k2r4

)−1
, (2.4)

in which the simplification of w(r = ∞) = lim
r→∞

w(r) = const. = w(r = 1 AU) for the
asymptotic solar wind speed w(r = ∞) was used. Future and ongoing missions, like
the NASA’s latest addition to the heliosphysics space fleet, Parker Solar Prope (PSP)
(Fox et al., 2016) (launched on the 12th of August 2018), which will reach in its closest
perihelion a minimum distance of 9.86 R� being the satellite flying closer to the Sun than
ever before, and ESA’s Solar Orbiter (Müller et al., 2013) with an orbit inclination between
25◦ and 36◦ (depending on the exact launch date) will provide the next generation of in-
situ measurements. In order to predict the solar wind characteristics at PSP’s perihelia,
Venzmer and Bothmer (2018) determined an empirical model for the inner heliosphere
including solar activity based on the OMNI2 dataset (King and Papitashvili, 2005), which
is a combination of near Earth in-situ measurements of different satellite missions since
1963. Furthermore, the calculated frequency distributions distinguish between the fast
and slow states of the solar wind. The extrapolation down to the low distances of the PSP
perihelion in the corona is performed by the use of Helios data, and the obtained power
laws for number density and velocity are

nVen
w (r) = n(r = 1 AU) · r2.093, (2.5)

wVen(r) = w(r = 1 AU) · r0.058. (2.6)
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Table (2.3) List of basic solar wind parameters measured with the Helios 1 and 2
spacecraft (Rosenbauer et al., 1977). The proton flow speed vp is given as range while
density np, total magnetic field strength |B| proton and electron temperature Tp and Te
are given as averaged and normalised values at a distance of 1 AU using a 1/r2 law (Schwenn
and Marsch 1990 and Bothmer and Daglis 2007, p.39).

Type
vp np |B| Tp, THe, Te Abundance

in [km/s] in [1/cm3] in [nT] in [104K] H, He, Metals
slow >300 to ∼450 8.3 ∼4 3.4, 17, 13 ∼94%,∼4%, ∼2%
fast >450 to ∼800 2.7 ∼5 23, 73, 10 ∼95%,∼5%, <1%

Also the distribution of magnitude and orientation of the magnetic field transported by
the solar wind, as well as its electric field, are of great interest. Since our planet generates
a magnetic field too, the interaction between this three fields is known as goemagnetic
activity. The IPM drives a complex system of currents in Earth’s iono- and magne-
tosphere, whose main components are the polar auroral electrojets and the equatorial
magnetospheric ring current. While the electrojet currents consist mainly of free electrons
moving in the auroral oval along the magnetic field lines with ∼ 106 A into the ionosphere,
the ring current is formed by trapped ions coming from injections of the ionosphere and the
solar wind (Daglis et al.; Bothmer and Daglis 2007, p. 40-42). Variations in the particle
flux of the solar wind cause the magnetosphere to respond, the currents move up and
down until flow pressure and magnetic pressure are balanced again. This process happens
frequently due to the high variability of the solar wind and ensures, that by the never off
breaking particle flux, a constant compression on the dayside magnetosphere, while the
night-side shapes a long tail. If IMF and Earth’s magnetosphere are orientated antiparallel,
reconnection happens not ony in the dayside, but also in the night-side magnetosphere
accelerating trapped ions and electrons from the tail to the poles. Strong events with high
velocities or strong antiparallel magnetic field (−Bz) induce the electric field E = v ×Bz
and drive geomagnetic storms. The induced currents act in the whole magnetosphere
down to the ground, and interact with every long artificial conductor like power grids,
pipelines and rails. Especially in power grids, the additional high voltage induced from
a geomagnetic storm can lead to an overloading of transformers. The most prominent
example for such an event was the storm in March 1989 causing the Quebec blackout in
Canada (Lang 2009, p.339-340).
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2.2.32.2.3 Coronal Mass Ejections
Solar flares are often, but not always, accompanied by the ejection of coronal plasma
bound in large magnetic structures, the so-called coronal mass ejections. Containing
masses around 1011− 1013 kg (Vourlidas et al., 2010) and propagating with speeds from a
few tens to more than 2500 km s−1 (Webb and Howard, 2012) into the heliosphere, CMEs
show enormous lateral expansions. While most of the ejected solar plasma originates from
the low corona, cooler and denser material coming from prominences having their seeds in
the photosphere and chromosphere were also observed (Burlaga et al., 1998). Often they
come along with filament eruptions (FEs, see Section 3.1.2), post eruptive arcades (PEAs,
see Section 3.1.1), shocks or particle events (see below) implying relations in the deeper
physical processes (Webb and Hundhausen, 1987). Observations of the two STEREO
spacecrafts of CMEs from different viewpoint are shown in Figure 2.9. The structure of
CME 1 includes a bright filament, while CME 2 appears diffuse. The averaged CME
frequency varies like other activity related phenomena in amplitude and phase with the
solar cycle from 1 d−1 in solar minimum to 5 d−1 at solar maximum, and shows the same
two maxima developments as the sunspot number (Gopalswamy et al., 2005, 2006). Like
the solar flare occurance, the CME frequency is shifted compared to the solar cycle but
only by months and not years.

Figure (2.9) Observations of the SECCHI/COR2 coronagraphs onbord the STEREO
A (right) and B (left) spacecraft. The images were taken on November 9, 2011 14:54 UT,
and show two CMEs. Data provided by NASA and processed with IDL Solarsoft (see
Chapter 4.2.2).

Earth-directed CMEs are the most geoeffective solar phenomena (Bothmer and Zhukov,
2007; Baker et al., 2008). Based on their high speeds combined with strong magnetic fields,
which they transport with them, they are leading to distortions in Earth’s magnetosphere
as already discussed in Section 2.2.2. CMEs do not emit radiation by themselves but are
visible through Thomson scattering (see Section 3.4.1) of sunlight by free electrons as it is
also the case for coronal material. Using coronagraphs (further explained in Chapter 4.1.4)
blocking the light of the photosphere and applying background substraction techniques
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Table 2.4. Comparsion of different CME catalogues. Widths in the COR2 and
KINCAT catalogues are the GCS angular widths ωFO (see Sec. 3.4.2). The Multi-
viewpoint Coronal Mass Ejection Catalog (MVC) is divided into events observed with
the STEREO spacecrafts A and B (see Sec. 4.1.1). It is important to note, that the
large differences between the LASCO and the KINCAT catalogues originate from
the different selection criteria. While the LASCO data are means of every in C2 or
C3 detected CME, the KINCAT events were selected to be the brightest and best
analysable events of the COR2 catalogue.

Catalogue LASCOa COR2b KINCATc MVC-Ad MVC-Bd

# of Events >10000 243 122 1101 646
Speed [km/s] 489 553 629 427 496
Width [◦] 47 89 93 50 47
Mass [1015 g] 1.3 13
kin. Energy [1023 J] 2.0 69

a Speed: Webb and Howard (2012), mass and kin. energy: Vourlidas et al. (2010, 2011).
b Bosman et al. (2012)
c Pluta et al. (2018)
d Vourlidas et al. (2017)

in order to remove the bright scatterd light of the corona, the much fainter CMEs are
detectable in white-light images. Owning to the fact of their faint coronal signatures and
the appropriated high technical effort necessary to observe them, CMEs were discovered
lately compared to other solar phenomena. The first observations of CMEs were made
with space borne coronagraphs onboard the OSO-7 and Skylab covering solar heights of
2.8 − 10 R� (Koomen et al., 1975) and 1.5 − 6 R� (MacQueen et al., 1980) in the early
1970s (Tousey, 1973; Tousey, Howard, and Koomen, 1974; Gosling et al., 1974).

Enhanced space borne and ground based instruments were developed over time to mea-
sure the basic characteristics of CMEs. Analogue to star surveys, event catalogues of
identified and measured CMEs were produced (e.g. the HELCATS catalogues3, for more
details see Chapter 4). In Table 2.4 some example catalogues, differing in the usage of
viewpoints as well as selection and identification criteria, with their averaged CME prop-
erties are listed. For a long time, coronagraphs were positioned along the Sun-Earth
connection line, more precise in an Earth orbit or in L1, allowing only observations from
one perspective and analysis in the plane of sky (POS), which represents the image plane
orthogonal to the observer line. As consequence one important parameter for characteri-
sation is the CMEs angular width in the POS, also sometimes referred as position angle
range ∆pa. CMEs spanning a wide angular range around the solar disk appear larger by
perspective because their component along the observer line is larger. These events are
called partial halo CMEs if they have a ∆pa > 120◦ (e.g. in Figure 2.9) and full halo (or
simply halo) events if they envelope the full solar disk.

3https://www.helcats-fp7.eu/products.html (13.12.19)
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The determined kinematic quantities and masses span a range over 2-3 orders of magni-
tudes while the angular widths of the ejection can exceed by factors between 3 and 10 the
width of the corresponding active region on the solar disk (Vourlidas et al., 2002; Yashiro
et al., 2004). The general morphology of a CME is described by the classical ”three-part“
structure, visible in Figure 2.9 (Low, 1996; Cremades and Bothmer, 2004). It is formed of
a bright leading front curved in a loop, whose footpoints are anchored at the solar surface,
followed by a dark cavity, which encloses a bright core containing prominence material
(Fisher and Poland, 1981; Illing and Hundhausen, 1985). This structure is explained in
terms of a magnetic FR, sketched in Figure 2.10, depending on the SR polarity orientation,
as well as the hemispheric helicity (Bothmer and Schwenn, 1998). Since Riley et al. (2008)
showed in MHD simulations the belonging of the FR to the dark cavity, the bright front
is interpreted as mass compression of the ambient material ahead of the FR. This picture
was further confirmed by the findings of Vourlidas et al. (2013) and Vourlidas (2014).
Despite the majority of CMEs having a FR structure, there are some exceptions observed
with much more complex and distorted geometries. Deforming and disturbing factors
are for example: pre-existing coronal streamers at lower heights or coronal holes, and, at
larger distances, the interaction with the ambient solar wind. Furthermore, Bothmer and
Mrotzek (2017) showed that the overall 3D configuration depends on the geometry and
complexity of the corresponding active region, whose substructures expand with the CME
as well.

Single viewpoint observations are strongly affected by projection effects in the POS of
the imaging instrument, having significant influence on the CME appearance in a coron-
agraph and, on a account of this, on the determined kinematics (Cremades and Bothmer,
2004). This uncertainty due to a single perspective led to misconceived results in past
studies, which was reduced only after multi-viewpoint observations have been made avail-
able (see Chapter 4). CMEs observed in the heliosphere with solar distances of &50 R�
are called interplanetary coronal mass ejections (ICMEs) for historical reason. By their
passage of satellites having in-situ instruments onboard, important ICME parameters com-
plementaring white-light observations can be measured. An ICME in-situ signature, as
illustrated in Figure 2.10, contains, if it is super sonic, an interplanetary shock in front
of a sheath region followed by a magnetic cloud (MC) (Burlaga et al., 1981; Goldstein,
1983). MC measured at 1 AU have been identified as the CME’s FR (Bothmer, 2003) and
are identified in in-situ data by the following criteria:

• The direction of the magnetic field rotates by a large angle in a time range of one
day parallel to a plane.

• The average magnetic field in the time range of the rotation is stronger than the
average field of the solar wind.

• The average temperature in the time range of the rotation is lower than the average
temperature of the solar wind.

Shock and sheath region can be separated from the solar wind by the abrupt rise in density,
velocity and absolute strength of the magnetic field followed by strong fluctuations of
B representing the compressed plasma. The clarity of the magnetic FR topology may
depends on the track of the instrument through the expanded ICME moving past it. In
a perfect hit close to the ICME’s core as can be seen by the trajectory of spacecraft S/C1
in Figure 2.10, the magnetic field will rotate according to the helical nature of the FR
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Figure (2.10) Schematic view of the structure of an ICME. On the right, a FR-
ICME with shock and prominence is illustrated. On the left, the corresponding in-situ
measurements (OMNI 1ṁin data provided by Goddard Space Flight Center4of an Earth-
directed event in March 2012 were taken) containing the magnetic field components, speed
and temperature are plotted. Two spacecraft trajectories, S/C1 and S/C2, are marked by
the black solid lines. The plotted in-situ measurements corresponds to the trajectory of
S/C2. Other possible occurring space weather effects associated with CMEs are included.
After Zurbuchen and Richardson (2006).

while at the same time the flow speed constantly decreases. A hit at the flanks or legs
(S/C2) is followed by a long lasting detection of a more constant magnetic field (Marubashi
et al., 2015). However, other plasma parameters are used to indicate the measurement
of an ICME. In general, enhanced abundances of metals and helium compared to the
solar wind as well as low proton and electron temperatures are observed in-situ with some
ICMEs (Richardson and Cane, 2010). As a consequence of the FR configuration, counter
streaming electron beams measured parallel and anti-parallel to the magnetic field of an
ICME, flow along the closed field lines connected with the Sun (see Figure 2.10).
White-light observations as well as in-situ measurements confirm the FR nature of CMEs
(Vourlidas et al., 2013). Therefore it is logical to assume also a eruption model including
magnetic FRs. However, the connection between solar source regions, which provides the
magnetic field, and the CME kinematics is a problem, that disadvantages by the lack of
observations in the early stages of CMEs in which the magnetic energy is transformed.
Nevertheless different trigger mechanisms were developed over time. They are discussed
together with the solar source region properties of CMEs and their kinematics in more
detail in Chapter 3.

4https://cdaweb.sci.gsfc.nasa.gov/index.html/ (13.12.19)
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2.2.42.2.4 Solar Energetic Particles
Besides cosmic rays, the Sun is also a source of high energetic particles, which are related
with CME and flare events. While cosmic rays rain isotropically down to Earth, solar
energetic particles (SEPs) travel along the field lines of the IMF. SEPs are in general not
as energetic as their cosmic counterparts, but their flux is several orders of magnitude
larger. The composition of SEPs reflects that of the solar wind, an consists mainly of
protons, electrons, helium and few heavy ions up to iron, but in contrast they move with
near-relativistic speeds responsible for their high energies. Depending on the nature of the
accelerating process, protons and electrons can reach energies of up to 20 GeV respectively
100 MeV (Lang 2009, p. 345-346). SEP events are categorised by their temporal energy
profile, based on their acceleration sites and basic composition, into gradual and impulsive
events. Their basic characteristics are compiled in Table 2.5.
Impulsive SEP events are associated with short lasting impulsive flares on the scale of
minutes, while gradual events follow long duration soft X-ray emissions and are, in the
majority of cases, accompanied by fast CMEs. Both classes are linked with different types
of radio bursts, which are characterised by the drift frequency of radio emissions (see
Wild, Smerd, and Weiss 1963). Type III radio bursts, created by electron beams with
energies of 1− 100 keV (Howard, 2011) propagate from reconnection sites of flares rapidly
along open magnetic field lines into the slower electrons ahead of the IPM (Wild, 1950).
They are short-lived phenomena spanning a frequency range of 10 kHz to 1 GHz, and are
linked to impulsive events (Reid and Ratcliffe, 2014). Gradual events are accelerated by
shockwaves, and occur with Type II bursts emitted near the electron plasma frequency by
accelerated electrons driving Langmuir waves (Cairns et al., 2003). Main source for shock-
waves near the Sun are super-Alfvénic CMEs propagating faster than the ambient solar
wind. During solar maxima impulsive events occur with a rate of ∼ 1000 a−1, and are thus
10 times more frequently than gradual events (Bothmer and Daglis 2007, p. 144). SEPs
have not necessarily to originate directly from the solar atmosphere but it is also possible

Table (2.5) Observational properties of impulsive and gradual SEP events. Adapted
from Gosling (1993) and Reames, Kahler, and Ng (1997).

Impulsive events Gradual events
Acceleration site Flares Shocks
X-Ray Observations Hard Soft
X-Ray duration Minutes Hours
Radio bursts Type III (V) Type II (IV)
Events linked with CMEs 96%
Rate [a−1] 1000 100
Duration of SEP event Hours Days

Abundance


Particles Electron-rich Proton-rich
He/He ∼ 1 ∼ 0.0005
Fe/O ∼ 1 ∼ 0.1
H/He ∼ 10 ∼ 100
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that particles of the IPM can be accelerated by the electric field generated between fast
and slow solar wind streams in co-rotating interaction regions (CIRs) (Aschwanden 2005,
p. 736). Further outward in the heliosphere, shocks driven by CIRs can also accelerate
particles (Barnes and Simpson, 1976).

SEPs pose to be a major threat to humans. In unprotected environments, outside the
terrestrial magnetosphere, the radiation dose of a strong event exceeds limiting values, not
only causing serious health hazards but also, in the worst case, beeing deadly. In a space
exploration age in which manned missions to Mars, or even further away, are becoming of
interest to the society, SEPs are of increasingly relevance. Even if the magnetosphere is
protecting us, high energy protons with > 1 GeV are able to spiral down the magnetosphere
and to produce secondary particles, which are able to reach ground level. Lower energy
protons penetrate the atmosphere in polar regions down to altitudes of air routes and
increase the radiation received by airplane crews and passengers (Lang 2009, p.364). Also
scientific imagers in space are affected by particle showers making them blind for hours if
SEPs hit the detectors and over-saturate the pixels.

2.3 Summary 2.3
This chapter has presented in parts which role the Sun played in our history. Understand-
ing the mechanisms driving the solar activity is not only important to satisfy our curiosity,
but also for better knowledge about the Sun-Earth connection. In more than 400 years
of telescope-based observations, a lot of discoveries were made, and the Sun lost some of
its myths. The different space weather phenomena interact on a wide range with Earth’s
environment, affecting space missions and life on Earth. While the discussed phenomena
and their connections to each other are summarised in Figure 2.10, Table 2.6 concludes
their impacts and transit times (TT ) from the Sun to a distance of 1 AU. Since the TT of
solar flares and SEPs are in the range of minutes, they do already arrive at Earth when
they are detected. Therefore, forecasting and warning of them is very difficult, or nearly
impossible. Dealing with non-relativistic speeds and consequently TT within days, allow
for a different treatment of CMEs and solar wind observations.

Table (2.6) Comparison of the properties and transit times to Earth’s orbit for different
activity phenomena and their space weather impacts.

v [km s−1] Frequency TT Impact
Solar Wind 300-800 continuous 3-5 d Interaction with Earth’s Magne-

tosphere. Geomagnetic storms.
Flares c 1-20 d−1 5-8 min Ionising radiation and radio

blackouts.
CMEs 20-2500 1-5 d−1 12 h-4 d Geomagnetic storms.
SEPs ∼ 0.8c 100-1000 a−1 20-30 min Radiation hazard. Damage on

electronics.
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Chapter 3

Theories and Observations of
the CME Evolution

“My young friend, I wish that science would intoxicate you as much as our good
Göttingen beer.”

Carl F. Gauss

In order to analyse the kinematic properties of a CME, the knowledge about its source,
the driving forces and the influences of the ambient medium, where the CME propa-

gates through, is fundamental. In this chapter, the connection between the CME source
region and the CME parameters describing its kinematics, are pointed out. Beginning
with the characteristics of active regions and activity phenomena accompanying a CME
event, the early stages of a CME including the theoretical triggering mechanisms are intro-
duced and explained in more detail. The discussion focuses on the theoretical background
needed for the data analysis of this work. This includes CME SR properties, propagation
models, namely the torus instability model and the aerodynamic drag model that describe
the CME trajectory close to the Sun and throughout the heliosphere. Finally, the the-
oretical basics, needed for the observation of CMEs and to measure their characteristics
are described.

Cover Figure: Time series of STEREO SECCHI/EUVI 195 B observations at a wave-
length of 195 Å of event #1 (see Table 4.2. The modelled GCS fit is shown by the blue
grid.



3 Theories and Observations of the CME Evolution

3.13.1 CME Source Regions

By observing CMEs with coronagraphs, whose occulters cover the lower solar atmospheres,
its initiation and the exact location of the solar source region can not be identified with
them. However, according to the observed CME orientation in space and its projection
onto the solar surface, it is generally believed that CMEs originate from bipolar and also
more complex magentic configuration onto the photosphere. Locating the exact photo-
spheric source regions of CMEs is a non-trivial problem for several reasons. First of all, it is
a problem of temporal-, spatial- and spectral scales. While the photospheric magnetic field
changes on timescales of several hours, the CME’s initial acceleration phase takes place
over a timescale of minutes up to ∼ 1 h (Subramanian and Dere, 2001). For the majority
of CMEs, the acceleration phase occurs within the first 2 R� (Webb and Howard, 2012).
The impulsive release of the magnetic energy results in a fast expansion of the atmospheric
structures, requiring observations at high temporal cadence and covering a large field of
view (FOV), which is from the practical and technical part hard to realise. In order to
trace the whole process, from the formation of the CME’s FR to its eruption, observations
in several EUV wavelengths have to be compared with coronagraphic white-light images
to identify same features of the erupting structure. Often this is not possible, mainly
because of the faint CME features compared to the Sun’s bright atmosphere. Although,
the exact 3D shape and orientation of a CME is often not unambiguously determinable.
If multi-viewpoint observations are available, the separation angle of the observers has
to be large enough to get additional 3D information and to minimise projection effects.
Furthermore, the observed heliospheric coordinates of the CME’s apex are not strictly
constant during its propagation within the FOV of the coronagraph. Deflection of a CME
can already start within the first solar radii leading to a false projection in longitude and
latitude back onto the solar surface.

The CME onset must include a runaway process moving the magnetic structure, that
will become the CME, out of equilibrium with the overlying and surrounding field. In
most theoretical models this is done by magnetic reconnection, which releases 1032 ergs
(Forbes et al., 2006). As mentioned in the previous chapter, CME eruptions are accom-
panied by other forms of solar activity able to remove the free magnetic energy out of the
system. The predominant energy release is of mechanical nature caused by the accelera-
tion of the CME and a probably expanding filament. Around half of the energy release
by reconnection is transformed into kinetic energy (Forbes et al., 2006). Other forms
are electromagnetic emission in a broad wavelength range by flares or the acceleration
of SEPs, as well as the reconfiguration of the magnetic field visible through PEAs. All
these effects are closely linked with the CMEs and provide additional information about
the source regions and the magnetic processes driving the eruption. Several studies, which
differ in the number of analysed events and phase in the solar cycle, associated CMEs with
other activity phenomena to determine their corresponding solar source regions. Munro
et al. (1979) used Skylab observations from 1973-1974 close to solar minimum, and re-
ported that 40% of the observed CMEs are related to flares while 70% are associated with
FE. Near solar maximum in 1980, 68% of the CMEs analysed by Webb and Hundhausen
(1987) were observed with FE, 47% with X-ray flares and 37% with Hα flares. Another
study by Subramanian and Dere (2001) using mainly SOHO data from 1996-1998 (from
solar minimum to the rising phase) showed that 41% of their CME set belongs to AR,
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44% to FEs embedded in ARs and 15% to FEs outside of ARs. Within the HELCATS
(see Chapter 4) project, an automated back-propagation algorithm has been applied on
the HICAT CME catalogue containing ∼ 2000 events to identify the associated source
regions. Nearly 45% of the CME events were related to flares (Murray et al., 2018). In
the following sections, the main characteristics of this features are presented.

3.1.1 Active Regions 3.1.1
The definition of active regions evolved in time thanks to the availability of observational
windows complementary to the visible wavelength regime. Since a long time, ARs are
clearly identified with the presence of sunspots, which is still the criterion for the National
Oceanic and Atmospheric Administration (NOAA) to assign a number to an AR. However,
Kiepenheuer (1968) defined an AR as:

The totality of all observable phenomena preceding, accompanying and follow-
ing the birth of sunspots including radio-, X-, EUV- and particle emission.

In this definition sunspots is nowadays associated with magnetic fields due to the knowl-
edge obtained within the last decades. However, the classification system introduced by
Hale et al. (1919) (formally known as the Mount Wilson classification system) allocates
the observable appearance of sunspots to the overall magnetic configuration of magnetic
flux and sunspots in an AR. The great advantage of the Hale classes over more complex
systems is, even though it depends highly on the subjective perception of symmetry of
the observer, that it is adequately universal to describe nearly every appearing AR. The
classes are divided into the three main classes: (α), (β) and (γ). (α) is referred to single
sunspots or a sunspot group in which only one polarity is present (the corresponding op-
posite polarity is not concentrated enough to form a sunspot). Bipolar ARs with a simple
separation are of type (β). If an AR contains negative and positive polarities irregularly
distributed in a way that classification as a bipolar group is not possible, it is of class (γ).
Also the combined class of (β-γ) is possible. It is a bipolar group, sufficient disordered in
polarity that no single line between the centres of polarity can be drawn. Künzel (1965)
introduced the appendix of the (δ)-class, which is assigned to ARs containing umbrae that
are separated by < 2◦ ∼ 24 Mm with at least one penumbra having opposite polarity. It
can be added as enhanced scheme describing more complex regions; (β-δ), (β-γ-δ) and
(γ-δ). Jaeggli and Norton (2016) studied the appearance of the different classes for a time
interval of nearly one Hale-cycle (1992-2015) concluded that the total (α) and total (β)
ARs, including the (γ) and (δ) appendix, make up 20% respectively 80% of all occurring
ARs over almost the whole solar cycle, except a short period during the solar minimum,
with 35% and 65%.

By observing the hot plasma over sunspot groups in EUV or X-ray wavelengths, ARs
appear as bright islands in the chromosphere and lower corona. In magnetograms the full
photospheric extension of ARs becomes visible and the total flux of one region can reach
more than 1020 Mx (van Driel-Gesztelyi and Green, 2015). The concentrated magnetic
field in ARs can be seen by plasma upflows, which are a consequence of heating in the
chromosphere, following the field lines and acting in this way as a tracer. Numerous hot
and dense plasma loops, the so called coronal loops, form and are much brighter than the
background corona. Coronal loops are build up as a consequence of the much less than
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unity ratio between thermal pressure pth and the magnetic pressure pB, which is defined as
the plasma-β, implying the inhibition of plasma movements perpendicular to the magnetic
field. Their photospheric footpoints are sunspots usually of bipolar - in active times also
of more complex multi-polar - nature resulting into primarily closed field lines in ARs.
Most of the solar activity happens in ARs and the chromospheric upflows provide ∼ 80%
of the thermal energy necessary for the coronal heating (Aschwanden, 2001). Today, it is
commonly accepted that bipolar ARs are formed by buoyant FRs breaking through the
photosphere. As discussed in Section 2.1.3, these FRs are believed to be generated by the
dynamo processes in the tachoclyne and stay anchored in it during the emergence phase,
which is why they are also called Ω-loops (Zwaan, 1987). Being parts of the toroids, which
are produced by the transformation of a poloidal into a toroidal field, the loops form at
every penetration point two flux regions of different polarity building one AR. In this way
several ARs can be formed by a single toroid (Rust, 1994), while every buoyant FR is
influenced by the Coriolis force, magnetic tension, plasma vortices, hydrodynamic as well
as MHD drag and large-scale convective motions (van Driel-Gesztelyi and Green, 2015).

As discovered by Hale et al. (1919), the bipolar axis of ARs shows systematic tilt an-
gles with respect to the solar equator, a property of Joy’s law (see Section 2.1.3). The
exact physical processes of this fundamental observation is controversially discussed since
it was first published. There are two basic effects that could be responsible for it. Already
Babcock (1961) has argued that the generated toroidal field by the Ω-effect of the solar
dynamo would not be perfectly toroidal and a poloidal component would remain. Con-
sequently a small angle to the pole would retain in a toroid. He proposed also that the
convective motion of uprising plasma around an AR is additional affected by the Coriolis
force, which introduces a tilt angle as well. In contrast, Wang and Sheeley (1991) sug-
gested that the buoyant FR itself is affected by the Coriolis force, while Leighton (1969)
considered deformed kinks of the twisted FRs responsible for the observed tilt. McClin-
tock and Norton (2013) considered in their study the possibility of a combination of both
effects. The dependency of an AR’s tilt angle ΓAR to the latitude θ of the AR was found
by Wang and Sheeley (1989, 1991) to be:

sin(ΓAR) = 0.48 cos(θ) + 0.03. (3.1)

Furthermore, they noted that lower-total-flux ARs show larger tilt angles and their aver-
aged values scatter wider compared to the tilt angles of stronger ARs. Other quantities
contributing to the general scatter in the tilt angle could be identified to be the age, size,
length of the neutral line (also referred as polarity inversion line (PIL) or magnetic in-
version line), distance to centre of the butterfly diagram and the magnetic twist of the
AR (Harvey, 1993; Fisher, Fan, and Howard, 1995; Holder et al., 2004). For example, the
bipolar axis is at first randomly orientated and becomes organised within the first days.

Another characteristic quantity of an AR is the separation of the polarities. Analysing
2700 bipolar ARs of cycle 21 (1976-1986), Wang and Sheeley (1989) found the connection
between the magnetic flux f of leading spot and the polarity separation LBSP to be:

f(LBSP) = 4 · 1020 Mx L1.3
BSP, (3.2)

where f is in Maxwell and LBSP in units of heliographic degrees. In good agreement with
these results, the correlation determined by Tian, Liu, and Wang (2003) between magnetic
flux in 1020 Mx and and the polarity separation in Mm is f20 ∼ L1.15

BSP. The evolution of

35



3.1 CME Source Regions

the polarity separation over time is a relatively poorly analysed process, but nevertheless,
there is a lag between the peak time of the magnetic flux and the peak separation distance
(van Driel-Gesztelyi and Green, 2015).
There are several proxies for the free magnetic energy of an AR. Falconer, Moore, and
Gary (2008) introduced the weighted integral over the length of the strong-gradient main
neutral line WLSG that is defined as:

WLSG =
∫
|∇Bz|dl, (3.3)

in which |∇Bz| represents the horizontal gradient of the AR’s vertical magnetic field (Ti-
wari et al., 2015). To calculate WLSG, Equation 3.3 is integrated over all PILs within an
AR, which separate opposite polarities with a cutoff of 20 G in the moderate field strength
and 150 G in the horizontal potential field (Falconer, Moore, and Gary, 2008; Tiwari et al.,
2015). Another proxy is the Schrijver R value, which is a measure of the amount of flux
close to the PIL (Schrijver, 2007). It is calculated with strong-gradient-neutral-line pixel
maps from magnetogram data that are convolved with a 15 Mm Gaussian to get the un-
signed flux of this area. For more details, see Schrijver (2007).

Newly emerging ARs are born into an environment, in which older ARs are already
present. They emerge twisted and transport magnetic helicity as well as free magnetic
energy from the solar interior outside (Leka et al., 1996). Therefore the interaction between
new emerging flux and pre-existing flux plays an important role in the evolution of an AR
affecting significantly their lifetime. AR CMEs are often attributed to changes in the
magnetic field configuration over timescales of several hours. These are in general caused
by the emergence or cancellation of magnetic flux due to process in or under the AR (or
even under the photosphere), but also by the interaction between neighboring ARs or
growing parasitic polarity fields (Subramanian and Dere, 2001).

Flux cancellation

Flux cancellation is the disappearance of magnetic fields with different polarities along the
PIL and provides another mechanism to form a FR. The process of flux cancellation is
outlined in Figure 3.1 and is interpreted as the submerging, annihilation or the expelling
into higher regions of magnetic flux through reconnection. Like its emergence, the cancel-
lation of flux might occur not only in ARs but anywhere where fields of opposite polarity
are pushed together: at PILs separating an AR from opposite polarity regions, outside
of ARs in ephemeral regions or at filament sides, too (Livi, Wang, and Martin, 1985;
Martin, Livi, and Wang, 1985; Wang, 2001). As the AR evolves, convective flows and the
effect of differential rotation lead to a fragmentation and spatial extent of the magnetic
flux. Opposite magnetic polarities “collide” along the PIL and disappear in LOS mag-
netograms. The reconnection between two magnetic field lines in the lower atmospheric
layers removes magnetic flux from the photosphere and creates new field lines crossing
the PIL, one long loop nearly parallel to the PIL and one shorter loop perpendicular to
it (Figure 3.1d red and blue lines), but with new footpoints. Depending on the height in
which the initial reconnection happens, the smaller loop could submerge or the longer one
could rise. As flux cancellation continues, more and more sheared magnetic field concen-
trates above the PIL and a FR is formed which is the basic structure allowing cooler and
denser material to form a filament. Potential fields are transformed by the process of flux
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cancellation into non-potential fields providing the energy for the activity in a decaying
AR (van Driel-Gesztelyi and Green, 2015). In MHD simulations it is shown that flux
cancellation can lead to the formation of a FR (van Ballegooijen and Martens, 1989) and,
as long as the cancellation process of a background field continues, a FR will be pushed
higher, finally resulting in the loss of its equilibrium and the formation of a current sheet
(Forbes, Priest, and Isenberg, 1994; Lin et al., 1998). The aspect ratio of a current sheet
is 1:100000 (e.g. a book page aspect ratio is ∼ 1 : 2000) implying that this surface current
has nearly no thickness. MHD 3D simulations by Linker et al. (2003) shows, that an
erupting FR released through flux cancellation would reproduce white light observations
made with coronagraphs. Indeed, several studies were able to connect the cancellation
of magnetic flux directly to the eruption of CMEs (Lin, Raymond, and van Ballegooijen,
2004; Bothmer and Tripathi, 2007) or to the occurrence of flares (Livi et al., 1989).

Figure (3.1) Pattern of the process of flux cancellation. From (a) to (c) magnetic field
lines (red) of a bipolar active region are sheared by photospheric flows or/and the action of
differential rotation (black arrows). Through magnetic reconnection (d) a long loop (red)
nearly parallel to the PIL and a small one (blue) are formed. The process is repeated
by overlying loops (green) in (d) to (f). As the region evolves and flows along the PIL
(orange) continue, more and more field lines are pushed to the PIL. Further reconnection
creates a FR winding up along the initial sheared field formed in (d).

Sigmoids

A special field configuration of ARs is a sigmoid structure, a S-shaped field geometry
which is a result of the shearing of a dipole field. An example of a sigmoidal structure
is illustrated in Figure 5.15. Because of the differential rotation, being fastest at the
solar equator, the direction of a sigmoid’s curvature depends on the hemisphere where the
AR is located. The normal S-shape occurs at the southern solar hemisphere while the
reverse S-shape is only observable at the northern hemisphere. The formation of sigmoids
takes place in three phases (van Ballegooijen and Martens, 1989). In phase one, after the
emergence of the AR, flux diffusion and cancellation cause an increase of shear. Due to the

37



3.1 CME Source Regions

build-up of flux flowing parallel to the PIL in combination with remaining, not cancelled
in phase one, flux , two ”J’s” on both sides of the polarities are formed, marking phase
two. In the last phase, the continuously flux cancellation generates twisted field lines along
the PIL having a poloidal field component and giving the AR the S-shape. Therefore, it
is possible to determine the magnetic helicity of the AR with the shape of the sigmoid.
While the S-shape is a sign for positive helicity (right-handed), the inverse stands for
negative helicity (left-handed) (Palmerio et al., 2017). Sigmoids provide free magnetic
energy for a flare or an eruption because their non-potential magnetic fields have larger
excess energies than the potential field configuration (Aschwanden 2005, p.12). Canfield,
Hudson, and McKenzie (1999) compared AR morphology and size showing that the S-
shaped (also inverse S-shaped) ARs have a larger tendency to erupt than non-sigmoidal
ARs and that there is a correlation to the AR size.

Post Eruptive Arcades

In the aftermath of a CME eruption, PEAs are frequently observed in EUV and soft X-
ray wavelengths at the CMEs SR. They are a consequence of the magnetic reconfiguration
and appear as newly forming post-flare loops. These loops rise slowly to higher altitudes
with the reconnection side and along the PIL into the direction of the borders of the
AR as it is shown in Figure 3.2. Not every CME eruption is accompanied by a PEA and
sometimes they are connected with two ribbon flares. According to CME triggering models
(Section 3.2.1), it is believed that PEAs are formed by the underside reconnection process
which is followed by the CME eruption (Howard, 2011). Although PEAs are not part of
CMEs, they are aligned similarly to the CME’s FR because of their common origin, which
was shown by Tripathi, Bothmer, and Cremades (2004a). The decay of ARs exhibits the
decrease of magnetic flux density as well as the plasma temperature, emission and pressure
(van Driel-Gesztelyi and Green, 2015). In this phase, filaments and flux ropes are formed
through flux cancellation and the evolution of the AR, which favours the eruption of CMEs
and/or filaments while the flare occurrence is rapidly decreasing with the magnetic flux
density.

Figure (3.2) Example of a PEA observed with SDO AIA in March 7, 2012. The images
are composites of AIA 171 Å, 211 Å and 304 Å and are processed with the PM-NAFE
algorithm (Druckmüller, 2013). (a) X 5.4 flare emerging from AR 11429 at 00:17 UT. (b)
and (c) PEA at the same region at 01:19 UT respectively 03:49 UT. Courtesy of Miloslav
Druckmüller.
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3.1.23.1.2 Filament Eruptions
A filament can be observed as dark variable line absorbing photospheric light. Also promi-
nences are filaments but in difference they are observed as plasma outflows at the solar
limb that emit light. As seen in the previous section, filaments can be formed by the
magnetic evolution in ARs. However, the presence of a FR provides the filament channel
which is filled by cooler and denser plasma. Hence, filaments can also form outside of
ARs, for example in ephemeral regions or between ARs resulting in a strong variability
on the length of filaments from a few thousand kilometres up to more than a solar radius
(Rust and Kumar, 1994). The sudden disappearance of a filament by the eruption of the
magnetic structure is called filament eruption (FE). There are three basic concepts how a
filament’s material is accumulated: coronal condensation, footpoint injection and footpoint
heating. Condensation of coronal material occurs when radiative cooling is more efficient
than thermal conduction and allows cool plasma to condensate in the filament channel.
Since filaments have a mass of about 1013 − 1014 kg, coronal sources alone, without mass
support from the chromosphere, would absorb with a few FE the corona and therefore
pose an insufficient mass source. If a pressure gradient is present, cooler chromospheric
material is injected through the footpoints by siphon flows into the filament channel. A
siphon flow can also be established by an asymmetric heating at the footpoints. Tiny dif-
ferences in the heating rate between the footpoints drive condensation at the looptop and
cause the required pressure gradient. Because the magnetic field in filaments is mostly
horizontally aligned, the measurement of its strength is, at least on the solar disk, not
possible by using the Zeeman effect. In prominences at the limb, strengths around 10 G
where measured (Athay et al., 1983). A filaments magnetic configuration can be deter-
mined with relatively simple observational methods. Assuming that the filament channel,
lying nearly parallel over the PIL, is covered by a loop arcade (e.g. between the different
polarities of an AR) and using LOS magnetograms to identify the sign of the polarities,
the direction of the filament axis and with it the current direction can be derived. Fur-
thermore, by applying additionally the hemispheric helicity rule from Rust and Kumar
(1994), stating that the chirality1 of filaments is preferentially left-handed (right-handed)
on the northern (southern) solar hemisphere, the complete overall magnetic topology of a
filament is known.

Depending on the changes in the magnetic field configuration as well as the equilibrium
between heating and cooling, filaments can be short-lived or remain stable for months,
if magnetic fields prevents them from sinking down into the chromosphere by the grav-
itational pull (Priest, 1989). Thermal energy to unbalance a filament is transferred by
absorption of UV radiation, dissipation of MHD waves or thermal conduction from the
surrounding coronal material, whilst UV absorption provides the most efficient penetra-
tion depth for threaded filaments (Heinzel and Anzer, 2003). The sudden disappearance
(also shortened DB for disparition brusque from french) marks the last stage of a filament
when it erupts into the heliosphere. FE are strongly associated with CMEs and flares as
shown by Feynman and Martin (1995), who correlated FE with emerging photospheric

1It should be noted that the magnetic chirality and helicity are representing both the topological structure
of helical magnetic field. While the chirality gives a qualitative description of the handedness, the
helicity is the volume integral of the magnetic field and is in this way a quantitative property. When
analysing filaments it is also common to call left-handed filaments dextral and right-handed ones sinistral
if they are seen by an hypothetical observer in the chromosphere.
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3.2 The Early CME Stages

flux and CMEs. As already discussed in Section 2.2.3, they are included in the bright
core of the typical “three-part” structure observed in white-light images of CMEs. By
analysing the MCs of ICMEs, it was shown by Bothmer and Schwenn (1998) that the FR
magnetic helicities of erupting filaments associated with CMEs are for the overwhelming
majority of cases identical to the corresponding in-situ measured MC. In their study they
have clearly confirmed the FR nature of CMEs and developed a classification system in
which the polarity and orientation of the FR reflects that of the SR filament and MC of
the corresponding CME/ICME structure. According to this system, assuming the FR axis
is lying in the ecliptic plane (low-inclination FR) and perpendicular to the line connecting
the Sun and the spacecraft, FR are categorised in four basic types summarised in Figure
3.3. First of all, they are divided into left- and right-handed (LH, RH) FRs and second
into the two possible directions of the axial field. The two LH possibilities are measured if
the magnetic field vector rotates, pointing first south (S) (north, N), then east (E) (west,
W) along the FR axis and finally N (S). In this case the FR are of type SEN and NWS
respectively. The rotation of RH FRs starts with a magnetic field vector pointing first
S (N), W (E) on the FRs axis and then N (S). Using the angles of the magnetic field
vector with respect to the ecliptic plane measured in-situ, SN-FRs show ∆θ > 0◦ (NS-FRs
∆θ < 0◦) with 180◦ < φ < 0◦ for SEN and NES, respectively, 360◦ < φ < 180◦ for SWN
and NWS. Mulligan, Russell, and Luhmann (1998) adapted the Bothmer and Schwenn
(1998) scheme and added for FRs that axis is orientated perpendicular to the ecliptic
plane (high-inclination FR) the four FR types ESW (equal to NES), ENW (NWS), WSE
(SEN) and SWN (WNE), which are equal in chirality to the four types in the ecliptic
plane simply rotated counter clockwise by 90◦.

In the recent works of Palmerio et al. (2017) and Palmerio et al. (2018), by comparing
in-situ measurements with X-ray, EUV, VIS and magnetogram observations of ICME SRs,
it was shown, that the FR morphology and orientations of an ICME can be relatively easy
determined (forecasted) by using intrinsic proxies. These proxies might be the above
discussed SR characteristics like sigmoids (X-ray and EUV), sheared arcades, the twist of
coronal arcades, flare ribbons, PEA and filament details. They provide information about
the axis inclination of SRs mirroring the magnetic configuration of the corresponding
CME/ICME very well as long as it propagates radial and expands in a self-similar manner,
which is not necessarily the case and it is the subject of the kinematic part of this chapter.

3.2 The Early CME Stages 3.2

In order to explain the physical processes driving a CME, triggering models have to ex-
plain the CME’s early evolution and the accompanying phenomena discussed above. For
this reason, a classification into the individual phases a CME evolves to connect the ob-
servations with the models is important. The kinematics of CMEs can be divided into
three phases:

• the acceleration phase (< 5 R�),

• an inner heliosphere phase (< 50 R�),

• an outer heliosphere phase (≥ 50 R�).
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3.2 The Early CME Stages

Observations reveal that the acceleration process for most CMEs finishes within the first
two solar radii (Webb and Howard, 2012). Consequently, the CME triggering mechanisms
must involve an efficient energy supply transforming magnetic into kinetic and thermal
energy on a relatively short timescale compared to the formation timescales of ARs. In
the initial acceleration phase, in which the CME erupts, its evolution in the helionsphere
is determined by its momentum, direction and mass. However, through the influence of
the ambient solar wind, the CME’s trajectory could be strongly affected in the second
phase as will be discussed in Section 3.3. Finally, in the last phase, the CME equalises
gradually to the speed of the solar wind.
Because of the low altitudes in which the initiation takes place, coronagraphs, with FOVs
usually starting at a distance > 2 R�, are not suited to observe the CME launch and
formation. This observational gap is filled by the use of imagers and spectrographs mea-
suring in short wavelength regimes, primary in EUV. Using these instruments, pre-CME
structures, also known as CME precursors (i.e., sigmoids and filaments) are observed. By
analysing them, CMEs eruptions can be predicted and triggering mechanisms identified.
These mechanisms are reviewed as follows.

3.2.1 CME triggering models 3.2.1
According to the above discussed observations in ARs, the listed CME precursors and the
theoretical understanding of the magnetic process acting in the solar atmosphere, several
triggering models have been developed explaining in detail the CME formation, initiation
and the related near-solar surface phenomena like flares and filament eruptions.
The existing models can be divided into two general classes. In the first one magnetic
energy is directly transformed into thermal and kinetic energy. The second class are
storage models in which the magnetic energy is slowly build-up until the equilibrium is
distorted and the energy is released. Storage models encounter the challenge of a paradox
resulting from the CME eruption itself. The question is: How the net amount of build-
up energy can be decreased if the stretching of the magnetic field during the eruption
increases the magnetic energy? The exact nature of the violation causing the instability
between the involved forces differs from model to model, but all of them depend on some
type of reconnection during the runaway process of the eruption.

The 2D Standard Flare-CME Model

The 2D magnetic reconnection model, also known as CSHKP model, developed over
decades and named after the five main Authors (Carmichael, 1964; Sturrock, 1966; Hi-
rayama, 1974; Kopp and Pneuman, 1976), has become a standard model describing the
process of a CME/filament eruption accompanied by a flare event. Upgraded versions,
including the observations with enhanced instruments were published by several Authors
(e.g. Tsuneta, 1996, 1997). Driven by a rising filament the null point is stretched and
deforms into a current sheet above the PIL in direction of the filament. This initiates a
Sweet-Parker or Petschek magnetic reconnection, which differ basically in the length of the
diffusion region, respectively (see Aschwanden 2005, pp. 409). An electric current parallel
to the PIL causes the collapse of the magnetic fields on both sides of the current sheet
driving plasma inflows followed by an X-type reconnection. As a result of the reconnection
and the inflows, plasma outflows will go out from the diffusion region, which becomes the
source of possible slow and fast shocks. The impulsive dissipation of magnetic energy heats
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3 Theories and Observations of the CME Evolution

the coronal plasma and accelerates particles (see Section 2.2.4) at the X-point region. By
thermal conduction and precipitating particles, the thermal energy is transported down-
ward into the chromosphere to the footpoints of the newly reconnected magnetic loops
under the X-point region. There, the hot temperatures lead to the evaporation of plasma
filling the loops with overheated and dense material emitting SXR. While the loops cool
down from Te ∼ 40 MK to Te ∼ 104 K, they can be also observed in EUV and Hα wave-
lengths. Fast shocks in the plasma outflows from the X-point collide with the magnetic
field of the filled loops which produce HXR sources on the looptops. The Lorentz force
along the upward reconnection accelerates the FR. Since the acceleration depends on the
value of the plasma-β, the eruption becomes faster as the plasma-β decreases.
Above the initial X-point, the filament continuously rises dragging a X- or Y-point recon-
nection, that leads in turn to a rise of the loops and an increase in the footpoint separation.
In order to extend this 2D model, it can be repeated along the third dimension to repro-
duce double ribbons or loop arcade observations. Although the CSHKP model may fit a
lot of observations, it is inadequate to explain more complex quadrupolar flare loops or 3D
nullpoint topologies (Aschwanden 2005, p.439). Therefore, a further development of the
2D Standard Model, the 2D quadrupolar Flare-CME model was proposed (Uchida et al.,
1998, 1999). Starting with two parallel arcades and a filament lying in between them,
the initial magnetic configuration resembles that one observed in neighbouring ARs or
ephemeral regions. The two magnetic regions are pushed together by a flow pattern con-
verting the filament channel into a current sheet, which becomes through stronger shear
unstable. While the reconnection above the X-point drives the expansion of the FR struc-
ture, implying the acceleration of the filament above the escape velocity and the eruption
of a CME, the reconnection of the field lines below the X-point drive the formation of a
PEA.

Emerging Flux Model

New emerging flux is a key process in the dynamics of ARs. Furthermore, if its polarity is
inverse to the ambient flux favouring magnetic reconnection, it triggers an instability in a
pre-existing FR and can cause a eruption in its subsequent magnetic evolution as pointed
out by Heyvaerts, Priest, and Rust (1977). In its original formulation, the model considers
only emerging magnetic flux under a filament channel leading to a flare, which proceeds in
three phases: in the preflare phase, the emerging flux reconnects with preexisting flux and
heats in this way the current sheet between them. As the current sheet loses equilibrium
and expands, the impulsive phase starts and accelerated particles lead to chromospheric
evaporation. Finally, in the main phase, a new steady state is reached and reconnection
happens only marginally. Because the current sheet formation and reconnection is very
short lived, it is believed that the model is only applicable to explain small flare events
(Forbes and Priest, 1984; Forbes, 2000).
In order to explain associations between emerging flux and CME eruptions, Chen and
Shibata (2000) adapted the model to fit it as CME triggering mechanisms as depicted
in Figure 3.5. If the flux emerges beneath the pre-existing FR, it reduces the magnetic
pressure by annihilation with the old magnetic loops directly over the PIL, which drives the
whole magnetic structure to contract and to move the plasma from both sides inward to
the PIL. A current sheet forms and the consequentially the FR rises. In another scenario,
flux is emerging outside of the filament channel reconnecting with large loops over the FR
and decreasing the magnetic tension on the FR. It is moved up and also in direction to

43



3.2 The Early CME Stages

𝛼

𝛼 −

Figure (3.4) Schematic diagram of the 2D Standard Flare-CME model formally known
as CSHKP model. Left: Face on view of a FR configuration with embedded filament and
current sheet. Right: Edge-on view of the complete magnetic structure with magnifications
of the reconnection diffusion region and the flare loop structure. Adapted from Chen
(2017).

the reconnection side. The current sheet forms in this case from the collapsing X-type
null point. Both scenarios provide the required magnetic configuration necessary for the
CSHKP model.

The Equilibrium Loss Model

A fully analytical CME triggering model was developed by Forbes and Priest (1995), in
which a magnetic FR structure evolves through a bunch of subsequent equilibria, the so-
called equilibrium loss model. The starting point is a pre-existing potential magnetic FR
configuration described by the Grad-Shafranov equation. The initially stationary height
decreases gradually by convergence flows reducing the separation distance between the
FR’s footpoints and leads the system to evolve through a sequence of stable solutions
until a critical footpoint separation is reached. From this point on, the FR loses the
equilibrium and undergoes a sudden expansion which forms a current sheet. The smallest
reconnection rate, triggered by some resistivity or external motion, would be sufficient
enough at this point to accelerate the CME over the escape velocity and release the entire
stored magnetic energy of the system.

The Magnetic Breakout Model

Differently from the above discussed models but similar to the second scenario of the
emerging flux model, the reconnection triggering the eruption is localised externally to
the filament channel in the magnetic breakout model (Antiochos, DeVore, and Klimchuk,
1999; Aulanier et al., 2000). Magnetic breakout is the process of reconnection and opening
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Figure (3.5) Depiction of the two possibilities of the emerging flux triggering mech-
anism for CMEs. If flux of opposite polarity to a pre-existing FR configuration emerges
inside the filament channel (a), reconnection will cancel the low lying loops and reduce
the magnetic pressure. The magnetic field is dragged by plasma inflows and a current
sheet is formed. In the other scenario of emerging flux outside of the filament channel (b),
reconnection with the large overlying loop moves the magnetic structure up and a current
sheet is formed near the null point. Adapted from Chen and Shibata (2000).

of low-lying sheared magnetic fields. The initial configuration of the model, which is
illustrated in the first panel of Figure 3.6, consists of four photospheric polarity regions
that are separated by three PILs and are expelled as flux systems into the solar atmosphere
with a nullpoint placed in the corona. A filament channel evolves by shear motions,
flux emergence or flux cancellation in one of the two ARs. As long as the magnetic
pressure increases, the overlying potential fields and the low-lying FR configuration rise
and increase the downward directed magnetic tension. If a new steady-state is reached,
magnetic energy is built-up by continuously asymmetric evolution of the overall magnetic
structure, which decreases the width of the current sheet to a critical value and drives
reconnection between the neighbouring flux systems. This starts an exponential increase
in the expansion rate of the FR because the reconnection decreases the magnetic tension
by removing the above flux, which drives faster outward expansion of the field and, in
turn, causes reconnection below the FR that becomes gradually faster and increasing the
upward directed Lorentz force. While the above reconnection distinguishes from the one
below the FR, the latter is explained by the CSHKP model and can be the source of flares
or PEAs. The magnetic breakout model explains well the interaction between multi-flux
systems frequently observed (e.g. Bothmer and Mrotzek 2017) and can be combined with
many possible 3D reconnection scenarios (Aschwanden 2005, p.447).
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Figure (3.6) Axisymmetric simulation of a magnetic breakout scenario at four different
times. Left to right and top to bottom the times are t = 0, 4.3, 6.6 and 8.1 h (From Forbes
et al. 2006.)

Instability and Catastrophe Models

Since all CME triggering models deal with the problem of the balance between upward and
downward directed forces and rely on a specific (external) effect disturbing this balance,
the idea behind the class of instability/catastrophe models is to launch an eruption by an
instability caused by the magnetic structure itself.
Priest and Forbes (1990) developed a CME model in which a magnetic system containing a
FR evolves into a catastrophic collapse by a line current in a filament. If the magnetic en-
ergy in such a system exceeds a critical value, a force imbalance between magnetic tension
and pressure results into the loss of equilibrium (instability) followed by an eruption, as
shown in ideal MHD simulations (Forbes and Isenberg, 1991). The difference of the catas-
trophe model to the previous mentioned models is that magnetic reconnection, although
it takes place as well, it is not a triggering process in this model but the consequence of a
catastrophic eruption of the pre-existing FR. Another possible cause of an instability lies in
the geometry of the magnetic structure. Omnipresent perturbations in the highly complex
and continuously evolving solar atmosphere leave a FR rarely to be unaffected. Hence,
kink instabilities have been considered as the canonical source for magnetic instabilities.
Already small perturbations acting on a kink, containing FR, result in an exponential
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growth of the kink and destabilise the whole helical structure. Sakurai (1976) argued
that simulations of kink instabilities fit well the observed height-time profiles of erupting
filaments. In other studies the influence of photospheric line-tying on kink instabilities in
twisted FR was investigated and a critical twist of the FR in between 2 and 6π was found
(Hood and Priest, 1979).

Following the work on laboratory plasmas for tokamak fusion devices, the torus in-
stability (TI) CME model was developed by Kliem and Török (2006). They consider a
CME as a partial current ring which is anchored at the solar photosphere and expanding
into the corona driven by a Lorentz self force (hoop force). In order to drive successfully
a fusion device, the plasma’s torus shape in the reactor must be preserved and the TI
suppressed by employing external poloidal magnetic fields. In nature and especially in a
low-β plasma like in stellar atmospheres, poloidal fields are complex and inhomogeneous
making the appearance of TIs in the solar photosphere and corona plausible. The TI can
be treated as a homogeneously distributed kink instability over the entire torus. However,
in contrast to the kink instability model, it is not possible to stabilise the FR by a toroidal
magnetic field component, since the Lorentz force is pointing radially away from the torus.
The TI model involves magnetic reconnection to reduce the force of the overlying mag-
netic fields restraining the eruption by the instability. If reconnection sets in at the rear
side of the expanding ring, this let the instability “slide” through the external poloidal
field (Török and Kliem, 2005). Furthermore, the reconnection process causes dynamic
effects affecting also the magnetic field of the ejected FR, which were neglected by Kliem
and Török (2006). The partially conversion of overlying magnetic fields into poloidal flux
joining the FR would induce an additional current and amplify the hoop force leading to a
stronger acceleration of the CME torus (Welsch, 2018). Nevertheless, even if the TI model
does not provide an analytical correlation between CME speed and ribbon flux or between
CME speed and mass, it has the advantage with respect to other triggering models that
the initial Lorentz force can be determined from the geometry of the CME, linking its
quantities with those of the CME SR.

3.2.23.2.2 TI Driven Lorentz Force Model
The theoretical description of the equilibrium in a torus current configuration was es-
tablished by Shafranov (1966) involving an external magnetic field, which is necessary to
balance the radial outward pointing forces of the plasma pressure gradient and the Lorentz
force. In general the thermal pressure gradient can be neglected due to the conditions in
the solar atmosphere holding a low-β plasma (Gary, 2001; Wiegelmann and Sakurai, 2012;
Wiegelmann et al., 2015). This reduces the problem to a balance between two Lorentz
forces FL = J × B with currents J and magnetic fields B, which are generated by the
external poloidal magnetic field Bext holding the FR down and the Lorentz hoop force of
the current in the FR. The hoop force FFR by the torus current, is given in cgs units and
per unit length by (Shafranov, 1966; Chen, 1989):

FFR(r) = I2

rc2

[
ln
( 8r
b(r)

)
− 3

2 + li
2

]
, (3.4)

with the FR height r, the electric toroidal current I, the CME’s minor radius b (which
is the torus minor radius) and the internal inductance li which is for a uniform current
density li = 1/2 (Kliem and Török, 2006). An external poloidal magnetic field inhibits the
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CME ejection with the force Fext which is:

Fext(r) = 1
c
J×Bext(r) = 1

c

∫
Idl×Bext(r),

Fext(r) = 1
c
IBext(r) per unit length. (3.5)

Combining equations 3.4 and 3.5, the force balance equation for the Lorentz force per unit
length Fl and for the total Lorentz force FL acting on the CME’s FR are:

FL(r) = πrFl(r) and

FL(r) = πI2

c2

[
ln
( 8r
b(r)

)
− 3

2 + li
2

]
− πr

c
IBext(r). (3.6)

The hoop force, the force generated by external field and the resulting total Lorentz force
are plotted in Figure 3.7 (top panel) for typical CME values of Bext = 0.013 G, b/r = 0.3
and n = 2.5 (Kliem and Török, 2006). In order to get FL, the current along the CME’s FR
axis and the external magnetic field have to be calculated, since they can not be provided
by observations. The external poloidal field is represented by

Bext(r) = Beq ·
(
r

req

)−n
for r > req. (3.7)

Beq is the external field strength at req, which is the height of the flux rope at the force
balance point. For heights r 6 req a finite external field can be assumed. In this ansatz
the decay index n plays a major role. As mentioned above, TI will occur only, if the
external magnetic field decays sufficiently fast in direction of the major torus radius. This
means that, since the hoop force is decreasing with height r, Bext(r) must decrease faster.
Bateman (1978) derived a critical value for n to be ncr = −rd ln(Bext/dr) > 3/2 and,
as will be shown, n 6= 2 is a necessary condition. The current can be determined by the
assumption of the conservation of the total magnetic flux ftot(r1) = ftot(r2) (Bateman,
1978), which includes the flux in the FR fFR as well as that of the external flux fext, it is
expressed as (see Kliem and Török 2006):

ftot = fFR + fext = c · L · I − 2π
∫ R

0
Bext(r)dr. (3.8)

While the inductance P in the torus ring is described by Chen (1989):

P = 4πr
c2

[
ln
( 8r
b(r)

)
− 2 + li

2

]
, (3.9)

it has to be assumed, that the configuration of the external magnetic field is not changing
through the process of the eruption. By equating the total flux φtot(req) at the height
in which both forces are in balance with the total flux ftot(r) at any given height and
substituting equation 3.9 in equation 3.8, the current carried by the FR at a given height
and with the quantities in the equilibrium state of the FR (Ieq,req and c′eq) is:

I(r) =
c′eqreqIeq

c′ r

1 +
c′eq + 1

2
2c′eq

1
2− n

( r

req

)2−n

− 1

 with (3.10)

c′(r) = ln
( 8r
b(r)

)
− 2 + li

2 and c′eq = c′(r = req).
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Figure (3.7) Top: Hoop, external and resulting total Lorentz forces for typical CME
values. Bottom left: FL for variable values of n with fixed values of the external magnetic
field strength of Bext = 0.013 G and aspect ratio of b/r = 0.3. Bottom right: FL for
variable values of Bext with fixed value of n = 2.5 and aspect ratio b/r = 0.3.

The equilibrium torus current Ieq is determined by evaluating the force balance at req:

Fext(r) = FFR(r)
πreq
c
IeqBext(req) =

πI2
eq
c2

[
ln
(

8req
b(req)

)
− 3

2 + li
2

]

⇒ Ieq = Bext(req)heqc

c′eq + 1
2

. (3.11)

From equation 3.10 it can be seen that n 6= 2. By estimating the critical decay index, two
different scenarios of CME eruptions can be considered. The first one is a freely expanding
ring and the second one an expanding ring with a constant total current, which describes
the initial acceleration phase of a CME, whose footpoints are anchored on the Sun. While
Titov and Démoulin (1999) concluded for the latter a threshold of n > 2, in the case of the
freely expanding ring the critical decay index is ncr = 3/2− 1/4 c′eq. During the eruption,
the line tying of magnetic field maintains the initial current at the footpoints to stay
constant. Even if it is unclear how much of this current is transported up into the corona,
I(r) = Ieq can be taken as an assumption of maximal acceleration in case of a major event,
since I(r) decreases with r. The resulting critical decay index is ncr = 3/2− 1/(2 c′eq + 1).
An additional consequence of a constant ring current would be the increase of the FR
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aspect ratio through the eruption. This supports also the observations, that stronger and
faster events show much larger expansions than slower ones (e.g. Pluta et al. 2018).

3.3 Propagation in the Inner Heliosphere 3.3
While the Lorentz force given by the TI model decreases fast after peaking around 2 R�,
as illustrated in Figure 3.7, the interaction between CME and the ambient solar wind
dominates the further propagation in the inner heliosphere. It is commonly accepted that
this interaction via collisionless transfer of momentum by MHD waves at the CME’s front
equalises its speed to the one of the surrounding medium and is described by the drag-
based model (DBM) (Cargill et al., 1996; Cargill, 2004). It is the magnetohydrodynamic
analogue of the aerodynamic drag, which is why it is also called aerodynamic drag model.
The total force equation of a CME consists of the total Lorentz force, the gravitational
influence of the Sun decelerating the CME, the gas pressure pointing radial outward and
the drag force. Since the plasma-β is under unity in the most parts of the solar atmosphere
and the effect of gravity onto CME dynamics is sufficiently small (Chen and Krall, 2003)
compared to the net Lorentz force, the gas pressure and gravitational pull can be neglected.
Hence, an equation of motion for CMEs is defined by the sum of the Lorentz and the drag
force FD:

F (r) = mCME · r̈ = FL(r) + FD(r). (3.12)

Observations of CMEs faster than the ambient solar wind reveal a gradual deceleration,
while slower CMEs are dragged up and are accelerated to the solar wind speed (Maloney,
Gallagher, and McAteer, 2009; Gopalswamy, 2013). The deceleration of fast CMEs can
also provide an explanation for the discrepancy between fast CMEs observed remotely and
the in-situ measurements at 1 AU of the corresponding ICMEs, being only a few hundreds
of kilometres per second faster than the solar wind and significantly slower than the
extrapolated speeds. By treating a CME as a coherent body moving through a fluid with
a high Reynolds number, which indicates turbulent flows in fluid and which is the ratio
of inertial and viscous forces, the CME is equivalent to a rigid body in a hydrodynamic
flow (Landau and Lifshitz, 1987). This is a valid assumption, since the eruptive mass is
connected by a FR. The drag force is than determined by the difference in speeds of the
CME v(r) and the ambient solar wind w(r) and the often used drag parameter γ(r):

FD(r) = γ(r) [v(r)− w(r)] |v(r)− w(r)|. (3.13)

The drag parameter includes the dimensionless drag coefficient CD(r) (Batchelor, 2000)
depending on the shape of the engulfed body given by the cross section of the CME
ACME(r) and the solar wind density ρw(r):

γ(r) = CD(r)A(r)ρw(r). (3.14)

As the hydrodynamic processes of the coupling are summarised by the drag coefficient,
its value reflects the strength of the momentum transfer. For this reason an evaluation of
CD is a crucial task in the determination of the drag force. In previous works (Batchelor,
2000; Vršnak et al., 2010; Carley, McAteer, and Gallagher, 2012), a drag coefficients of
order unity without a distance dependency is often used for simplification and it is argued,
that other uncertainties, e.g., the inhomogeneity of the solar wind, play a superior role.
Cargill (2004) used 2.5D MHD simulations of a set of slow and fast, as well as heavy
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and tenuous CMEs to derive CD empirically. The results show a dependency of the drag
coefficient on the density ratio between CME and ambient solar wind leading to larger
values than unity. In general the drag coefficient depends on the Reynolds number Re,
which is an dimensionless number for the ratio between inertial and viscous forces. In
order to derive an analytical microphysical prescription of CD, Subramanian, Lara, and
Borgazzi (2012) considered experimentally derived data for high Reynolds numbers from
Achenbach (1972) and obtained CD(Re) for the drag on a static sphere to be:

CD(Re) = 0.1478− 42834Re−1 + 9.8 · 10−9Re. (3.15)

It should be noted, that Equation 3.15 is only valid under the assumption of a not de-
forming rigid body in an subsonic flow with a high Re. However, since the sound speed
in the solar wind is at its maximum in the solar corona ∼ 147 km s−1 (Aschwanden 2005,
p. 317) and is decreasing with larger distance from the Sun (at 1 AU it has a value of
∼ 60 km s−1, (Bruno and Carbone, 2013)), the propagation of a CME in the ambient solar
wind is not subsonic but supersonic. Because of the nearly locally incompressibility of the
turbulent fluctuations in the solar wind (Bruno and Carbone, 2013; Zank et al., 2016),
this circumstance is solved by applying the general accepted Morkovin hypothesis (Brad-
shaw, 1977). This hypothesis states that, in almost constant density flows, the turbulent
structures in boundary layers and wakes around a body are closely the same for sub- and
supersonic flows. The total pressure profile along the symmetry axis of a CME measured
in-situ shows an increases at the boundaries of the MC, signature of an overpressured re-
gion, that is not deforming under tangential forces (Russell, Shinde, and Jian, 2005; Jian
et al., 2006). Following Sachdeva et al. (2015), the Reynolds number of a CME with the
solar wind viscosity νw is:

Re(r) = |v(r)− w(r)| b(r)
νw(r) . (3.16)

In a collisionless plasma with large mean-free path lengths, like in the case of the solar
wind, momentum transfer by proton-proton collisions does not occur. Viscosity in the
solar wind arises by magnetic kinks in the solar wind encountering its particles. More
precise, by the interaction of Alfvénic waves with the solar wind protons. Using the rms
thermal speed of a proton in the solar wind:

vrms
p =

√
3kbT

mp
, (3.17)

with a typical temperature of T = 105 K (Subramanian, Lara, and Borgazzi, 2012), the
solar wind viscosity is:

νw = 2
√

6
15 vrms

p λw, (3.18)

with λw the mean-free path length of a proton in the solar wind. After Sachdeva et al.
(2015, 2017), the ion inertial length (Bruno and Trenchi, 2014) can be taken as a charac-
teristic scale:

λw = va
Ωi

= c

ωp
∼ 228
√
nw

[km], (3.19)

with va being the Alfvén speed, Ωi the ion cyclotron plasma frequency and ωp the ion
plasma frequency. Representative cases with different initial values, considering slow,
moderate and fast CMEs in a slow and a fast ambient solar wind stream, are compared
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Figure (3.8) Representative examples of the dynamics of three CMEs in a slow and
in a fast solar wind described by the DBM with different initial and ambient conditions.
Left: CME dynamics in a slow solar wind stream with the averaged values at a distance
of 1 AU as in Table 2.3. Right: Same dynamics like in the left column but in a fast solar
wind stream. From top to bottom: The drag coefficient CD(r) as presented in Equation
3.15, CME acceleration a(r), CME velocity v(r) and heliospheric distance of the CME
apex to the Sun over time r(t). The colours indicate CME dynamics with the same initial
speed v0, height r0 and mass.

in Figure 3.8. The central role of the drag force by the ambient medium on the CME
(ICME) affecting its propagation is commonly accepted. Another question arises in terms
of space weather and predicting arrival times, but also in the understanding of the correct
form of CD and the strength of the momentum coupling: What is the heliospheric distance
range where the drag force is the dominating force? Additionally, where does the drag
force prevail over the Lorentz force and where is the CMEs speed completely equalised
to the one of the ambient solar wind? Whereas both ranges were investigated by several
authors, there is no unambiguous consensus on these questions. Zhang and Dere (2006)
and Webb and Howard (2012) state that the CME initial acceleration phase dominated by
the Lorentz force takes place at distances 6 2 R�, but Vršnak (2006) suggested a decrease
of the Lorentz force with ∝ r−2 within the first 30 R�. In a case study, Carley, McAteer,
and Gallagher (2012) reported an force magnitude peaking with 3.4 · 1014 N at ∼ 3 R�
and settling to an average value of 3.8 · 1013 N above ∼ 7 R�, which is in good agreement
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with the results of Byrne et al. (2010), who found that above 7 R� the CME dynamics
are dominated by the drag force. By analysing remote observations of a representative
set of 38 slow and fast CMEs with a TI Lorentz force and a drag based model, Sachdeva
et al. (2017) defined the ranges more precisely. The Lorentz force peak of all CMEs of
the set is reached between 1.65 and 2.45 R�, while for the fast CMEs (reaching a speed
> 900 km s−1 near the Sun) the drag becomes the dominating force between 3.5 and 4 R�,
and between 12 and 50 R� in the case of slow events (< 900 km s−1). On the other hand,
most ICMEs are decelerated to the ambient solar wind speed within heliospheric distances
up to half an AU as argued by Temmer et al. (2011); Vršnak et al. (2013) and Rollett
et al. (2016). As shown in Figure 3.8, this is confirmed by theory for most of the CMEs in
a slow ambient solar wind, but not for speeds as in the case of an intermediate Carrington
event (v0 = 2500 km s−1) in a fast solar wind stream.

By combining equation 3.13 to 3.19 the distance dependent drag force model is depend-
ing only on the observables v(r), A(r) and mCME as well as on the solar wind quantities
nw(r) and w(r), which depend on the heliocentric distance r. Since the solar wind is
highly variable and the first in-situ measurements in the direct neighbourhood of the Sun
are taken by the PSP mission at the time of writing, the usage of solar wind models as
discussed in section 2.2.2 provides currently the best procedure to include the 1D distance
dependency of the solar wind. In contrast, using advanced geometric modelling methods,
it is possible to derive these three CME observables from a series of coronagraph white
light images, which will be described in the next sections and in Section 4.2.4.

3.43.4 Three Dimensional CME Modelling

CMEs are optically thin structures that are visible through scattered light. In the fol-
lowing the theoretical concept of Thomson scattering is outlined, which is the basis for
3D modelling of CMEs using white-light observations. Furthermore, the Graduated Cylin-
drical Shell (GCS) model (Thernisien, Howard, and Vourlidas, 2006) to describe the 3D
shape of CMEs based on a FR configuration is introduced. Using the theory of Thomson
scattering in combination with this model, basic CME characteristics such as its mass can
be determined from white-light observations.

3.4.13.4.1 Thomson Scattering
Since CMEs and coronal structures are visible in white-light by the photospheric light
scattered by free electrons, the knowledge about the underlying scattering theory is an
important part in the understanding of coronagraphic and heliospheric observations. The
inelastic scattering on free or quasi-free charged particles is described in general by Comp-
ton scattering. In the case of visible light, in which kinetic energy of the electron and fre-
quency of the photon are preserved during the collision, the low-energy limit of Compton
scattering is reached and the collision is elastic. This special case is known as Thomson
scattering (Jackson, 1975) and can be applied under following conditions (Howard and
Tappin, 2009):

• The separation of the scattering particles has to be large compared to the coherence
length of the radiated light.
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Figure (3.9) Illustration of the influence of the scatter angle χ on the polarisation of
the scattered wave on a single electron. The three observers S/C1, S/C2 and S/C3 will
measure unpolarised, partially polarised and linear polarised light since they will see a
different, projected, oscillations behaviour of the electron depending on their viewpoint.
After Howard and Tappin (2009).

• The rest mass energy of the scattering particle must be significantly high compared
to the photon energy.

In the corona and in the case of the solar wind in the heliosphere, both conditions are valid.
In the following, the principle of Thomson scattering is outlined for the reason of simplifi-
cation under the assumption of a single electron (or small volume of electrons) scattering
light going out from a point source. The electric field of an unpolarised monochrome wave
going out from the photosphere accelerates a free electron in the corona. Because the elec-
tron is forced by the electric field to oscillate in its direction, it will re-emit dipole radiation
of the same wavelength as the incident wave. The polarisation of the re-radiated wave
that appears to an observer depends on the scatter angle χ, which is the angle between
the incident wave and the LOS to the electron. This observational behaviour is depicted
in Figure 3.9 for the three cases χ = 0 or χ = π, 0 < χ < π/2 and χ = π/2. Under an
angle of χ = 0 or χ = π, there is no observational difference in the polarisation between
incident and scattered wave since the electron displacement is seen equally distributed
in all directions. As the scatter angle increases to χ = π/2, the oscillation amplitude in
the plane defined by an observer and the incident wave, and thereby the observed electric
field in this plane will decrease resulting in a partially polarised wave. If the LOS lies
perpendicular to the direction of the incident wave, the scatter angle is χ = π/2 and the
oscillation along the LOS is not detected. Only a motion of the electron perpendicular to
the LOS-incident-wave-plane remains for the observer and a linear polarisation with the
maximum electric field amplitude is detected. The intensity of the component perpendic-
ular to the incident wave remains isotropic, but, the one parallel to the projected incident
wave varies with cos2 of the scatter angle. The total scattering cross section σT of an
electron is determined by integration of the differential cross section dσ/dζ over all solid
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angles, while dζ is an element of χ (Jackson, 1975):

dσ

dζ
= 1

2(1 + cos2 χ)
(

e2

4πε0mec2

)2

, (3.20)

σT = 8π
3

(
e2

4πε0mec2

)2

= 6.65 · 10−29 m2. (3.21)

Complementary, the Thomson cross section σe (Billings, 1966), being the differential cross
section for perpendicular scattering, is:

σe =
(

e2

4πε0mec2

)2

= 7.95 · 10−30 m2 sr−1. (3.22)

In reality, the Sun is not a point source and the incoming light is integrated over the full
visible photosphere coming from different angles. Therefore, the effect of limb-darkening
has to be considered, which was studied by Minnaert (1930). By applying a suitable
coordinate system expressing the different polarisation components in terms of an angular
segment of the photosphere, transverse and radial scattered intensities can be calculated.
A full explanation of the coordinate system, the used algebra and the derivation of the
intensities can be found in Howard and Tappin (2009), whose treatment follows the one
from Minnaert (1930) and Billings (1966). Including the limb-darkening coefficient u the
emitted intensity of the photosphere Φ is:

Φ = Φ0

(
1− u+ u

√
cos2 ζ − cos2 Ω

sin Ω

)
, (3.23)

with I0 as the intensity of the Sun (power per unit area per unit solid angle), ζ as an angle
between a point C on the Sun and the vector SQ from the solar centre S to the scattering
point Q and Ω being the angle between the tangent crossing the Sun and going through
Q. By using Equation 3.23 the tangential, radial and polarisation intensities, ΦT ΦR and
ΦP, are:

ΦT = ζ[(1− u)CH + uDH], (3.24)
ΦP = ζ sin2 χ[(1− u)AH + uBH], (3.25)
ΦR = ΦT − ΦP, (3.26)

using ζ = I0(πσe)/2z2, where z is the distance from Q to the observer. AH,BH,CH
and DH are the so called van de Hulst coefficients, which are calculated from the solar
surface to a distance of 0.1 AU in Figure 3.10, van de Hulst (1950) summarising some
trigonometrical functions and generally used for simplification. While the distance between
Sun and scattering electron increases, Ω becomes more and more negligible and the Sun
light becomes stronger collimated. Finally, the total intensity scattered off an electron
near the Sun as an extended light source is:

Φtot = (ΦT + ΦR) = 2ΦT − ΦP. (3.27)

The total and single intensity components are plotted for an electron distance of 3 R�
from the photosphere over the scatter angle χ in Figure 3.10. Since the intensity is direct
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Figure (3.10) Left: Intensity components (power per unit solid angle) scattered by
a single electron at a position of 3 R� from the solar surface. Right: Calculated van de
Hulst coefficients. For more details see Howard and Tappin (2009).

proportional to the amount of electrons scattering light at a certain point under the angle
χ to an observer, the number of electrons can be calculated from the measured intensity.
In this way, a CME’s mass can be measured by the scattered intensity and the knowledge
of it’s particle composition (see Section 3.4.4) From Figure 3.10, it is obvious that the
scattering efficiency reaches a minimum with a scatter angle of χ = π/2 because ΦT stays
is independent of χ and ΦR is 0 at χ = π/2. On the other hand, the intensity of the
Sun light as well as the electron density decreases with increasing distance (see Section
2.2.2). Hence, the incident intensity and the number of electrons is maximised at the point
along the LOS at which it has the shortest distance to the Sun. This is true if the LOS
lies orthogonal to SQ and χ = π/2. Taking all three effects into account, the distance
(angular) dependency of the incident intensity and the number of scattering electrons
predominate the angular dependency of scattering efficiency. Going one step further,
considering every point in space in which a certain LOS going out from a observer is ⊥ to
SQ, the so called Thomson Sphere, being the surface with maximal scattered Intensity,
can be constructed (Vourlidas and Howard, 2006). The Thomson spheres of two spacecraft
observing the same heliospheric volume under different scattering angles are illustrated in
Figure 3.11. As highlighted in Howard and Tappin (2009), the Thomson sphere is not a
criterion for the detectability of a CME or coronal structure, but it holds some important
conclusions for the interpretation of the observed CME structures that are all projected
onto the POS. CMEs, as extended structures, are not located in one plane. Certainly,
the intensity of the different CME parts varies with χ. This becomes more important as
a CME propagates further into the heliosphere and its volume expands (see Figure 3.14
for the distance dependent increase of the CME widths). Therefore, the projection effects
of Thomson scattering have are a crucial impact on the geometrical modelling and, more
basic, in the identification of CME structures.

56



3 Theories and Observations of the CME Evolution

𝜀
𝜀

𝜒

𝜒

Figure (3.11) The concept of the Thomson sphere as can be seen from the example of
two STEREO spacecrafts S/CA and S/CB with a separation angle of ∆φ = π/2. While
S/CA observes the scattering volume with a heliospheric imager under a scatter angle of
χA = π/2, for SCB the scatter angle is χB > χA and the scattering volume lies not on
the spacecraft’s Thomson sphere. The angles εA and εB are the elongation angles under
which the observed volume appears in the POSA and POSB of the instruments of the two
spacecraft.

3.4.23.4.2 The GCS Model
In order to reproduce the geometry of the large scale FR nature of CMEs, Thernisien,
Howard, and Vourlidas (2006) developed the GCS model based on the findings of Cremades
and Bothmer (2004). The shape of the GCS geometry is reminiscent of a popular french
breakfast pastry, which is why it is sometimes called as the croissant model. While the
main body of the FR is represented by a tubular section, the CME legs are formed by
two cones anchored in the solar centre. Face-on and edge-on views of the geometry are
depicted in the Figures 3.12 and 3.13. It can be seen that the largest diameter of the FR
b is at the symmetry line (y) dividing the FR in two equal parts and marking also the
position of the CME apex, whose height coincides with the one of the leading edge. The
geometry of the GCS model and its location in space is fully described by six parameters
shown in Figure 3.12 and listed below:

• Position: To determine the corresponding SR and the direction, the CME is mov-
ing to, the Carrington longitude φCME and heliographic latitude θCME of the apex

57



3.4 Three Dimensional CME Modelling

Figure (3.12) Scheme of the GCS geometry. Left: Face-on and edge-on view of the
GCS FR structure. The cones, separated by 2α, are anchored in the origin O with the
height h. A vector H is pointing to a point on the GCS surface and the radius at the
thickest section of the tube is labelled with R. In the edge-on view, the density profile
along the axis d of the cross section is with σleading and σtrainling shown. Right: Scheme
of the position and orientation parameters of the GCS model. Adapted from Thernisien,
Howard, and Vourlidas (2006).

projected onto the solar surface are used .

• Orientation: The orientation of the FR symmetry axis (dashed-dotted line in Figure
3.12) is given by the tilt angle ΓCME, being the angle between the FR axis and the
solar meridian at φCME.

• Structure: Two structural parameters the separation of the legs and the FR’s size
are adjusted. While the dimensionless aspect ratio of the FR κ is defined by sin(δ),
in which δ represents the cone half angle (see Figure 3.13), the separation of the legs
is given by the half angle α between the cone axis and symmetry line y.

• Height: The height of the leading edge r is a function of the two structural parameters
and the height h of the legs at which the cones are attached to the tubular section
(Thernisien, Howard, and Vourlidas, 2006):

r = h
(1 + κ)(1 + sin(α))

(1− κ2)(cos(α)) . (3.28)

While the construction of the cones is straightforward, the deviation of the tubular section
is more sophisticated. However, it can be derived with some geometrical considerations
and the use of r, κ and α as shown in Thernisien (2011). To simulate synthetic white
light coronagraph images, a density profile is added to the GCS geometry. An asymmetric
Gaussian profile perpendicular to the symmetry axis was found to fit best the white light
observations of Cremades and Bothmer (2004). The density profile peaks at the outer
shell surface of the model and decreases to both sides with different widths σs to ensure
that the brightest region of the model is located at the GCS surface. Using σs = σtrainling
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inside the GCS-FR volume (d < R in Figure 3.12) and σs = σleading outside the GCS-FR
volume (d > R in Figure 3.12), the density profile is (Thernisien, Howard, and Vourlidas,
2006):

Ne(d) = Nee
−
(
d−a
σs

)2

. (3.29)

Another common geometrical model to describe shape and height of a CME is the cone
model as described by Zhao, Plunkett, and Liu (2002) and later, fully analytically, by Xie,
Ofman, and Lawrence (2004). In this model a CME is treated as a cone with circular
cross section whose tip is anchored in the solar centre and expanding self similar with a
constant angular width radial away from the Sun. Originally, this model was developed
to forecast arrival times and fit deprojected velocities of halo CMEs using LASCO C2/C3
observations. Within the work of Millward et al. (2013), in which the software tool CME
Analysis Tool (CAT) was developed at the Space Weather Prediction Centre (SWPC) to
provide CME input parameter for the 2.5 D MHD WSA-Enlil model, this simple cone
geometry was replaced by a more realistic curved polygon. The form of this polygon is
derived from the lemniscate of Bernouli (Lawrence, 1972), which is extended into 3 D to
achieve a geometry, that is reminiscent to a ”teardrop” having a circular cross section.
Although the ”teardrop” shape fits the overall visual appearance of a large set of CMEs
observed in white light coronagraph images, there is no physical justification or background
in the usage of this form. But, since the CAT software was developed to provide initial
speed, direction and extension of a CME in order to improve the forecast, it was foreseen
to work with beacon or level 0 data (see Chapter 4). This near-real time (NRT) data
are available with the shortest available cadence but are, compared to reduced science
data, of reduced quality. For this reason, the GCS model presents a more advanced model
including a larger set of free adjustable parameters and reproduces the physical nature of
the FR shape of a CME. In addition, with the possibility to fit the axis of the FR with Γ, it
links and provides a comparison between SR and coronagraph observations (see Cremades
and Bothmer 2004).

3.4.33.4.3 CME Cross Section
As seen in Section 3.3 in the formulation of the drag parameter γ(r), the CME’s cross
section A(r), is a crucial impact factor in the DBM model, affecting significantly the drag
parameter. By fitting the GCS model to CME observations A(r) can be estimated. In a
first approximation, the cross section at a given time of a GCS FR can be expressed by an
ellipse. The ellipse major and minor axes are the edge-on and face-on widths of the FR,
as illustrated in Figure 3.13 and labelled with Wfo and Weo. While the edge-on width is
Weo = 2R(β = π/2), the face-on width can not be determined analytically. By using the
fitted GCS parameter r, κ and α, Wfo is computed numerically by finding the angle β, for
which the x-component of the vector BP , which is the vector starting in B (see Figure
3.13) and ending on the outer tubular surface in the x-y-plane, is at its maximum. The
elliptical CME cross section is then:

A(r) = π
Weo

2
Wfo

2 = π R(β = π/2) BPx(βmax)
2 . (3.30)

A detailed explanation of the formulas defining the GCS dimensions and the used algebra
is pointed out in Thernisien (2011). Using Equation 3.30 the CME cross sections for
different input values of α and κ are shown in Figure 3.14, in which in the bottom left
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Figure (3.13) The GCS geometry with important dimensions that can be derived from
h, κ and α. Only solid lines are in the image plane. Left: Face-on view of a cut along the
x-y plane. The z-axis points orthogonal out of the image plane. Right: Edge-on view of
a cut along the z-y-plane. This cut represents the thickest part of the FR. Adapted from
Thernisien (2011).

panel the half angle and in the bottom right panel the aspect ratio is varied. In the top
panel, major and minor axis of the ellipse are plotted over the heliospheric distance. All
functions in this figure are derived under the ideal assumption of a self similar expansion
of the CME without distance dependencies in the half angle and aspect ratio.

3.4.4 Mass determination 3.4.4
The detected light in white-light coronagraph observations is not emitted directly from the
coronal material, but, it originates from the photosphere and is scattered in the corona off
free electrons (see Section 3.4.1). Therefore, coronagraph images are also indirect density
measurements of the coronal electron content. A CME, as denser structure with respect
to the ambient background corona, appears for this reason as brightness enhancement in
white-light images. The exact determination of CME masses from this observations is a
highly non-trivial task requiring precise image calibration and reduction to exclude back-
ground signatures and projection effects Colaninno and Vourlidas (2009). In a first step,
the images have to be calibrated to units of mean solar brightness H/H� (MSB). After the
usual data reduction, a carefully selected pre-event image, as a base difference image, has
to be chosen and to be subtracted from the image sequence containing the CME. Typically
this is an image recorded as close in time as possible before the CME eruption to avoid
variation due to the solar rotation or changes in the (background) coronal configuration
(Stewart et al., 1974; Poland et al., 1981; Howard et al., 1985; Hundhausen, Stanger, and
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Figure (3.14) Examples of the CME cross section computed with Equation 3.30 using
different input parameters. Top: CME cross section A(r), face-on width Wfo and edge-on
width Weo for α = 30◦ and κ = 0.3 Bottom left: CME cross section for different values of
α and κ = 0.3 Bottom right: CME cross section for different values of κ and α = 30◦.

Serbicki, 1994), since the F-corona becomes increasingly the main signal contributor at
heights of > 3 R�. The resulting difference images are corrected by the influence of the
background F- and K-corona as well as static structures (e.g. streamers), which would oth-
erwise contaminate the observations and contribute to the measured density warping the
CME mass. After this, the images are in units of excess MSB. Hence the observed bright-
ness is integrated over the LOS and the electron distribution along it remains unknown,
it is assumed that all electrons, contributing to the scattered brightness, are located in
one plane. There are two different assumptions according to the orientation of this plane.
The first one is that this 2D plane has the longitudinal shift φ to the POS, which is the
longitudinal propagation direction of the CME (the “directional mass determination”, see
Pluta et al. 2018). In another approximation, the plane is projected onto the POS, the so
called φ = 0◦ approximation. In a next step, not depending on which plane-assumption
was chosen, the region of interest (ROI) containing the CME structure must be defined for
every image in the sequence. This can be done by defining the ROI manually (Subrama-
nian and Vourlidas, 2007) or through the sector method (Vourlidas et al., 2010), in which
the sector in the coronagraph images containing the CME is determined by the occulter
height, the height of the CME front as well as the central and edge PAs of the CME.
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Applying the theory of Thomson scattering (see Section 3.4.1), the excess brightness in
the ROI is converted into the number of excess electrons (Billings, 1966), that would be
necessary to scatter the measured excess brightness per pixel:

m = Hobs

He(φ) · 1.97 · 10−24 [g]. (3.31)

In Equation 3.31 m is the mass per pixel, Hobs the observed brightness and He(φ) the
brightness of a single electron with an angular separation of φ to the POS. Integration
over the ROI together with the usage of an assumed CME composition lead to the calcu-
lated projected CME mass. A common assumption for the CME composition is a mixture
of completely ionised H and He (90% and 10%) (Hildner et al., 1975).

Since the CME (mass) is initially covered by the occulter of a coronagraph and is moving
in and out of the instruments FOV over the recorded image sequence, the misleading
term “mass evolution” is often attributed to the over time increasing measured CME
mass. Indeed, by the magnetic connection to the Sun, plasma can flow up into the CME
structure and also mass down-flows are possible in the process of the CME initiation.
However, the real CME evolution seems to be mainly finished in the FOV of coronagraphs
(∼ 2 − 15 R�) and observations showed no mass down-flow in this regime. Furthermore,
CME masses and energies tend to reach a constant plateau above a height of ∼ 10 R�,
which was excluded to be an instrumental effect since this behaviour was observed in
the overwhelmingly majority of CME events observed in various instruments on-board of
different satellites (Vourlidas et al., 2000; Colaninno and Vourlidas, 2009; Pluta et al.,
2018). The asymptotic CME mass is determined using the analytical function given by
Colaninno and Vourlidas (2009):

m(r) = mobs(1− e−r/X), (3.32)

where m(r) is the measured mass at a certain height of the CME’s apex, mobs the asymp-
totic final (observed) CME mass and X the fitted normalisation height.

The calculated CME mass is affected by the uncertainties of assumptions additional
to the actual measurement errors. Concentrating on the effects of Thomson scattering
analysing the consequences of the φ = 0◦-assumption, Vourlidas et al. (2000) showed,
that using this method, determined masses may be underestimated by a factor up to ∼ 2
depending on the CME width, which was supplied by the MHD simulations of Lugaz,
Manchester, and Gombosi (2005). On the other hand, Vourlidas et al. (2010) found in
a numerical study considering the effects of the approximation of the “directional mass
determination” an exponentially growing mass overestimation if φ > 60◦ to the POS.
Under this angle the “directional mass determination” seems to be more accurate than
the φ = 0◦-assumption. Other errors in the mass measurement are related to brightness
contributors not substracted by the base difference image and being in the ROI. Planets do
frequently enter the FOV of coronagraphs and cause effects like blooming on the camera
sensors. While CMEs are ejected, they, or their shocks, can interact with streamers
resulting in a deflection or the change of their brightness. This effects are difficult to
reject with a base difference image. Prominences can affect mass determination due to
strong Hα emission occurring from a larger fraction of neutral hydrogen at its cooler
temperature (see Figure 2.9). Since the passband of some coronagraphs is centred at the
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Hα-line this could produce a local maximum in the mass-height profile (Carley, McAteer,
and Gallagher, 2012).

3.4.53.4.5 The Effect of Virtual Mass
The concept of virtual or added mass describes in fluid dynamics the additional inertia
occurring in a system, in which a moving body is interacting with its ambient medium. The
accelerated or decelerated body displaces and accelerates through momentum coupling
some volume of the ambient fluid. As discussed in Section 3.3, a CME moving in the
ambient solar wind may be treated as a rigid body in a hydrodynamic flow. In this case,
the effect of virtual mass must be included in the force consideration and the total CME
mass mCME is the sum of the true observed mass mobs and the virtual mass mv. The
virtual mass of a sphere moving in a fluid is approximately half of the mass of the displaced
fluid (Landau and Lifshitz, 1987; Cargill et al., 1996). By expressing this formulation with
the volume of a CME VCME and the solar wind density ρw, the total mass of a moving
CME is:

mCME = mobs +mv = mobs + ρw(r)VCME

2 . (3.33)

Cargill (2004) investigated the effect of virtual mass on the dynamics of CMEs in MHD
simulations. He showed, that as closer the ratio between CME and ambient solar wind
densities becomes unity, virtual mass plays an increasingly important role in the value of
the drag coefficient and so for the CME dynamics.

3.53.5 Summary

Summarising the keynotes of CME kinematics and the properties of their corresponding
solar source regions, it is important to note that the forest of developed CME triggering
mechanisms is dense, interwoven and in some parts very dark. The role of magnetic recon-
nection is in the meanwhile general accepted, but since it is difficult to observe a CME’s
initiation in detail, the evaluation of triggering mechanisms relies on more extended stud-
ies. MHD simulations provide a good opportunity to test models and compare the results
with magnetograms, observations of the lower corona and the evolved CME structures in
coronagraph images. In a number of cases this was realised successfully. However, they
are computationally expensive. Also observations are affected by projection effects and
uncertainties making comparisons sometimes challenging. In order to analyse the initial
Lorentz force accelerating a CME, the TI model provides a fully analytical model consid-
ering the observed FR nature and geometry of CMEs. After the initial phase of the CME
acceleration is finished, the aerodynamic drag force dominates the further evolution of the
CME propagation and dynamics in the heliosphere. Even if the presented DBM-model
is a simple 1D model, its success in the adequate description of the interaction between
CME and ambient solar wind as well as the accurate extrapolation of CME quantities,
validated through in-situ measurements, was shown in several studies.
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Chapter 4

Missions, Data and Meth-
ods

“It is hard to describe the exact route to scientific achievement, but a good scientist
doesn’t get lost as he travels on it.”

Isaac Asimov

Monitoring a CME from its birthplace on the Sun up to its passage near Earth requires
a set of imagers observing in different parts of the electromagnetic spectrum, as well

as in-situ instruments measuring the plasma properties. While magnetic imagers measure
the photospheric magnetic conditions of a CME’s SR, the initial acceleration phase of a
CME can be observed using EUV observations under certain conditions. In the inner he-
liosphere, remote white light observations from coronagraphs and heliospheric imagers are
the main data set used to analyse a CME’s trajectory and dynamics. Finally, the arrival
near Earth, at the Lagrange point L1, and the changes to the ICME kinematics by the
interaction with the ambient solar wind can be measured by in-situ plasma instruments.
In order to explain a CME’s trajectory under the influence of the ambient solar wind and
its real 3D kinematics, events for which multi-viewpoint observations taken from different
satellites exist, are selected using specific criteria. The CME height-time-profiles achieved
from this remote sensing instruments are analysed with a TI Lorentz force and a dynamic
drag based model. For this purpose, the CME geometry, its mass and its propagation
direction is taken into account.

Cover Figure: Time series of SECCHI/COR1 B observations of event #1. For more
details see Table 4.2. The GCS fit is shown by the blue grid.



4 Missions, Data and Methods

4.14.1 Remote Sensing and In-situ Instruments

In order to study the CME kinematics and the magnetic properties of their corresponding
SR, adequate analysis methods have to be chosen. This includes a careful selection and
inspection of the necessary data sets required for the methods of choice. Since CME
observations depend on space borne instruments, in the coronal and heliospheric case,
data from ongoing satellite missions were taken for analysis. In the following, an overview
of ongoing heliospheric spacecraft missions and their instruments, with special emphasis
on the instruments recording the data used in this work, is given. Afterwards, the criteria
to reduce the available data to a relevant selection are explained. In the final part, the
applied analysis methods to obtain a CME’s SR, kinematic and geometric properties are
outlined.

4.1.14.1.1 Ongoing Satellite Missions
The Solar and Heliospheric Observatory

One of the success stories in ESA’s and NASA’s instrumentation history, and still the
flagship of the fleet, is the SOHO mission launched in December 1995. The satellite is
placed in a halo orbit around L1 and its continued operation is extended up to at least
2020.1 An extension until 2022 is expected, but extrapolation of the degradation process
of SOHOs solar cells indicate a critical power loss around this time.
The instruments building SOHOs payload are organised into three groups: Helioseismology
with three instruments, solar atmosphere remote sensing with six instruments (see Section
4.1.4 and 4.1.3) and solar wind in-situ measurements with three instruments. This combi-
nation of experiments showed the complex magnetic connections between the single solar
atmospheric layers and the Sun’s interior, since they could be observed in parallel for the
first time. This led to new insights into the Sun’s structure and its rotational behaviour
(Fleck 2005 and references therein), the first observations of a flare-triggered “solar quake”
(Kosovichev and Zharkova, 1998) and, despite the fact that CMEs were already discov-
ered during the time of the OSO-7 and Skylab ATM coronagraphs, it were the SOHO
observations boosting our understanding of CMEs to the current state. Moreover, space
weather forecasts for Earth’s magnetic environment were made possible by the continuous
monitoring of the corona and inner heliosphere. Using single-viewpoint data doesn’t allow
for deprojection of the POS-observations, and because CMEs are optically thin, the exact
3D nature of CMEs is hard to determine. Because of that, the mission concept of the
following solar observatory (see below) was quite different.

The Solar Terrestrial Relations Observatory

Launched in October 2006, STEREO is NASA’s third Solar Terestrial Probe (STP) mission
consisting of the two nearly identical spacecrafts STEREO A (Ahead) and B (Behind),
which were carried into Earth-like orbits around the Sun. While STEREO A’s orbit is a
little bit closer to the Sun compared to Earth’s orbit, the orbit of STEREO B is a little
bit further away. In this way, the angular separation of the satellites changes continuously
by about 44-45◦a−1 (Kaiser et al., 2008) providing the first stereoscopic observations of

1http://sci.esa.int/director-desk/59839-green-light-for-continued-operations-of-esa-science-missions/
(13.12.19)
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the Sun and its energy as well as matter flow from different vantage point. The scientific
objectives of the STEREO mission are (Kaiser et al., 2008):

• Understand the causes and mechanisms of CME initiation.

• Characterise the propagation of CMEs through the heliosphere.

• Discover the mechanisms and site of energetic particle acceleration in the low corona
and interplanetary medium.

• Develop a 3-D time-dependent model of the magnetic topology, temperature, density
and velocity of the ambient solar wind.

To achieve these objectives, both STEREO spacecrafts contain four complementary in-
strument suits to reach a better understanding of CMEs, SEPs and the solar wind. The
SECCHI package comprises four imaging instruments to track solar transients and CMEs
from their ejection region in the low corona up to Earth distance at 1 AU (see a de-
tailed explanation in Sections 4.1.4, 4.1.5 and 4.1.3) which was first observed and anal-
ysed by DeForest, Howard, and McComas (2013) and a great step forward in terms of
space weather prediction. In order to track radio bursts generated by stream of energetic
electrons and shockwaves of CMEs in the solar wind (see Section 2.2.1), the S/WAVES
(STEREO/WAVES, Bougeret et al. 2008) instrument was developed. The antenna system
is capable to perform 3D localisation of radio emissions with the three mutually orthogonal
monopole stacer antenna of six meter length, which cover a frequency regime from below
1 Hz up to 16 MHz and with a narrow frequency channel at 30 MHz. In-situ measure-
ments are performed by two instrument suites. The first is the In-situ Measurements of
Particles and CME Transients (IMPACT, Luhmann et al. 2008) suite consisting of seven
instruments, that measure the 3D distribution of the solar wind, superthermal electrons,
the IMF and SEPs. The fourth suite, the PLAsma and SupraThermal Ion Composition
(PLASTIC, Galvin et al. 2008) investigation complements the solar wind measurements of
IMPACT by providing the in-situ plasma mass and charge state of protons, alpha particles
and heavy ions.
The STEREO spacecrafts were launched in October 2006 and reached opposition in 2011.
After a planned reset to test solar conjunction commands, the contact with STEREO B
was lost in October 2014. During the superior solar conjunction in March 2015, STEREO
A was operating in a safe mode to protect the high gain antennas from damage by solar
radiation. After the conjunction, when a larger angular separation to the Sun was reached,
STEREO A started sending data again in July 2015. Using NASA’s Deep Space Network
(DSN) the contact to STEREO B was reestablished in August 2016. It was found that
because of an anomaly in the guidance and control system the satellite lost its orientation
and started uncontrolled spinning.2

The Solar Dynamics Observatory

The first mission launched as part of NASA’s Living with a Star (LWS) program is the
SDO. It provides nearly continuous observations of the Sun in different wavelengths and

2News of the STEREO mission: https://stereo.gsfc.nasa.gov/news/news.shtml (13.12.19)
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high spacial resolution with a rapid cadence. The data of SDO are of unprecedented qual-
ity and reveal the details of the highly dynamic nature of the solar corona, e.g. coronal
rain (Mason, Antiochos, and Viall, 2019). Three scientific experiments, to investigate the
deeper processes of the solar activity, are mounted on the spacecraft. AIA (see Section
4.1.3) is an imager linking the solar surface with the higher atmospheric layers. The vari-
ability of the solar EUV radiation affecting Earth’s ionosphere is measured with the EUV
Variability Experiment (EVE, Woods et al. 2012). An evolution of SOHO’s Michelson
Doppler Imager (MDI) instrument is the Helioseismic and Magnetic Imager (HMI, Schou
et al. 2012) taking full-disk higher spatial resolution magnetograms with new vector mag-
netogram capabilities (see Section 4.1.2). Since the high resolution and the rapid cadence
require a downlink rate of more than 100 Mbps, SDO was placed in an inclined geosyn-
chronous orbit around Earth.

The Advanced Composition Explorer and Wind

In order to measure the characteristics and composition of the solar wind, SEPs and cosmic
rays, the Advanced Composition Explorer (ACE, Stone et al. 1998) and the Wind (Ogilvie
and Desch, 1997) spacecraft were placed outside of Earth’s magnetosphere at the Lagrange
point L1. Both satellites complement each other with their different spectrometer charge
analysers and magnetometers to measure the IMF parameters, the ionic charge states and
the energies and masses of different ions, protons and electrons. Using Wind data, Kasper
et al. (2013) showed that ion cyclotron resonance is a possible explanation for the heating
and acceleration of the solar wind.

4.1.24.1.2 Magnetographs
Since Hale (1908) linked the magnetic field of sunspots with the solar activity, the need to
study the solar magnetic field and the magnetic activity cycle arose. The magnetic field
in the Sun’s plasma can be determined using the Zeeman effect, which describes the split-
ting of spectral lines in the the presence of a magnetic field. Space-borne instruments to
measure the entire photospheric magnetic field are currently the magnetographs onboard
SOHO and SDO.
The HMI instrument is part of the SDO payload and is an advanced version of MDI
onboard of SOHO especially in terms of temporal and spatial scales. For this reason,
the magnetorgrams taken with HMI are used for the SR analysis in this work. Both
instruments are so called filtergraphs, taking sequences of filtergrams in different polar-
isation states at different wavelengths around a spectral line with a large Landé factor
(MDI: 676.8 nm Scherrer et al. 1995; HMI: Fe I 617.3 nm Schou et al. 2012). From these
raw-filtergrams, the Stokes parameter are calculated and continuum intensity images, lon-
gitudinal and vector magnetograms as well as Dopplergrams are generated (Scherrer et al.,
2012). Line of sight (LOS) magnetograms are produced with a cadence of 45 s, and also
a 12 min average of the longitudinal magnetic field is generated to track the evolution of
the photospheric magnetic field. HMI uses two 4k x 4k CCDs and reaches a resolution of
0.5 ”/px, which is more than twice as good as the resolution of MDI.
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4.1.3 EUV Imagers 4.1.3
The chromosphere, the transition region and the lower corona are typically observed in
emission lines of highly ionised iron species, helium and carbon in the extreme ultraviolet.
Since their emission characteristics depend on the temperature, which is the predominant
parameter defining the different layers of the solar atmosphere, the height at which the
corresponding emission line is formed can be associated (Lemen et al., 2012). In this work,
data of the EUVI instrument of the STEREO/SECCHI suite and the AIA EUV-imager
on SDO were analysed.

The EUVI instrument of STEREO is based on the successful concept of the EIT in-
strument onboard of SOHO. It is a Ritchey-Chrétien telescope whose entrance aperture is
divided into quadrants/channels and covered by thin narrow-band metal filters blocking
most of the UV, visible as well as IR light. The single quadrants/channels take images
at the wavelengths 17.1 (Fe IX), 19.5 (Fe XII), 28.4 (Fe XV) and 30.4 nm (He II) with a
cadence of 5 min (Howard et al., 2008). By using a 2k x 2k backside illuminated CCD,
a FOV of ±1.7 R� (POS) centered on the Sun and a plate scale of 1.6 ”/px is covered
(Howard et al., 2008).

AIA onboard of SDO consists of four Cassegrain telescopes observing ten wavelengths
in the EUV-, UV- and visible regime between 9.4 and 450 nm. A detailed instrument
descriptions is given by Lemen et al. (2012). All four telescopes have their own guide
telescope and image-stabilization systems, which ensures a highly precise coalignement
and the elimination of jitter by the spacecraft to under 0.24 arcsec in each axis. The
baseline-cadence for one EUV and one UV or visible-light image is 12 s with a full-frame
resolution of 4k x 4k, corresponding to a plate scale of 0.6 ”/px and a FOV of 41 arcmin
circular diameter (Lemen et al., 2012). Together with the HMI instrument, ARs can be
mapped from their photospheric source up to the lower corona and at the high cadence of
AIA the evolution can be tracked in very high detail.

4.1.4 Coronagraphs 4.1.4
A coronagraph is a special type of telescope optimised to observe the faint solar corona
by blocking the light of the visible solar disk (Lyot, 1939). For this purpose, an optical
element called occulter, which is comparable with the moon during a total solar eclipse,
is used. Since the scattered sunlight by the Earths atmosphere is too bright to observe
coronal structures around the Sun, space-borne coronagraphs are much more effective in
terms of usable FOV, data quality and available observation time than ground based in-
struments. Active coronagraphs are the LASCO/C2 and LASCO/C3 instruments onboard
SOHO and the SECCHI/COR1 and SECCHI/COR2 instruments onboard the STEREO
spacecrafts. The key-data used in this work were recorded with the COR1 and COR2
instruments and the C2 and C3 coronagraphs, which are described in the following. Their
main characteristics are summarised in Table 4.1.

LASCO/C2 and LASCO/C3 are externally occulted coronagraphs using the principles
described by Evans (1948). However, the faint coronal signal is still covered by the internal
stray light of the instrument. But, the instruments stray light is unpolarized while the ob-
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served light is highly polarized by the nature of Thompson scattering (see Section 3.4.1).
By observing in three different linear polarization states and calculating the polarized
brightness (see Billings 1966), the scattered light of the instrument can be nearly elimi-
nated. For this reason, every image acquisition sequence contains three images taken with
different polarizers in C2 and C3. Besides the three polarizers, C2 and C3 are equipped
with a combination of 7 broad- and narrow-band filters for the spectral range of 400 to
1050 nm. Both coronagraphs are equipped with 1k x 1k CCDs and together they cover a
FOV of 1.5 up to 30 R� in the POS, with a resolutions of 11.4 and 56 ”/px, respectively
(Brueckner et al., 1995).

The first space-borne internally occulting refractive coronagraph, SECCHI/COR1, cov-
ers a FOV of 1.3 to 4 R� (POS). Together with the high cadence of 5 min, this allows
the observation of the early CME evolution. The internal occulting design was chosen,
since it provides better spatial resolution in the inner FOV (Howard et al., 2008). Like
the LASCO coronagraphs, the SECCHI coronagraphs take a sequence of three images
with polarizations 0◦ and ±60◦. To avoid smearing of the changing coronal structures,
the image sequence is taken within a time range of 11 s. COR1 observations are not made
in the full white light spectral regime like other coronagraphs but with a 22.5 nm wide
bandpass filter centred around the Hα-line. The CCD of COR1 is of 1k x 1k size, leading
to a plate scale of 3.75 ”/px.

The SECCHI/COR2 coronagraphs are inspired by the successful design of the SOHO
LASCO/C2 and LASCO/C3 instruments and are externally occulted, ensuring a lower
level of stray light compared to SECCHI/COR1, which allows CME observations at greater
elongations. Because of the requirement to finish the whole polarized image sequence
within 15 s to avoid smearing of fast CMEs, the optical design has a higher light gather-
ing power than the LASCO coronagraphs. This was achieved by increasing the entrance
aperture, using a 2k x 2k CCD (for a spatial resolution comparable to the one of C2) with
80% quantum efficiency and changing the polarizer material to better match the solar
spectral peak (Howard et al., 2008). The FOV of SECCHI/COR2 is 2 to 15 R� (POS),
with a resolution of 15 ”/px and a cadence of 15 min. Additionally, SECCHI/COR2 has a
multi exposure observation mode that takes images at polarisation angles of 0◦ and 90◦.
The resulting image corresponds to a total brightness image, saving telemetry costs and
increasing the cadence. Low resolution total brightness images of SECCHI/COR2, cal-
culated onboard with a polarized image sequences, are transmitted continuously via the
beacon channel, which is useful for space weather purposes.

The LASCO as well as the SECCHI coronagraphs are designed to have an overlap
between the different FOVs allowing a gapless observation of CMEs, which is shown in
Figure 4.1 by some example observations from the SECCHI instruments. Although the
STEREO A and B instruments are nearly identical, there are differences in the data
quality because of the slightly different orbits, but also for technical reasons like thermal
bending of the SECCHI/COR 1 occulter stem or a slight change in the SECCHI/COR2
B instrument pointing.
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☉

☉

Figure (4.1) STEREO A/SECCHI observations of event #16 (see Table 4.2) on July
12, 2012. From left to right images from HI1, COR2, COR1 and EUVI 195. Images were
processed with the program ESA JHelioviewer3and illustrate the different FOV to observe
the individual evolution stages of the CME.

4.1.5 Heliospheric Imagers 4.1.5
A heliospheric imager is a wide-angle white-light camera that is off-pointed from the Sun
to observe the solar wind as well as CMEs propagating through the heliosphere. Observing
the faint scattered light of CMEs in the outer corona and inner heliosphere sets enormous
requirements onto the optical specifications of such an instrument. Since the CME signal
in this range is about two orders of magnitude fainter compared to the summed intensity
of the background K and F corona (Socker et al., 2000), the instrument stray-light should
be at least an order of magnitude below the coronal intensity to exclude a significant
contribution to the statistical error of the required long time exposures. Considering
elongation angles from the Sun up to about 90◦, the stray-light level has to be in a range
of 10−13 to 10−14 B� (Eyles et al., 2009).
As the first instruments of their kind, the heliospheric imagers HI1 and HI2 are part of
the STEREO/SECCHI suite. A complex multi-baffle system blocks direct sunlight and
ensures that stray-light of the spacecraft components can not enter the optical systems.
The two wide-angle cameras of HI1 and HI2 cover elongation angles of 4◦ - 24◦ and 18.7◦
- 88.7◦, respectively (Eyles et al., 2009). The CCDs have a size of 2k x 2k, but a 2 x 2
binning is used. Taking the observation criteria mentioned above into account, exposure
times of 20 min and more than 1 h are needed to reach the required signal to noise ratio
for HI1 and HI2. The HI instruments on both STEREO spacecraft made it possible to
track CMEs to heliospheric distances of Earth’s orbit and beyond for the first time, but
also to stereoscopically measure the 3D properties of CMEs at this distance.

4.2 Data Analysis 4.2

The data analysis requires a clearly defined data selection procedure, which is based on
selection criteria, in advance to the individual analysis steps. After the data selection, the
data have to be corrected from instrumental effects and to remove the background corona.

3https://www.jhelioviewer.org/index.html (13.12.19)
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4.2 Data Analysis

Since the data are corrected, the individual analysis steps to determine SR and CME
kinematic characteristics, which are explained in more detail afterwards, can be applied.

4.2.1 Data Selection Criteria and Procedure 4.2.1
In the first step for a systematic study to answer the question about the relationship be-
tween a CME’s SR and it’s kinematic behaviour, the requirements on the event selection,
data and methods for analysis have to be defined. The starting point is to consider, which
model is used to describe the CME kinematics and which CME quantities are necessary
for this purpose. In this work the dynamic drag model described in Section 3.3 is chosen
to study the outer trajectories of CMEs, which means that CME height-time (r-t) profiles,
with a wide range and low uncertainties beginning at the early stages close to the Sun
and extending far into the heliosphere, are needed. In order to avoid projection effects
and to get the real 3D CME propagation, the GCS model (see Section 3.4.2) is applied
to data from the EUV-imagers, coronagraphs and helioshperic imagers of the SOHO and
STEREO spacecrafts. To validate the extrapolated drag model of the CME trajectories
and the solar wind properties, only events with in-situ measurements from L1 are selected.
The second that has to be considered in the selection of events, is the availability of SR
parameters. Magnetograms are taken continuously by SOHO and SDO. Both satellites
have the same perspective and observe the part of the solar photosphere facing Earth.
However, SDO has a higher telemetry compared to SOHO since it is placed in an Earth
orbit. Because of that the magnetograms of HMI and images of AIA are of higher spa-
tial resolution and higher cadence making time resolved magnetic and EUV observations
of CME SR possible. Bringing both considerations together we obtain following data
selection criteria:

• The events have to lie within in a time interval of 22 months after the opposition
of the STEREO spacecrafts, which was reached at February, 6 2011. Due to the
separation angle of the three satellites to each other between 90◦ and 130◦ (see Figure
4.2 a and b), most different perspectives are available favouring 3D modelling.

• Only Earth directed events for which in-situ as well as magnetogram and EUV
images are available, allowing drag model comparison and SR analysis, are selected.

• To minimise projection effects, only events with simultaneous coronagraph observa-
tions from both STEREO and SOHO spacecrafts are chosen. This criteria excludes
observation with large data gaps from one of three viewpoints (∆t > 60 min).

• The events have to be visible in COR1 and HI1 to extend the r-t profile down to the
SR (r < 2 R�) and further outward into the heliosphere (r ∼ 80 − 100 R�). Data
from HI2 are excluded since GCS modelling within its FOV is a highly difficult task
and the results would not be a benefit through the reduced fit-quality.

• The white light appearance of CME features in the images has to be bright and clear
enough to allow GCS fitting with high precision and small uncertainties. In other
words, the CMEs should show a clear morphology (see Bosman et al. 2012).

By applying the above set selection criteria, events were selected by the following proce-
dure:
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1. In order to find Earth-directed CMEs, the SOHO LASCO CME Catalogue provided
by the Coordinated Data Analysis Workshops (CDAW) Data Center of NASA 4 was
searched for partial and full halo CMEs within the time range of 22 months after the
opposition of the STEREO spacecrafts. Partial or full halo CMEs propagate along
the observers LOS since they cover the solar disk.

2. To exclude backside events and to fulfil the criteria of simultaneous coronagraph ob-
servations from different viewpoints, the CME candidates were identified in STEREO
A and B data. By combining the CME propagation direction as seen in the STEREO
observations with the information of the SOHO LOS, the Earth-directed events were
identified. Additionally, only events clearly visible in both STEREO spacecrafts were
selected.

3. All events selected so far were inspected to be visible in EUVI 195, COR1, COR2
and HI1 without showing large data gaps of more than a few minuets, ensuring the
continuity of the CME trajectory. The compiled video sequences of the STEREO
Science Center were used for this purpose.

4. For all events, SDO/AIA and HMI data were checked with the IDL tool of the
Virtual Solar Observatory5 for availability within ±8 hours around the first EUVI
195 or COR1 observations of the selected events.

5. In the final step, in-situ data of ACE and Wind are surveyed for ICME signatures
within eight days after the first appearance of the CME in COR1.

The basis of the second step of this procedure is the Kinematic Database Catalogue
(KINCAT)6 of the EU FP-7 project Heliospheric Cataloguing, Analysis and Techniques
Service (HELCATS)7, which was created at the Institut für Astrophysik in Göttingen by
me and Adam Pluta under the lead of Volker Bothmer. The objectives of the HELCATS
project were the systematic exploration and cataloguing of the STEREO observations, in
particular SECCHI COR2, HI 1 and HI 2 data. The KINCAT catalogue contains the av-
eraged geometries, the linear speeds and masses of 122 CMEs observed between May 2007
and October 2013. All events were modelled with the GCS model, which was applied to
SECCHI/COR2 coronagraph observations of both STEREO spacecrafts. Detailed expla-
nation of the applied techniques and catalogue data of the HELCATS project can be found
in Harrison et al. (2018); Pluta et al. (2018); Murray et al. (2018) and Barnes et al. (2019).

According to the selection criteria and procedure, 21 events in the time range between
July 8, 2011 and November 21, 2012 were selected for analysis. Their basic observational
characteristics are listed in Table 4.2. The positions of the STEREO spacecrafts at the
times of the first and last events as well as the time interval of the data set in the solar
cycle are represented in Figure 4.2. Except for five events, EUVI images are available for
all selected CMEs to analyse their very early kinematics and geometry.

4https://cdaw.gsfc.nasa.gov/ (13.12.19)
5https://docs.virtualsolar.org/wiki/VsoIDL (13.12.19)
6http://www.affects-fp7.eu/helcats-database/database.php (13.12.19)
7https://www.helcats-fp7.eu/index.html (13.12.19)
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Figure (4.2) (a) and (b) Positions of the spacecrafts at the time of event #1 and
#21 generated with the STEREO Orbit Tool8. (c) Monthly mean (black) and 13-month
smoothed (blue) Sunspot number of solar cycle 24. The light blue area represents the time
range of the analysed ensemble and vertical solid, dashed and dot-dashed lines show the
times of the single events.

4.2.2 Data reduction and Processing 4.2.2
Before images from STEREO, SOHO and SDO can be used for analysis, they have to be
reduced and corrected from optical effects like vignetting and electrical characteristics like
image sensor bias. The individual processing steps are done with IDL Solarsoft (Ware)
(SSW) system, a software environment written in IDL containing data bases and libraries
to analyse solar physics data from space borne missions.

STEREO/SECCHI uncompressed 16-bit fits images are available in Level-0.5 from sev-
eral sources (e. g. NASA Stereo Science Center9 or UK Solar System Data Centre10). The
top of the images is already aligned to the ecliptic north and the header contain telemetry
as well as auxiliary data. By using the routine secchi prep.pro, the images were pro-
cessed to Level-1.0, which contains a normalisation by the exposure time, a conversion to
the physical units of MSB and the correction of vignetting and other optical distortions,
flat-field frame, bias-frame as well as the correction of image processing done onboard of
the satellites (Howard et al., 2008). While COR1 Level-1.0 data are processed from a
sequence of the three polarized images to one total brightness, COR2 Level-0.5 images are
already available as total brightness images. The data processing of SECCHI/HI images
requires some additional steps to those mentioned above for the reason of the different
instrument design. The HI cameras have no shutter leading to a vertical smearing during
the CCD clearing prior to an exposure and the read out of the CCD. By using a ma-

9https://stereo-ssc.nascom.nasa.gov/pub/ (13.12.19)
10https://www.ukssdc.ac.uk/solar/stereo/data.html (13.12.19)
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trix multiplication algorithm, the images are de-smeared. While this correction was done
with secchi prep.pro, the onboard software already performs some pre-processing steps
differing from the other SECCHI instruments. One correction is a consequence of the
shutterless camera design and the long exposure time of HI, causing that bright objects in
the FOV, like planets or bright stars, can lead to the saturation of CCD columns. Gen-
erally these columns can not be recovered and have to be removed. Since the intensity
of the scattered light decreases with radial distance to the Sun, more integration time to
reach the required signal-to-noise ratio is necessary in the FOV of HI compared to the
inner coronagraphs. To avoid the build up of saturated pixels by cosmic ray hits, the
total integration time is split into a number of short 40 second exposure images which are
summed up after they are scrubbed from cosmic ray events (Eyles et al., 2009).

SOHO/LASCO coronagraph Level-0.5 images are provided by the U.S. Naval Research
Laboratory (NRL)11 and were processed in a similar way like the STEREO/SECCHI im-
ages with the SSW procedure reduce level 1.pro, containing all necessary routines for
the single calibration and reduction steps. The processing procedure for LASCO/C2 and
LASCO/C3 data is explained in detail by Llebaria, Lamy, and Bout (2004) and Morrill
et al. (2006)

In coronagraph (also HI) images, the background corona has to be removed using a
base-difference subtraction. In general, the image taken directly prior to the sequence of
interest, the “pre-event” image, is subtracted from the sequence to avoid variations due
to the solar rotation or changes in the coronal configuration. By using this technique,
variable or quasi-static structures like coronal streamers and also other CMEs remain in
the sequence, which is why it is in some cases more suitable to select an earlier pre-event
image (Vourlidas et al., 2010).
In a final processing step, the images are prepared for mass determination by using the
make mass fits.pro which translates from units of MSB to grams per pixel (gpp) and
applies the approximations described in Section 3.4.4 (Savani et al., 2013).

The science data of SDO/AIA and SDO/HMI are provided by the Joint Science Oper-
ations Center (JSOC) Science Data Processing (SDP)12. While the lowest available data
Level of AIA images starts at Level-1.0 (in all wavelengths) HMI data are already at
Level-1.5. This means all necessary reduction and calibration steps to reach science data
quality are already performed. However, for multi-wavelength analysis with the various
wavelength channels of AIA, the data have to be processed to Level-1.5 because of the
slightly different orientations and plate scales between the different wavelengths. A co-
alignment to the common pointing, rescaling to the same plate-scale and derotation was
done with the SSW procedure aia prep.pro. The resulting Level-1.5 data are interpo-
lated to a plate-scale of 0.6” per pixel, aligned to the solar centre and rotated to have the
north-south solar axes in the vertical image axes and the east-west axes in the horizontal
image axes.

11https://lasco-www.nrl.navy.mil/lz/level 05/151228/c3/ (13.12.19)
12http://jsoc.stanford.edu/ (13.12.19)
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Table 4.2. List of selected events for analysis after applying the selection criteria.
Column 1 shows the event number used in the following for simplicity. Columns 2
and 3 show date, time and time range of the events while the columns 4 to 7 show
the number of images taken by the different instruments on board of STEREO and
SOHO. The SR type in the Hale classification scheme can be seen in the last column.

# Date
Time obs. # of GCS frames

SR
First contact + [h] EUVI COR1/2 C2/C3 HI1

1 08.07.11 23:40 + 13.8 15 12/9 11/21 22 β

2 04.08.11 01:55 + 14.3 1 3/4 5/26 18 β-γ
3 06.09.11 01:50 + 17.6 2 14/19 12/33 6 β-γ
4 06.09.11 22:15 + 26.5 4 10/13 8/50 33 β-γ-δ
5 13.09.11 21:55 + 31.5 3 27/15 16/45 38 β

6 04.10.11 16:10 + 38.0 - 48/25 24/29 44 Hα-plages
7 26.10.11 09:35 + 55.3 - 26/13 20/52 38 β-γ
8 09.11.11 13:06 + 13.0 5 9/9 5/31 15 β

9 23.01.12 01:15 + 18.3 18 18/5 6/17 18 β

10 07.03.12 00:20 + 17.8 2 3/2 1/23 24 β-γ-δ
11 10.03.12 17:20 + 15.2 6 8/7 3/23 18 β-γ-δ
12 13.03.12 17:20 + 20.3 2 12/11 9/21 22 β-γ
13 19.04.12 14:45 + 37.1 - 22/14 18/41 51 β

14 11.05.12 23:05 + 23.0 5 10/10 4/33 29 α

15 14.06.12 12:40 + 16.5 15 9/6 4/25 19 β-γ-δ
16 12.07.12 15:45 + 18.0 9 8/6 3/- 21 β-γ-δ
17 02.09.12 01:56 + 32.0 3 29/14 14/16 21 β-γ
18 27.09.12 23:15 + 28.3 9 10/9 4/30 37 β

19 09.11.12 14:15 + 36.4 - 14/15 9/30 45 α

20 20.11.12 11:10 + 27.6 - 22/15 9/37 34 β

21 21.11.12 15:26 + 26.0 5 9/12 9/37 30 β-γ

4.2.3 Source Region Analysis 4.2.3

The corresponding SRs of the selected CMEs were identified in a two-step process. In the
first, existing catalogues were inspected for CME precursors and for activity phenomena
associated with CMEs like solar flares, filament eruptions and PEAs. A wide time win-
dow of 8 hours prior to the first coronagraph observation was set for this purpose and
results of the Low Coronal Event Catalogue (LOWCAT), the Linked Catalogue of Solar,
Heliospheric and In Situ CME Observations (LINKCAT) and the KINCAT catalogue were
used. These catalogues are the results of the HELCATS working packages WP 2, 3 and
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4, in which ICMEs/CMEs were traced back to their solar SR.
Other catalogues used are the GOES Soft X-ray Flare List13 and the SOHO LASCO CME
Catalogue.
In the second step, SDO AIA data of several wavelengths, SDO HMI magnetograms and
SHARP data (Bobra et al., 2014) were inspected to identify the exact active regions as well
as the coordinates of the CME precursors and associated phenomena found in the first step.

To obtain the magnetic field properties of the identified ARs, HMI data were processed
within the collaboration of the HELCATs project by S. Murray from the Trinity Collage
Dublin with the Solar Magnetic Feature Detection and Tracking for Space Weather Moni-
toring (SMART) algorithm developed by Higgins et al. (2011). The SMART code detects
ARs by finding concentrated magnetic flux based on the growing of magnetic regions.
The quiet magnetic background and transient small scale features on the photosphere are
rejected by image differencing of LOS magnetogram sequences allowing the tracking of
ARs and the study of their evolution over time. Standard magnetic properties as flux,
field strength or area, but also more sophisticated parameter like the Schrijver R value
(Schrijver, 2007) and the Falconer weighted integral over the length of the strong-gradient
main neutral line WLSG (Falconer, Moore, and Gary, 2008) are computed for every AR in
every magnetogram for the sequence (for more details see Higgins et al. 2011 and Murray
et al. 2018). A time range of ±6 h around the eruption times with 12 min-averaged LOS
magnetograms was analysed for the corresponding ARs of the dataset. At the CME erup-
tion time, the PIL angle with respect to the solar equator was calculated with independent
routines originally written by D. Jaster in the course of his Bachelor thesis at the Institut
für Astrophysik, Göttingen. Also these routines make use of a region-growing-algorithm
and de-projected HMI LOS magnetograms.

4.2.44.2.4 Forward Modelling
In order to record the trajectory, geometry and orientation of the individual events, the
GCS model described in Section 3.4.2 was applied to processed Level-1.0 data of the
SECCHI and LASCO instruments listed in Table 4.1. Initially, the time range in which
the event was observed was identified for this instruments on the three spacecrafts. In the
next step, the pre-event for the single sequences was chosen with particular attention to
other events in the specific time ranges. Slow and faint CMEs have extended time intervals
over which changes in the coronal background lead to a poor background subtraction. In
these cases it can be advisable to use another later base-difference image within the time
interval. To reduce the subjective influence of the modeller to a minimum, a procedure
to fit the GCS model was developed based on the experiences gained in the HELCATS
project. Therefore the following order was strictly respected:

1. Check the entire sequence for outstanding features (i.e. filament material) and shocks
in the white-light appearance of the CME. By tracking these features over the image
sequence, the overall CME evolution can be estimated.

2. Fit all concurrent observations in the three perspectives of the spacecrafts to model
the orientation in space (φCME, θCME and ΓCME) of the CME. The maximal tolerable

13ftp://ftp.ngdc.noaa.gov/STP/ (13.12.19)
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time gap between the images from different perspectives is ∆t = 2 min to declare
them as concurrent.

3. Fit times at which the CME is visible in overlapping FOVs of different cameras.
This excludes the loss of tracking of the leading front of the CME since it can
appear brighter or fainter through the different instrument sensitivities especially at
the overlap of COR2 and HI1.

4. Fit all other available images in between the already fitted concurrent and overlap-
ping FOV observations.

All steps should be performed in chronological order of the observation, since the shape of
the CME could evolve and is affected by the surrounding medium. Every time is modelled
dynamically. Therefore, all six GCS parameters are free variables and were fitted indepen-
dently. This is different to the HELCATs project or other studies that use the assumption
of a complete self-similar expansion, where the apex height is fitted as free parameter while
the other parameters are fitted once and kept fixed for the complete image sequence.

Using the r-t-profiles obtained in this way, the basic kinematic characteristics as velocity-
, and acceleration profiles were determined. The CME masses were measured by converting
the Level-1.0 data to mass-images as described in the Sections 3.4.4 and 4.2.2 by using
the fitted GCS geometries and orientations.

4.2.5 Solving the Equation of Motion 4.2.5
The equation of motion of a CME is given in Equation 3.12 including the Lorentz force
and the MHD drag force. This differential equation can not be solved analytically and a
numerical solution deals with a large set of unknown variables. For this reason, the problem
was split into two parts. To analyse the CME kinematics in the inner heliosphere, the
recorded r-t-profiles were analysed with the DBM introduced in Section 3.3. The model
inputs are the GCS r-t-, α-r- and κ-r-profiles as well as the calculated CME mass MCME
obtained from GCS fitting. Since all variables in this drag-only approach of a DBM depend
on the distance to the Sun, the model can be considered as completely dynamical. Žic,
Vršnak, and Temmer (2015) suggested a possible method to determine the free parameters
of the model by minimising the residuals. The model presented here works in a similar way,
where the ordinary differential equation given in Equation 3.13 is successively solved with
an alternating set of input parameters. For every solution, the coefficient of determination
(R2), which is:

R2 = 1−
∑N
n=0(r(tn)− rD(tn))∑N

n=0(r(tn)− r)
, (4.1)

is computed and maximised by minimising the residuals between all CME height mea-
surements r(tn) and the computed DBM solution rD(tn). Free parameters of the model
are the solar wind speed at 1 AU w1 AU, the solar wind proton density at 1 AU n1 AU as
well as the height r0 and velocity v0 at which the drag becomes the dominating force.
The fitting routines, written in python14, include the calculation of the CME cross sec-
14https://www.python.org/ (13.12.19)
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Figure (4.3) Scheme of the developed drag-only algorithm, solving the DBM intro-
duced in Section3.3.

tion and determination of v0 from the r-t-profile to find automatically the best matching
input-parameter set. A scheme of the algorithm is shown in Figure 4.3.

To analyse the kinematics in the inner heliosphere and to verify the fitted parameter,
the code was executed with two data-sets differing in direction of motion: Once in the di-
rection of the fitted GCS apex and again with the CME component directed to L1 and the
Earth that was calculated by the transformation of the r-t-profile. The model parameters,
obtained from the corrected height-time profiles in Earth direction (rE-t-profile), and the
extrapolated CME drag-trajectory was finally compared with the in-situ ICME signature
and the measured solar wind parameters in front of the ICME.

In the second part, the kinematics close to the Sun were analysed with TI-model
presented in Section 3.2.2. Inputs for the computation are r0 as well as the α-r- and
κ-r-profiles derived from GCS fitting. The python-procedures calculate the Lorentz-
acceleration by finding the minimal decay index n for which the Lorentz-profile for heights
above r0 is below the absolute drag force, since r0 defines the point of force balance. This
defines the minimal physical solution of the Lorentz-force. In order to find a proxy for the
upper limit, n is altered until the Lorentz acceleration matches the observed maximum
acceleration derived from the r-t-profiles.
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4.3 Concluding Summary

4.3 Concluding Summary 4.3
• There are several active science and space weather missions whose observations and

measurements of the Sun, the corona and the heliosphere can be combined to track
CMEs from their origin to heliospheric distances of 1 AU and beyond.

• The analysed data-sets used in this thesis where recorded by the EUVI, COR1, COR2
and HI1 instruments onboard the STEREO spacecrafts, the C2 and C3 coronagraphs
onboard SOHO and the AIA EUV imager and HMI filtergraph on SDO.

• A set of 21 CMEs was selected because of favourable spacecraft positions for 3D
GCS modelling as well as available SR and in situ data.

• All data were calibrated and processed to ensure science level data quality.

• Magnetic and geometric SR properties were computed by using the SMART code.

• State of the art fully dynamical 3D multi-viewpoint GCS modelling was performed
to measure the CME trajectories, masses and to derive their basic kinematics as well
as CME geometries.

• The kinematics were analysed with physical models including the interaction with
the ambient solar wind and initial acceleration phase by magnetic Lorentz forces.
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Chapter 5

Results and Discussion

“When found, make a note of.”

Charles Dickens

In this chapter, I present the results of the methods and models that were presented in the
preceding chapters and applied to the selected events. The presentation of the results

is organised in four parts. In the first part, the GCS modelling results are discussed since
they are the input data to the following analysis steps. The GCS modelling results obtain
the geometrical and kinematic evolution of the CMEs in the inner heliosphere. Further-
more, using the theory of Thomson scattering, the CME masses were determined with the
GCS geometry. The second part contains the results of the SR investigation. All ARs,
identified as the corresponding SR of the selected events, were analysed on their geome-
try, flare characteristics and magnetic properties. In order to describe the CME/ICME
kinematics, taking the interaction with the ambient medium into account, a dynamic drag
model was used. The model results are discussed and compared with in-situ measurements
of the ICMEs taken at L1 in the third part. By using the DBM results, the TI Lorentz
force model was used to evaluate the initial acceleration of the CMEs. The findings of this
analysis are presented and compared with the SR results in the final part.

Cover Figure: Time series of SECCHI/COR2 B observations of event #1. The GCS fit
is shown by the blue grid.



5 Results and Discussion

5.15.1 Geometrical Modelling with the GCS Model

The GCS model was applied to all available observations of the STEREO A and B in-
struments EUVI 195, COR1, COR2 and HI1 as well as SOHO C2 and C3 observations.
Selected difference images of each instrument of the 21 events together with the overlayed
GCS grid are merged in the mosaics of Figures 5.1 and 5.2 and in the appendix A.1 to
A.19. In a few cases, observations of single instruments were not available, which is why
some mosaics contain blank spaces. It shall be noted that the single viewpoints are not
always concurrent and the images were selected for the reason of best visibility of CME
white-light features.

5.1.15.1.1 Geometrical Results
The ranges of the fitted GCS parameters defining position, orientation and shape are sum-
marised in Table 5.2 for all events. Both position angles are measured in the Carrington
coordinate system and the tilt angle Γ is measured ±90◦ from the solar equator, which
has Γ = 0◦, while positive angles are rotated counterclockwise starting from the equa-
tor. It should be noted that this orientation is different to the original formulation of the
model presented in Thernisien, Howard, and Vourlidas (2006), which was later changed in
the work of Thernisien, Vourlidas, and Howard (2009) to the one explained above. For all
events the GCS parameters and calculated face-on- as well as edge-on-angular widths, Wfo

and Weo, are plotted versus the solar distance of the apex in Figures 5.4 and A.20 to A.29.
As an example, the GCS grid of event #1 is shown in the in a HEEQ coordinate system for
the first and last observation time including the Earth-component, which is highlighted in
green, in Figures 5.5. Modelling uncertainties of the single GCS parameters are described
in the sensitivity analysis of Thernisien, Vourlidas, and Howard (2009), but their work
includes only the two viewpoints of the two STEREO spacecrafts. In order to estimate
an error range of the GCS parameters φ, θ, Γ, κ and α when using three viewpoints, the
uncertainties found by Thernisien, Vourlidas, and Howard (2009) were linearly scaled with
the number of viewpoints. Since the height error depends also on the instruments plate
scale and Thernisien, Vourlidas, and Howard (2009) focused in their study on COR2 data,
the height error was, in addition to the number of viewpoints, scaled with the plate scale
ratios of the single instruments with respect to the plate scale of COR2. The resulting
errors of the single model parameters are summarised in Table 5.1 and are in good agree-
ment with the works of Mishra, Srivastava, and Singh (2015), who used multi-fit attempts.

Nearly all events show a lateral expansion indicated by the increase of κ and α, which is
described in the following with the differences of the last and first observation ∆κ = κ(t =
tlast)−κ(t = t0) and ∆α = α(t = tlast)−α(t = t0). Event #12 shows the largest expansion
of the data set of ∆κ = 0.8 and ∆α = 75.7◦, which is equivalent to an increase of 900%

Table 5.1. Estimated uncertainties of the single GCS model parameters.

σr [R�]
σφ [◦] σθ [◦] σΓ [◦] σα [◦] σκ

σEUVI
r σCOR1

r σCOR2
r σHI1

r σC2
r σC3

r

±0.04 ±0.07 ±0.33 ±1.88 ±0.11 ±0.67 ±2.8 ±1.2 ±14.5 +8.6
−4.6

+0.05
−0.03
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5.1 Geometrical Modelling with the GCS Model

Table 5.2. Results of GCS modelling for all 21 events.

# φ [◦] θ [◦] Γ [◦] α [◦] κ

1 260.5 − 275.9 -20.1 − -12.3 22.4 − 7.8 5.6 − 40.5 0.11 − 0.51
2 326.5 − 317.2 18.4 − 20.1 -62.0 − -75.5 11.5 − 39.4 0.17 − 0.50
3 229.2 − 236.0 20.7 − 30.7 -39.1 − 2.8 10.6 − 72.1 0.15 − 0.59
4 230.3 − 230.3 21.8 − 29.6 39.1 − 36.9 12.0 − 31.0 0.13 − 0.28
5 128.6 − 131.9 21.8 − 20.1 -20.1 − 3.9 15.4 − 38.0 0.45 − 0.52
6 242.6 − 241.4 -20.0 − -1.5 -10.6 − -8.9 26.0 − 31.0 0.27 − 0.47
7 303.0 − 292.7 19.0 − 14.5 -70.6 − -65.4 28.8 − 31.0 0.39 − 0.39
8 61.5 − 67.1 27.4 − 24.6 -29.6 − -26.3 4.5 − 42.8 0.06 − 0.58
9 213.5 − 201.2 26.8 − 35.8 -43.0 − -88.9 19.6 − 85.0 0.26 − 0.79
10 296.3 − 311.6 22.4 − 25.2 -50.9 − -69.7 19.0 − 79.9 0.21 − 0.46
11 294.0 − 293.7 15.1 − 12.3 -41.9 − -57.0 18.2 − 46.7 0.16 − 0.38
12 291.4 − 271.3 20.1 − 14.0 -62.0 − -39.7 10.1 − 85.8 0.10 − 0.90
13 53.7 − 85.0 -26.8 − -28.5 48.1 − 3.9 10.9 − 84.4 0.11 − 0.71
14 161.0 − 138.6 -12.9 − -11.7 24.0 − 36.3 20.7 − 44.7 0.11 − 0.58
15 83.8 − 92.8 -23.0 − -23.5 6.7 − 8.4 43.3 − 85.2 0.28 − 0.85
16 86.1 − 74.9 -14.7 − -15.1 7.3 − 15.1 5.6 − 43.3 0.20 − 0.66
17 120.1 − 96.1 6.1 − 17.3 -1.1 − -7.3 43.3 − 54.5 0.41 − 0.47
18 162.1 − 157.6 11.2 − 7.3 -51.4 − -86.1 35.2 − 75.7 0.32 − 0.78
19 298.5 − 296.7 -22.4 − -17.9 32.5 − 21.2 18.2 − 37.2 0.26 − 0.43
20 172.3 − 173.3 15.6 − 11.2 -72.7 − -58.1 33.8 − 35.8 0.46 − 0.46
21 129.7 − 120.7 3.9 − 11.7 24.6 − 19.6 12.9 − 75.2 0.09 − 0.58

and 850%, respectively. By regarding the mean values of the ensemble, the events erupt
with κ(t = t0) = 0.22 and α(t = t0) = 19.3◦, expand by ∆κ = 0.34 and ∆α = 36◦ and
show a maximum of κ(t = tlast) = 0.57 and α(t = tlast) = 55.2◦ on average. There exists
a clear correlation between the aspect ratio and half angle, which is plotted in Figure 5.3.
A fit of ∆κ versus ∆α yields the linear relationship of:

∆α = (86.4± 13.9) ·∆κ+ 6.4± 5.6 , (5.1)

with a coefficient of determination of 0.67. Even if the correlation is weaker (R2 = 0.5 and
R2 = 0.58), the values of κ and α at t0 and tlast follow this general trend.

CME deflections, a change in the apex longitude and latitude, could be observed for all
events. On average, the maximum deflection in the longitude and latitude from the first
to the last observation of an events is ∆φ = 10.2◦ and ∆θ = 5.3◦, while the maximum
change in φ and θ is about 31.3◦ and 18.5◦, respectively.
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5 Results and Discussion

Figure (5.1) Selected observations of event #1 on July 8, 2011 from all available
remote-sensing instruments with overplotted GCS grid (light blue). The images are run-
ning difference images processed as described in Section 4.2.2.
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Figure (5.2) Same as Figure 5.1 for Event #2 on August 8, 2011.
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Figure (5.3) Relationship between κ and α. The fitted GCS aspect ratio are plotted
against the half angle for the first and last observation of an event in green and blue,
respectively. The differences between these values are plotted in black and fitted using a
linear regression. The coefficients of determination are given in the corresponding colours.

While the majority of events (85%) show no further deflection above 30 R�, a strictly ra-
dial propagation without further deflection above 20 R� was observed in 57% of the events.

All 21 events show a rotation around the symmetry axis indicated by the changing tilt
angle ∆Γ = Γmax − Γmin during the individual observation sequences. The average rota-
tion is ∆Γ = 16.5◦ while event #9 has the largest rotation of 45.8◦ of the data set. It
should be noted that the tilt angle has the largest relative uncertainty of all GCS model
parameters. According to the error range of ±14.5◦, a definite rotation can be seen in ten
events of the ensemble. For 58% of the events, the rotation ends within a height of 15 R�
and, for 81%, Γ stays constant above heights > 20 R�, which, in the most cases is in the
FOV of COR2, and for all events in the FOV of C3.

A self-similar expansion of the CME starts at the height rSSE from which on Wfo and
Weo stay constant. The angular widths can be calculated by (Thernisien, 2011):

Wfo = 2(α+ δ) = 2(α+ arcsin(κ)) and
Weo = 2δ = 2 arcsin(κ).

They depend only on the half angle and the aspect ratio of the GCS geometry. Therefore,
the criteria for a self similar expansion is reached if α(r) =const. as well as κ(r) =const.,
at which point r = rSSE. This height is reached for all events within the first 50 R� and
for 85% of the events within 30 R�.
The results are in good agreement with the findings of Isavnin, Vourlidas, and Kilpua
(2014), who observed deflections and rotations over distances starting close to the Sun up
to 1 AU. They found that 60% of the total geometrical evolution takes place in the first
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30 R�. The maximum longitudinal and latitudinal deflection observed in their study are
∆φ = 29◦ and ∆θ = 49◦, while the observed rotations ranges from 4◦ to 164◦.
CME deflections and rotations are a frequently discussed topic (e.g. Möstl et al. 2015;
Owens, Lockwood, and Barnard 2017; Wang, Hoeksema, and Liu 2019). Sources that de-
flect CMEs during their propagation may be the ambient coronal medium and interactions
with different solar wind streams (Wang et al., 2004). It was shown in several studies that
CMEs deflect away from CH (Cremades and Bothmer, 2004; Gopalswamy et al., 2009).
Also the interaction of multiple events was shown to be a possible mechanism for deflec-
tions (Lugaz et al., 2012).
Non-self-similar expansions of the FR shape within the early evolution could be observed
in nearly all events by the increase of κ and α. A strong correlation, presented in Figure
5.3, could be found. These results suggest that the expansion of the angular width and
the FR diameter, which are described by the GCS face-on and edge-on widths, are not
independent to each other. The found relationship between κ and α is different compared
to our results derived from the analysis of the KINCAT data (Pluta et al., 2018). In-
deed, in this work the GCS model was applied fully dynamical in contrast to the events
of the KINCAT, which were fitted with GCS parameters averaged over the COR2 image
sequence.
A self similar expansion was observed for the majority of events above heights of 30 R�,
which is supported by the findings of Kuzmenko and Grechnev (2017), and for all events
at heights above 50 R�. However, this result has to be taken with caution since at these
heights the accuracy of the 3D modelling becomes less meaningful by different factors.
First of all the CME white light signature is at larger heliospheric distances poorly visible
by the decreasing Thomson scattering. Furthermore, the full CME structure exceeds the
FOV of HI1 and is often not completely observable. Finally, the number of observations
and viewpoints is lower for these distances. For these reasons, a further expansion cannot
be eliminated at larger distances.

5.1.2 CME Kinematics from GCS Modelling 5.1.2
The kinematic analysis of the data is based on the height-time-profiles of the GCS apex,
which represents the leading edge of the CME and are derived by the GCS modelling of
the image sequences taken with the EUV imagers, coronagraphs and heliospheric imagers.
Almost every data point of the r-t-profiles is a measurement of a multi-viewpoint analysis
of simultaneous observations of at least two spacecrafts. In the following, the process of
the kinematic analysis is described in more detail.

In past studies and CME catalogues, linear and low degree polynomials were often fit-
ted to observed POS height-time-profiles and the CME velocities and accelerations were
determined by numerical differentiation (i.e. like in the SOHO LASCO catalogue or in the
HELCATS KINCAT catalogue). The measured r-t-profiles of this work are of much more
detail since multi-viewpoint and multi-instrument data were used, which is not possible in
a large catalogue study. A least square spline fitting method was used to fit the measured
r-t-profiles of the 21 events. This method provides a way to fit data with an unknown
underlying physical process to high accuracy as it was done in several CME case studies
(Temmer, 2010; Bein et al., 2011). Spline fits depend on the smoothing regulated by the
degree of the used polynomials and by the number and positions of the internal nodes.
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Figure (5.4) Geometrical results of the events #1 (a) and #2 (b). All GCS parameters
were plotted versus the solar distance r of the observation. The error ranges are shown
by the grey areas.
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(a) Side view t0: (b) Top view t0: (c) Side view tlast: (d) Top view tlast:

Figure (5.5) GCS Model (blue grid) of event #1. (a) and (b) show the fitted GCS
model of the first observation, (c) and (d) show the one of the last observation. (a) and
(c) show the side view, while (b) and (d) show the top view in a HEEQ coordinate system
with the Sun in the centre (yellow sphere) and the direction to Earth on the right side
(marked by the green line).

When using to many nodes, the resulting fit is strongly affected by the statistical scatter-
ing of the data leading to an overfitted model. On the other hand, an undersized number
of nodes causes a large smoothing and poor fit accuracy. In order to balance both effects,
the polynomial degree d was confined to a range of d = 3 to d = 6 and the number of
nodes was limited to a maximum of m/5 and a minimum of m/15, where m is the number
of data points of the height-time-profile. By dividing the spline segments into equal parts
of the total amount of data points, the smoothing is stronger at larger solar distances and
hence at a height where the measurement uncertainties are large. An automatic proce-
dure was written that iterates over the number of nodes and the polynomial degree to
minimise the residuals. By computing the central differences of the height-time data, the
velocity-time- v-t and acceleration time a-t-profiles are obtained. The spline method was
applied to the three point moving average of theses profiles to minimise the multiplicative
errors by differentiating and to fit the CME speed v(t) as well as CME acceleration a(t).

All data and derived kinematic profiles are plotted in Figure 5.8 and the Figures A.30
to A.39 in the Appendix. The error-bars of the first part of the r-t data might be to small
to recognise due to the large height range. For further comparison, the maximum CME
speed derived from the spline fit of the smoothed v-t profile vfit

max and the maximum speed
vder

max of the numerical derivative of the spline fit of the r-t-profile, ṙ(t), as well as the speeds
at r = 12 R�, v12 and r = 50 R� are annotaed in the plots. Same was done with the a-t-
profiles for the CME acceleration. Additionally, a spline interpolation was used to fit the 3
point moving average of the a-t-profile. The errorbars of the r-t-profile are listed in Table
5.1 for the different instruments. Spline fits are plotted in blue, derivatives in dotted black
and spline interpolated data in light blue. The grey error ranges indicate the standard
derivatives of the spline fits. The fitted maxima of the CME speeds and accelerations
are listed in Table 5.3. It can be seen that the differences of the numerical deviations
to the spline fits lie within the error range of the standard deviation. In Figure 5.6,
the distributions of vmax, v12 and amax are shown together with the velocity distribution
of the HELCATS KINCAT catalogue. As described in Pluta et al. (2018), the CME
speed at a distance of 12 R� turned out to be an important kinematic parameter. This

92



5 Results and Discussion

Figure (5.6) Distribution of the maximum CME speed, the speed at 12 R� and the
maximum acceleration. The histograms of the kinematic results are shown by the light blue
bars and the fitted log-normal distributions are plotted in blue solid lines. Furthermore
the data of the KINCAT catalogue (orange) including their log-normal distributions (dark
orange), the results of Bein et al. (2011) (red) as well as the CME speed distribution (green)
of LASCO observations from 1996 to 2001 (see Yurchyshyn et al. 2005), are shown.

could be reasoned in the force balance at this height. Since v12 describes the kinematics
at a height above the typical maximum accelerations of the Lorentz force and below
heights at which the drag force decelerated the CME by significant amounts, it is a good
quantity to compare individual CMEs (Bothmer and Mrotzek, 2017). In the data set of this
work, vmax and v12 vary between 404±60 and 2801±149 km s−1, respectively. While the
maximum speeds of all events vary between 530±55 and 2874±162 km s−1, the maximum
CME accelerations range from 114±102 to 3575±379 m s−2. Lognormal functions were
fitted to the data since the CME speeds are independent and randomly distributed. The
lognormal fit of the KINCAT data peaks at 351 km s−1, which is in good agreement with
the results of Yurchyshyn et al. (2005) who analysed all CMEs observed with LASCO from
1996 to 2001. In contrast to this results the lognormal fits of the selected 21 events peak
for vmax, v12 and amax at 1008 km s−1, 692 km s−1 and 369 m s−2, respectively. Also the
average values, which are 629 km s−1 (KINCAT), 1374 km s−1 (vmax), 1125 km s−1 (v12)
and 822 m s−2 (amax), are higher for the 21 selected events. The height at which the
acceleration is maximal ramax lies below 3 R� for 71% of the events and varies from 1.4 to
10.5 R�. Comparing the distribution of the kinematic results with that of other studies
(e.g. the HELCATS and LASCO catalogues), the data set presented in this thesis is with
vmax > 1000 km s−1 for 71% of the events more representative for fast CMEs than for
slower ones. This is not surprising since the CME brightness is correlated with its speed
(Wang et al., 2011) and one of the selection criteria was that only bright CMEs with clear
white light structures should be analysed. Furthermore, the time interval of the selected
events lies within the first peak of the solar maximum as can be seen from Figure 4.2.
All kinematic characteristics are plotted and compared in Figure 5.7. The maximum
observed CME speed and the CME mass are represented by the marker colour and size,
respectively. A relationship between the height of the maximum acceleration and the
height of the first observation robs

0 was found to be:

robs
0 = 10(−0.09±0.07) · r(0.91±0.13)

amax . (5.2)

While ramax and robs
0 show a high correlation of R2 = 0.71, this is different (R2 = 0.22) in
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Figure (5.7) Comparison of the kinematic characteristics of the 21 selected CMEs.
Marker size and colour represent the maximum CME speed and the CME mass, respec-
tively. While the result of Bein et al. (2011) are shown in blue, fits of the data of this
work are shown in green.

the case of ramax and amax. Also if the majority of events follows the fitted law of:

amax = 10(3.40±0.15) · r(−1.6±0.5)
amax . (5.3)

There are two outliers. One of these is event #9, having an unusually long acceleration
phase up until ∼ 10 R� with several peaks. Since the source of this multiple acceleration
processes is unclear, the event was rejected from the fits. The second outlier is event #12,
which sticks out, compared to the other events, by the presence of a bright diffuse shock
in the white-light structure of the CME. This could have introduced a larger uncertainty
in the height. However, since a clear explanation was not found, it was not excluded from
the fits. As can be seen from Figure 5.7, this result differs strongly from the result of Bein
et al. (2011). In their study, they used a data set of 95 events observed with the STEREO
SECCHI instruments. In contrast to this work, the CME kinematics were analysed in the
POS and the r-t profiles were recorded using the leading edge of the white light CME
structure. Despite this work contains less events than the data set of Bein et al. (2011),
the average acceleration of both works are close to each other with 822 and 752 m s−2,
respectively. Since in this work the 3D CME characteristics are used, the uncertainty is
reduced. Nevertheless, it has to be noted, as mentioned above, that this data set is more
representative for faster CMEs.

Also visible, even through the smoothing of the 3 point average, are evidences of oscil-
lations in the kinematic profiles, best visible in the v-t- and a-t-profiles, that can not be
fully explained by multiplicative errors of the differentiation or statistical scatter. This
behaviour can be seen particularly in the profiles of the events #1, 5, 7, 8, 9, 11, 13, 15,
19, 20 and 21. A Fourier transform analysis was performed on the interpolated a-t-profile
to determine the periods of the oscillations.

This analysis was limited to the data of the first 25 R� since a damping of the oscillations
can be seen and the number of data points at low solar distances is higher, reducing the
uncertainty. The periods vary between 29 and 93 min while for 76% of all events the
period is below 60 min. The found periods of the CME oscillations support the results of
Lee, Moon, and Nakariakov (2015) and Lee et al. (2018), who reported periods between
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24 and 48 min. These oscillations are damped which is probably the reason of the drag
force. The polarisation of the oscillations found by Lee et al. (2018) were also detected by
Kim, Nakariakov, and Cho (2014) as vertical oscillation of a rising FR at lower scales in
the corona. Because the uncertainties to larger heliospheric distances in the outer FOV of
C3 and HI1 increase largely and the acceleration or deceleration by the drag superimposes
the kinematic profiles, it is difficult to observe this behaviour at these distances. Following
the estimates of Lee et al. (2018) and the MHD simulations of Cargill, Chen, and Garren
(1994) possible sources for the oscillation could be the Lorentz forces acting on the FR.
According to the observed expansion in the angular widths of the CMEs, a feed-back of the
expanding toroidal magnetic field in the FR are reasonable to drive oscillations. However,
further analysis and observational investigations are needed to clarify the question about
the existence and the possible source of CME oscillations.

5.25.2 CME Mass Determination

The CME masses were determined using SECCHI COR1 and COR2 as well as LASCO C2
and C3 data since these instruments provide a wide FOV around the Sun to ensure suffi-
cient observations also for fast CMEs. It was shown by Colaninno and Vourlidas (2009),
that the CME masses determined separately with LASCO and SECCHI data are in good
agreement and can be compared without further calibration. Even if the occulters of the
COR1 and C2 instruments cover large parts of the early evolution of a CME, the mass
derived from their data can be used by applying equation 3.32 in combination with the
larger FOV of the COR2 and C3 coronagraphs. By using the GCS modelling results of
the fitted CME orientations with respect to the POS of the coronagrapgh observations,
the mass-images were generated as described in Section 3.4.4 and 4.2.2 to convert from
MSB units into gpp.

All masses measured from the calibrated mass-images of the individual events are shown
in Figures A.40 to 5.12, including the final CME masses determined by the regression of
Equation 3.32 of the measurements of the individual satellites. The errors of the mass mea-
surements cumulate from different uncertainties in the mass-image conversion, geometrical
uncertainties of the integration and necessary assumptions in the mass calculation theory.
In their study, Vourlidas et al. (2010) did a comprehensive analysis of all uncertainties
in the determination of CME masses from LASCO observations, beginning with the data
calibration process and including all steps through the mass integration. They found an
uncertainty of 5.5% in the conversion from digital numbers to MSB, and an additional 4%
by the conversion from MSB to excess MSB by image differencing. Conservative models
assume a CME composition with a proportion of 90% hydrogen and 10% helium, which
corresponds to 1.94 ·10−24 g per electron that is involved in the light scattering structure
(Hildner et al., 1975). A more recent in-situ analysis of ICMEs by Reinard (2008) showed
a slightly lower helium proportion of only 6%. As in the work of Vourlidas et al. (2010),
an 6% uncertainty to the total mass error is added to include the differences in the com-
position. Since the fitted GCS FR model defines the area in which the mass per pixel is
integrated, the errors of the single GCS parameters play a role for the total mass error, too.
By adding all uncertainties listed in Table 5.1 to the modelled GCS FR of selected bright
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Figure (5.8) Kinematic results of the events #1 (a) and #2 (b). A detailed explanation
is given in Section 5.1.2. Top row: r-t-profile and excerpts of the early CME states. Middle
row: v-t-profile. Bottom row: a-t-profile. The 3 point moving averages of all profiles were
fitted with splines (blue). Spline derivatives are represented by the black dotted lines.
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Figure (5.9) Distribution of the CME masses measured from the different viewpoints
of STEREO A, STEREO B and SOHO. The histograms of the mass determination results
are plotted in light blue bars and the fitted log-normal distributions are shown by blue solid
lines. Furthermore the data of the KINCAT catalogue (orange) including their log-normal
distributions (dark orange) are shown.

events of the data set, the maximum error of the integration area of 4.5% was estimated.
Since the “directional mass determination” (Pluta et al., 2018) method is used, projection
effects can be neglected. The accumulation of all uncertainties results in a total error for
a single mass measurement of 20%.
The data and fits are colour-coded according to the satellites the data were recorded with
as follows: SOHO in green, STEREO A in red and STEREO B in blue. STEREO A,
STEREO B and SOHO data were fitted individually while applying the fitting function
to COR2 or C3 measurements led for the majority of events to the convergence within
35 R� of the CME mass. In the case of fast CMEs with a few observations in COR2 or
C3, COR1 and C2 mass images were included to ensure the fit converging.

Masses, which are calculated from observations of partial or full halo CMEs are marked
with (pH) (partial Halo) and (fH) (full Halo), and their fits are indicated by dashed lines.
In one case (event #17, labeld with (S)), a streamer within the GCS integration grid could
not be removed by the techniques explained in Section 4.2.2, and its brightness enhance-
ment by the interaction with the CME affected the mass measurements. The evaluation of
the individual converging fits at a distance of 30 R� gives the determined CME masses as
measured from the different viewpoints. All determined masses, together with the average
mass for every event, are listed in Table 5.3. In order to minimise mass overestimation
according to full halo events in single perspectives (see Pluta et al. (2018)), masses calcu-
lated from halo events were excluded for the calculation of the average mass. If a CME
appears in all perspectives as halo event, the masses of all viewpoint were used. In general
the masses determined using STEREO A and B observations are in good agreement to
each other, indicating accurate fitting of the CME longitude and latitude. For 10 events,
the masses determined using LASCO data are much larger than the STEREO masses.
The mass distributions are shown in Figure 5.9 for the individual results of the three
spacecrafts and are compared with the histogram of the mass determination results of the
KINCAT catalogue. It can be seen that the events of this work are more massive than the
events of the KINCAT catalogue. In other words, low mass CMEs are underrepresented
in the data set. Lognormal fits to all distributions give peak positions of 3.08 (KINCAT),
5.36 (STEREO A), 3.91 (STEREO B) and 4.84 (SOHO) in units of 1015 grams. The mean
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Figure (5.10) Correlation between the average CME mass derived from the mass
measurements of the single viewpoints and the CME speed at 12 R�. A linear regression
was performed with the log(mav) values and is represented by the black curve while the
grey area represents the uncertainty derived from the standard deviation. The fitting
parameter of the regression can be seen in Equation 5.7. Furthermore, the correlation we
derived from the KINCAT data (Pluta et al., 2018) (blue) and a linear regression of mav
is shown by the dotted line for comparison.

values, in units of 1015 grams, are 12.6, 8.89, 8.32 and 8.32, respectively.

The masses determined from STEREO A, STEREO B and SOHO data were correlated
with the CME kinematics. In Figure 5.11, the CME masses of the individual viewpoints
are plotted versus the maximum velocity, the velocity at 12 R�, the velocity at 50 R�
and the maximum acceleration. The fitting function already introduced in Pluta et al.
(2018) equation (8) was used to fit the data. For a better comparison, the fitting results of
the KINCAT catalogue and a linear regression are overplotted. The highest correlations
were found between the velocity at 12 R� and the STEREO A and STEREO B masses
with R2 = 0.74 and R2 = 0.66, respectively. To determine the uncertainty, the standard
deviation was calculated and is represented by the grey area in the plots. The same was
done for the average mass and v12, which correlates with R2 = 0.59 and is plotted in
Figure 5.10. The derived fitting results are:

log(mobs,A) = (3.5± 0.5) · 10−4 v12 + 15.47± 0.06, (5.4)
log(mobs,B) = (3.7± 0.6) · 10−4 v12 + 15.41± 0.08, (5.5)
log(mobs,S) = (2.9± 0.9) · 10−4 v12 + 15.61± 0.12 and (5.6)

log(mobs,av) = (2.95± 0.6) · 10−4 v12 + 15.55± 0.07, (5.7)

which differs, in the cases of the mass measurements of STEREO A, STEREO B and
specifically the average masses, only slightly from our results presented in (Pluta et al.,
2018). In contrast, the correlation between the maximum CME acceleration and the
observed mass is low with a maximum of R2 = 0.42 for the STEREO B masses. In
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general, the results of the determined CME masses agree well with our analysis of the
more comprehensive KINCAT catalogue within the HELCATS project (Pluta et al., 2018)
and lie within the range of other studies (Vourlidas et al., 2000, 2010, 2011). They underpin
the conclusion that the CME speed at r = 12 R� is a good indicator for the CME mass.
Especially for v < 1800 km s−1 the results are very similar, which increasingly differ to
faster CMEs. Since the CME masses could be determined for the individual events with
more detailed data than it was possible in the larger catalogue study of the KINCAT, the
CME masses of this work show smaller uncertainties.
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Figure (5.11) Correlation between the CME masses measured from different view-
points with the individual spacecraft instruments and kinematic parameters. Left row:
CME masses measured with STEREO A SECCHI/COR1 and SECCHI/COR2. Mid-
dle row: CME masses measured with STEREO B SECCHI/COR1 and SECCHI/COR2.
Right row: CME masses measured with SOHO LASCO/C2 and LASCO/C3. Filled circles
represent full halo CMEs while partial halos are represented by non-filled circles. The fit
function found in Pluta et al. (2018) (by analysing the the HELCATS catalogue) (light
blue) and a linear regression (dotted line) are included for reference. Red, blue and green
curves show the new fitted functions to the data. For a better comparison, the corre-
sponding CME mass of a CME speed of 1000 km s−1 and an acceleration of 2000 m s−1 are
marked by the dashed lines.
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Figure (5.12) Results of the mass determination of the events #16 to #21. The colours
red, blue and green indicate data of STEREO A, B and SOHO, respectively. Mass fits of
CME signature observed as partial halo (pH) or full halos (fH) are plotted with dashed
lines, in the case of the presence of streamers with dotted lines.
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5.35.3 Analysis of CME SRs

In the following the results of the identification of SRs to their corresponding CMEs, the
analysis of their magnetic properties as well as the relationships to the CME kinematic
characteristics are presented.

5.3.15.3.1 SR Identification
In a first step to identify the SRs of the selected CMEs, catalogues of CME-accompanying
phenomena like, SXR and HXR Flares, PEAs, flare ribbons and filament eruptions, all
merged in the Heliophysics Events Knowledgebase1, were inspected within a time window of
±8 hours to the first COR1 or EUVI observations. The positions of matching phenomena
were compared to the GCS longitude and latitude to check if they belong to the CME.
Phenomena differing by more than ±25 degrees in longitude and ±10 degree in latitude
were not rejected. The same was done for ARs in HMI data by checking the NOAA/USAF
Active Region Summary and HMI Active Region Patch (Bobra et al., 2014). At least one
AR could be identified as CME SR for every event of the data set. The identified SRs
of the first three events can be seen in Figure 5.13 and for the events #4 to #21 in
the Figures A.43 to A.48 in the appendix. All figures contain a full Sun AIA composite
of the channels 304, 171 and 211, processed by M. Druckmüller with the PM-NAFE
algorithm2 (Druckmüller, 2013) as well as a concurrent HMI magnetogram, processed
with the SMART code by S. Murray. Both images were scaled to compensate the different
FOV and to match the same width of the Sun. By using the NAFE algorithm, fine
coronal features in AIA images are enhanced with a noise adaptive fuzzy equalisation
method without decreasing dynamic range and producing artifacts, as methods based on
Fourier transformation or convolution do.
All NOAA, HARP and SMART IDs as well as the position of flux weighted SR centre,
computed with SMART, and accompaning activity phenomena for the individual events
are listed in Table 5.4. In the case of the events #8, #18 and #20, no single NOAA region
could not be assigned to the CME. The SRs of the events #8 and #18 lie in between two
NOAA regions while the SR of event #20 is on the right side of two NOAA regions. The
AR identified as SR of events#1is not listed in the HARP. Same is true for event #14
but for the NOAA AR Summary. Smart IDs are always a running number of detected
SRs in the actual HMI observations, which is why the IDs of the actual observation time
of the presented Figures are listed in Table 5.4. The corresponding hale classes are listed
in Table 4.2. According to the study of Jaeggli and Norton (2016), the majority (86%)
of SR are (β)-class ARs. Except for one event (#6), all events are accompanied by other
activity phenomena. Out of a total of 21 events, 16 FEs (76%), 15 FLs (71%) and 13
PEAs (62%) could be associated.

5.3.25.3.2 Comparison of Geometrical Properties
The CME longitude (in the carrington coordinate system), latitude (Stonyhurst coordi-
nates) and its orientation with respect to the solar equator, obtained from GCS modelling
of the first appearance in EUVI or COR1, are compared in Figure 5.14 to the determined

1https://www.lmsal.com/hek/ (13.12.19)
2http://www.zam.fme.vutbr.cz/d̃ruck/Sdo/Pm-nafe/Algorithm/0-info.htm (13.12.19)
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5.3 Analysis of CME SRs

Figure (5.13) Identified CME SRs of the events #1 to #3. (a), (c) and (e) are AIA
composites of the channels 304,171 and 211 processed with the PM-Nafe algorithm by
M. Druckmüeller. (b), (d) and (f) are HMI 12 min average magentograms processed with
SMART code by S. Murray. Activity phenomena as well as NOAA and HARP AR numbers
are labelled for the identified CME SRs.
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Figure (5.14) Direct comparison of CME and SR longitudes (a), latitudes (b) and
tilt angles (c) obtained by GCS modelling and analysis of magnetograms. While φSR and
θSR were determined by the weighted magnetic flux centre with the SMART code, ΓSR
was computed independently as described in Section 5.3.2. Longitudes are given in the
Carrington coordinate system and latitudes in Stonyhurst coordinates.

flux weighted centre of the corresponding SRs. While for the majority of events the longi-
tudes of SRs and CMEs match within the error range (see Table 5.1) and show in general
only slight differences with an R2 = 0.99, a systematic offset to lower SR latitudes can be
seen in the comparison of SR and CME latitudes. A linear regression reveals a relationship
of:

θSR = (0.83± 0.04) · θCME. (5.8)

The majority of identified SRs concentrates at latitudes between 10 and 25◦ with three
outliers that are close to the solar equator. Independently to the analysis with the SMART
code (see below), the PILs of all identified CME SRs and their tilt angles to the solar equa-
tor γSR were determined using a region-growing-algorithm originally written by D. Jaster
in the course of his Bachelor thesis at the Institut für Astrophysik, Göttingen. EUVI
304 and HMI 12 min averaged LOS magnetograms taken as close as possible in time to
the CME eruptions were used for this purpose. After a PIL was found by the region-
growing-algorithm, the general shape is split into segments that are modelled with linear
regression. In the majority of events, one single segment describes the PIL sufficiently
accurate. However, in some cases the AR is strongly sheered and quite complex so that
more segments are more accurate. The determined SR tilt angles range between -80◦ and
+70◦. In order to estimate an uncertainty for these measurements, the same analysis was
performed with other observation times around the first appearance of the CMEs. The
resulting error of the SR tilt angle σγSR is of the order of 10% to the measured angle.
Examples of determined PILs and fitted segments to determine γSR are shown in Figure
5.15 for the events #10 and #18 at different observation times. By plotting γGCS(t0) versus
γSR (Figure 5.14 (c)), it can be seen that the modelled GCS tilt angle of the CME at the
time of the first appearance corresponds well to the SR tilt angle.

By taking the positions of the magnetic flux weighted centre of the ARs as SR positions,
an overall shift in latitude in direction to the solar equatorial plane was found for the SRs
compared to the corresponding CMEs. This could already be an evidence for a non
radial propagation close to the Sun. In general, the tilt angles of the PILs agree well
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5.3 Analysis of CME SRs

Figure (5.15) Examples of PIL and its tilt angle determination. Top row: EUVI 304
and HMI magnetograms of event #10 at the CME eruption time (a and b) and later
in (c) and (d) with a visible PEA. Bottom row: Same for event #18. While in (e) an
inverse sigmoidal structure can be seen, (g) shows flare ribbons at the same region after
the eruption.

with the orientations of the corresponding CMEs as already shown by Cremades and
Bothmer (2004) for structured CMEs observed in complementary SOHO EIT, MDI and
LASCO observations. Also the orientations of structures like FE, PEAs, sigmoids or flare
ribbons, as shown in Figure 5.15, agree well with the initial CME orientation supporting
our results presented in a preliminary case study (Bothmer and Mrotzek, 2017) and the
works of Tripathi, Bothmer, and Cremades (2004b), Palmerio et al. (2017) and Palmerio
et al. (2018) exploit them as proxies for MC orientations. The small deviations can be
explained by the results of our case study, in which we showed that expanding kinks of
the SR are reflected in the expanding CME FR structure and differing from the global
PIL orientation (Bothmer and Mrotzek, 2017).

5.3.3 CME-Flare-Relationship 5.3.3
Solar flares within the identified CME SRs and accompanying the eruption could be as-
signed in the case of 15 events. The corresponding GOES X-ray classes are listed in
Table 5.4. In order to investigate the connection between the CME kinematics and the
flare properties, the flare characteristics were analysed with a python library developed by
J.F.P. Hinrichs within the OPTIMAP project. By applying the NOAA criteria to GOES
SXR and HXR data, the beginning- and peak-times of the flares were identified. The
NOAA criteria defines the flare end-time as the time at which the intensity has fallen to
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half of the maximum intensity. This ensures that the background is not taken into account
for further analysis in the case of weak flares, but neglects parts of the stronger flares.
Because of this reason, the end-times for M- and X-class flares were identified using a
threshold scaling with the intensity.
The times of the first CME appearance observed in EUVI or COR1 and the time of the
maximum CME acceleration with respect to the time difference to the peak time of the
flare are plotted in Figure 5.16a. A direct comparison between the time of day of the

Table 5.4. List of identified SRs and related activity phenomena of the analysed
CMEs. If they were assigned, NOAA and HARP AR numbers were listed to the
SRs for completeness. Since SMART IDs are running IDs of all detected ARs
visible in the HMI data, the SMART IDs in column four are the IDs related to
the observation times of the magnetograms shown in the Figures 5.13 and A.43 to
A.48. The angular positions of the SR are given in HEEQ coordinates and are the
positions of the flux weighted centre. The GOES X-ray classes can be seen for the
related flares in the last column.

# NOAA ID HARP ID SMART ID φ [◦] θ [◦] rel. Phenomena
1 11247 1 -12.7 -18.8 FE/PEA/FL B4.7
2 11261 750 1 36.1 16.0 FE/FL M9.3
3 11283 833 3 3.3 14.6 FE/FL M5.3
4 11283 833 4 14.8 14.7 FE/PEA/FL X2.1
5 11289 847 9 9.1 22.7 PEA
6 11308 913 4 42.0 -22.0
7 11328 976 3 27.8 12.4 FE
8 11342/11341 1041 9 -28.1 18.8 FE/FL M1.1
9 11402 1321 4 25.9 23.0 FE/PEA/FL M8.7
10 11430 1449 4 -28.7 17.2 FE/PEA/FL X5.4
11 11430 1449 3 20.0 17.3 FE/PEA/FL M8.4
12 11430 1449 1 62.7 18.1 PEA/FL M7.9
13 11459 1574 3 -21.0 -16.9 FE/PEA/FL C1.8
14 1642 2 -11.5 -14.5 FE/PEA
15 11504 1750 2 -6.8 -15.1 FE/FL M1.9
16 11520 1834 2 6.5 -16.8 PEA/FL X1.4
17 11560 1993 6 6.2 3.2 FL C2.9
18 11575/11577 2040 3 38.2 8.4 FE/PEA/FL C3.7
19 11608 2177 2 -17.8 -22.2 FE/PEA
20 11616/11619 2203 4 13.9 13.7 FE/PEA
21 11618 2220 4 -5.5 7.9 FE/FL M3.5
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starting and peak times is shown in 5.16 (b). Except for the events #2 and #9, the
CME and flare starting times agree well and the observation time of vmax lies within the
flare time window. The standard deviations are speak = 22.12 min for the peak times and
st0 = 50.12 min for the starting times. Furthermore, the SXR and HXR flux, fSXR

Fl and
fHXR

Fl , were compared with the CME kinematics. The data can be seen in Figure 5.16 (c)
to (g). Because of the amount of uncertainties and scatter of the data, a linear regressions
was chosen to describe the relationships. For the SXR flare flux fSXR

Fl the following results
have been found:

fSXR
Fl = (3.1± 1.2) · 10−4vmax − 0.26± 0.21
fSXR

Fl = (4.0± 1.1) · 10−4v12 − 0.31± 0.15
fSXR

Fl = (4.3± 1.7) · 10−2mobs
av − 0.19± 0.18

fSXR
Fl = (1.5± 0.3) · 10−20pmax

fSXR
Fl = (13.3± 2.4) · 10−27Emax

max

R2 = 0.36,
R2 = 0.57,
R2 = 0.49,
R2 = 0.49,
R2 = 0.54.

The results for HXR flare flux fHXR
Fl are:

fHXR
Fl = (7.4± 3.3) · 10−5vmax − (7.0± 5.6) · 10−2

fHXR
Fl = (9.9± 2.9) · 10−5v12 − (8.28± 4.14) · 10−2

fHXR
Fl = (9.6± 4.8) · 10−3mobs

av − (4.4± 5.0) · 10−2

fHXR
Fl = (3.3± 0.8) · 10−21pmax

fHXR
Fl = (3.0± 0.7) · 10−27Emax

max

R2 = 0.31,
R2 = 0.52,
R2 = 0.40,
R2 = 0.41,
R2 = 0.47.

In general, the SXR flux shows a stronger correlation with the CME kinematics than the
HXR flux. Figure 5.16 (c) to (g) shows the most significant correlations between the SXR
and HXR flux and the kinematic properties. It was found that the CME speed at 12 R�
and the maximum kinetic Energy are strongly related to the SXR flux with coefficients
of determination over 0.5, while the maximum CME speed, CME mass and maximum
momentum are less correlated to the SXR flux.

5.3.4 Analysis of Magnetic Properties 5.3.4
The identified CME SRs were analysed with the SSW integrated SMART code as described
in Section 4.2.3. For a more detailed description about the methods and algorithms im-
plemented in the code see Higgins et al. (2011) as well as Murray et al. (2018) and studies
referenced therein. SMART computes, for every AR detected in a HMI magnetogram,
geometric parameters as the total, positive and negative magnetic area (Atot, A+ and
A−), the length of the PIL LPIL, the bipolar separation length LBIP as well as magnetic
properties as the mean, maximum and minimum magnetic field strength (Bav, Bmax and
Bmin), the total, positive, negative, imbalance and fractional magnetic flux (ftot, f+, f-,
fimb and ffrc), the Schrijver R value and the Falconer weighted integral over the length of
the strong-gradient main neutral line WLSG.
In this work, LOS 12 min average HMI magnetograms were analysed within a 12 h interval
centred around the projected starting time of the CME. For the most events, this time cor-
responds closely to the first observation time in EUVI. In some cases the first appearance
lags behind the back projected launch time of the CME. But, since the time window for
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Figure (5.16) Correlation between flare and CME characteristics. Time differences dT
of the observed CME start time (blue) and time of the maximum acceleration (green) to
the flare peak time are shown in (a). The identified time spans of the flares are indicated
by the light blue bars. Calculated standard deviations of the time differences are shown
by light green (speak) and light grey area (st0). A direct comparison is plotted in the
time-of-day diagram (b). In (c) to (g), correlations of different kinematic parameters of
the corresponding CMEs to the computed SXR and HXR fluxes are plotted.

analysis was chosen wide enough, a sufficient quantity of data was obtained to track the
changes in the CME SRs. The 12 min average magnetograms were preferred over higher
cadence HMI data products to minimise the small scale variability of magnetic properties
in order to better analyse the overall evolution of the SR within the time window.

In a first step, the magnetic properties of the identified CME SRs were compared to
the more comprehensive HELCATS LOWCAT catalogue. The LOWCAT catalogue con-
tains CME observations of over 2000 events as well as 451 ARs that have been identified
as CME SRs and whose magnetic properties have been analysed with the SMART code
Murray et al. (2018). Since the LINKCAT catalogue includes no time resolved data, the
mean values of the analysed SRs of this work were taken for comparison. All averaged
magnetic properties of the single ARs of this work are listed in Table 5.5. Furthermore,
the distributions of the averaged magnetic main characteristics of the identified SRs are
plotted in light blue in Figure 5.17 together with the CME SRs of the HELCATS LOW-
CAT catalogue in orange. For further comparison, log-normal functions were fitted to the
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Figure (5.17) Distribution of the SR magnetic properties. The histograms of the SRs
analysed in this work are shown in light blue and the fitted log-normal distributions are
plotted in blue. Furthermore the data of the more comprehensive LOWCAT catalogue
(orange) including their log-normal distributions (dark orange) are shown.

data. The statistical results of the comparison are listed in Table 5.6. In general, the
histogram peaks and average values of the 21 selected SRs agree well with the much larger
LINKCAT catalogue. Significant differences can only be seen in the total area of the ARs.
While the average total area of the analysed 21 SRs is 2386 millions of solar hemispheres
the average value of the LINKCAT ARs is ∼ 3 times smaller with 780 millions of solar
hemispheres .

In the next step, the magnetic properties of the CME SRs were correlated with the
geometric and kinematic properties of the corresponding CMEs, which are discussed in
Section 5.1.1, 5.1.2 and 5.2. Since time resolved magnetograms were used and the evolution
of the SR around the eruption time was observed, the average, maximum and minimum
values of all magnetic properties were used for this analysis. Significant correlations were
found with the single properties of the magnetic flux, magnetic field strength, magnetic
area of the ARs, the Schrijver R value and the Falconer WLSG weighted integral. These
magnetic properties were correlated with the CME speeds at different heights (vmax, v12
and v(r = 50 R�)), average CME mass from the different viewpoints mav, the maximum
acceleration amax, the maximum momentum of the CME pmax, the maximum kinetic en-
ergy Emax

kin , and the CME angular widths Weo and Wfo of the last observation beyond
hSSE. The results are plotted in the Figures 5.18 to 5.21. For the sake of clarity, only
correlations between the single kinematic properties and the total, maximum or minimum
of the magnetic property that have the largest R2 are plotted directly versus each other in

110



5 Results and Discussion

T
ab

le
5.

5.
M

ag
ne

tic
pr

op
er

tie
so

ft
he

id
en

tifi
ed

SR
s.

A
ll

va
lu

es
ar

et
he

av
er

ag
eo

ve
rt

he
tim

ec
ha

ng
in

g
pr

op
er

tie
s

w
ith

in
th

e
ob

se
rv

at
io

n
w

in
do

w
.

Er
ro

rs
of

th
e

SM
A

RT
an

al
ys

is
lie

w
ith

in
5%

fo
r

al
lv

al
ue

s.

#
A

to
t

A
+

A
−

B
av

B
m

ax
B

m
in

f t
ot

f +
f -

f i
m

b
f f

rc
L

P
IL

R
W
L

SG

[so
l.

H
em

i.]
[G

]
10

21
[M

x]
[M

m
]

10
3

[M
x]

10
3

[G
]

1
42

8.
9

21
7.

0
21

1.
9

-4
.3

12
53

.2
-1

44
4.

7
5.

8
1.

2
1.

4
-0

.4
-0

.0
3

0.
0

10
.4

12
.6

2
20

31
.0

65
4.

8
13

76
.1

-1
6.

1
11

21
.1

-1
72

3.
6

26
.5

3.
2

10
.3

-4
.2

-0
.2

7
12

.5
8

78
.2

95
.8

3
20

04
.1

82
3.

1
11

81
.0

-1
0.

9
15

22
.4

-1
77

3.
2

23
.8

4.
4

8.
3

-2
.0

-0
.1

7
0.

92
33

.4
50

.1
4

18
00

.6
71

0.
5

10
90

.2
-1

5.
3

13
68

.2
-1

63
2.

8
22

.1
3.

6
7.

7
-3

.1
-0

.1
8

0.
74

33
.2

37
.9

5
16

90
.1

56
7.

2
11

22
.9

-1
6.

4
93

7.
9

-2
43

0.
6

22
.9

2.
6

10
.6

-3
.1

-0
.3

5
0.

0
20

.4
25

.5
6

26
5.

5
14

3.
9

12
1.

6
11

.2
76

1.
7

-6
53

.6
5.

1
0.

7
0.

5
0.

8
0.

02
0.

0
8.

6
0.

1
7

14
89

.5
70

6.
1

78
3.

4
-7

.0
12

01
.6

-1
02

0.
9

20
.5

3.
6

3.
9

-2
.1

-0
.0

1
0.

0
18

.6
5.

7
8

13
73

.7
56

0.
6

81
3.

1
-1

5.
2

96
9.

9
-1

83
0.

5
20

.8
2.

7
5.

9
-2

.3
-0

.1
5

0.
0

18
.9

9.
4

9
51

42
.1

25
11

.0
26

31
.1

7.
5

12
97

.5
-2

07
6.

4
66

.7
13

.0
19

.8
2.

5
-0

.1
2.

71
69

.6
95

.3
10

38
15

.0
15

59
.1

22
55

.9
-4

3.
4

18
85

.4
-2

09
0.

9
42

.3
12

.8
19

.6
-8

.0
-0

.1
6

48
.4

6
17

9.
8

22
1.

6
11

36
79

.3
15

13
.2

21
66

.0
-2

8.
4

20
90

.7
-1

70
7.

2
38

.9
12

.0
14

.3
-5

.4
-0

.0
6

1.
39

50
.5

97
.7

12
66

16
.0

23
35

.6
42

80
.4

-4
5.

2
31

57
.1

-2
32

4.
3

76
.5

21
.6

29
.6

-1
7.

4
-0

.1
38

.3
5

14
2.

5
99

.9
13

21
82

.2
11

32
.0

10
50

.2
2.

9
17

03
.8

-1
39

4.
7

24
.9

7.
2

6.
7

-0
.2

0.
02

0.
0

19
.9

23
.4

14
16

4.
6

99
.9

64
.7

4.
7

79
9.

6
-6

95
.1

3.
2

0.
5

0.
3

0.
2

0.
06

0.
0

4.
5

3.
2

15
32

93
.6

13
82

.7
19

11
.0

-1
7.

7
23

05
.9

-2
10

5.
7

38
.0

12
.3

13
.9

-4
.1

-0
.0

4
0.

22
46

.6
94

.9
16

73
75

.9
36

15
.8

37
60

.1
-0

.2
23

96
.5

-1
79

9.
6

89
.5

31
.4

23
.0

1.
2

0.
09

8.
49

12
4.

9
18

6.
3

17
13

13
.3

64
5.

4
66

7.
9

-3
.3

17
31

.2
-1

73
1.

3
15

.5
4.

6
5.

3
-0

.4
-0

.0
5

0.
66

27
.7

52
.8

18
15

31
.0

56
0.

6
97

0.
3

-1
0.

7
98

9.
6

-2
05

3.
1

24
.4

2.
6

6.
8

-4
.1

-0
.1

7
0.

0
30

.0
32

.0
19

55
6.

7
19

6.
7

36
0.

0
-1

3.
8

12
61

.6
-1

40
7.

6
8.

4
1.

0
2.

3
-1

.7
-0

.1
4

0.
0

11
.6

6.
2

20
14

57
.3

71
6.

1
74

1.
3

-1
.8

14
22

.6
-1

72
1.

6
19

.9
3.

8
5.

2
-0

.6
-0

.0
7

0.
0

22
.1

9.
2

21
18

93
.1

87
5.

5
10

17
.6

-6
.7

16
67

.2
-1

94
0.

8
22

.9
5.

7
8.

0
-1

.1
-0

.1
2.

62
51

.3
99

.9

111



5.3 Analysis of CME SRs

the single subplots. The other two components of the magnetic properties are represented
by the size and colour of the marker. Linear regressions were performed if the coefficient
of determination is larger than 0.4 and are shown by the blue lines. Grey areas represent
the range of the standard deviations.

The strongest correlations to the single properties of f were found to be with the CME
mass mav, amax, pmax and Emax

kin . A linear regression yields the following results:

f -
max = (1.65± 0.19)mav[1015 g]− 2.9± 1.7
f imb

min = (6.3± 0.9) amax[10−3 ms−2]− 1.3± 1.0
f -

av = (5.7± 0.8) pmax[1019 Ns] + 2.9± 1.3
f -

max = (39.3.3± 6.9)Emax
kin [1026 J]− 5.4± 1.4

R2 = 0.80,
R2 = 0.72,
R2 = 0.75,
R2 = 0.63,

with the magnetic flux in units of 1021 Mx. From the scatter plots of Figure 5.18 it can be
seen that the total f tot, maximum (positive) f+ and minimum (negative) f - flux show the
same general trend with respect to the single kinematic properties. Furthermore, evidence
of an overall trend between the CME angular widths and the magnetic flux is visible.
Since magnetic flux is the integral of the magnetic field strength over the magnetic area,
a similar but less distinct behaviour can be observed for the properties of the magnetic
area of the ARs. The highest coefficient of determination are reached between mav and
the average over time of the negative magnetic area A-

av. Another significant correlation
was found between the CME maximum momentum and the maximum negative magnetic
area A-

max. These relationships can be expressed by:

A-
av[103 mH�] = (216± 26)mav[1015 g]− 369± 238

A-
av[103 mH�] = (774± 124) amax [ms−2]− 437± 224

R2 = 0.79,
R2 = 0.67.

The most clear correlation with the CME kinematic parameters were found with the
Schrijver R value, which is plotted in Figure 5.20. Of all AR magnetic properties consid-
ered, the maximum over the analysed time window of the R value, Rmax, shows the most
significant correlation with the CME speed. This applies especially to the CME speed at
a height of 12 R�. Furthermore, the CME mass is well correlated with R, and in this way
the same is true for the maximum CME momentum and kinetic energy. The single fitting

Table 5.6. Comparison between the statistics of the HELCATS LOWCAT catalogue and
the 21 analysed CME SRs of this work. For every listed magnetic property, the peak value
of the histogram (p) and the average value of all events (av.) are compared.

ftot 1021 Atot Bmax Bmin R WLSG

[Mx] 10−6 [sol. Hemi.] 103 [G] 103 [G] 104 [Mx] 104 [G]
p av. p av. p av. p av. p av. p av.

this work 16.4 29.5 1434 2386 1.2 1.5 -1.7 -1.6 2.8 4.8 4.0 6.0
LOWCAT 15.0 30.5 433 780 1.5 1.8 -1.7 -1.8 3.3 9.6 6.1 55
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Figure (5.18) Relationship between the properties of the magnetic flux of the CME
SRs and the relevant kinematic parameters. In all subplots, the marker size and colour
represent the positive magnetic flux f+ and the total magnetic flux f tot counterparts
of the ordinates. The ordinate index refers to the average, maximum or minimum over
time of the magnetic flux property. For correlations with R2 > 0.4, linear regression
was performed, whose results can be seen in the legends. The standard deviations s are
indicated by the grey area.

results and corresponding coefficients of determination are summarised below:

Rmax = (64.6± 11.8) vmax [kms−1]− (33.2± 17.9) 103

Rmax = (106.34± 29.13) v(r = 12 R�) [kms−1]− (30.3± 25.4) 103

Rmin = (7216± 1212)mav[1015 g]− (16.54± 11.13) 103

Rmax = (38121± 4597) pmax · [1019 Ns]− (5.9± 8.3) 103

Rmax = (288.3± 32.6)Emax
kin · [1026 J]− 19.5± 6.8

R2 = 0.61,
R2 = 0.70,
R2 = 0.65,
R2 = 0.78,
R2 = 0.80,
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Figure (5.19) Relationship between the properties of the magnetic area of the CME
SRs and the relevant kinematic parameters. In all subplots, the marker size and colour
represent the positive magnetic area A+ and the total magnetic area Atot counterparts
of the ordinates. The ordinate index refers to the average, maximum or minimum over
time of the magnetic area property. For correlations with R2 > 0.4, linear regression
was performed, whose results can be seen in the legends. The standard deviations s are
indicated by the grey area.

with R in units of 103 Mx. As seen above in the case of the magnetic flux analysis, the
correlations of the minimum as well as average values of R within the observed time
window, which are presented by the marker size and colour in Figure 5.20, to the CME
kinematics are also noticeable. For the majority of cases, the coefficients of determination
of these properties are close to the once of the directly plotted and fitted correlations
shown in the scatter plots.
By looking at the results of the correlation analysis with WLSG presented in Figure 5.21,
a similar but slightly weaker behaviour can be seen for the Falconer weighted integral.

114



5 Results and Discussion

0 1000 2000 3000
vmax [km s−1]

0

50

100

150

200

250

R
m

ax
10

3
[M

x
]

R2= 0.61

s = 33·103 [Mx]

Rmax=65 vmax -33184

0 1000 2000 3000
v(r = 12 R�) [km s−1]

0

50

100

150

200

250

R
m

ax
10

3
[M

x
]

R2= 0.70

s = 39·103 [Mx]

Rmax=74 v(r = 12 R�) -27645

0 500 1000 1500 2000
v(r = 50 R�) [km s−1]

0

50

100

150

200

250

R
m

ax
10

3
[M

x
]

R2= 0.41

s = 41·103 [Mx]

Rmax=106 v(r = 50 R�) -30300

0 10 20 30 40
mav 1015 [g]

0

50

100

150

200

250

R
m

in
10

3
[M

x
]

R2= 0.65

s = 37·103 [Mx]

Rmin=7216mav -16537

0 1000 2000 3000 4000
amax [m s−2]

0

50

100

150

200

250
R

m
ax

10
3

[M
x
]

R2= 0.20

50 100 150 200 250 300 350
Wfo [◦]

0

50

100

150

200

250

R
m

ax
10

3
[M

x
]

R2= 0.20

0 1 2 3 4 5 6
pmax 1019 [Ns]

0

50

100

150

200

250

R
m

ax
10

3
[M

x
]

R2= 0.78

s = 25·103 [Mx]

Rmax=38121 pmax +5861

0.01 0.10 1.00
Emax

kin 1026 [J]

0

50

100

150

200

250

R
m

ax
10

3
[M

x
]

R2= 0.80

s = 24·103 [Mx]

Rmax=288Emax
kin +20

0 20 40 60 80 100 120 140
Weo [◦]

0

50

100

150

200

250

R
m

ax
10

3
[M

x
]

R2= 0.10

20

40

60

80

100

120

140

160

R
av

10
3

[M
x
]

Figure (5.20) Relationship between the properties of the Schrijver R value of the
CME SRs and the relevant kinematic parameters. In all subplots, the marker size and
colour represent the counterparts of the ordinates and the mean Schrijver value Rav. The
ordinate index refers to the average, maximum or minimum over time of the magnetic area
property. For correlations with R2 > 0.4, linear regression was performed, whose results
can be seen in the legends. The standard deviations s are indicated by the grey area.

However, also the CME speed at 12 R�, CME mass, momentum and kinetic Energy show
significant correlation with WLSG. The results can be summarised as follows:

WLSG
av [103 G] = (77.0± 13.9)v12 [kms−1]− (26.7± 17.8) 103

WLSG
max[103 G] = (15.8± 2.6) 103mav[1015 g]− (45.4± 23.8) 103

WLSG
max[103 G] = (60.9± 7.9) 103 pmax[1019 Ns] + (2.08± 11.14) 103

WLSG
max[103 G] = (44.4± 6.3) 104Emax

kin [1026 J] + (26.02± 13.18) 103

R2 = 0.62,
R2 = 0.66,
R2 = 0.76,
R2 = 0.72.

The same analysis was performed for the maximum, minimum and average values of the
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Figure (5.21) Relationship between the properties of the Falconer weighted integral
R value of the CME SRs and the relevant kinematic parameters. In all subplots, the
marker size represent the WLSG

av or WLSG
max depending on the property used as ordinate.

The marker colour represents WLSG
min. The ordinate index refers to the average, maximum

or minimum over time of the magnetic area property. For correlations with R2 > 0.4,
linear regression was performed, whose results can be seen in the legends. The standard
deviations s are indicated by the grey area.

magnetic field strength of the ARs. Essential trends between the CME kinematics and
the properties of B can be seen, but no strong correlations, as for the other magnetic
characteristics.
These results provide the findings of the CME mass analysis that v12 is an important
kinematic parameter, which is connected with the CME initiation processes. The overall
good correlation between R as well as WLSG with the CME kinematics shows a unique
dependence on the magnetic flux concentrated along the PIL. As proxies of the free mag-
netic energy, R and WLSG have the best correlations with the CME maximum momentum

116



5 Results and Discussion

and maximum kinetic energy. This is also true for the results of the CME speed (vmax as
well as v12), which agrees well with other studies analysing AR magnetic properties and
their corresponding CMEs (e.g. Venkatakrishnan and Ravindra 2003 and Tiwari et al.
2015). In general, it can be seen that the SR area and the magnetic flux play a major role
for the early CME kinematics. However, since the magnetic properties were derived using
LOS magnetograms, additional uncertainties by projection effects could not be excluded.

5.3.55.3.5 Temporally Resolved Analysis
Since temporaly resolved HMI data are used in this work, it is logical not only to analyse
the extremes and average values of the individual magnetic characteristics, but also to
study the evolution of the SRs before and after the CME eruption. Examples of the SR
evolution are illustrated in Figure 5.22 for the magnetic properties Atot, ftot, Bav, LPIL,
R and WLSG. The selected examples are representative for the four different types of
observed evolutions in all selected ARs. The identified SR can be divided into two groups.
For 11 events, emergence of new magnetic flux after the eruption could be observed, while
cancellation of magnetic flux before the eruption can be seen for the other 10 events. This
can be seen in Figure 5.22 by the changing magnetic area, magnetic field strength and the
resulting total magnetic flux.

The two groups of events obtained this way were analysed for the total change in the
magnetic properties from their extremes before or after the CME eruption time to the
values at the eruption time. A significant relationship was found between the maximum
CME acceleration and the change in the total flux dftot. Furthermore, trends for the CME
face-on and edge-on angular width as well as for the CME latitude of the first observation
could be identified. Both flux groups are plotted in Figure 5.23 versus amax, the CME
angular widths and the CME latitude. Negative values represent events with observed flux
cancellation while positive values stand for events with flux emergence. In the relationship
between amax and dftot, the two flux processes can be clearly separated. No symmetry
can be seen between flux cancellation and emergence and they seem to be differently
correlated with amax. Linear regression gives the following result for the change in case of
flux cancellation df c

tot and the change in emerging flux df e
tot:

df c
tot[%] = (−2± 0.7) · 10−3 amax [ms−2]− (2.8± 1.1)

df e
tot[%] = (7.3± 1.8) · 10−3 amax [ms−2] + (0.1± 1.4)

R2 = 0.47,
R2 = 0.69.

The majority of flux cancellation events shows large changes in the average magnetic field
strengths. In contrast, only small changes of Bav can be seen for the flux emergence events.
In the case of the CME angular widths (see Figure 5.23 (b)) no separation can be seen but
an overall trend with Wfo and Weo for dftot. In general, CMEs launched at higher latitudes
show smaller changes in the total flux and faster speeds at 12 R�, which is indicated by
the marker size in Figure 5.23. The strongest changes in Bav for flux cancellation and
emergence are close at θ = 15◦. The events of the two processes seem to be symmetrical
distributed around abscissa, but a unique and quantitative analysis requires a larger data
set. It should be noted that two of the flux emergence events were excluded from the anal-
ysis because the flux emergence seems to happen on a larger time scale as the considered
time window and the total evolution could not be analysed. In the case of event #7, a
sharp peak of new emerging flux can be seen directly before the eruption. Since this event
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Event #7, Event date: 2011-10-26
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Event #10, Event date: 2012-03-07
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Figure (5.22) Examples of the temporal profile of SR properties. The grey line repre-
sents the time of the first CME appearance. Polynomial fits before and after the eruption
are shown for the total area Atot, total magnetic flux ftot and average magnetic field
strength Bav in green and blue. While the eruption time of Event #7 (a) corresponds
with a short and sharp increase of ftot, the events # 10, 11 and 17 ((b) to (d)) show a
gradual increase or decrease of ftot.

is a slow CME and no CME structure could be observed in EUVI, the eruption time must
be before the first appearance in COR1. Therefore, event # 7 is counted as emerging flux
event.

Flux cancellation causes the formation of a FR through the expelling of magnetic flux
into higher regions while flux emergence lead to the loss of equilibrium in the case of a
preexisting FR (Heyvaerts, Priest, and Rust, 1977; Linker et al., 2003). Both processes are
well-known to drive CMEs and flares (Livi et al., 1989; Chen and Shibata, 2000; Bothmer
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Figure (5.23) Comparison of changing magnetic flux within the SR observation window
and CME properties. The y-axis presents in all three plots the changing total magnetic
flux of the CME SR dftot in percentage. Positive values correspond to flux emergence after
the time of eruption while negative ones corresponds to flux cancellation before the CME
eruption time. Marker size and colour represent CME speed at 12 R� and the changing
average magnetic filed strength dBav, respectively. (a): Correlation with the maximum
observed CEM acceleration. The single curves show different fitted polynomials. (b):
Correlation with the CME face-on and edge-on angular with. (c): Correlation with the
CME latitude at t0.

and Tripathi, 2007). According to the results, it looks that both processes are differently
effective in accelerating the CMEs. Furthermore, the change in the average magnetic field
is in general smaller for the flux emergence process than for the flux cancellation. In the
case of the CME size, an overall trend with the changing magnetic flux of the correspond-
ing AR could be observed. The latitudinal dependency to the change in magnetic flux
shows that CMEs originating from higher latitudes are in general connected to smaller
changes in magnetic flux. Since the differential rotation of the Sun is the main driver
for both processes, this behaviour is as expected. However, by the fits for the flux can-
cellation, shown in Figure 5.23a, it can be seen that for a refined quantitative analysis a
more comprehensive data set is necessary. The same is true for the time window in which
the AR were analysed. A more extended time window covering larger parts of the AR
evolution would be preferable as could be seen by the example of the two excluded events
that were not analysed because neither the starting point nor the end point of the flux
change could be determined. This can be seen also in the so-called “main sequence” of
ARs, which gives an upper limit for the free magnetic energy build-up by an AR (Falconer
et al., 2009). The main sequence of the data of this work is plotted in Figure 5.24. In
general, the results of Falconer et al. (2009) could be reproduced with the relatively small
time window of observations, but, since the values of the magnetic properties close to
the CME eruption time (marked by the triangles) are not close to the front edge of the
individual AR data, important information are missing. However, to analyse the rate by
which an AR dissipated free magnetic energy by CMEs and flares, a more extend data set
with a larger time window is needed.
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Figure (5.24) Plot of the so-called “main sequence” of ARs that are SRs of explosive
solar events as CMEs and flares. The data of all ARs are plotted in different colours. The
AR values that are in time nearest to the CME eruption are marked by the diamonds.

5.4 Analysis of the Interplanetary Propagation 5.4

In order to analyse the CME trajectories in the inner heliosphere including the interaction
with the ambient solar wind, all r-t-profiles derived from GCS-fitting (see 5.1) were pro-
cessed with the drag-only approach of a DBM introduced in Section 3.3. The algorithm
used is explained in detail in Section 4.2.5. All fitted parameters and the characteristic
variables, over heliospheric distances from r0 to 1 AU, are listed in Table 5.7. The com-
puted trajectories are shown together with the r-t-profiles of the individual events in Figure
5.27 as well as in the Figures A.50 and A.49 in the appendix. For a better comparison, lin-
ear regressions using, first, the GCS data within the FOV of COR2 (red dashed line) and,
second, the data within the FOV of HI1 (orange dashed line), are shown. In general, the
best fitted solutions of the single events agree well with the measured r-t-profiles derived
from GCS modelling. The R2, the coefficient of variation cv and the standard deviations
s of the DBM best solutions of the single events can be found in Table A.1. While R2

is above 0.99 for all events, cv ranges between 0.46% and 4.29%. An acceleration by the
ambient solar wind can be seen only in one event of the data set (event #3) according to
the DBM results. The best R2 solutions of the remaining 20 events show a deceleration
of the ICMEs. According to the result of r0, the drag force becomes the dominating force
for 62% of the events within the first 20 R� and for all events within 40 R�.

At r0, the initial speed v0 ranges from 365 to 2425 km s−1 with an average speed of
1003 km s−1. The two fastest events (v0 > 2000 km s−1) of the data set are decelerated
to ∼ 30% of v0 at a distance of 1 AU. On average, the predicted vD

1AU of all events are
64% of v0. In the case of four events, the fitted w1AU is above 450 km s−1 indicating a
fast solar wind ahead the CME. Ranging from 0.24 to 12.1 · 10−8 km s−1 for all events,
the drag parameter at the height r0 is in general lower compared to the results of a static
DBM as reported e.g. by Vršnak et al. (2013). The average drag coefficient for all events
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at r0 is 0.84 becoming smaller with larger heliospheric distances and differing significantly
from unity at r = 1 AU (cD = 0.3 on average). In Figure 5.25, the drag parameter at r0
is plotted versus v0 and the cD(r = 1 AU) versus the CME mass. Regression yields the
following relationships:

cD(r0) = (1.92± 1.03) 10−7 v2
0 + (6.1± 2.5) 10−7 v0 + 0.02± 0.13,

cD(r = 1 AU) = (−2.20± 6.10) 10−4m2
av + (2.9± 1.3) 10−2mav + (0.15± 0.05),

with v0 in units of km s−1 and mav in units of 1015 g. Both correlations show a high
coefficient of determination of R2 = 0.91 and R2 = 0.83, respectively. A positive corre-
lation between cD and the CME mass was already found by Cargill (2004). This result
implies that the CME mass has a crucial impact on the final cD, since the value of the
drag parameter at 1 AU tends to an asymptotic value. The range of the drag coefficient
agrees partially with the results of Vršnak et al. (2013), who found γ to lie in the range
of ∼ 0.2− 2 · 10−8 km s−1 in a static DBM (CD = 1).

Figure 5.26 shows the fitted heights at which the drag becomes the dominating force for
all decelerated CMEs plotted versus v0, the latitude of the first observation of the CME
and the length of the bipolar separation line of the SR. The CME mass and amax are
indicated by the marker size and colour. A clear anticorrelation between v0 and r0 can
be seen, which is in good agreement with the results of Sachdeva et al. (2017). However,
there are two data points that diverge from the general trend and lead to a low R2. These
events are the same outliers (#9 and #12) already seen in Figure 5.7. Furthermore, an
increase of r0 with θGCS(t0) and LBSP can be observed from the data. Also in the correla-
tion with LBSP, events #12 is far of to the other data points. Since this is not valid for the
correlation with θGCS(t0), this might suggest that the reason for this discrepancy is not
reasoned in SR characteristics. By neglecting event #12, the coefficients of determination
are R2 = 0.36 for the correlations between θGCS(t0) and R2 = 0.60 for LBSP with r0.
The maximum observed acceleration and the CME mass, indicated by the marker colour
and size, seem to have no significant effect on the height at which the drag becomes the
dominant force.
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Figure (5.25) Dependencies of cD on the initial speed v0 at r0 and the CME mass. Fits
are shown by the blue lines and the corresponding standard deviations are represented by
the grey area.
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Figure (5.26) Dependencies of r0 on CME and SR parameter. Marker colours indicate
the maximum observed acceleration amax. The CME mass is represented by the marker
size.

The results of the drag analysis reveal the importance of the solar wind for the later
kinematics of CMEs and their propagation behaviour into the heliosphere. A continuous
deceleration for CMEs with speeds greater than the solar wind speed and, in one case, the
acceleration of a CME by the solar wind could be observed. Differing from the results of
Sachdeva et al. (2015) and Sachdeva et al. (2017), the drag force becomes the dominant
force within the first 40 R� for the events analysed in this thesis. The negative correlation
of r0 to v0 shown by Sachdeva et al. (2017) was generally confirmed (see Figure 5.26), but
in the form of a continuous distribution rather than the splitting into two populations of
slow (v < 900 km s−1) and fast CMEs (v > 900 km s−1). Also a dependency of r0 on the
initial CME latitude was found. It seems that CMEs originating further away from the
solar equatorial plane are later dominated by the drag.

5.4.1 Comparison of DBM Results and In-situ Measurements 5.4.1
To test the robustness and significance of the DBM-model, the obtained model trajectories
were compared with the in-situ measurements taken in L1 since the selected events were
all Earth-directed. For this reason, the r-t-profiles were translated from the direction of
the apex into the direction to the Earth to derive the real Earth directed CME component
rE-t. In Figure 5.29 and A.51 to A.55, the results of the second run are shown. For ev-
ery event, the best DBM solution is plotted similar to the apex analysis described above.
Furthermore, the vE-t-profile together with the calculated speed profile of the DBM vD

E(t)
is plotted for every event.

In addition to the best solution of the second run of the DBM model, the in-situ signa-
tures of the corresponding ICMEs were identified in the 1 min OMNI data for comparison.
In Figure 5.28, the ICME signature of event #15 is shown exemplary. The in-situ sig-
natures of the individual ICMEs, which are described in Section 2.2.3, were identified by
surveying in a time window of six days after the first CME observation for magnetic struc-
tures of shocks and MC. For every event, an ICME signature was found. By applying the
scheme of Bothmer and Schwenn (1998) introduced in Section 3.1.2, the borders of the
MC/FR in the ICME structure were determined. Some events were partial ”hits” (sketched
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by the two spacecraft trajectories in Figure 2.10), as can be seen from the GCS projection
in Figures 5.5. In partial ”hits”, the flanks or legs of the ICME are crossed, which leads to
long lasting periods of a more constant magnetic field (Marubashi et al., 2015). This makes
the identification of a rotation in the magnetic field difficult and the Bothmer-Schwenn-
scheme could not always be used to determine clearly the beginning- and end-times of the
MC. As an additional indicator, the pitch angle data of suprathermal electrons measured
with ACE/SWEPAM were used to identify periods of counter-streaming electrons. To
derive the properties of the solar wind in which the ICME is propagating, the average
values of the solar wind speed wPre

av and density nPre
av over the largest undisturbed time

span ahead the ICME structure were calculated. This ensures the exclusion of shocks,
gradients or interaction regions. The ICME speed was fitted with polynomials within
the identified time range of the MC. All model parameters of the Earth-directed runs are
summarised in Table 5.8 together with the corresponding in-situ measurements computed
from the OMNI 1 min data set.

A comparison between the predicted ICME and solar wind parameters at 1 AU with

Table 5.7. Results of the DBM analysis of the r-t-profiles (CME apex).

#
r0 v0 vD

1 AU wD
1 AU nD

1 AU cD
Re γ

[R�] [km s−1] [km s−1] [km s−1] [cm−3] 107 10−8 [km−1]
1 18.91 1090 758 469 1.97 0.66-0.36 5.19-2.16 1.0-0.6
2 9.73 2105 570 278 4.04 2.09-0.43 19.83-2.88 7.2-1.4
3 3.2 468 788 898 14.58 0.35-0.18 2.0-0.4 2.8-0.4
4 28.86 614 393 250 9.36 0.46-0.26 3.17-1.16 1.7-0.9
5 24.45 610 528 370 2.96 0.36-0.26 2.21-1.22 2.4-1.8
6 19.95 484 363 250 3.94 0.39-0.24 2.46-1.03 5.1-3.2
7 28.51 365 338 275 7.88 0.25-0.2 1.09-0.57 4.6-3.5
8 29.71 831 511 250 3.84 0.69-0.38 5.53-2.36 1.66-0.93
9 30.79 1657 733 370 4.53 1.62-0.55 14.99-4.08 6.6-2.2
10 12.61 2425 583 250 7.39 2.71-0.52 26.17-3.78 6.3-1.1
11 15.3 1512 879 425 2.96 0.91-0.44 7.77-3.0 1.0-0.5
12 37.41 1294 1096 575 1.97 0.89-0.64 7.57-5.08 1.5-1.1
13 19.09 695 431 275 4.93 0.66-0.32 5.27-1.77 5.2-2.4
14 8.73 978 467 275 3.94 0.84-0.31 7.06-1.65 5.9-2.0
15 16.85 1105 667 300 1.97 0.88-0.46 7.43-3.16 2.6-1.4
16 16.2 1099 758 400 3.45 0.91-0.5 7.81-3.62 3.2-1.7
17 13.25 606 577 510 7.58 0.31-0.2 1.65-0.63 3.9-2.4
18 16.49 998 557 250 2.96 1.02-0.48 8.93-3.42 5.0-2.4
19 32.84 620 387 250 4.93 0.41-0.23 2.68-0.92 1.4-0.8
20 28.77 755 409 250 5.91 0.65-0.29 5.13-1.52 5.3-2.4
21 8.56 763 423 285 3.94 0.79-0.3 6.52-1.56 12.1-4.2
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Figure (5.27) Results of the DBM analysis of the height-time-profile of the CME apex
for the first eight events. The spline fit of the GCS data r(t), discussed in Section 5.1.2, is
shown by the blue line. Linear regressions f were performed using the data from 2-15R�
(red dashed line) and r > 10 R� (orange dashed line). The computed DBM trajectory
with the largest R2 is shown by the green line. Grey areas indicate the range of the
standard deviation.
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Figure (5.28) In-situ measurements from ACE of event #15. From top to bottom:
Magnetic field strength with Bz-component (blue) in the GSM coordinate system, angles
of the magnetic field vector θ and φ, intensity of the pitch angle PA of suprathermal
electrons, solar wind speed v, solar wind proton density n and electron T . Shocks are
marked by dotted vertical lines and the sheath region by the orange area. The beginning-
and end-times of the MC are indicated by the dashed vertical lines and its duration by
the light blue area. All data used for the calculation of wPre

av and nPre
av lie in the range of

the green lines. The fitted MC speed and average density are marked by the blue lines

the measured in-situ data is illustrated in Figure 5.30. The differences between the pre-
dicted arrival times of the ICMEs of the best DBM solution and the identified arrival
times of the MCs from the in-situ measurements dTArr range from -8 to +8.5 h and have
a standard deviation of 4.7 h. A correlation between the CME speed and the accuracy
of the model in predicting the arrival time was not found. For the fastest event at 1 AU,
dTArr is +1 h and for the slowest event -1.7 h. Also multiple events, indicated by the M
in Figure 5.30, seam to have no larger scatter than compared to single events. A larger
scattering can be seen for the differences in predicted CME arrival speed and the real
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5.4 Analysis of the Interplanetary Propagation

Figure (5.29) DBM results of the Earth directed component of the events #1 to #4.
For every event the rE-t- and vE-t- profiles are shown. The Earth symbol indicates the
arrival times derived from in-situ measurements.
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Figure (5.30) The first row shows the time differences to the identified arrival times of
the MCs derived from the in-situ analysis. Green bars indicate the predicted arrival times
of the best solutions of the DBM calculations and orange bars shocks. Multiple events are
marked with an additional M. The duration of the MC is shown by the light blue bars.
On the right, a direct comparison between the observed and predicted transit times is
plotted. The following rows show the same analysis for the ICME speed, the solar wind
density and the solar wind speed. In all plots, the standard deviations are shown by the
grey areas and the residuals in dark blue bars.
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measured once. The extremes of the residuals are -127 and +252 km s−1 with a standard
deviation of s = 92.16 km s−1. For the solar wind, the range of the differences of the pre-
dicted nD

1AU and wD
1AU of the solar wind ahead the ICME and the real in-situ measurments

are between -5 to +4.4 cm−3 and -249 to +70 km s−1, respectively. While the results of
the predicted solar wind density at 1 AU show for the majority of the events only slight
deviations from the in-situ measurements in front of the ICME, the predicted solar wind
speed is in general lower than the measured speeds. A possible explanation would rely
on the solar wind speed model itself, which is derived from the solar wind density model
of Leblanc, Dulk, and Bougeret (1998). In Figure 5.31, the solar wind speed models pre-
sented in different studies are plotted. It can be seen that the models of Venzmer and
Bothmer (2018), Sheeley et al. (1997) and Leblanc, Dulk, and Bougeret (1998) used in
this analysis, differs significantly in the range in which the DBM is fitted to the r-t-profiles.

Another source of uncertainties is the geometrical evolution of the ICME on its way
through the solar wind. Cargill et al. (1996) showed in MHD simulations that a FR’s shape

Table 5.8. Results of the DBM analysis of the rE-t-profiles (Earth directed
component).

#
vD

1 AU wD
1 AU nD

1 AU TTD vICME wD
1AU nD

1AU TT

[km s−1] [km s−1] [cm−3] [h] [km s−1] [km s−1] [cm−3] [h]
1 628 468 5.7 57.66 470 5.0 470-501 59.6
2 504 355 9.3 66.58 532 9.4 498-581 68.58
3 425 338 6.8 93.26 321 7.8 491-551 89.17
4 363 250 10.5 99.68 499 9.9 514-615 96.08
5 506 370 2.9 79.81 366 3.4 393-544 83.25
6 303 250 11.7 128.8 344 13 339-352 124.83
7 301 431 3.0 140.27 397 2.3 363-442 144.42
8 455 250 4.0 72.3 380 2.4 397-459 69.57
9 658 340 5.0 46.32 401 4.3 573-632 43.12
10 571 377 15.9 53.32 396 11.5 473-720 50.45
11 587 410 8.5 57.49 423 8.1 474-715 52.4
12 814 510 3.5 45.04 512 3.5 636-783 47.1
13 364 250 7.2 95.79 320 6.9 360-389 97.75
14 382 250 5.5 92.03 375 4.6 354-405 98.42
15 613 375 3.8 57.28 305 4.0 415-516 58.77
16 633 280 3.4 53.47 326 3.8 418-638 62.62
17 538 483 10.1 76.42 483 10.7 402-526 76.4
18 523 284 4.2 63.96 285 9.2 330-405 72.68
19 372 250 5.9 90.72 285 6.0 358-405 91.78
20 387 250 6.1 89.35 312 4.6 365-414 86.15
21 460 358 7.1 80.28 382 9.0 345-398 72.32
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Figure (5.31) Left: Comparison between the solar wind speed models of Leblanc,
Dulk, and Bougeret (1998), Sheeley et al. (1997) and Venzmer and Bothmer (2018). For
more details see Section 2.2.2. Right: Correlation between the difference in calculated
and measured MC proton densities with the expansion speed in the MC. The marker
colour represents the amount of cE, which measures the deviation of the height of the
Earth-directed CME component with respect to the CME’s apex.

is deformed by the feed back of the ambient plasma flows, which are generated by the FR
motion. By analysing 400 CMEs, Owens, Lockwood, and Barnard (2017) showed that
CME are indeed incoherent MHD structures, which can be deformed by inhomogenities
in the solar wind. The deformation of a CME can be seen for example in the image
sequences of event #1 taken from the individual SECCHI instruments, which are shown
on the cover pages of the chapters 3 to 6. In a first evaluation, the difference from the ICME
geometry determined by GCS modelling to the ICME geometry at 1 AU can be estimated
by comparing the mean densities of the MC, calculated from in-situ measurements, with
the extrapolated density of the ICME derived from the GCS geometry-profile and the
CME mass. The ratio of the means between the extrapolated ICME density nC

MC and
the measured MC density nin-situ

MC in L1, is plotted versus the measured expansion speed
vmax

1AU − vmin
1AU within the MC derived from in-situ measurements for all events in Figure

5.31. If the ICME geometry is expanding in a self-similar manner between the heights of
the remote sensing observations and L1, nC

MC/n
in-situ
MC should be unity on the assumption

that the CME mass stays constant and the in-situ measurements along the crossing line
of ACE through the ICME are representative for the entire ICME. This is true for only
one event and from Figure 5.31 it can be seen that for 13 events the ratio is below 0.7
while it is above unity for the rest. However, there is a trend between the ratio and the
expansion speed indicating a deeper geometrical connection. An alternative explanation
would be that the CME masses are underestimated for the majority of events, but since
the directional mass determination method was used, this seems to be unlikely. Another
point that has to be considered if CME deformations occur, is the rigid body treatment
of a CME for cD(Re) (see Section 3.3). Deriving a dynamical expression for cD(Re) as a
function of the FR shape is a non trivial task.
In Figure 5.32, the DBM runs with the height-time-profiles of the CME apex and the
Earth-directed component are compared. The speed at r = 1 AU for the apex run is
in general faster than for the Earth-directed component and a trend is visible. In the
case of the results for wD

1AU and nD
1AU no trend or correlation is visible. Also the CME

widths and the initial CME longitude seam to be not correlated with the DBM parameter.
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Figure (5.32) Comparison between the two DBM runs with the r-t- and rE-t-profiles.
Results of the Apex-run have the prefix A and results of the Earth-directed run the prefix
E. The marker colour represents the final angular face-on width.

Since a self-similar expansion was assumed for the regime between the last remote sensing
observations and L1, the CME apex speed and the Earth directed speed are connected
via the ratio of the corresponding heights cE = rEarth/rApex. This factor ranges for all
events in a small interval of 0.65 to 0.96 due to the selection criteria. For this reason, the
high correlation between the speeds at 1 AU of both runs, and also the CME width, is
expected. A comparison between the predicted solar wind parameters of both runs shows
no correlation. Since the solar wind is highly variable, this could be explained by different
ambient solar wind streams for the individual CME components (Owens, Lockwood, and
Barnard, 2017).

5.5 Analysis of the Initial Lorentz Force 5.5
The kinematics close to the Sun, at heights at which the accelerating Lorentz force dom-
inates, are analysed with the TI model presented in Section 3.2.2. Since the height at
which the drag becomes the dominating force is also the height at which Lorentz and drag
force are equal, the Equations 3.6 and 3.13 can be equated at r0. By using Equation 3.11
for the current at which hoop and the external Lorentz force are at equilibrium Ieq, the
external poloidal magnetic field strength at req can be calculated with r0 and aD(r0) of
the DBM solution. Additional inputs are the α-t- and κ-t-profiles to compute the GCS
minor radius of the FR b(r). The height at which the FR is in equilibrium req can be
approximated as 1.05 R� (Sachdeva et al., 2017). However, since the lowest height of the
first observation in EUVI of all selected events is r = 1.21 R�, there is still a gap between
req and r(t0) for which b(r) is not known. Because this gap is small and it is assumed
that below r(t0) the change in α and κ is low, a self similar expansion is assumed for this
gap and the geometry at r(t0) is extrapolated down to req. By knowing the value of Beq,
Equation 3.6 can be solved for all heights with a given decay index n.

The Lorentz force was calculated in two different ways over distances from req to r(tlast).
In both runs, the equation of motion was solved using the described above method in a
given range of values for the decay index starting with the critical decay index ncr discussed
in Section 3.2.2. At first, the final n was determined in searching for the lowest value of
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n, which provides a physical correct solution. This means, a solution that is consistent
with the drag-only DBM model results and satisfies the criterion FL < |FD| for r > r0.
The resulting solution of the Lorentz force provides a lower limit for the model since with
an increase of n also the maximum acceleration of the Lorentz force aL

max increases. In
a second step the minimal n is calculated for which aL

max matches amax derived from the
r-t-profiles of the GCS modelling. The results of both calculations for all events are listed
in Table 5.9 and plotted in Figure 5.33 and A.57 to A.56. Event #3 was not analysed
since the CME is accelerated by the solar wind and not by a Lorentz force. To analyse
the decrease of the Lorentz force, the percentage of the Lorentz acceleration at r0 to the
peak Lorentz acceleration, defined as Fall%, and the relative difference between drag and
Lorentz acceleration, were calculated from the Lorentz profiles. Analogue to Sachdeva
et al. (2017) the relative difference between drag and Lorentz acceleration is:

adiff = aD − aL

aD · 100%, (5.9)

and is evaluated at a distance of r = 40 R�. Generally, the results of the first run are in

Table 5.9. Results of the TI Lorentz force analysis. The results of the second run
are indicated by the prefix a.

# n

Beq Ieq rL

Fall% adiff na

Ba
eq Ia

eq ra
L

Falla% aa
diff[G]

1010
[R�] [G]

1010
[R�]

[A] [A]
1 1.85 0.15 3.6 2.6 18.5 7.6 3.15 0.25 5.2 1.7 3.3 42.0
2 2.40 0.91 24.1 2.0 25.2 16.2 2.40 0.91 24.1 2.0 25.2 16.2
4 1.75 0.18 4.3 2.7 12.7 6.7 17.25 0.48 11.7 1.2 0.3 27.4
5 1.50 0.05 1.6 3.1 24.1 17.7 5.75 0.12 3.9 1.4 0.7 52.9
6 1.65 0.05 1.5 3.7 28.8 17.4 16.55 0.12 3.7 1.2 0.5 57.1
7 1.50 0.03 1.0 2.5 22.7 8.8
8 1.90 0.22 4.5 2.2 10.1 11.6 8.15 0.54 10.8 1.4 0.5 25.3
9 3.35 1.71 52.2 1.6 1.4 4.5 3.35 1.71 52.2 1.6 1.4 4.50
10 2.80 1.39 39.6 1.7 10.2 19.4 2.80 1.39 39.6 1.7 10.2 19.4
11 1.50 0.34 8.7 2.6 34.3 23.1 9.65 0.61 15.9 1.3 1.4 74.0
12 1.50 0.19 4.3 3.7 24.2 4.6
13 1.80 0.14 3.1 3.7 32 9.7 7.35 0.30 6.9 1.4 1.8 45.9
14 1.75 0.17 4.0 2.1 46.9 28.2 8.65 0.28 6.4 1.4 5.4 79.9
15 1.50 0.17 4.8 4.1 46.5 17.5 8.75 0.38 10.9 1.3 1.7 68.3
16 1.50 0.20 5.4 3.2 38.9 24.5 15.55 0.43 12.0 1.2 1.3 72.2
17 2.10 0.03 1.2 1.9 15.3 40.9 40.40 0.07 2.4 1.1 0.8 64.4
18 1.55 0.20 6.5 4.1 52.0 15.3 12.75 0.47 15.3 1.2 1.2 66.8
19 2.15 0.31 9.5 1.9 4.3 4.6 4.75 0.61 18.5 1.5 0.5 11.1
20 2.25 0.30 11.1 1.9 3.3 4.2 2.35 0.32 11.8 1.9 2.7 6.0
21 2.05 0.11 2.4 2.5 37.9 26.6 40.45 0.19 4.2 1.1 4.6 66.4
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5.5 Analysis of the Initial Lorentz Force

Figure (5.33) Results of the TI Lorentz force analysis for the events #1 to #7. Blue
and black data are the results of the minimal n and the runs scaled to amax. The results
of the DBM model are shown in green and the amount of the first TI Lorentz force run
in light blue comparison.
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Figure (5.34) Comparison between the TI Lorentz force model results of the first run
with minimal n. Marker colours indicate the maximum observed acceleration derived from
GCS modelling. Linear regressions are shown by the blue lines and standard deviation by
the grey areas.

the same order of magnitude as the results of Sachdeva et al. (2017) and Subramanian
and Vourlidas (2007). Only the lower boundaries of adiff is one order of magnitude lower.
The range of n lies between 1.5 and 3.35, whereas the range of second run is with 2.35 to
40.45 is significantly higher.

Moreover, the level of amax could not reached by increasing the value of n in an rea-
sonable range for two events. In Table 5.9, the heights at which the Lorentz acceleration
peaks are denoted for the single runs as rL and raL, respectively. The results of the first
run lie between 1.6 and 4.1 R� with an average value of 2.7 R�. In the case of the second
run, the Lorentz Force peaks at significantly lower heights, namely between 1.1 and 2 R�
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Figure (5.35) Same as Figure 5.34 but for the second run calculating the minimal n
for which aL

max = amax.

while the mean is at 1.4 R�.

The results of both runs of the TI Lorentz force analysis are compared in Figures 5.34
to 5.36 with the results of the preceding sections. A high correlation was found for Beq
and Ieq with the initial speed at which the drag takes over v0 in both runs. The results of
a linear regression are:

Beq10−1[G] = (6.68± 1.14) · 10−4 v0 [kms−1]− (0.34± 0.13)
Ba

eq10−1[G] = (6.31± 1.22) · 10−4 v0 [kms−1]− (0.15± 0.14)
Ieq1010[A] = (1.9± 0.4) · 10−2 v0 [kms−1]− (9.73± 4.15)
Ia

eq1010[A] = (1.8± 0.3) · 10−2 v0 [kms−1]− (4.8± 4.6)

R2 = 0.64,
R2 = 0.62,
R2 = 0.58,
R2 = 0.57.
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Figure (5.36) Comparison between the magnetic characteristics of the identified SRs
and the calculated external magnetic field derived from the TI Lorentz force model.

These relations are close to each other for both runs. However, the other characteristics
of the individual runs plotted in the Figures 5.34 and 5.35 differ a lot. The results using
the minimal n show a good correlation between r0 and adiff, while for the second run, in
which the maximum Lorentz acceleration matches the observed one, shows a correlation
between the CME mass and Beq. Using again linear regression, the following relationship
was found:

adiff[%] = (−0.89± 0.16) · 10−4 r0 [kms−1]− (34.4± 3.7)
Ba

eq10−1[G] = (8.2± 1.7) · 10−2mav[1015 g]− (0.12± 0.15)
R2 = 0.61,
R2 = 0.60.

Similar trends for the Fall% depending on r0 can be seen for both runs, but the values
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Figure (5.37) Comparison between the observed maximum CME accelerations and
the computed maximum Lorentz force accelerations of both runs. The fitted relationships
of this work and from Bein et al. (2011) are plotted in green and blue, respectively. It
shall be noted that for some events the result of the first run already exceeds the observed
acceleration, which is why not all data point of the second run are on the same level as
the observed accelerations.

are shifted into the 95 to 100% range in the case of the second run. This is in good agree-
ment with the findings of Sachdeva et al. (2017). Interestingly, the trends of the height
at which the Lorentz force peaks versus v0 are, compared between the two run, inverse to
each other. A clear correlation of the parameters of the TI Lorentz force model with the
maximum observed acceleration could not be found.
In a last step, the predicted magnetic field strength of the external magnetic field at req

was compared for both runs with the measured photospheric SR parameters derived from
the SMART code. The comparison of both runs can be seen in Figure 5.36. In general,
the results of the run in which aL

max was scaled with n to match amax correlate better with
the SR parameters. The strongest correlation was found with the Schrijver R value with
R2 = 0.3 and R2 = 0.4 for the two runs.

In order to fill the “gap” between the SR analysis and the kinematic analysis with remote
sensing data, the TI Lorentz force model was used to analyse the initial acceleration phase
of CMEs. The results of Sachdeva et al. (2017) could be partially confirmed and solutions,
which do not violate the DBM solutions with |aL| < |aD| for r > r0, were found for all
events. Since the height-time profiles start below the position of the maximum Lorentz
acceleration. The acceleration was compared directly with the observed ones, which was
performed in a second approach. In Figure 5.37, the observed and computed accelerations
are plotted versus the height at which they occur. It can be seen that neither the results of
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the first run with the minimum decay index, nor the results with the scaled acceleration,
match the observed accelerations. In the case of the first run the accelerations are too
low, while in the second run the heights at which the acceleration takes place are too
low compared to the observed ones. By considering the drag force, which is neglected at
this heights in the model but still contributes to the observed acceleration balance, the
TI-model results are questionable. Ideally, the Lorentz acceleration should be larger than
the observed one since the drag force decelerates the CME, without considering other
contributors to the total energy balance of a CME, namely the energy dissipated by the
CME expansion and possible plasma heating (Kumar and Rust, 1996; Emslie et al., 2012).
Obviously, the simple TI-Lorentz-force model used in this work does not reproduce the
observations. On the other hand, more complex MHD implementations of the TI models
are successful in explaining eruptions and flare events (e.g. Wang et al. 2017; Baumgartner,
Thalmann, and Veronig 2018). Other forms of instabilities, like the kink instability, or
combinations of eruption models are also able to describe observations of FR eruptions
(Hassanin and Kliem, 2016; Liu et al., 2016).
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Chapter 6

Summary and Outlook

“I’ve had my results for a long time: but I don’t know yet how I am to arrive at them.”

Carl F. Gauss

Cover Figure: Time series of SECCHI/HI1 B observations of event #1. The GCS fit is
shown by the blue grid.



6 Summary and Outlook

6.16.1 Summary

In this thesis, a systematic study of the CME kinematics and their dependencies on the
corresponding solar source regions was presented. A set of 21 events during the time pe-
riod between July 2011 and November 2012 was carefully selected for this investigation.
These events were chosen on the basis of the availability of multi-viewpoint coronagraph
observations of the SOHO and STEREO missions as well as of the possibility of the anal-
ysis of SR properties from complementary SDO observations. Using remote sensing data
of the SOHO/LASCO C2 and C3 coronagraphs and the STEREO/SECCHI suite, the 3D
CME kinematics were obtained with the well established GCS modelling method using
three different vantage points. This model was applied with the forward modelling tech-
nique developed for the KINCAT catalogue within the HELCATS project. For this thesis
it was extended to observations taken with EUVI in a FOV close to the Sun and up to
a FOV containing larger heliospheric distances with the HI1 instrument. Highly detailed
3D CME trajectories, geometries and masses could be dynamically tracked within the first
100 R�.
By tracking the CME trajectories through the lower corona back to the photospheric ARs,
the corresponding SRs of the selected CMEs were identified. These SRs were analysed
with the SMART code to derive their temporally resolved magnetic properties. This anal-
ysis builds up on the findings and preliminary works of the HELCATS project. Providing
the underlying data, the GCS measurements were used for a fully dynamical DBM, in-
cluding the interaction between CMEs and the ambient solar wind. Since the 3D CME
characteristics were modelled using multi-viewpoint observations, the Earth-directed CME
components were analysed with the DBM and were compared with in-situ measurements
taken by ACE of L1. In a final step, the early CME kinematics was evaluated with a
TI Lorentz force model. Combining all of these steps, the full CME evolution from its
origin at the Sun to a distance of 1 AU at Earth was analysed. In the following, I want to
summarise the main results of this investigation.

Results of CME Dynamics:

• The GCS modelling results provide the conclusion that within the first 20 R� the
CMEs propagation is highly dynamic. A strictly radial propagation of the CME’s
apex away from the Sun was not be observed within this range. The absolute total
deflections in longitude were observed to range from 0◦ to 31.3◦ and in latitude
between 0.4◦ and 18.5◦ (see Table 5.2). These results are in good agreement with
the results reported in other studies e.g. Cremades and Bothmer (2004) and Isavnin,
Vourlidas, and Kilpua (2014) with ∆φ = 29◦ and ∆θ = 49◦.

• In general, the deflection in latitude tends to be towards the solar equatorial plane,
which was also found by Isavnin, Vourlidas, and Kilpua (2014)).

• Unambiguous rotations of the FRs ranging between ∼ 2◦ and 46◦ could be measured
for the majority of events.

• Non-self-similar expansions by the increase of κ and α were observed and a strong
correlation between both parameters with:

∆α = (86.4± 13.9) ·∆κ+ (6.4± 5.6),
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was found (see Equation 5.1). Especially between heights of r < 2R� and r ∼ 5R�
the CME expands strongly in face-on and edge-on angular width.

Results of CME Kinematic and Mass:

• The correlation between the CME mass and speed agrees well with our analysis of
the more comprehensive KINCAT catalogue within the HELCATS project (Pluta
et al., 2018) (see Figure 5.10).

• An important parameter to estimate the CME mass and its evolution is the CME
speed at r = 12 R�.

• Evidence for oscillation in the analysed CMEs were found and the estimated periods
of 29 to 93 min support the results of Lee, Moon, and Nakariakov (2015) and Lee
et al. (2018), who reported periods between 24 and 48 min.

• A strong correlation was found between the height at which the CME is initiated
robs

0 and the height at which the acceleration phase peaks (see Figure 5.7):

robs
0 = 10(−0.08.40±0.07) · r(0.91±0.13)

amax ,

which is connected with amax over:

amax = 10(3.40±0.15) · r(−1.6±0.5)
amax .

These results differ strongly from the results of Bein et al. (2011), which could be
explained by the different observation times with respect to the solar cycle.

DBM Results of the CME Propagation:

• The DBM gives an accurate description of the observed r-t-profiles with R2 > 0.99
for all analysed events and a maximum cv of 4.29%.

• The height at which the drag force becomes the dominating force is r0 < 20 R� for
the majority of events and r0 < 40 R� for all events, which is lower as reported by
Sachdeva et al. (2015) and Sachdeva et al. (2017).

• A significant correlation between the length of the bipolar separation line of ARs
and the initial height r0 was found (see Figure 5.26).

• The height at which the drag force takes over is correlated with the initial CME
latitude. CMEs originating further away from the solar equatorial plane are later
dominated by the drag.

• A correlations for the initial cD with v0 as well as cD at a distance of 1 AU with the
CME mass were found:

cD(r0) = (1.92± 1.03) 10−7 v2
0 + (6.1± 2.5) 10−7 v0 + (0.02± 0.13),

cD(r = 1 AU) = (−2.20± 6.10) 10−4m2
av + (2.9± 1.3) 10−2mav + (0.15± 0.05).
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Properties of CME SRs and correlation with CME Kinematics:

• By taking the positions of the magnetic flux weighted centre of the ARs as SR
positions, an overall shift in latitude in direction to the solar equatorial plane was
found for the SRs compared to the corresponding CMEs (see Figure 5.14).

• In general, the SR latitudes are shifted to the solar equatorial plane with respect to
the initial CME latitudes (see Section 5.3.2):

θSR = (0.83± 0.04) · θCME.

• High correlations between the CME kinematics were found especially with the mag-
netic flux, the magnetic area, the Schrijver R value and the Falconer weighted inte-
gral over the length of the strong-gradient main neutral line. The most significant
relationships are:

f -
max = (1.65± 0.19)mav − (2.9± 1.7),
A-

av = (216± 26)mav − (369± 238),
Rmax = (106.34± 29.13) v(r = 12 R�)− (30.3± 25.4) 103,

Rmax = (38121± 4597) pmax − (5.9± 8.3) 103,

Rmax = (288.3± 32.6)Emax
kin − (19.5± 6.8) and

WLSG
av = (77.0± 13.9)v(r = 12 R�)− (26.7± 17.8) 103.

All parameters of these relationships are in the units which are defined in Section
5.3.4.

• The results of the temporally resolved SR analysis showed that the SRs could be
divided into two groups. In the first group, the emergence of magnetic flux directly
after the eruption can be observed, while a continuously cancellation of flux preceding
the eruption can be seen in the other group.

• In general, the analysed events follow the trend of the “main sequence” of ARs as
introduced by Falconer et al. (2009) (see Figure 5.24).

• It could be shown that the time of the intensity peak of accompanying flares is close
to the time of the maximum acceleration of the CME with a standard deviation of
22.12 min (see Figure 5.16).

• Regarding the analysis of SXR and HXR flux, both show the strongest correlation
among the CME kinematic parameters for v12.

6.26.2 Outlook

The results presented in this thesis about a dedicated set of highly detailed CME events
give an extensive insight into the complexity of the link between the kinematics of CMEs
(also ICMEs) and the magnetic properties of their corresponding solar source regions.
According to the discussion in Chapter 5, the results provide answers, but reveal also at
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which points more data and further analysis is necessary. The CME kinematics could be
connected successfully with significant correlation to the geometrical and magnetic prop-
erties of their corresponding photospheric source regions. Flare characteristics as well as
the magnetic properties from ARs from which a CME originates can be used to deter-
mine important kinematic parameters such as speed, mass, momentum and kinetic energy,
which in turn can be used as proxies for the ICME properties further outward into the
heliosphere.

The DBM, as a simple one-dimensional propagation model, explains the interaction
between the ambient solar wind and the CME well. It provides an accurate forecasting
tool for the arrival of Earth-directed CMEs in L1. Since in this work high resolution and
calibrated data in science data quality were used, the model has to be tested with lower
resolution not fully corrected beacon data for an operational use. An opportunity is given
by ESA’s upcoming (Invitations to Tender) L5 modelling study, in which individual prop-
agation models will be tested for their accuracy in a possible L5 space weather mission.
Within the L5 modelling study, the different solar wind models (shown in Figure 5.31) or
combinations of them could be tested systematically in the drag based model to improve
the predicted ICME and solar wind parameters.

The data set should be extended and further analysed to cover a more representative
statistical distribution of CMEs and ARs. Within a more comprehensive study, the focus
could be to investigate in more detail the “main sequence” of ARs presented by Falconer
et al. (2009) or to analyse further the evidences of CME oscillations, which become more
concrete by several studies (Cargill, Chen, and Garren, 1994; Kim, Nakariakov, and Cho,
2014; Lee, Moon, and Nakariakov, 2015; Lee et al., 2018).

The results also demonstrate how important the design of future remote sensing in-
struments and mission concepts in terms of FOV and cadence is. Since the most of the
geometrical evolution of CMEs takes place within the first 30 R� and the drag becomes
the dominating force below 40 R�, this spatial range requires special attention. Multi-
viewpoint observations covering a large FOV are needed to improve the accuracy of prop-
agation models and our understanding in the dynamics of CMEs. In order to investigate
the very early kinematics of CMEs i.e., their initiation and their triggering mechanisms,
observations covering a FOV within the first 4 R� with a high cadence are crucial.

Future instruments like the Multi Element Telescope for Imaging and Spectroscopy
(METIS, Fineschi et al. 2012) onboard the upcoming Solar Orbiter mission or the As-
sociation of Spacecraft for Polarimetric and Imaging (ASPIICS, Galano et al. 2018) in-
strument onboard the demonstration mission PROBA-3 will give new insights into the
physics of CMEs and the technical possibilities in observing them. Furthermore, there is
an increasing interest of more accurate space weather forecasts with the growing amount
of satellite based technologies. New space weather missions and instruments, like the
Compact Coronagraph (CCOR, Denig, Redmon, and Mulligan 2014) to replace the ageing
SOHO satellite, and the Solar Coronagraph for OPErations (SCOPE, Middleton et al.
2016) to build up a second view from L5, are currently under development.
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Krucker, S.: 2016, Solar activity during the space weather incident of Nov 4., 2015
- Complex data and lessons learned. In: EGU General Assembly Conference Abstracts,
EGU General Assembly Conference Abstracts 18, EPSC2016. ADS. (Cited on page 20.)

Owens, M.J., Lockwood, M., Barnard, L.A.: 2017, Coronal mass ejections are not coherent
magnetohydrodynamic structures. Scientific Reports 7, 4152. DOI. ADS. (Cited on
pages 90, 129, and 130.)

Palmerio, E., Kilpua, E.K.J., James, A.W., Green, L.M., Pomoell, J., Isavnin, A., Valori,
G.: 2017, Determining the Intrinsic CME Flux Rope Type Using Remote-sensing Solar
Disk Observations. Solar Phys. 292, 39. DOI. ADS. (Cited on pages 5, 38, 40, and 106.)
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A Appendix

A.1A.1 Tables

Table A.1. Results of the DBM analysis.
Variables from the Earth directed analysis are
indicated with an E.

# R2 cv[%] s R2
E cvE sE

1 0.995 2.70 0.94 0.999 0.67 0.30
2 0.998 2.49 1.13 0.992 1.44 0.66
3 0.999 1.35 0.25 0.996 2.32 0.58
4 0.999 0.46 0.21 0.997 3.07 1.18
5 0.997 2.41 1.15 0.998 1.85 0.84
6 0.995 2.97 1.44 0.992 3.52 1.80
7 0.999 0.50 0.21 1.000 0.65 0.17
8 0.999 0.84 0.37 0.999 0.58 0.23
9 0.999 1.18 0.72 0.995 3.63 2.13
10 0.992 4.29 2.40 1.000 0.82 0.53
11 0.999 1.53 0.88 0.998 1.37 0.63
12 0.999 1.61 1.24 0.999 1.30 0.81
13 0.998 1.53 0.71 0.999 1.43 0.51
14 0.999 0.68 0.39 0.999 1.78 0.54
15 0.999 1.17 0.65 0.999 1.41 0.74
16 0.999 1.54 0.77 0.999 2.14 1.14
17 0.998 1.94 1.01 0.999 1.83 0.91
18 0.999 0.60 0.34 1.000 0.57 0.34
19 0.999 1.02 0.77 0.997 1.80 1.12
20 0.999 0.78 0.49 0.998 1.79 1.09
21 0.999 1.42 0.52 0.999 1.51 0.55
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A.2 Graphics

A.2 Graphics A.2

A.2.1 GCS Modelling Results A.2.1
The following mosaics are selected observations from the image sequences used for GCS
modelling. It should be noted that the single STEREO and SOHO observations from
different perspectives are not always concurrent. Times are in UTC.

Figure (A.1) Same as Figure 5.1 for Event #3 at September 6, 2011.
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Figure (A.2) Same as Figure 5.1 for Event #4 at September 6, 2011.
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A.2 Graphics

Figure (A.3) Same as Figure 5.1 for Event #5 at September 13, 2011.

178



A Appendix

Figure (A.4) Same as Figure 5.1 for Event #6 at October 4, 2011.
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Figure (A.5) Same as Figure 5.1 for Event #7 at October 26, 2011.
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Figure (A.6) Same as Figure 5.1 for Event #8 at November 9, 2011.
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Figure (A.7) Same as Figure 5.1 for Event #9 at January 23, 2012.
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Figure (A.8) Same as Figure 5.1 for Event #10 at March 7, 2012.
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Figure (A.9) Same as Figure 5.1 for Event #11 at March 10, 2012.
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Figure (A.10) Same as Figure 5.1 for Event #12 at March 13, 2012.
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Figure (A.11) Same as Figure 5.1 for Event #13 at April 19, 2012.
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Figure (A.12) Same as Figure 5.1 for Event #14 at May 11, 2012.
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A.2 Graphics

Figure (A.13) Same as Figure 5.1 for Event #15 at June 12, 2012.
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Figure (A.14) Same as Figure 5.1 for Event #16 at July 12, 2012.
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Figure (A.15) Same as Figure 5.1 for Event #17 at September 2, 2012.
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Figure (A.16) Same as Figure 5.1 for Event #18 at September 9, 2012.

191



A.2 Graphics

Figure (A.17) Same as Figure 5.1 for Event #19 at September 27, 2012.
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Figure (A.18) Same as Figure 5.1 for Event #19 at November 20, 2012.
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A.2 Graphics

Figure (A.19) Same as Figure 5.1 for Event #19 at November 21, 2012.
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A.2.2A.2.2 GCS Geometries
All fitted GCS parameters are plotted versus the fitted solar distance rCME for the events
#3 to #21 in the Figures A.20 to A.21. For every GCS parameter evolution the height
at which the parameter stays constant is labelled. The single errors, marked by the grey
area, are listed in Table 5.1.
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Figure (A.20) Geometrical results of the GCS modelling of event #3. Same colours
and markers as in Figure 5.4.
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Figure (A.21) Geometrical results of the GCS modelling of the events #4 (a) and #5
(b). Same colours and markers as in Figure 5.4.
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Figure (A.22) Geometrical results of the GCS modelling of the events #6 (a) and #7
(b). Same colours and markers as in Figure 5.4.
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(a) Event #8, Event date: 2011-11-09
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Figure (A.23) Geometrical results of the GCS modelling of the events #8 (a) and #9
(b). Same colours and markers as in Figure 5.4.
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Figure (A.24) Geometrical results of the GCS modelling of the events #10 (a) and
#11 (b). Same colours and markers as in Figure 5.4.
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(a) Event #12, Event date: 2012-03-13
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(b) Event #13, Event date: 2012-04-19
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Figure (A.25) Geometrical results of the GCS modelling of the events #12 (a) and
#13 (b). Same colours and markers as in Figure 5.4.
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(a) Event #14, Event date: 2012-05-11
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Figure (A.26) Geometrical results of the GCS modelling of the events #14 (a) and
#15 (b). Same colours and markers as in Figure 5.4.
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(a) Event #16, Event date: 2012-07-12
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Figure (A.27) Geometrical results of the GCS modelling of the events #16 (a) and
#17 (b). Same colours and markers as in Figure 5.4.
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(a) Event #18, Event date: 2012-09-27
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(b) Event #19, Event date: 2012-11-09
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Figure (A.28) Geometrical results of the GCS modelling of the events #18 (a) and
#19 (b). Same colours and markers as in Figure 5.4.
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(a) Event #20, Event date: 2012-11-20
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(b) Event #21, Event date: 2012-11-21
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Figure (A.29) Geometrical results of the GCS modelling of the events #20 (a) and
#21 (b). Same colours and markers as in Figure 5.4.
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A.2.3A.2.3 Kinematic Profiles
The r-t-profiles derived from the GCS modelling are shown in the first row of the Figures
A.30 to A.39 for the events #3 to #21. In the second and third row, the v-t- and a-
t-profiles computed from the r-t-profiles are shown. Using different spline methods, the
fitted curves of r(t), v(t) and a(t) are plotted in blue and light blue. A three-point moving
average calculated from the GCS measurements can be seen by the blue triangles.
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Figure (A.30) Kinematic results of the events #3. Same colours and markers as in
Figure 5.8.
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(b) Event #5, Event date: 2011-09-13

vfit
max= 789 km s−1 vder.

max= 809 km s−1

vfit(r = 12 R�) = 585 km s−1 vfit(r = 50 R�) = 722 km s−1

afit
max= 114 m s−2 ader.

max= 89 m s−2

Figure (A.31) Kinematic results of the events #4 (a) and #5 (b). Same colours and
markers as in Figure 5.8.
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(a) Event #6, Event date: 2011-10-04

vfit
max= 733 km s−1 vder.

max= 756 km s−1

vfit(r = 12 R�) = 401 km s−1 vfit(r = 50 R�) = 355 km s−1

afit
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(b) Event #7, Event date: 2011-10-26

vfit
max= 539 km s−1 vder.

max= 538 km s−1

vfit(r = 12 R�) = 453 km s−1 vfit(r = 50 R�) = 357 km s−1

afit
max= 233 m s−2 ader.

max= 193 m s−2

Figure (A.32) Kinematic results of the events #6 (a) and #7 (b). Same colours and
markers as in Figure 5.8.
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(a) Event #8, Event date: 2011-11-09

vfit
max= 1517 km s−1 vder.

max= 1541 km s−1

vfit(r = 12 R�) = 1100 km s−1 vfit(r = 50 R�) = 717 km s−1
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max= 1416 m s−2 ader.

max= 1055 m s−2
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(b) Event #9, Event date: 2012-01-23

vfit
max= 2091 km s−1 vder.

max= 2076 km s−1

vfit(r = 12 R�) = 1852 km s−1 vfit(r = 50 R�) = 1352 km s−1

afit
max= 574 m s−2 ader.

max= 524 m s−2

Figure (A.33) Kinematic results of the events #8 (a) and #9 (b). Same colours and
markers as in Figure 5.8.
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(a) Event #10, Event date: 2012-03-07

vfit
max= 2828 km s−1 vder.

max= 3828 km s−1

vfit(r = 12 R�) = 2801 km s−1 vfit(r = 50 R�) = 1123 km s−1

afit
max= 617 m s−2 ader.

max= 832 m s−2
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(b) Event #11, Event date: 2012-03-10

vfit
max= 1800 km s−1 vder.

max= 1845 km s−1

vfit(r = 12 R�) = 1783 km s−1 vfit(r = 50 R�) = 1378 km s−1

afit
max= 1447 m s−2 ader.

max= 1966 m s−2

Figure (A.34) Kinematic results of the events #10 (a) and #11 (b). Same colours
and markers as in Figure 5.8.

209



A.2 Graphics

17:00 19:00 21:00 23:00 01:00 03:00 05:00 07:00 09:00 11:00 13:00

t [hh:mm]

0

20

40

60

80

100

120

140

r C
M

E
[R
�

]

r(t)

3P moving average

r − t data

0

500

1000

1500

2000

2500

v C
M

E
[k

m
s−

1
]
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(a) Event #12, Event date: 2012-03-13

vfit
max= 2345 km s−1 vder.

max= 2486 km s−1

vfit(r = 12 R�) = 1799 km s−1 vfit(r = 50 R�) = 1210 km s−1
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max= 3575 m s−2 ader.
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15:00 21:00 03:00 09:00 15:00 21:00 03:00

t [hh:mm]

0

20

40

60

80

100

r C
M

E
[R
�

]

r(t)

3P moving average

r − t data

0

200

400

600

800

1000

v C
M

E
[k

m
s−

1
]
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(b) Event #13, Event date: 2012-04-19

vfit
max= 762 km s−1 vder.

max= 764 km s−1

vfit(r = 12 R�) = 750 km s−1 vfit(r = 50 R�) = 484 km s−1

afit
max= 353 m s−2 ader.

max= 410 m s−2

Figure (A.35) Kinematic results of the events #12 (a) and #13 (b). Same colours
and markers as in Figure 5.8.
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(a) Event #14, Event date: 2012-05-11

vfit
max= 1251 km s−1 vder.

max= 1333 km s−1

vfit(r = 12 R�) = 923 km s−1 vfit(r = 50 R�) = 655 km s−1

afit
max= 815 m s−2 ader.

max= 1373 m s−2
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(b) Event #15, Event date: 2012-06-14

vfit
max= 1513 km s−1 vder.

max= 1529 km s−1

vfit(r = 12 R�) = 1294 km s−1 vfit(r = 50 R�) = 974 km s−1

afit
max= 677 m s−2 ader.

max= 697 m s−2

Figure (A.36) Kinematic results of the events #14 (a) and #15 (b). Same colours
and markers as in Figure 5.8.
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(a) Event #16, Event date: 2012-07-12

vfit
max= 1470 km s−1 vder.

max= 1492 km s−1

vfit(r = 12 R�) = 1450 km s−1 vfit(r = 50 R�) = 1032 km s−1

afit
max= 594 m s−2 ader.

max= 501 m s−2
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(b) Event #17, Event date: 2012-09-02

vfit
max= 1000 km s−1 vder.

max= 1004 km s−1

vfit(r = 12 R�) = 620 km s−1 vfit(r = 50 R�) = 609 km s−1

afit
max= 1060 m s−2 ader.

max= 1214 m s−2

Figure (A.37) Kinematic results of the events #16 (a) and #17 (b). Same colours
and markers as in Figure 5.8.
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(a) Event #18, Event date: 2012-09-27

vfit
max= 1268 km s−1 vder.

max= 1238 km s−1

vfit(r = 12 R�) = 1176 km s−1 vfit(r = 50 R�) = 786 km s−1

afit
max= 947 m s−2 ader.

max= 979 m s−2
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(b) Event #19, Event date: 2012-11-09

vfit
max= 797 km s−1 vder.

max= 854 km s−1

vfit(r = 12 R�) = 595 km s−1 vfit(r = 50 R�) = 472 km s−1

afit
max= 372 m s−2 ader.

max= 376 m s−2

Figure (A.38) Kinematic results of the events #18 (a) and #19 (b). Same colours
and markers as in Figure 5.8.
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(a) Event #20, Event date: 2012-11-20

vfit
max= 1035 km s−1 vder.

max= 1034 km s−1

vfit(r = 12 R�) = 880 km s−1 vfit(r = 50 R�) = 481 km s−1

afit
max= 341 m s−2 ader.

max= 667 m s−2
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(b) Event #21, Event date: 2012-11-21

vfit
max= 1054 km s−1 vder.

max= 996 km s−1

vfit(r = 12 R�) = 717 km s−1 vfit(r = 50 R�) = 528 km s−1

afit
max= 382 m s−2 ader.

max= 836 m s−2

Figure (A.39) Kinematic results of the events #20 (a) and #21 (b). Same colours
and markers as in Figure 5.8.
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A.2.4A.2.4 CME Masses
The determined CME masses form observations of the individual satellites are shown in
Figures 5.12 and A.40 to A.42. STEREO A and B data are shown in red and blue,
respectively. SOHO data can be seen in green. Partial and full halo events as well as
streamer interactions have additional prefixes pH, fH and S. These events are also indicated
by dashed and dotted lines, which representing the fit results to the corresponding data
points.

0 5 10 15 20 25 30 35
r [R�]

1014

1015

1016

m
ob

s
10

15
[g

]

Event #1, Event date: 2011-07-09

Fit COR2A

Fit COR2B

Fit C3

COR1A

COR1B

COR2A

COR2B

C2

C3

mobs,A(r = 30 R�)= 3.30 ·1015 [g]

mobs,B(r = 30 R�)= 3.15 ·1015 [g]

mpH
obs,S(r = 30 R�)= 7.11 ·1015 [g]

0 5 10 15 20 25 30 35
r [R�]

1014

1015

1016

m
ob

s
10

15
[g

]

Event #2, Event date: 2011-08-04

Fit COR2A

Fit COR2B

Fit C3

COR1A

COR1B

COR2A

COR2B

C2

C3

mfH
obs,A(r = 30 R�)= 8.29 ·1015 [g]

mfH
obs,B(r = 30 R�)= 5.84 ·1015 [g]

mfH
obs,S(r = 30 R�)= 8.27 ·1015 [g]

0 5 10 15 20 25 30 35
r [R�]

1014

1015

1016

m
ob

s
10

15
[g

]

Event #3, Event date: 2011-09-06

Fit COR2A

Fit COR2B

Fit C3

COR1A

COR1B

COR2A

COR2B

C2

C3

mpH
obs,A(r = 30 R�)= 6.39 ·1015 [g]

mobs,B(r = 30 R�)= 5.84 ·1015 [g]

mobs,S(r = 30 R�)= 8.83 ·1015 [g]

Figure (A.40) Results of the mass determination of the events #1 to #3. See Figure
5.12 for more details.
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Figure (A.41) Results of the mass determination of the events #4 to #9. See Figure
5.12 for more details.
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Event #14, Event date: 2012-05-12
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Event #15, Event date: 2012-06-14
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Figure (A.42) Results of the mass determination of the events #10 to #15. See Figure
5.12 for more details.

217



A.2 Graphics

Figure (A.43) Same as Figure 5.13 but for the events #4,#5 and #6.
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Figure (A.44) Same as Figure 5.13 but for the events #7,#8 and #9.
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Figure (A.45) Same as Figure 5.13 but for the events #10,#11 and #12.
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Figure (A.46) Same as Figure 5.13 but for the events #13,#14 and #15.
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Figure (A.47) Same as Figure 5.13 but for the events #16,#17 and #18.
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Figure (A.48) Same as Figure 5.13 but for the events #19,#20 and #21.
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A.2.5 DBM Analysis Results A.2.5
In the following plots, the DBM results of the r-t-profiles of the CME apex and the Earth-
directed CME component are shown. The Earth-symbol represents the time at which a
distance of 1 AU is reached. Linear fits of the data below the HI FOV and above the
COR2 FOV are shown by the red and yellow dashed lines.

Figure (A.49) Same as Figure 5.27 but for events #9 to #13.
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Figure (A.50) Same as Figure 5.27 but for events #14 to #21.
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Figure (A.51) Same as Figure 5.29 but for the events #5 to #8.
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Figure (A.52) Same as Figure 5.29 but for the events #9 to #12.
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Figure (A.53) Same as Figure 5.29 but for the events #13 to #16.
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Figure (A.54) Same as Figure 5.29 but for the events #17 to #20.
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Figure (A.55) Same as Figure 5.29 but for event #21.

A.2.6 Lorentz Force Analysis Results A.2.6
In the following plots, the TI Lorentz force results of the early CME kinematics r-t-profiles
of the CME apex are shown. For a better visibility, the area under the fits of the Lorentz
as well as the drag force were filled with blue and green, respectively.

Figure (A.56) Same as Figure 5.33 but for the events #8 and #9.
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Figure (A.57) Same as Figure 5.33 but for the events #10 to #15.
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Figure (A.58) Same as Figure 5.33 but for the events #16 to #21.
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Nicole Böker, Klaudia Wolters, Michaela Ständer und Christian Hartung aussprechen.
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