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Abstract

The impact of changing the scale of observation on information derived from forest inventories

is the basis of scale-related research in forest inventory and analysis (FIA). Interactions between

the scale of observation and observed heterogeneity in studied variables highlight a dependence

on scale that affects measurements, estimates, and relationships between inventory data from

terrestrial and remote sensing surveys. This doctoral research defines "scale" as the divisions

of continuous space over which measurements are made, or hierarchies of discrete units of

study/analysis in space. Therefore, the "scale of observation" (also known as support) refers

to that integral of space over which statistics are computed and forest inventory variables

regionalized.

Given the ubiquitous nature of scale issues, a case study approach was undertaken in

this research (Articles I-IV) with the goal to provide fundamental understanding of responses

to the scale of observation for specific FIA variables. The studied forest inventory variables

are; forest stand structural heterogeneity, forest cover proportion and tree species identities.

Forest cover proportion (or simply forest area) and tree species are traditional and fundamental

forest inventory variables commonly assessed over large areas using both terrestrial samples

and remote sensing data whereas, forest stand structural heterogeneity is a contemporary FIA

variable that is increasingly demanded in multi-resource inventories to inform management

and conservation efforts as it is linked to biodiversity, productivity, ecosystem functioning and

productivity, and used as auxiliary data in forest inventory.

This research has two overall aims:

1. To improve the understanding of the association between the scale of observation and

observed heterogeneity in inventory of forest stand structural heterogeneity, forest-cover

proportions, and identification of tree species from a combination of terrestrial samples

and remote sensing data.

2. To contribute knowledge to the estimation of scale-dependence in inventory of forest

stand structural heterogeneity, forest-cover proportions, and identification of tree species

from a combination of terrestrial samples and remote sensing data.

Different scales of observation were considered across the four case studies encompassing

individual leaf, crown-part or branch, single-tree crown, forest stand, landscape and global levels

of analysis. Terrestrial and remote sensing data sets from a variety of temperate forests in

Germany and France were utilized across case studies. In cases where no inventory data were



available, synthetic data was simulated at different scales of observation. Heterogeneity in FIA

variable estimates was monitored across scales of observation using estimators of variance and

associated precision. As too much heterogeneity is hardly interpreted due to a low signal to noise

ratio, object-based image analysis (OBIA) methods were used to manage heterogeneity in high-

resolution remote sensing data before evaluating scale dependence or scaling across observed

scales. Similarly, ensemble classification techniques were applied to address methodological

heterogeneity across classifiers in a case study on classification of two physically and spectrally

similar Pinus species. Across case studies, a dependence on the scale of observation was

determined by linking estimates of heterogeneity to their respective scales of observation using

linear regression and a combination of geo-statistics and Monte-Carlo approaches. In order to

address scale-dependence, thresholds to scale domains were identified so as to enable efficient

observation of studied FIA variables and scaling approaches proposed to bridge observations

across scales. For scaling, this research evaluated the potential of different regression techniques

to map forest stand structural heterogeneity and tree species wall-to-wall from remote sensing

data. In addition, radiative transfer modelling was evaluated in the transfer between leaf and

crown hyperspectra, and a global sampling grid framework proposed to efficiently link different

stages of survey sampling.

This research shows that the scale of observation affected all studied FIA variables albeit

to varying degrees, conditioned on the spatial structure and aggregation properties of the

assessed FIA variable (i.e. whether the variable is extensive, intensive or scale-specific) and

the method used in aggregation on support (e.g. mean, variance, quantile etc.). The scale

of observation affected measurements or estimates of the studied FIA variables as well as

relationships between spatially structured FIA variables. The scale of observation determined

observed heterogeneity in FIA variables, affected parameter retrieval from radiative transfer

models, and affected variable selection and performance of models linking terrestrial and remote

sensing data. On the other hand, this research shows that it is possible to determine domains

of scale dependence within which to efficiently observe the studied FIA variables and to bridge

between scales of observation using various scaling methods.

The findings of this doctoral research are relevant for the general understanding of scale

issues in FIA. Research in Article I, for example, informs optimization of plot sizes for efficient

inventory and mapping of forest structural heterogeneity, as well as for the design of natural

resource inventories. Similarly, research in Article II is applicable in large area forest (or general

land) cover monitoring from sampling by both visual interpretation of high resolution remote

sensing imagery and terrestrial surveys. This research is also useful to determine observation

design for efficient inventory of land cover. Research in Article III contributes in many contexts

of remote sensing assisted inventory of forests especially in management and conservation

planning, pest and diseases control and in the estimation of biomass. Lastly, research in Article IV

highlights scale-related effects in passive optical remote sensing of forests currently understudied

and can ultimately contribute to sensor calibration and modelling approaches.



Zusammenfassung

Der Einfluss von unterschiedlichen Beobachtungsskalen auf Informationen aus Stichprobeinven-

turen ist der Ausgangspunkt für skalen-bezogene Forschung in der Waldinventur.

Wechselwirkungen zwischen den Beobachtungsskalen und der beobachteten Heterogenität

der untersuchten Variablen zeigen eine Skalenabhängigkeit, welche Messungen, Schätzungen

sowie den Zusammenhang von terrestrischen Inventurdaten und Fernerkundungserhebungen

beeinflussen.

Die vorliegende Arbeit definiert „Skala“ als die Unterteilung des kontinuierlichen Raums,

oder Hierarchien von diskreten Einheiten des Studiengebiets in dem Messungen oder Anal-

ysen im Raum durchgeführt werden. Deshalb bezieht sich die „Beobachtungsskala“ (auch

als „support“ bezeichnet) auf das Integral des Raumes, über das Statistiken berechnet und

Waldinventurvariablen regionalisiert werden.

Wegen der Omnipräsenz der Skalenproblematik, wurde in der vorliegenden Arbeit ein Fallstu-

dienansatz (Fachzeitschriftenbeitrag I-IV) verwendet, Das Ziel der Arbeit ist es das grundlegende

Verständnis des Einflusses der Beobachtungsskala auf spezifische Waldinventurvariablen und let-

ztendlich das generelle Verständnis von Skalenproblematiken in der Waldinventur zu verbessern.

Die betrachten Zielgrößen sind die Heterogenität der Bestandesstruktur, die Waldfläche, sowie

die Baumarten bestimmung. Waldbedeckungsgrad (Waldfläche) und Baumarten bestimmung

sind grundlegende Waldinventurvariable, die üblicherweise über große Gebiete durch terrestrische

Stichprobenpunkte oder Fernerkundungsdaten aufgenommen werden. Die Heterogenität der

Bestandesstruktur dagegen ist eine neuere Waldinventurvariable, die vermehrt in Inventuren

gefragt ist um Bewirtschaftungs- und Umweltschutzmaßnahmen zu unterstützen.

Die vorliegende Arbeit hat zwei übergreifende Ziele:

1. die Erforschung der Beziehung zwischen Beobachtungsskala und beobachteter Heterogen-

ität der Bestandesstruktur, des Deckungsgrades und der Baumartenbestimmung durch

eine Kombination aus terrestrischen Stichprobenpunkten und Fernerkundungsdaten und

2. die Einführung von Methoden zur Schätzung von Skalenabhängigkeit bei der Erfassung

der Strukturheterogenität, des Deckungsgradess und der Baumartenbestimmung durch

eine Kombination aus terrestrischen Stichpunkten und Fernerkundungsdaten.

In den vier Fallstudien wurden unterschiedliche Beobachtungsskalen berücksichtigt. Sie um-

fassen Analyseebenen von einzelnen Blättern, Kronenteilen oder Ästen, einzelnen Baumkronen,

Waldbeständen, sowie die Landschafts- und Globalebene. In den Fallstudien wurden terrestrische



Inventurdaten und Fernerkundungsdaten verschiedener Waldgebiete der gemäßigten Zone in

Deutschland und Frankreich verwendet. In den Fällen in denen keine Inventurdaten vorhanden

waren, wurden die Daten für verschiedene Beobachtungsebenen simuliert. Die Heterogenität der

Schätzungen der Waldinventurvariablen wurde auf verschiedenen Beobachtungsskalen durch

Varianzschätzer und entsprechende Genauigkeitsmaße teingeschätzt. Da zu hohe Heterogen-

ität aufgrund eines geringen Signal-zu-Rausch-Verhältnisses kaum interpretierbar ist, wurden

vor der Evaluierung der Skalenabhängigkeit oder der Skalierung zwischen Beobachtungsskalen,

objekt-basierte Bildanalysemethoden verwendet um die Heterogenität in hochaufgelösten Fern-

erkundungsdaten zu kontrollieren. Ensemble-Classification-Methoden wurden in einer Fallstudie

zur Klassifikation von zwei physikalisch und spektral ähnlichen Kiefernarten angewendet, um die

methodische Heterogenität zwischen Klassifizierungsverfahren zu verringern. In allen Fallstudien

wurde die Skalenabhängigkeit durch den Zusammenhang der Heterogenitätsschätzwerte und

ihrer jeweiligen Beobachtungsskala bestimmt. Hierfür wurden lineare Regressionen und eine

Kombination von Geostatistischen und Monte-Carlo-Verfahren angewendet. Zur Erforschung

der Skalenabhängigkeit wurden Grenzwerte der Skalenbereiche identifiziert, um eine effiziente

Beobachtung der untersuchten Waldinventurvariablen und Skalen-Verfahren zu ermöglichen.

Diese Forschungsarbeit evaluiert das Potential von verschiedenen Regressionsmethoden zur

Kartierung der Heterogenitä der Bestandesstruktur und der Baumarten mithilfe von Fern-

erkundungsdaten. Zudem wurde die Strahlungstransfermodellierung evaluiert um zwischen

der hyperspektralen Rückstrahlung des Blatts und der Krone zu skalieren und ein globales

Stichproben-Bezugssystem entwickelt um effizient verschiedene Phasen der Stichprobenerhe-

bung zu verbinden.

Diese Forschungsarbeit zeigt, dass die Beobachtungsskala alle untersuchten Waldinventur-

variablen beeinflusst, wenngleich in unterschiedlichem Ausmaß. Dieses hängt von den Eigen-

schaften der räumlichen Struktur, der Aggregation der geschätzten Waldinventurvariable (z.B.

extensive, intensive oder skalen-spezifische Variable) und der unterstützenden Aggregation-

smethode (z.B. Mittelwert, Varianz, Quantil, etc.) ab. Die Beobachtungsskala beeinflusste

Messungen oder Schätzungen der untersuchten Waldinventurvariablen ebenso wie das Ver-

hältnis zwischen räumlich strukturierten Waldinventurvariablen. Die Beobachtungsskala bes-

timmte die beobachtete Heterogenität der Waldinventurvariablen, beeinflusste die Parameter

der Strahlungstransfermodelle, sowie die Variablenauswahl und die Modellanpassung von ter-

restrischen Inventurdaten und Fernerkundungserhebungen. Nichtsdestotrotz zeigt diese Forschu-

ngsarbeit, dass es möglich ist Bereiche der Skalenabhängigkeit zu bestimmen in denen die

erforschten Waldinventurvariablen effizient beobachtet und Beobachtungsskalen durch die Ver-

wendung verschiedener Methoden verbunden werden können.

Die Ergebnisse dieser Doktorarbeit sind hinsichtlich des generellen Verständnisses von

Skalenproblematiken in der Waldinventur relevant. Der Fachzeitschriftenbeitrag I ist für die

Optimierung der Stichprobenflächengröße für eine effiziente Inventur und Kartierung der Het-

erogenität der Waldstruktur, sowie für das Design von Inventuren natürlicher Ressourcen rel-

evant. Die Forschung aus Fachzeitschriftenbeitrag II ist bei großflächigem Monitoring der

Waldbedeckung bzw. generell der Bodenbedeckung, durch Stichproben aus visuell interpretierten



hochaufgelösten Fernerkundungsbildern als auch terrestrischen Aufnahmen, anwendbar. Der

Ansatz kann auch zur Optimierung des Beobachtungsdesigns effizienter Inventuren von Land-

nutzungsklassen angewendet werden. Fachzeitschriftenbeitrag III ist für viele Bereiche der fern-

erkundungsunterstützten Waldinventur, insbesondere für Bewirtschaftungs- und Naturschutz-

planung, Schädlings- und Krankheitsbekämpfung sowie die Schätzung von Biomasse relevant.

Die Ergebnisse des Fachzeitschriftenbeitrags IV heben die skalenbezogenen Effekte der passiven

optischen Fernerkundung von Wäldern hervor, welche bis jetzt wissenschaftlich vernachlässigt

wurden und können letztendlich zur Sensor-Kalibrierung und zu Modellierungsansätzen beitra-

gen.
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Chapter 1

Introduction

1.1 Scale in forest inventory and analysis

The core of forest inventory is to enumerate a population of trees and associated variables

over a specified area (Scott and Gove, 2002). A census is almost always impractical and thus

forest inventory requires a "measuring tool", or "scale" (Marceau and Hay, 1999), through

which trees and associated variables are observed, enumerated, and inference made on the

population characteristics. Aggregation (spatial or otherwise) is most commonly necessary to

create meaningful units for mensuration and analysis (Gotway and Young, 2002). The units (or

support) represent that integral of space over which statistics are computed and forest inventory

variables regionalized (Malenovský et al., 2007). They are essentially the measurement/sample

scale, or measurement/sample unit (e.g. intervals, areas, volumes etc.) for data (Wu and Li,

2009) collected in forest inventory and analysis (FIA). The units (or support) are what I refer

to here as the "scale of observation".

The general meaning of scale however, is not constrained to the scale of observation but

includes other notions. There is a scale of operation/action referring to the level at which an

observed process operates, is supposed to operate, or is best observed (Marceau and Hay, 1999;

Malenovský et al., 2007); a cartographic/map scale referring to the ratio of the map distance

to the corresponding distance on the ground; a modelling scale describing the scale of model

building (i.e. the support of model inputs) vis-à-vis model derivation/application; a geographic

scale representing the coverage of pattern or analysis; and a policy scale in reference to the

levels of decision making or policy implementation (Wu and Li, 2009; Marceau and Hay, 1999;

Malenovský et al., 2007). Various other notions of scale may exist since the term is widely used,

however, of the so far listed, the scale of observation is the most apparent in FIA assisted by

remote sensing.

The scale of observation plays a very important role in FIA, especially in definition of a

forest (Kleinn, 2001; Magdon et al., 2014), in estimation of forest area (Magdon and Kleinn,

2013; Fehrmann et al., 2019), in estimation of forest edge length (Kleinn et al., 2011), in

selection of samples (Czaplewski, 2003; Fehrmann et al., 2019), in measurement of trees, in

building of models to link field to remote sensing data (Kukunda et al., 2019, for example), as
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well as, in inference on tree populations (Magnussen et al., 2016; McRoberts et al., 2016; Puliti

et al., 2018; Mauro et al., 2017). The integration of remote sensing into contemporary forest

inventories extends the role of the scale of observation in FIA to include, spectral, temporal,

directional, polarization, and radiometric dimensions to scale (Wu and Li, 2009) that together

with terrestrial observation design, influence the precision of FIA variables. In fact, understanding

the impact of changing the scale of observation on information derived from forest inventories,

forms the basis of scale-related research in FIA.

"Scale" primarily relates to the divisions of continuous space over which measurements are

made, or to the hierarchies of discrete units of study/analysis in space (Wiens, 1989; Levin,

1992; Marceau and Hay, 1999; Schneider, 2001; Malenovský et al., 2007; Gunton et al., 2014;

Sandel, 2015). This basic definition of scale (Figure 1.1) suffices in all notions of scale (i.e.

scale of observation, action/operation, modelling, policy, geographic, and cartographic), albeit

re-projected into their respective spaces of conception or measurement. The core concept

of scale is illustrated in Figure 1.1 according to Gunton et al. (2014) in the spatial context.

Fundamentally, spatial scale is characterized by the area of support (commonly referred to in FIA

in terms of resolution, pixel size, plot size), the extent, and the hierarchies of discrete units of

study/analysis (Figure 1.1). As previously mentioned, the scale of observation in contemporary

FIA assisted by remote sensing includes spatial, spectral, temporal, directional, polarization and

radiometric dimensions. This thesis work focuses on the "spatial scale of observation" and will

refer to it simply as "scale of observation" in the succeeding text. Table 1.1 illustrates how the

core meaning of the scale of observation is similar across different dimensions.

Region

Circular

plot

Point

Extent of pattern, 

observations or 

analysis 

Spatial resolution 

or Pixel size

Spatial levels in a 

hierarchy of analysis

Plot size

Figure 1.1: The basic concept of scale. The resolution/pixel, plot size and the extent are illustrated for a
simple case of contiguous coverage. Scale as a "level" is illustrated with discrete, spatially-nested units
that can also be looked at as "support". A simple illustration of sampling across space with clusters of
points and fixed area circular plots is integrated. This schematic is adapted after Gunton et al. (2014).

For the reader unfamiliar with all the dimensions to scale of observation in remote sensing

(Table 1.1), the spectral dimension refers to the volume of support over which spectrometric

measurement is made. In a volume, the support considers more than two dimensional space
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Table 1.1: Definitions of resolution and extent in the spatial, spectral, temporal, directional, and ra-
diometric dimensions of the scale of observation as encountered within the context of remote sensing
assisted inventory of forests.

Resolution

Spatial Smallest observable unit in space or the pixel of a remotely sensed
image or plot size in a sample-based study (Figure 1.1)a

Spectral Smallest unit of distinction among spectral differences in a spectral
sample (Figure 1.2).

Temporal Shortest time required to combine reflected energy into an image
on the CCD array element.b

Directional Smallest angle of distinction among angular spectral reflectances.c

Radiometric Precision or sensor sensitivity to magnitudes of energy.

Extent

Spatial Total area encompassed by observations or analysis (Figure 1.1).

Spectral Range of wavelengths included in the spectral sample (Figure 1.2).

Temporal Time between the first and last observation at a given location.

Directional Range of viewing directions.

Radiometric Range of values stored in bits.

aBy pixel re-sampling, the resolution of data representation can be different from the resolution of measure-
ment.

bTemporal resolution was redefined by Malenovský et al. (2007) in order to make definitions across dimensions
of the scale of observation coherent. Temporal resolution is commonly defined as the sensor revisit rate at a
given geographic location - see for example Khorram et al. (2012). However, the sensor revisit rate at a given
geographic location is in the strictest sense the temporal sampling interval.

cThe directional resolution is determined by the instantaneous field of view (IFOV), the size of the CCD
array, tilt, motion speed, and altitude of the sensor (Malenovský et al., 2007).

described in Figure 1.1 to include spectra (i.e. wavelength and corresponding reflectances or

transmitances) in defining space over which a spectral measurement is made (Malenovský

et al., 2007, see also Figure 1.2). Similarly, the temporal dimension deals with a volume of

support considering a combination of space, spectra, and time over which measurement is made.

Directional scale, on the other hand, deals with the strong directional behaviour of reflectances

reaching the sensor element as a result of the multi-angular reflectivity of the earth’s surface and

scattering by atmospheric particles and gases (Roosjen et al., 2018). It relies on bi-directional

reflectance distribution functions determined by sun-object-sensor geometry (Wu and Li, 2009;

Malenovský et al., 2007) and optical properties of the observed object (Malenovský et al.,

2007). Therefore, it combines space, spectra, time, and the solid angle of the sensor in defining

the support. Similar to the directional dimension for passive optical sensors, the polarization

dimension to support considers the solid angle or polarization direction of SAR data on top

of space, signal and time. And lastly, the radiometric dimension is analogous to the scale of a

diameter tape or caliper used in DBH measurements, and considers the translation of received

energy at the sensor element into image colours and therefore deals directly with accuracy in the

units of measurement. Even though the dimensions to the scale of observation in remote sensing
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Figure 1.2: The basic concept of spectral scale. The spectral resolution is equivalent to the Full-Width-
Half-Minimum (FWHM). The extent = λmax–λmin, the difference between the maximum and minimum
wavelength. Notice that the spectral sampling interval is independent of the spectral resolution (FWHM).
There is possible overlap between response functions of consecutive wavelength bands among consecutive
spectral sampling intervals. The schematic is adapted after Malenovský et al. (2007).

are often described independently, it is clear that the scale dimensions are mutually inclusive

as sensor systems are integrated and therefore the volume of support for any observation scale

simultaneously relies on components from other dimensions.

On the other hand, the term scale is also used to mean a level in a hierarchy of analysis

(Gunton et al., 2014, Figure 1.1). This scale definition holds for FIA supported by remote sensing

as well as traditional terrestrial sampling schemes with respect to the observation level vis-à-vis

the level of inference. While observations are made at point, line, or plot levels, inference is made

for regions larger than the observed areas. Multi-phase and multi-stage sampling schemes (Köhl

et al., 2006, Chapter 3), for example, and more recently hybrid (McRoberts et al., 2016) and

hierarchical estimation approaches (Puliti et al., 2018), underpin the application of hierarchical

scales of analysis in forest inventories.

1.2 Heterogeneity

The scale of observation and heterogeneity interact very closely that it is impossible to refer

one without reference to the other. "Heterogeneity" primarily describes variability, complexity,

or diversity in structure, composition, and functioning1 of any system in space-time (Stein and

Kreft, 2015). Heterogeneity is inherent in forest ecosystems and changes in properties relative to

the scale of observation and the variable (or aggregation properties of the variable) in question.

Therefore, one needs scale to define heterogeneity (Levin, 1992), and properties of the observed

variable must be known a priori to achieve reasonable aggregation (mean, variance, etc.) on

support.

There are generally three categories of variables with respect to aggregation properties;

(1) variables with extensive properties - also termed "extensive variables" (e.g. number of

1"structure" is the spatial-temporal arrangement of components of the ecosystem, "composition", the spatial-
temporal identity and variety of ecosystem components, and "function", the underlying stochastic or deterministic
processes controlling realizations or states of populations of natural systems in space-time (Valbuena, 2015).
FIA seeks to enumerate "structure" and "composition" whereas Ecology focuses on understanding "function".
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trees), whose quantities can be proportionally/simply summed across extents, (2) variables

with intensive properties - also called "intensive variables" (e.g. tree densities), whose quantities

are meaningless when simply summed across extents because they are averages or ratios, and

(3) variables that may vary with extent but not proportional to it e.g. species richness - such

variables are also termed "scale-specific variables". The distinction of variables by their properties

is essential in characterization of heterogeneity (Gunton et al., 2014) and its dependence on

the scale of observation. In fact, it is not correct to ask, for example, whether a particular

measurement is dependent on the scale of observation without also specifying how we intend

to aggregate it on support (Sandel, 2015). In homogeneous systems, intensive variables remain

constant across space or time (they are "scale invariant"), while extensive variables change

linearly across space or time. For the same examples in heterogeneous systems, the opposite

is observed. However, extensive variables in a heterogeneous system may exhibit domains of

homogeneity related to a particular scale or scales of observation - when the spatial extent is

large enough relative to the resolution of heterogeneity. In fact, finding this threshold between

heterogeneity and homogeneity or simply put ’managing heterogeneity’ is a key goal of data

preparation in remote sensing assisted FIA; since too much variability can hardly be interpreted.

For this reason, research on scale-dependence has been developed. Scale-dependence research

seeks to address that trade off between detail (or heterogeneity within a group) and system

predictability (Levin, 1992). Similarly, in the context of sampling studies in forest inventory, the

balance between cost, between- and within-plot heterogeneity, and precision of estimation is

the basis of most decisions on optimal observation designs.

1.3 Scale dependence

The recognition of interactions between the scale of observation and heterogeneity highlights

a dependence on scale that, when ignored, may affect both measurements and relationships

between variables in FIA. Scale dependence primarily stems from the modifiable areal unit

problem MAUP (Openshaw, 1977). The integral of support, especially the way borders are

drawn - i.e. how large the units are?, what shape?, where?, etc. - strongly affects the patterns

observed for specific variables and the general outcome of data analysis. With the MAUP,

there is variation in characteristics of observations due to changing the scale of observation

- also called the "scale effect2" or sometimes also referred to as the "scale problem", and

there is variation in characteristics of observations due to alternative aggregations of areas

of support at the same scale of observation - also called the "aggregation/zoning problem"

(Marceau and Hay, 1999). Similarly, apart from the category of the variable observed and

the form of aggregation on support some other factors could result in a scale dependence.

For example, scale effects could result from limitations of measurement, or from differences

in instrumentation applied in measurement. Scale effects could also result from errors in

modelling - especially in relation to choice of an appropriate model of the underlying process,

2"Scale effect" refers to the relative contrast/difference in information and the respective characteristics of
observations or models made on different support (Wu and Li, 2009)
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or simply from the inherent heterogeneity and non-linearity in natural systems given the scale

of observation. Stemming from scale effects, properties of systems become "scale-dependent".

However, conditioned on the variable observed and the means of aggregation, a sensitivity

analysis across scales may yield patterns of scale dependence. Systems may become less scale-

dependent or even scale-independent/scale-invariant in particular scale regions. "Scale domains"

and "scale thresholds" can be identified and "scaling" within the domain made relatively easier

(due to homogeneity/stability in the underlying process) - see as an example research in Article

I. In this sense, the domain is the appropriate scale (or series of scales) of observation of a

given process and the threshold(s) is that tipping point of the scale of observation (Wu and

Li, 2009). Most research on scale-dependence ultimately aims at identifying scale domains and

thresholds.

Several methods are proposed in the literature to quantitatively describe scale thresholds

and domains. Among others Wu and Li (2009) describe the following; the geographic variance

method (Moellering and Tobler, 1972), the wavelet transform method (Percival, 1995), the local

variance method (Woodcock and Strahler, 1987), the semi-variogram based method (Garrigues

et al., 2006), and the fractals method (Mandelbrot, 1967). These methods determine the

threshold scale of observation based on progressive aggregation of data in space, hinged on

a given optimization criterion/criteria that generally rely on local co-variation metrics. For

the same purpose, in the last two-three decades, object-based image analysis (OBIA) has

gained traction in remote sensing assisted FIA (Blaschke, 2010). In the same way, the approach

emphasizes working within scale domains through iterative aggregation of high resolution pixel

data into individual objects to identify specific entities in space. Altogether, methods describing

scale thresholds and domains share a common goal i.e. to manage heterogeneity in the studied

systems so as to increase predictability, interpretability, and scaling feasibility.

In forest ecosystems, the magnitude of the scale effect is expected as a function of spatial

autocorrelation as site factors and growth conditions are highly correlated for trees close

together than further apart. While comparing continuous surfaces of differing spatial structure,

Sandel (2015) shows that indeed the magnitude of spatial auto-correlation determines the

magnitude of effects from changing the scale of observation on estimated heterogeneity in

sample data. Heterogeneity follows the pattern of spatial autocorrelation by increasing rapidly

over a short range in low spatial autocorrelation and gradually over a longer range in high

spatial autocorrelation, in aggregation of areas of support at the same resolution. For this

reason, plot design in FIA relies on spatial autocorrelation.

In addition, the effect of changing the scale of observation, on relationships between spatially

structured variables3 is also of paramount interest. For example, whether a given modelled

relationship between variables (e.g. Y = f(X)+ǫ), is affected by changing the resolution, extent,

or plot size of observation is of fundamental interest in FIA. Whether there are effects from

changing the support on the coefficient(s) estimated from a modeled relationship, or effects on

the variables included in the model, or effects on the overall model fit or model performance,

or even effects on the functional form of the relationship, is of fundamental interest. If there

3A spatially structured variable exhibits spatial dependence due to spatial autocorrelation.



1. Introduction 7

are scale effects, what causes them? Are they real effects or are they artifacts of the modeling

process? For example, could there be a "perceived" scale dependence due to omission of a

co-varying variable in the model, or is it a true scale dependence (Sandel, 2015)? Are the scale

effects a consequence of statistical inequalities arising from the process of nonlinear averaging

(Chesson, 2012)? For non-linear relationships between variables, is it also possible that changing

the support (extent, plot size) changes the perceived shape of the relationship (Sandel, 2015)?

Such questions (and perhaps many more) underpin analyses on scale effects on the relationships

between FIA variables and their respective predictors.

1.4 Scaling

Since observations are not always made within their respective scale domains or with com-

plete coverage of the extent of study or analysis, scaling becomes of great theoretical and

applied importance. Scaling primarily relates to bridging or transferring information across

scales (Marceau and Hay, 1999). It is essentially a means to compensate for scale effects, as

transfer of information across scales without consideration of scale effects is susceptible to

artifacts in heterogeneous systems. The transfer from "local" to "large" scales is known as

"up-scaling" whereas the reverse, "down-scaling". Figure 1.3 illustrates up- and down-scaling

concepts across space.

Large scale

Local 

Scale

Figure 1.3: Various types of scaling. Left: Up/Down scaling of coarser and finer resolutions depending
on the direction of transfer. Right: (1) Upscaling from a single small region (dashed region) to predict a
quantity of a larger extent (solid enclosure), for example the case of expansion factors in forest inventory
or scaling from leaf to crown levels in spectroscopy, and (2) Up scaling from a number of samples
(dotted regions) that have incomplete coverage to a target region (solid enclosure) e.g. the case of
remote sensing assisted inventory of forests. This schematic is adapted after Gunton et al. (2014).

Several methods have been proposed to deal with scaling of measurements, of structured

relationships between variables, of retrieval models e.g. in spectroscopy, and of different products

derived from remote sensing datasets e.g LAI. Wu and Li (2009) and Malenovský et al. (2007)

provide a good starting point for a collection of scaling methods, with a focus on remote sensing.
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On scaling of measurements in forest inventory, expansion factors are for example, the simplest

and most common form of linear up-scaling or extrapolation, whereas pixel re-sampling of remote

sensing imagery is the most common form of down-scaling with respect to data representation

but not with respect to the resolution of measurements. Recently, Magnussen et al. (2016)

proposed a scaling method for proportions and quantiles per unit area that respects the influence

of spatial autocorrelation. Upscaling requires an estimate of the spatial autocorrelation of Y

given X at the scale of the original spatial support. Similarly, different forms of interpolations

and area weighted approaches (Liu et al., 2006), model-based and model-assisted estimation

(McRoberts et al., 2013; Ståhl et al., 2016), hybrid (McRoberts et al., 2016) and hierarchical

estimation (Puliti et al., 2018), provide alternatives to bridge measurements at different scales

of observation to make estimates of small and large areas. On the other hand, statistical

methods accounting for spatial structure of data like for example simulteneous autoregressive

models (Sandel, 2015, Example 3), geo-additive models (Fahrmeir et al., 2013), structural

equation models for dealing with spatial confounding (Thaden and Kneib, 2018) etc., help to

account for spatial confounding effects in spatially structured data with changing of support.

The spatial regression models are however often computationally intensive for high resolution or

large area remote sensing datasets. On scaling of retrieval models in spectroscopy, Malenovský

et al. (2007) propose three scaling approaches including, radiative transfer modelling, spectral

unmixing, and data fusion. And lastly, for scaling remote sensing products, Wu and Li (2009)

compiled the following, empirical regression between in-situ observations and remote sensing

data, the Taylor series expansion method, the contextual parameter method, the statistical

fractal and self-similar method, and process simulation methods. They conclude that no single

scaling method is universal. The choice of methods is simply case specific. However, increased

understanding of scale domains and thresholds would support rapid progress of research into

effects from changing the scale of observation.

It is clear, therefore, that there remains a need for increased scientific understanding of

scale issues in FIA. However, given the ubiquitous nature and diversity of scale issues in FIA,

it is difficult to tackle the scale topic as a whole. Sandel (2015) puts it well; "identifying

and focusing on specific challenges in case studies is likely more productive and provides

more fundamental understanding and improved generalization". Thus, this thesis presents four

case studies written in article format and addressing different scale challenges related to the

estimation of forest stand structural heterogeneity, general land cover monitoring with examples

on the estimation of forest cover proportions by both visual interpretation of high resolution

remote sensing imagery and terrestrial surveys, and the discrimination of tree species from

various high resolution remote sensing datasets.

1.5 Overview of the thesis

This chapter presented an introduction to the subjects of scale and heterogeneity. It clarified

the terminologies involved in the "science of scale" (Marceau and Hay, 1999), and presented

the relevance of scale-related analyses in FIA. In Chapter 2 the aims of this thesis are specified.
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Chapters 3 compiles materials and methods used across individual case studies. Chapter 4

presents a summary of results from the research, Chapter 5 discusses the findings and lastly,

Chapter 6 presents overall conclusions from the research and makes recommendations for future

work.

As mentioned, four case studies were conducted and are reported in articles I-IV. Briefly,

research in Article I considers the mapping of forest stand structural heterogeneity from airborne

LiDAR data at different spatial scales of observation. The study first tackles the problem of

finding the scale domain to observe forest stand structural heterogeneity using three forest

stand structural heterogeneity indices in forests of different management types and continues

to assess the effects of the observed scales on the relationships between the indices of forest

stand structural heterogeneity computed from in-situ data and airborne LiDAR data describing

the vertical distribution of canopy heights and canopy cover. The findings of this research are

relevant to determine observation design in the inventory of forest stand structural heterogeneity.

Research presented in Article II changes focus to explore the challenge of optimizing sampling

and observation designs for land cover monitoring at local to global scales using both visual

interpretation of high resolution remote sensing imagery and terrestrial surveys. The study

addresses the development of a dynamic grid - the global sampling grid (GSG) - applicable

at different spatial scales of observation from local to global levels and with specific scaling

properties. Here we answer scale questions on how to lay a systematic sampling grid on a

spherical approximation of the earth’s surface ensuring that the total area of interest is evenly

covered and represented in a sample and that a defined minimum distance between sampling

locations is fixed. In a case study, the grid is tested in the estimation of proportions of forest

cover from clusters of points across landscapes of differing spatial structure highlighting the

effects of observation design (scale of observation) on precision of forest area estimates.

The study presented in Article III proposes ways to manage the high within-class varia-

tion/heterogeneity in pixel values of high resolution satellite imagery and airborne LIDAR data

using object-based image analysis (OBIA) for the discrimination of spectrally and structurally

similar tree species at individual crown level. The study presents an approach that combines

OBIA and ensemble classification models in distinction of two spectrally and structurally similar

Pinus trees.

Lastly, research in Article IV delves into scale effects in spectral reflectances of broadleaved

tree species collected at leaf and crown levels. This study answers the questions on whether

there are differences in spectral reflectance collected at different heirrachical scales and whether

the observed scale-related differences affect clasification of the spectral reflectances by species.

In addition, the study investigates factors contributing to observed variation in leaf and crown

spectral reflectances using a radiative transfer modelling approach and identifies important

regions of the electromagnetic spectrum for separating leaf and crown spectral reflectances by

species.
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1.6 Contribution of the thesis

The research presented in this thesis is of a quantitative and applied nature. The case studies

considered different scales of observation and different scale topics (e.g. heterogeneity, scale-

dependence, scaling), all within the general context of remote-sensing assisted FIA. In order to

emphasize the contribution of this thesis to the general framework of FIA, Figure 1.4 shows the

areas to which the case studies contribute knowledge and highlights the appearance of issues

on the scale of observation during the data analysis phase of the FIA cycle.
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Figure 1.4: Contribution of individual case studies to FIA assisted by remote sensing. The case studies
focused on the effects of the scale of observation on data collected from the field, the effects of the
scale of observation on data collected by remote sensing and the effects of the scale of observation in
the combination of field and remote sensing data through modelling. OBIA stands for Object Based
Image Analysis, RTM; Radiative Transfer Models and TSE; Taylor Series Expansion.



Chapter 2

Aims of the thesis

The overall objectives of this cumulative thesis are; (1) to improve the understanding of the

association between the scale of observation and observed heterogeneity in inventory of forest

stand structural heterogeneity, forest-cover proportions, and identification of tree species from

a combination of terrestrial samples and remote sensing data, and (2) to contribute knowledge

to the estimation of scale-dependence in inventory of forest stand structural heterogeneity,

forest-cover proportions, and identification of tree species from a combination of terrestrial

samples and remote sensing data.

The specific objectives across the four case studies are:

• To identify a threshold plot size to estimate forest stand structural heterogeneity in stands

under different management systems and create wall-to-wall maps at varying scales of

observation from terrestrial samples and airborne LiDAR data.

• To develop and evaluate a sampling framework for land cover monitoring based on a

simple and scalable global grid system that allows for simplified and unbiased inference

and a straight forward observation protocol at different spatial scales of sampling.

• To evaluate the potential of ensemble models and object-based image analysis (OBIA) to

manage high within-class variability encountered in the discrimination of structurally and

spectrally similar tree species at individual tree scale from multispectral satellite imagery

and airborne LiDAR.

• To highlight the influence of the scale of observation in analysis of spectral reflectance

of tree foliage and individual tree crowns.

The technical research objectives for each case study are highlighted in the respective

Articles (I-IV) appended to this thesis.



Chapter 3

Material and methods

3.1 Study areas

The case studies presented in Articles I, III and IV were conducted using field inventory and

remote sensing data collected in a variety of temperate coniferous, deciduous and mixed forest

landscapes, and in stands undergoing a variety of management strategies, in Germany and

France. The study in Article II, on the other hand, utilized synthetic data at a global scale and

simulated forest/non-forest imagery at a regional scale as shown in Figure 3.1.

The studies in Germany were conducted within the framework of the Biodiversity Explorato-

ries (BE) project - www.biodiversity-exploratories.de, at the Hainich-Dün, Schorfheide-Chorin

and Schwäbische Alb exploratories. The three study sites in Germany are distributed across the

country in regions of high biodiversity and nature conservation value including two UNESCO

biosphere reserves (Schorfheide-Chorin and Schwäbische Alb) and a national park (Hainich Na-

tional Park in the Hainich-Dün region). Scots pine (Pinus sylvestris) stands with parts of beech

(Fagus sylvatica L.), pine/beech and oak (Quercus robur) forests dominate the Schorfheide-

Chorin area. In the Schwäbische Alb area, beech forests dominate the lower altitudes and

Norway spruce (Picea abies) dominates the higher altitudes, and the Hainich-Dün region is

dominated by beech stands. The forests in the BEs are of different management type, history

and intensity as further elaborated in Article I.

The study in Article III was conducted in a coniferous forest in the South Eastern alpine

region of France, the district of Barcelonette. The area is dominated by Pines (Pinus sylvestris

L. and Pinus uncinata Mill. Ex Mirb), has a wide altitude range (1400 - 2020 m.a.s.l.), rough

terrain (slope gradients between 10° and 70°), and is prone to landslides. The forests in the

Barcelonette region were planted and left unmanaged for decades with the aim of stabilizing

surface soils against landslides. Trees fall often on the shallow soils at steep slopes making the

structure of the forest stands uneven in many parts.

Figure 3.1 shows the locations of study sites, highlighting their respective case studies

in Articles I-IV. Further details on environmental and forest conditions at the study sites are

elaborated or referenced to in Articles I-IV in the appendix.
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Barcelonette

Article III

Schwäbische Alb

Article I 

Hainich-Dün

Articles I & IV

Schorfheide-Chorin

Article I 

FRANCE

GERMANY

Simulated Forest Landscapes
Article II

Global Extent

Articles II

Figure 3.1: Map of the earth surface highlighting the locations of the study areas (red dots) and the
respective case studies or articles. The global map shows an example Global Sampling Grid - GSG250

(black dots) generated in Article II and covering the entire extent of the earth’s surface, with a distance
between circles of latitude and points per latitude of 250 km. At the top left is a zoom-in to locations of
study sites (red dots) in France and Germany, and at the top right is an example of a simulated forest
landscape of 1 x 1° size at the equator.

3.2 Data

The studies utilized in-situ data from field surveys, auxiliary data from remote sensing, and

synthentic/simulated data, at different scales of observation (Figures 3.1 and 3.2). Field surveys

sampled typical inventory variables like species, diameter at breast height (DBH), tree height,

tree locations, as well as collected non-imaging spectroscopy data at leaf and in-situ crown levels.

On the other hand, remote full coverage surveys collected very high-resolution airborne LiDAR

data sets, and high resolution multi- and hyper-spectral imagery. In addition, synthetic/simulated

data included grids of points of varying resolutions calculated from a spherical model of the

earth’s surface and the so-called global sampling grids (GSGs), and artificial forest landscapes

of varying degrees of spatial autocorrelation/fragmentation calculated from a Gaussian random
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Increasing hierarchy and extent of analysis.

Increasing resolution of grids. 

Single leaf 

level
Crown parts/Branch 

level
Single tree/Crown 

level
Forest stand

level

Forest strata, 

landscape, regional 

levels

Global 

level

Article I

Article II

Article III

Article IV

Scale effects & scale domains 
(Forest stand structural heterogeneity)

Scale effects & scaling 
(Tree species)

Scale effects & scale domains 
(Forest cover %)

(Tree species)
Managing heterogeneity 

Figure 3.2: Hierarchies/Scales of observation, forest inventory variables (in brackets) and scale topics
(in bold) covered by case studies. The term "Resolution of grids" refers to the pixel size of matrices of
remote sensing data and does not apply for non-imaging spectroscopy.

fields model. Generally, the data sets varied in extents, spanning from single leaf to global scales

and allowed for study designs on scale challenges across different levels/hierarchies (see Figure

3.2). In the following sub-sections more details are provided on each data set with emphasis

on the characteristics that make the data suitable for scale-related analyses.

3.2.1 In-situ data

Different in-situ datasets were collected across case studies as listed in Table 3.1. The datasets

were collected on individual trees purposely selected or encountered on selected plots during

terrestrial surveys by the thesis author or by partners as specified in Articles I, III, IV. Among

the in-situ survey data, individual tree positions were particularly important for scale-related

analyses as these data supported the optimization of plot sizes and co-location of field and

remote sensing data. In case studies reported in Articles I and IV, the Fieldmap® forest inventory

system (Hédl et al., 2009, www.fieldmap.cz) was used to collect data on tree locations among

the other forest inventory attributes. This state-of-the-art system guaranteed accurate location

of individual stems with positional errors around ±10 cm under full canopy cover. In Barcelonette

(see Figure 3.1, Article III), a different approach was employed to collect data on individual

tree positions. There, individual tree tops and crowns were initially estimated from a canopy

height model (CHM) prior to field work and the respective treetops and crowns verified during

fieldwork with the help of landmarks and triangulation - see section on field work in Article III
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for details. A similar method (i.e. triangulation from landmarks) was used to geo-locate trees

in the 2.25 ha plot collected by Aberle (2016) and used in Article IV. In comparison to the

Fieldmap® approach, procedures based on triangulation from landmarks required inexpensive

equipment but equally ensured accurate geo-location of trees and subsequent co-location of

in-situ and remotely sensed data. They were however very time consuming, a property that

restricted their application when a large number of trees were required. In addition, methods

to assess precision of estimated locations with triangulation methods requires further research.

Therefore, research in Article III and IV did not determine the geo-location accuracy of the

estimated tree positions.

The other in-situ dataset that was suitable for scale analyses in this doctoral thesis was

spectral reflectance data collected at in-situ leaf and in-situ crown levels by Aberle (2016) and

illustrated in Figure 3.3. The non-imaging spectroscopy data sets were collected using the ASD

FieldSpec 3© spectrometer within Hainich National Park. Leaf data was acquired with a leaf

clip and in-situ reflectance measurements were collected for tree crown parts using a fore optic

with an instantaneous field of view of 25°, resulting in footprints of average diameter about 0.5

m. The distance between ASD sensor and crown was about 1 m. However, in a few cases the

spacing was up to about 4 m due to accessibility. Some spectral reflectance data were omitted

at the in-situ crown level causing gaps (Figure 3.3, middle) due to a high noise-to-signal ratio

at the water absorption bands, about 1400 nm (1351-1449) and 1850 nm (1801-1949).
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Figure 3.3: Schematic overview of the three levels of data acquisition used in this thesis: in-situ leaf
(left), in-situ crown (middle) and airborne crown (right) with corresponding mean reflectance curves.
At the in-situ crown level, the sensor noise induced by water vapor is masked out at about 1400 nm and
1800 nm.

3.2.2 Airborne LiDAR data

Research done in Articles I and III utilized very high density LiDAR data collected under the

auspices of the University of Twente, Faculty of Geoinformation Science and Earth Observation.
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Table 3.1: In-situ tree data across case studies, highlighting all in-situ data sources in table footnotes.

Attribute Article I Article III Article IV

Collection date(s) Winters 2013a, 2014a,b Autumn 2012d Winters 2014b , 2015b

Winter 2015b Winter 2012e , 24.07.2012c

DBH threshold(s) 1 cma, 7 cmb 7 cmd 7 cmb , 15 cme

Tree stem location system Fieldmap®b SUUNTO Compass & Fieldmap®b

Amplitude Compass & Measuring taped SUUNTO Compass &

Vertexa Vertexe

Geo-accuracy ±10b , ±20 cm - ±50 cma not calculated ±10b , not calculatede

aA 28.5 ha plot in Hainich National Park collected by the German Center for Integrative Biodiversity Research
(iDiv), Germany.

b80 one ha. EP plots collected by the Biodiversity Exploratory project, Germany.
cIn-situ hyperspectral data, collected by Aberle (2016) in Hainich National Park, Germany.
dField inventory in Barcelonette, France, collected by the author.
eA 2.25 ha plot data collected by Aberle (2016) in Hainich National Park, Germany.

Wall-to-wall, high density, airborne LiDAR data offers opportunities for scale-related research

especially because it allows for variation of pixel sizes in matrices derived from the point-cloud.

When tree position data were available from field surveys, both data sets allowed for optimization

of plot sizes without encountering scale-mismatches from their relation. Researches in Articles

I and III illustrate such utility from airborne LiDAR data in scale-related analyses. Table 3.2

summarises the characteristics of airborne LiDAR data utilised across case studies.

Table 3.2: Characteristics of airborne LiDAR data across case studies.

Attribute Article I Article III

Collection date(s) July 2015 June 2009

Sensor (Frequency) Riegl Q780 (400 kHz) Riegl VQ480i (300 kHz)

Altitude 940 400

Waveform Full Full

Potential returns per pulse 4 7

Mean return density (point/m2) 31 160

3.2.3 Optical imagery data

High-resolution Worldview-2 multispectral satellite imagery was collected for the case study

presented in Article III by the University of Twente, Faculty of Geoinformation Science and Earth

Observation whereas airborne hyperspectral imagery from a combination of AISA EAGLE©

and HAWK© sensors (SPECTRAL IMAGING LTD, Finland) was collected for the case study

presented in Article IV by the Department of Forest Inventory and Remote Sensing, Faculty of

Forest Sciences and Forest Ecology, University of Göttingen. The hyperspectral imagery are the

airborne crown scale illustrated in Figure 3.3. The general characteristics of the optical data
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utilized in this thesis are presented in Table 3.3.

Table 3.3: Characteristics of optical data across sensors and case studies. Worldview-2 data was utilized
in Article III and AISA-HAWK data in Article IV.

Attribute Worldview -2 AISA-HAWK

Collection date (time) September 2010 24.07.2012 (10:30 am - 11:30 am)

Average sun elevation (azimuth) angles 48.1°(161.7°) 58.27°(168.99°)

Average platform elevation (azimuth) angles 74.8°(55.0°) Nadir (Nadir)a

Processing level L2 RAW

Spatial resolution 2 m 2 m

Spectral resolution 8 Bands 2001 Bands

aFlight height = 1700 m above ground level.

3.2.4 Synthetic data

Synthetic data was generated for the case study presented in Article II by the thesis author.

As previously mentioned, the dataset included sample locations of the global sampling grid

(GSG) framework (Fehrmann et al., 2019) and forest landscapes of varying degrees of frag-

mentation/spatial autocorrelation produced from a Gaussian random fields model. Article II

gives details on the construction of the GSG and generation of the artificial forest landscapes.

An example grid - GSG250, is shown in Figure 3.1. The simulated forest landscapes of varying

fragmentation and spatial autocorrelation are shown in Figure 3.4. It is on the six landscapes

(Figure 3.4) that cluster observation designs were optimized to estimate forest cover percentage

in Article II. See Article II for further details on the Gaussian random fields model used to

generate the artificial forest landscapes.

3.3 Forest inventory variables

The research presented in this doctoral thesis focused on forest stand structural heterogeneity,

forest cover proportions and tree species identities. Forest area and tree species are traditional

and very important variables commonly assessed over large areas using sample-based surveys

and remote sensing. Quantification of change in forest area is the basis for assessments on

deforestation. Information on tree species distribution supports management and conservation

planning, pest and disease control, and biomass estimation. Forest stand structural heterogeneity,

on the other hand, is a contemporary FIA variable that is increasingly demanded in multi-resource

inventories due to its linkage to biodiversity (McElhinny et al., 2005), productivity (Juchheim

et al., 2017; Dănescu et al., 2016; Bohn and Huth, 2017; Schall and Ammer, 2013), ecosystem

functioning and stability (Díaz-Yáñez et al., 2017) and its importance in biomass modelling

over large areas (Rödig et al., 2017). This research described and quantified the studied forest

inventory variables as elaborated in the following three sub-sections.
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α = 0.22, Cover = 30%

α = 0.21, Cover = 70%

α = 0.77, Cover = 30%

α = 0.78, Cover = 70%

α = 0.89, Cover = 30%

α = 0.89, Cover = 70%

Figure 3.4: Simulated forest landscapes of varying fragmentation and spatial autocorrelation. The α

parameter is a measure of patch complexity and therefore controls for fragmentation. Low α values lead
to high fragmentation and vice versa.

3.3.1 Forest stand structural heterogeneity

Forest stand structure is described in this research as the spatial arrangement, size and distribu-

tion of individual trees in a volume of space lain on a horizontal ground area of one hectare. The

stand area needed to be defined a priori in order to compute heterogeneity, because forest stand

structural heterogeneity is scale-specific. Forest stand structural heterogeneity was quantified

through indices computed from in-situ field observations and through quantitative summaries

of the vertical distributions of airborne LiDAR returns. From in-situ field observations, three

indices of forest stand structural heterogeneity were considered; Gini Coefficient (GC), Struc-

tural Complexity Index (SCI) and Enhanced Structural Complexity Index (ESCI). The GC is

a non-spatial index whereas SCI and ESCI are spatial indices (see Figures 3.5 and 3.7). GC

(Weiner and Solbrig, 1984) is in this thesis used to measure tree size inequality - and in Article

I, utilized DBH as the indicator for tree sizes (Valbuena et al., 2012). GC can be calculated

in two equivalent ways, of which the second was used in this research; (1) from the so-called

Lorenz curves, obtained by mapping the cumulative proportion of ordered basal area to the

cumulative proportion of the total number of trees encountered on the plot (Valbuena et al.,

2013, see also Figure 3.5). For stands of different degrees of tree size inequality, Lorenz curves

drift off the axis of absolute equality (Figure 3.5). GC is then obtained by taking the ratio of

the area between the Lorenz curve and the axis of absolute equality to the total area under the

axis of absolute equality. Alternatively, (2) GC was here calculated from the arithmetic mean of

differences between all ordered individual tree pairs normalized by the basal area of the quadratic

mean diameter (see equation 1, section 2.5 in Article I). Both ways yield the same continuous
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values between 0 for theoretically perfect equality among trees and 1 for theoretically perfect

inequality as observed for example in stands with maximally bi-modal distributions (Valbuena

et al., 2013) and thus the largest possible dispersion among tree sizes. The zero to one range

of GC ordered inequality in tree sizes in a logical way able to segregate stands of different

forest structural types in the study areas when the position of quadratic mean diameter on the

Lorenz curve, also equivalent to the curve’s point of inflection, was monitored together with

the value of GC (Figure 3.6 - according to Valbuena et al. (2013)).
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Figure 3.5: Illustration of Lorenz curves generated from three field plots of the Biodiversity Exploratory
Project each collected in a stand of different forest management type: unmanaged, selection system, age
class. "Selection system" refers to single tree selection or selective logging and age class refers to even-
aged forests representing different development stages. The graph highlights differences among forests of
varying tree size distributions. GC and the position of the quadratic mean diameter change across plots.
The straight lines show the axes of absolute equality and asymmetry. Any degree of inequality among
individual pairs drifts the Lorenz curves off the 45° line. Notice that the cumulative proportions are
computed for ordered basal areas decreasing from the largest to the smallest. This means, for example,
large trees contribute about 85% of basal area in the analyzed unmanaged forest and are about 35% of
the total number of trees when using the quadratic mean diameter as the size threshold. Such properties
are useful to discriminate the different forest management types.

The other index utilized to quantify forest stand structural heterogeneity is SCI. SCI (Zenner

and Hibbs, 2000) was employed using DBH as the indicator for tree size. Unlike GC, SCI

simultaneously measured the degree of inequality in tree sizes and variability within and between

forest patches by explicitly accounting for individual tree positions in space. SCI is a spatial index

conceptualized as the adjacency of differently sized trees and computed by linking individual

tree locations and their respective sizes in a Delaunay triangulation. The index was obtained

from the ratio of the surface area of the Delaunay triangulation to the area in projection (Figure

3.7). The computation yields continuous values from 1 when there is perfect equality among
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Figure 3.6: Illustration of the ability of GC to segregate forests of different tree size distributions. X-
axis shows the cummulative proportion of ordered number of trees and Y-axis shows the cummulative
proportion of ordered basal area. The straight lines show the axes of absolute equality and asymmetry.
Any degree of inequality among individual pairs drifts the Lorenz curves off the axis of absolute equality.
The different colors show the regions on Lorenz curves generated from stands of different forest structural
types i.e. even-sized, irregular, reverse J, bi-modal. The regions are demarcated based on GC and the
position of the quadratic mean diameter as shown in Figure 3.5. It is necessary to use both GC and the
position of the quadratic mean diameter simultaneously since asymmetry of the Lorenz curves yields
similar GC values for stands of different tree size distributions. In plantation forestry, different treatments
as shown by the green arrows (i.e. self thinning, seed regeneration, recruitment, forest disturbance) result
into transitions from even-sized to bi-modal stands as further elaborated by Valbuena et al. (2013). This
figure is adapted after Valbuena et al. (2013).

trees to infinity for infinite scenarios of perfect inequality among trees exhibiting variant spatial

configurations. A derivative of SCI referred to as ESCI, integrated into the computation of SCI

the magnitude and orientation of individual vectors of triangles of the Delaunay triangulation

to form what Beckschäfer et al. (2013) called the vector ruggedness measure, and also added

a stem density term. According to Beckschäfer et al. (2013), the two additional terms in

computation of SCI increase ESCI’s characterization capability among structurally similar forest

stands while maintaining the index’s ability to linearly arrange the stands along a gradient of

low to high structural heterogeneity. More detail on the computation of GC, SCI and ESCI is

available in Article I and the indices’ respective methodological publications as cited therein.

This research considered GC, SCI and ESCI over the numerous indices summarizing for-

est stand structure (Zenner and Hibbs, 2000; Pommerening, 2002; Beckschäfer et al., 2013;

Valbuena et al., 2012; Ehbrecht et al., 2017; del Río et al., 2016) mainly because the three

indices concisely summarize the essential attributes describing forest stand structure (i.e. the

spatial arrangement, size and distribution of individual trees in space) and because they can be
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easily mapped across larger areas from remote sensing when compared to other well established

indices describing the spatial arrangement, size and distribution of individual trees in space (e.g.

Ripley’s K (Ripley, 1977), Besag’s L (Besag, 1977) and semivariograms). Ripley’s K, Besag’s L

and semivariograms fail when large area maps are required because of their functional nature.

In other words, the methods summarize point patterns into lag distances on the x-axis and

index quantities on the y-axis making it challenging to relate with remote sensing data in the

third dimension.

The indices utilizing field observations described the vertical (GC) as well as both the

horizontal and vertical (SCI and ESCI) distributions of tree sizes in the studied forest stands.

On the other hand, airborne LiDAR metrics described the vertical distribution of canopy heights

and cover (Table 3.4). Article I investigates whether there is a relationships between indices

computed from in-situ field inventory data and metrics computed from the airborne LiDAR

point cloud at different scales of observation, with the aim to map forest stand structural

heterogeneity over areas larger than what is estimated from only in-situ field surveys. To

achieve this aim, different airborne LiDAR metrics (Table 3.4) describing various aspects of

canopy structure like canopy cover (Aj, Bk, Dn, Em), dominant height (Max, P90–99), crown

dominance (L.Skew), variation in canopy returns (ADD,CV) etc. were computed from the

airborne LiDAR point cloud aggregated at different scales of observation. Article I gives further

details on methods used in computation of airborne LiDAR metrics. Table 3.4 summarizes the

all the computed airborne LiDAR metrics.

3.3.2 Forest cover proportion

In forest inventories, the proportion of forest cover is either estimated from sampling surveys or

from maps of forest cover commonly derived from remote sensing data. Sampling surveys are of

two categories including traditional terrestrial sampling and sampling from aerial photographs

(airborne or satellite-borne). The case study in Article II mainly deals with monitoring of forest

cover from sampling surveys (both terrestrial and remote). The inventory variable "Forest cover

proportion" was in the case study defined in a similar way as done by Magdon and Kleinn (2013),

as the proportion of forest covered by the vertical projection of tree crowns with overlaps not

counted (Geschwanter et al., 2009; Jennings et al., 1999). From the definition of forest cover

proportion, it is apparent that a clear definition of the term "forest" was required before forest

cover proportion could be calculated. According to Kleinn (1991); Kleinn (2001); Magdon

and Kleinn (2013), a good forest definition includes both qualitative and quantitative criteria.

The quantitative criteria are definition of, minimum area, minimum crown cover percentage,

minimum tree height and minimum width. Qualitative criteria include descriptions of how

to deal with special features like roads, creeks, clear-cuts; how to deal with plantations or

even plantations of "non forest" trees such as palms, orchards etc., or how to deal with trees

outside "forests". Apart from the definition of a forest, Magdon and Kleinn (2013) mention two

other important factors to consider when determining forest cover proportion from remotely

sensed imagery, namely, (1) spatial resolution of the sensor, and (2) size of the reference area
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Figure 3.7: Computation of Structural Complexity Index (SCI) and Enhanced Structural Complexity
Index (ESCI) from field observations using tree location and DBH in the Delaunay triangulation. Top
left are the tree locations scaled by DBH. Top right is the resultant Delaunay triangulation. Bottom is
the 3D representation of the surface of the Deluanay triangulation. SCI is computed as the ratio of the
surface area of the Deluanay triangulation to the projection area. ESCI is computed by adding a surface
ruggedness measure and a stem density term.

considered to determine forest cover proportions. The spatial resolution is important because

it determines the fraction of intensity of the reflected electromagnetic radiation attributable

to forest features given the size of the pixel. And the size of the reference area is important

because it determines the class of a given reference area across forest/non-forest categories

given the minimum crown cover criterion. Magdon and Kleinn (2013) show in a simulation

setting how both the spatial resolution and the size of the reference area affect estimated values

of forest cover proportion, conditioned on a minimum crown cover percentage. They go ahead

to recommend defining the size of the reference area if comparable estimates of forest area are

to be derived from analyses considering a given minimum crown cover percentage.

This thesis considers the above mentioned criteria when defining forest land prior to com-

puting forest cover proportion in the case study presented in Article II. Forest land was defined
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Table 3.4: Summary of LiDAR metrics used in this study (Kukunda et al., 2019).

Height related metrics

Group Abbreviation

Order statistics Min; Max; P50

Height quantiles Pi for i = 1, 5, 10, 20, 30..90, 95, 99

Central tendency Mean; Mode

Dispersion SD; Var; CV; IQR; AAD; MADmode; MADmed

Skewness,Kurtosis Skew; Kurt

L-Moments Li for i = 1, 2, 3, 4

L-ratios L.CV; L.skew; L.kurt

Generalized means for the 2nd and 3rd power QRT, CUB

Crown cover related metrics

% first returns above: 7 m, mean, mode Aj for j = 7 m, mean, mode

% all returns above: 7 m, mean, mode Bk for k = 7 m, mean, mode

% first returns above: 0 m, mean,mode Dn for n = 0 m, mean, mode

% all returns above: 0 m, mean, mode Em for m = 0 m, mean, mode

Canopy Relief Ratio CRR

Count of returns by return number Ci for i = 1:9, Total, Other

Count of returns above: 7 m, 0 m, mean, mode C7m, C0m, Cmean, Cmode

Count of first returns above: 7 m, 0 m, mean, mode C17m, C10m, C1mean, C1mode

Abbreviations: SD, Standard deviation; CV, Coefficient of variation; IQR, Inter-quartile range; AAD, Average
absolute deviation; Lskew, L-moment of Skewness; Lkurt, L-Moment of Kurtosis; MADmode, Median of the

absolute deviations from the overall mode; MADmed, Median of the absolute deviations from the overall
median. Further information on metrics is available in McGaughey (2014).

by a minimum area equal to 30 x 30 m2 and minimum crown cover percentage of 100% for a

reference area of 30 x 30 m2. This definition sufficed for all synthetic forest/non-forest cover

maps shown in Figure 3.4. From a remote sensing perspective, employing synthetic data helped

overcome issues regarding the spatial resolution of the sensor in defining forest/non-forest areas

since every 30 m pixel was either 100% forest or 100% non-forest, which was equivalent to

100% intensity of reflected electromagnetic radiation from forest features and thus a forest map

with 100% overall and user accuracy. Similarly, to observe forest cover, dimensionless point

observations were employed across different cluster observation designs (as further elaborated

in section 3.4), masking out scale issues related with the size of the reference area in definition

of a forest/non-forest class at a given location/pixel observed.

To compute forest cover proportion from samples collected over the artificial landscapes

(Figure 3.4), systematic sampling designs were used across case studies presented in Article II

in a similar way as done by Kleinn (1991); Bastin et al. (2017). Different point observation

designs were considered including, single points and clusters of points, and therefore different

estimation designs. When considering single point observations, the existence of forest land at

individual sample locations was queried from each simulated forest landscape and the resulting
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area estimated from the sample proportion p̂ = nf/n, where nf is the number of grid points

over forest land and n is the sample size, i.e. the total number of grid points. When clusters

of points were considered, the proportion of forest cover was estimated following Cochran

(1977, Chapter 3, Pg. 66). In this case, forest cover proportion at the ith cluster was given by

pi = f i/mi, where f i is the number of points with forest cover and mi is the size of the cluster,

i.e. the number of sub-plots. As cluster size could vary due to overlap of the sampling grid

at the edge of the sampling frame, a ratio of means (rom) estimator was used for estimating

forest cover proportion p̂rom of a forest landscape from a sample of n clusters (Equation 3.1):

p̂rom =

n
∑

i=1
f i

n
∑

i=1
mi

(3.1)

3.3.3 Tree species

The final FIA variable considered here (Articles III & IV) is tree species. Identification of tree

species is important in forest inventory operations especially within forest management and con-

servation contexts. Depending on forest type and region, accurate identification of tree species

is often possible from terrestrial surveys where morphological and anatomical characteristics

are examined to visually distinguish among species identities, however, species identification

remains complex from a remote sensing perspective. This is mainly because, different species

may exhibit similar characteristics retrievable from remote sensing data. Additionally, the prob-

ability that a remote sensing pixel or object corresponds to the size of a single tree or stand

or matches their respective extents is very low. Due to the interaction between resolution of

observation, canopy closure, canopy structure etc., pixels contain background noise, shadows,

mixed signal etc. As a consequence, discreet tree species classes do not directly correspond

to information obtained by remote sensing data. It is therefore important to determine the

optimal resolution of observation and the appropriate spatial unit of analysis on which to obtain

information on tree species.

This research examines discrete classes of tree species within one genus (Article III) and

among genera (Article IV) with emphasis on scale effects and scaling of species traits obtained

from remote sensing data. The term "species traits" refers to aggregations of remote sensing

attributes over a specific area.

3.4 Approaches used to observe at different scales

To study the influence of the scale of observation, observations across different scales are

necessary. Again, Figure 3.2 shows the different scales of observation considered by this research

across case studies. The case study in Article IV utilized terrestrial and remotely sensed

observations at three scales of observation as shown in Figure 3.3 and relied on raw survey

data. This is not always the case in most scale-research settings, especially because of cost
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implications. In most cases scale-researchers rely on simulations as done in the case studies in

Articles I, II and IV or green house experiments (Gara et al., 2018, or example).

In Article III, different scales of observation were monitored through OBIA. The OBIA

procedure developed by González-Ferreiro et al. (2013) was used to segment a canopy height

model into objects approximating individual tree crowns, after monitoring various extents around

tree tops in rule-based iterations of a watershed segmentation algorithm. In the algorithm,

iterations resulted in changes of extents of individual objects ("watersheds") where merging was

based on statistical similarity of underlying pixels with their neighborhood. Further information

on the OBIA procedure is given in section 3.6.1 and shows how the OBIA technique can be

used to manage high heterogeneity in pixel data.

In order to evaluate the effect of changing observation designs in estimation of forest

cover proportion (Article II), this study changed the scales of observation across one cluster

observation design by employing different number of subplots (cluster size) and across different

cluster observation designs maintaining the same number of subplots (see Figures 3.8 and 3.9).

In addition, different cluster extents were evaluated for every combination of cluster observation

design and cluster size across different forest landscapes.
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Figure 3.8: Spatial configuration and cluster size (number of subplots); • = subplot, ◦ = NULL. The
total number of subplots in each cluster is shown below each design (Fehrmann et al., 2019).
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Figure 3.9: Different spatial configuration of clusters with constant number of 13 subplots. • = subplot,
◦ = NULL (Fehrmann et al., 2019).

Similarly, a simulation was used to monitor different scales of observation in the estimation
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of forest stand structural heterogeneity (Article I) in which multiple plot sizes were mimicked in

a moving window over plot maps. The moving window algorithm evaluated 18 plot sizes from

15 m * 15 m to 100 m * 100 m in 5 m steps as shown in Figure 3.10 and further elaborated

in Article I. GC, SCI, ESCI were computed at each position of the moving window. The next

section explains how heterogeneity was assessed at the different scales observed.

Figure 3.10: 15 m * 15 m and 40 m * 40 m plots (above) over an example EP plot (1 ha) with
corresponding histograms (below) based on enhanced structural heterogeneity index (ESCI). Dotted
points (above) show tree locations, asterisks (above) show plot centers for all 49 laid subplots, the
dotted lines (above) show boundaries of one of the 49 plots, and the dashed lines show the sampling
frame within which plot centers were laid in a way that maintained overlap between subplots and had
no edge effects. The dotted lines (below) show positions of the minimum and maximum index values,
and 5th, 10th, 25th, 50th, 75th, 90th, 95th percentiles of the distribution (Kukunda et al., 2019).

3.5 Quantifying heterogeneity across scales of observation

The assessment of heterogeneity in regression statistics commonly refers to description and

accounting of heteroscedasticy (see for example, Zuur et al., 2009, page 20). In sampling

statistics, assessment of heterogeneity refers to estimating variance of a population and the

associated precision from a sample. This research focused on the assessment of heterogeneity in
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respect to quantification of variance across scales of observation. Heteroscedasticity challenges

could be expected across the case studies but these were not explicitly assessed by this study.

For example, in Bernoulli sampling for forest cover (Article II) the variance depended on the

mean (which may be scale/resolution dependent), similarly, in the assessment of spectral

reflectance from foliage, “branches", and tree crowns, more variance was observed at (cut-out)

wavelengths associated with water vapor. In addition, there was intrinsic heteroscedasticy in the

form of unequal variances across LiDAR canopy height percentiles used in the discrimination

and classification of the two similar Pinus species (Article III).

Sample data can be heterogeneous to varying degrees, conditioned on the scale at which

they are observed vis à vis the spatial autocorrelation in the sampled landscape and the inventory

variable in question. Two of the three FIA variables considered in this research have extensive

properties including, forest cover proportion and tree species (i.e. in reference to pixel/spectral

values per species class). The other FIA variable i.e. forest stand structural heterogeneity, is

scale-specific. The extensive variables concentrate around the mean with changing extents

of observation and therefore allow for "independent" comparison of heterogeneity estimates

across scales of observation. However, in analysis of scale effects in estimation of forest stand

structural heterogeneity (a scale-specific variable), structural heterogeneity at the different

scales of observation needed to be interpreted relative to a reference scale (of one hectare).

Variance (s2) in individual estimates of forest stand structural heterogeneity and of the

pixel/spectral values per species class at each scale of observation, was computed using the

simple random sampling estimator shown in Equation 3.2, for normal distributions;

s2srs =

∑n
i=1(yi – ˆ̄y)2

n – 1
(3.2)

where yi is the individual observation, ˆ̄y is the mean across observations and n is the size of

the sample.

Similarly, a conservative variance estimator of p̂rom from systematic sampling with cluster

plots assuming simple random sampling without replacement, was computed for cluster obser-

vations for each estimate of forest cover proportion (Article II), as there are no design-based

variance estimators for systematic sampling (Magnussen and Nord-Larsen, 2019). It should be

noted that the use of simple random sampling estimators for data collected according to a

systematic sampling design does not provide a good example of heterogeneity across scales

since the estimators do not consider the spatial configuration of the data nor take any spatial

covariance process into consideration. Scale effects in sampling becomes a function of the

choice of variance estimator and its ability to capture spatial covariance

v̂(p̂rom) =
1

nm̂2

∑

f2i – 2p̂
∑

f imi + p̂2
∑

m2
i

n – 1
, (3.3)

(Cochran, 1977)

Where m̂ =
∑

mi/n in Equation 3.3 (Cochran, 1977, Chapter 3, Pg. 66) is the average number

of subplots per cluster in the sample and p̂, f i and mi follow from Equation 3.1 above.
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To compare the performance of the different cluster configurations, the relative observed

standard error was computed across K = 1000 iterations following Equation 3.4:

RSEobs =
Vobs

¯̂p
× 100%, (3.4)

where ¯̂p = 1/K
∑K

k=1 p̂k is the mean of the generated sample distribution of p̂ and Vobs =

1/K
∑K

k=1(p̂k –
¯̂p)2 is the according observed variance.

In order to estimate scale differences among species spectral reflectance (Article IV, Figure

3.3), means and confidence intervals across observations were estimated at each scale of

observation with the help of Generalized Additive Models (GAMs) employing P-splines smooth

functions (Eilers et al., 2015; Wood, 2011). Fitted models were of the general form;

yi = f(zi) + ǫ =
d
∑

j

γjBj(zi) + ǫi (3.5)

(Fahrmeir et al., 2013)

where yi are the reflectance values, zi are the wavelengths, γj is a vector of coefficients, Bj

specifies the basis functions and ǫi is the error term. The number of basis functions considered

depended on the chosen knot configuration. Thus d is the total number of linear combinations.

The P-splines employed polynomials of degree l, therefore the standard residual sum of squares

estimate could not apply for the estimation of γ without considering a penalty λ that controlled

for smoothness and over fitting (Equation 3.6);

PLS(λ) =
n
∑

i=1

(

yi –
d
∑

j

γjBj(zi)

)2

+ λ

d
∑

j=l+2

γ2j . (3.6)

(Fahrmeir et al., 2013)

The penalized least squares estimate of the vector γ given λ, PLS(λ), was arrived at by

minimizing Equation 3.6. It followed that the mean estimate f̂(z) from Equation 3.5 is equivalent

to a weighted sum of the reflectance observations yi pivoted at each wavelength z as shown in

Equation 3.7;

f̂(zi) = s(z, zi)yi (3.7)
(Fahrmeir et al., 2013)

with s(z, zi) a vector of weights given the wavelengths zi. The variance of the prediction from

regression given residual error in Equation 3.5, Var(ǫ) = σ2I is;

Var(f̂(z)) = σ2s(z)′s(z) (3.8)
(Fahrmeir et al., 2013)

And the confidence interval at (1 – α) level was derived as a quantity of uncertainty or hetero-

geneity at the different scales of observation assuming normally distributed errors as in Equation

3.9.
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f̂(z) ± z1–α/2σ
√

s(z)′s(z) (3.9)

(Fahrmeir et al., 2013)

where z1–α/2 is the (1 – α/2)-quantile of the standard normal distribution pivoted at each

wavelength. However, because of autocorrelation in pixel observations affecting the σ2 term

in Equation 3.8, uncertainty estimates at crown level were substantially downward-biased. To

overcome this bias and improve comparability across scales of observation, a bootstrapping

approach was used to estimate prediction intervals (James et al., 2013, pages 187-189). Boot-

strapping was done by iterating 500 times over the model fitting process elaborated above while

randomly selecting with replacement a sample of n = 20 to fit an average reflectance curve.

Eventually, the 25th and the 95th percentiles of the distribution of mean reflectance curves

were used as thresholds approximating the standard error around the mean reflectance curve

including all observations. This way, non-overlapping confidence bands among leaf and crown

spectral reflectance per species indicated significant differences among the spectral reflectance.

In addition, research in Article IV utilized a rather popular and relatively simple radiative

transfer model to predict contributions of structure and foliar chemical contents to variability

observed in leaf and crown spectral reflectance at different scales of observation. PROSAIL is

a physical model that couples the leaf optical model PROSPECT-5B (Jacquemoud and Baret,

1990) and the canopy optical model 4SAIL (Jacquemoud et al., 2009). In the PROSAIL model,

PROSPECT-5B describes physical processes producing directional-hemispherical reflectances

and transmittances at leaf scale and feeds the information into 4SAIL together with soil optical

properties, illumination and observation geometry, to model the bidirectional reflectance of the

canopy (Berger et al., 2018). A spectral range of 400 - 2500 nm is covered by the model. The

following parameters are considered in PROSPECT-5B including, the internal structure of the

leaf mesophyll (N), chlorophyll a + b concentration (Cab), leaf water content (Cw), dry matter

content (Cm), brown pigments (Cbrown), and total caretonoid content (Car). The interaction

between parameters in PROSPECT-5B is modelled into specific absorption coefficients (SAC)

for each spectral band giving the model the ability to predict reflectances and absorbances

along the 400 - 2500 nm spectral range in 1 nm steps. By coupling PROSPECT-5B and

4SAIL, PROSAIL models bidirectional reflectance of the canopy sequentially utilizing the leaf

reflectance and transmittance obtained from PROSPECT-5B along with other parameters like

leaf area index (LAI), leaf inclination distribution function (LIDF), viewing geometries e.g. sun

and sensor(observer) zenith angles (SZA, OZA), hotspot effect resulting from the ratio of leaf

width to canopy height (Hot), the fraction of diffuse incident solar radiation (skyl), and the

soil reflectance factor (αsoil) used to mimic moisture-induced reflectance changes of the upper

soil layer (ρsoil) (Berger et al., 2018). In total PROSAIL uses about 16 parameters defining

leaf structure, leaf pigment and water content, canopy architecture, soil background, hot spot,

solar diffusivity as well as observation geometry, to model the bidirectional reflectance of the

canopy.

To predict contributions of structure and foliar chemical contents to the variation observed
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in leaf and crown spectral reflectance, the PROSAIL model was inverted at both in-situ crown

and airborne crown levels to obtain leaf biochemical and biophysical properties (i.e. N, Cab,

Cw, Cm, Cbrown, Car) and LAI as a descriptor of crown structure. The remaining parameters

in the PROSAIL model like LIDF, SZA, OZA, Hot, skyl, αsoil, and ρsoil were set to field

observed values or to default model values. Similarly, PROSPECT-5B was inverted at leaf level

to estimate leaf biochemical and biophysical properties. PROSPECT-5B and PROSAIL were

inverted at leaf and crown levels independently as dominant processes changed across levels.

Model sensitivity analyses were used to predict contributions of structure and foliar chemical

contents to observed variability in leaf and crown spectral reflectance thus highlighting the

dominant processes influencing observed leaf and crown spectral reflectance and the models’

abilities to accurately retrieve structure and foliar chemical contents at the different scales of

observation as an indicator of their scaling potential in a vertically heterogeneous forest canopy.

3.6 Managing heterogeneity

3.6.1 Managing pixel heterogeneity through Object-Based Image Analysis (OBIA)

As too much heterogeneity is hardly interpreted because of a low signal to noise ratio, Article III

utilized OBIA to reduce the high inter-pixel variation in high-resolution remote sensing data with

the aim to improve the distinction of two spectrally and structurally similar Pinus tree species.

The tree crown-approximate objects were segmented from a LiDAR canopy height model (CHM)

in an iterative and rule-based procedure that involved monitoring of various extents around tree

tops and amalgamation of neighborhood pixels based on statistics. The procedure considered

the following five steps, CHM smoothing, segmentation, classification of canopy areas, iterative

merging of segmented canopy objects into individual crown extents, and export of individual

crown- and treetop-approximate objects for further analyses (González-Ferreiro et al., 2013).

While following these steps, smoothing served to remove data "pits" in the CHM (Khosravipour

et al., 2014) equivalent to abrupt low canopy height values compared to the local average

canopy height that would introduce noise in the merging process. A chess-board segmentation

algorithm was used to segment the smoothed CHM into image objects the size of a single

pixel. In the next step, gaps were identified in the CHM as all objects with height <1.5m. Next,

treetops were identified from crown objects using a moving window approach that employed a

window equivalent to the average crown width observed in the field. And finally, in an iterative

process, the treetops were used as markers for a watershed segmentation algorithm to identify

crown-approximate objects. The morphology of the identified crown-approximate objects was

cleaned using specific shape decision criteria that reclassified "good" and "bad" crowns at

each iteration. "Good" crowns were exported for further analyses whereas the "bad" crowns

were reiterated into the watershed algorithm until all objects were considered "well segmented"

according to (González-Ferreiro et al., 2013). The crown-approximate objects derived from the

OBIA procedure served as support to aggregate individual crown traits from various remote

sensing data and ultimately reduce within-crown pixel heterogeneity.
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3.6.2 Managing methodological heterogeneity through ensemble classification

The previous sub-section 3.6.1 highlights how OBIA was employed in Article III to overcome

the higher intra- than inter-specific variation in crown spectral and structural features observed

by remote sensing, however, a convenient multivariate form of a classification model was as well

not known a priori. A consideration of different classifiers introduced a form of "methodological

heterogeneity". Article III tests the utility of an ensemble approach in two ways: (1) the ability

of the approach to extract as much information as possible from the remote sensing data

to distinguish two spectrally and structurally similar Pinus species and (2) the ability of the

approach to reduce methodological heterogeneity and maximize generalization capability across

the applied models. Selected metrics from both airborne LiDAR and Worldview-2 data sets as

shown in Tables 3.2 and 3.3 were used as predictors (Article III). Figure 3.11 shows the general

workflow of the ensemble modelling approach. Essentially, individual models were trained and

applied independently and then later assembled into a single prediction considered optimal to

generalize.

Figure 3.11: Schematic overview of the ensemble modelling approach.

The argument for an ensemble classification approach stemmed from the fact that a differ-

ence in models (parametric, semi- or non-parametric) and variables (dependent on a variable

selection procedure and datasets), may affect the quality of the resultant species distribution

maps because: (1) models fit data to varying degrees (see for example, Figure 3.12) and (2) a

covariate effect is partially influenced by effects of other variables in the predictor set. In total

nine regression techniques of logistic form were trained according to Equation 3.10;

log

(

µ(z)

1 – µ(z)

)

= f̂(z), (3.10)

where f̂ consisted: (1) Artificial Neural Networks (ANN), (2) Classification and Regression Trees

(CTA), (3) Flexible Discriminant Analysis (FDA), (4) Generalized Additive Models (GAM), (5)

Generalized Boosting Models (GBM), (6) Generalized Linear Models (GLM), (7) Multivariate

Adaptive Regression Splines, (8) Maximum Entropy (MAXENT.Phillips) and (9) Random Forest

(RF) and µ(z) = Pr(y = 1|z). AIC and BIC (Fahrmeir et al., 2013) were used to select models

by summing prediction squared errors to compromise between good fit and model complexity

using step-wise linear regression approaches. AIC was defined according to Fahrmeir et al. (2013,
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Page 664) for log-likelihood inference with p-dimensional parameter vector θ = (θ1, ..., θp)
′ as;

AIC = –2l(θ̂) + 2p (3.11)

where l(θ̂) is the log-likelihood and the term 2p penalizes for overly complex models. Models

were selected on the basis of the smallest AIC value. Alternatively, a stronger penalty for model

complexity given the p parameter dimensions was considered in BIC with the aim to even

further minimize model complexity as follows;

BIC = –2l(θ̂) + log(n)p (3.12)

It was thought that the dependence on linear regression to select predictors to all individual

models could be disadvantageous for the non-parametric approaches, and thus the consideration

of another variable selection technique, the Area Under Curve Random Forest with cross

validation, AUCRFcv (Calle et al., 2011). In this technique, an initial Random Forest model was

built including all predictors and using the standard permutation procedure (Out of bag - OOB)

of the Random Forest model, each variable ranked by the residual sum of squares. Variables

were then reduced until a specified number using predictive accuracy computed as the area

under the relative/reciever operating characteristic (ROC) curve also known as the Area Under

Curve (AUC) statistic. Further detail is given below on the general computation of ROC and

the resultant AUC.

To allow for comparison of variable importance across models, variable importance was

determined from model predictions in a procedure elaborated in Article III section 2.8 on

statistical models and calibration. Models were evaluated using ROC, with both cross validation

and split sample techniques. ROC evaluated model accuracy. It described the nature of the

probability curve that resulted from mapping model sensitivity (TPR, Equation 3.13) to the

corresponding proportion or rate of false positives (FPR, Equation 3.15), when using all possible

thresholds to classify the logistic response in Equation 3.10 into a confusion matrix.

Sensitivity / TPR =
TP

TP + FN
(3.13)

Specificity =
TN

TN+ FP
(3.14)

FPR = 1 – Specificity =
TN

TN+ FP
(3.15)

Whereby TP = True Positives, TN = True Negatives, FP = False Positives, FN = False

Negatives. The resultant area under the curve quantified how good a model distinguished

between distributions of the two species. Therefore, ROC = 0.5 meant no separability, and

ROC = 1 indicated perfect separability between the species classes. Map quality was evaluated

using the true skills statistic (TSS) as it is known to correct for the dependence of Cohen’s

κ statistic on class prevalence in validation data (Allouche et al., 2006). TSS compared all

correct predictions (Equations 3.13 and 3.14), minus those predictions attributable to random
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Figure 3.12: Response curves of three intensity variables across three models. The y-axis shows the
probability range of the predictions. The x-axis shows the data range of the covariates. The models had
a total of eight predictors and these three are chosen for illustration purposes only. The individual effects
(partial effects) were computed by holding other covariates in the models at their median values. The
key message here is,7 depending on a model or covariate set chosen, a covariate may or may not have a
significant effect for the classification of the species. MARS stands for Multivariate Adaptive Regression
Splines, GLM, Generalized Linear Models, GAM, Generalized Additive Models. Similarly, Int_varian,
Int_kurtos and Int_L4 stand for the variance, kurtosis and L-moments of the vertical distribution of
intensity values reflected by canopy material.

chance as shown in Equation 3.16;

TP ∗ TN – FP ∗ FN

(TP + FN)(FP + TN)
= Sensitivity + Specificity – 1 (3.16)

Once individual models were evaluated, ensembles were computed by combining probabilities

of occurrence as predicted from Equation 3.10 across all considered modelling techniques via

the mean, coefficient of variation, superior and inferior confidence intervals, median, committee

average and weighted mean statistics. The coefficient of variation was computed as sd/mean of

probabilities over the models. In addition, the superior and inferior confidence intervals around

the mean probability were computed at α level of confidence as follows;

Ic =

[

x̄ –
tαsd√

n
; x̄ +

tαsd√
n

]

(3.17)

where x̄ is the mean probability of occurrence of a species across n models selected into the

final ensemble given a specified ROC threshold = 0.8 to select only high performing models,

t is the value from the t distribution and sd is the standard deviation across probabilities of

occurrence. The committee average score was the average of binary predictions built on the

analogy of a simple vote. In this case, each model voted for the species being either present or

absent. For each site, the sum of ones was then divided by the number of models included in
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the ensemble. For the weighted mean ensemble, a weighted sum of probabilities of occurrences

across models was computed proportional to their ROC scores. Finally, cross validation and split-

sample procedures were compared to evaluate performance of the ensemble models. Models

were run 50 times in order to monitor variation in variable importance and prediction accuracies.

3.7 Determining scale dependence and scale domains

3.7.1 Determining scale dependence using linear models for fixed effects

Section 2.7 of Article I elaborates a linear mixed model used to monitor distributions of

GC, SCI and ESCI to arrive at a robust threshold plot size for stable estimation of forest

stand structural heterogeneity at a one hectare plot size. The method offers the advantage of

observing more than the estimated mean stand structural heterogeneity across plot sizes while

simultaneously monitoring differences in scale effects across stands of different management

types. The technique considered grouping primarily based on parts of the index distribution

(percentiles, Figure 3.10) and eventually included secondary grouping by forest management

type, thus allowing for simultaneous estimation of scale effects across forests of differing

management type. To avoid redundancy, the reader is referred to Article I section 2.7 for all

required detail on how scale dependence was estimated using a linear mixed model approach.

3.7.2 Determining scale dependence from geo-statistics and optimization of obser-

vation design

Spatial autocorrelation directly links to independence of data (a basic tenet of statistics) and

thus determines the estimated variation in probability samples. In Article II, the Moran’s I

index was used to determine spatial autocorrelation in simulated forest landscapes (Figure 3.4).

Spatial autocorrelation was used to highlight the range of scale dependence in each landscape

ultimately informing efficiency of the tested observation designs. Moran’s I was calculated as

a correlation coefficient between image pixels within a defined local neighborhood. The local

neighbourhood was defined using moving windows of different sizes across cells of each artificial

landscape to produce spatial correlograms. Window sizes ranged from 3 x 3 pixels to 100 x

100 pixels i.e. 30 x 30 m to 3 x 3 km. Moran’s I was defined via a weight matrix following

Anselin (1995) as shown in Equation 3.18, and yielded values between -1 for perfect clustering

with dissimilar pixels in the neighborhood, 1 for perfect clustering with similar pixels in the

neighborhood and 0 for perfect randomness among pixels in the neighborhood relative to the

focal pixel.

Local Moran′s I =
1

s2

∑

i
∑

j(yi – ȳ)(yj – ȳ)
∑

i
∑

jwij
(3.18)

where ȳ =
∑n

i=1 yi/n is the mean across observations in the focal window, s2 =
∑n

i=1(yi–ȳ)
2/n

the sample variance and wij the weight matrix. The Global Moran′s I for each landscape was

computed as an average of Local Moran′s I over all pixels in each artificial landscape. Finally,

spatial correlograms were derived as Global Moran′s I versus window size. The considered
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window sizes were equivalent to employed cluster extents as described in Article II for cluster

designs shown in Figures 3.8, 3.9. To assess scale-dependence, resolution was optimized through

changing the number of subplots per cluster whereas the extent was varied through changing

the distances between the subplots (Article II).

3.7.3 Determining scale dependence in relationships among spatially structured

variables

To evaluate scale dependence in relationships among spatially structured variables, Spearman’s

correlations were used to quantify relationships between forest stand structural heterogeneity

and airborne LiDAR preditors (Article I). The bivariate correlations between the response and

each predictor at different scales of observation were indicators of differences in magnitudes of

predictor effects. So as to study the effect of plot size on the nature of relationships between

indices of forest stand structural heterogeneity and airborne predictors, Random Forest models

were optimized across scales of observation as further elaborated in Section 2.9 of Article I.

3.8 Scaling

3.8.1 Scaling across hierarchies using regression models

Two case studies in this research scaled across hierarchies using regression models (Figure 3.2).

Article I employed Random Forest regression models to map indices of forest stand structural

heterogeneity at landscape scale from field observations at a stand scale and wall-to-wall

airborne LiDAR data. Similarly, Article III utilized ensemble modelling techniques to classify

tree species in a landscape from single crown field observations, multispectral satellite imagery

and airborne LiDAR data. It should be noted however that regression models can be used to

combine information at different scales in an optimal way for the purpose of predicting a target

attribute observed at yet another scale. But strictly speaking, this may not be categorized

as scaling but remains model-fitting when there are no attempts to harmonize the scales of

individual predictors with the scale of the dependent variable.

3.8.2 Scaling using the global sampling grid (GSG)

The GSG presented in Article II is a sampling design with interesting scaling capabilities. First,

the GSG addressed the problem of how to lay a finite population of points on the surface of a

spherical approximation of the earth without having systematic over- or under-representation of

parts of the earth’s surface when projected on a plane, and second, addressed how to maintain

a hierarchical relationship between grids at different resolutions that enables scaling across

samples by combining datasets collected from different grid resolutions. At the same time,

the GSG was constructed in such a way that it tackled these two scaling challenges without

losing similarity to systematic sampling design and therefore maintaining the following design

properties; (1) proportional representation of classes in the population, (2) homogeneity in
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sampling intensity across the land area of the earth surface, (3) total coverage of any land

area of interest on the earth’s surface, (4) a defined minimum (spherical) distance between

sampled locations in both x- and y-directions, (5) a higher precision compared to simple random

sampling, and lastly (6) simplicity in construction and communication. Figure 3.13 illustrates

construction of the GSG, further details on construction of the GSG can be found in Article II.

d
-a

r
c
 

Figure 3.13: Construction of the GSG. Circles of latitudes are placed with a constant distance on the
surface of a sphere in north and south direction starting from the equator. Points are placed in equal
distance along latitudes in West and East direction starting from the null meridian (d-arc = spherical
distance) - (Fehrmann et al., 2019).



Chapter 4

Results

4.1 Scale effects in estimates of forest stand structural hetero-

geneity

Figure 4.1 shows higher variability in index estimates when smaller plot sizes were used to

compute indices of forest stand structural heterogeneity across studied forest stand structural

types. The variance in index estimates was higher in selectively logged and unmanaged forests

than in age class forests. Similarly, for all structural indices and for all parts of the index

distributions, there was a bias in mean estimates of forest stand structural heterogeneity

compared to the reference estimate (at one hectare), when smaller plot sizes were employed

(Figures 4.1, 4.2, 4.3 and 4.4 for GC, SCI and ESCI respectively).

The influence of plot size (scale effect) varied across levels/magnitudes of stand structural

heterogeneity with higher effects when plots fell in locations significantly different from the

average heterogeneity on the plot (see Figure 5, Article I) and was similar across forest manage-

ment systems i.e. consistently lowest in age class forest and highest in selection systems and

unmanaged forests. Scale effects were similar across studied indices and were either positive or

negative relative to whether the smaller plots fell in locations of lower or higher heterogeneity

than the average heterogeneity on the entire plot (Figures 4.2, 4.3 and 4.4 for GC, SCI and ESCI

respectively - whereby, the percentiles are the levels/magnitudes of heterogeneity in each index

distribution). For easy comparison across the indices, see Figure 6 in Article I. Increasing plot

size increased the magnitude of structural heterogeneity when plots were centered in locations

of lower heterogeneity compared to their immediate vicinity (such as observed in the minimum

percentiles of the distributions - Figures 4.2, 4.3 and 4.4 for GC, SCI and ESCI respectively), and

vice versa when plots were centered in locations of higher heterogeneity than their immediate

vicinity (as observed in the maximum percentiles of the index distributions - Figures 4.2, 4.3

and 4.4 for GC, SCI and ESCI respectively). The scale effects were lowest in percentiles around

the mean depending on the index observed (GC = 75th, SCI = 25th, ESCI = 50th).
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Figure 4.1: Standard deviation (SD) of index values per experimental plot (EP) across plot size. From
top to bottom: GC, SCI and ESCI.

4.2 Plot size thresholds to estimate forest stand structural het-

erogeneity

Figures 4.5, 4.6 and 4.7 show stabilization of index values on the reference estimate for GC,

SCI and ESCI across forest management types. As mentioned in the methods section, the point

of index stabilization on the reference estimate was identified as a range between observed

plot sizes, when the second derivative of the function describing the structure-area-curves was

equivalent to zero (Figure 4 in Article I). Stabilization in index estimates depended on the

region of the distribution assessed. Regions with low scale effects stabilized faster than regions

with higher scale effects. Plot size thresholds ranged between 900 m2 and 2500 m2 depending

on the region of the distribution assessed, with stable estimation of all indices across all regions
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Figure 4.2: Mean per management system of the predicted values of structural heterogeneity (GC)
against plot size. The different regions of the index distributions are described in percentiles. Generalized
additive models were used to estimate mean index values across structure-area-curves grouped first by
percentiles of the index distribution and second by the forest management type.

of the distribution possible when plots were >=2500 m2. Plot size thresholds were similar

across forest management types.

4.3 Scale dependence in relationships between forest stand

structural heterogeneity and airborne LiDAR derivatives

Table 4.1 shows Spearman’s correlations between individual LiDAR predictors and GC, SCI, ESCI.

The scale of observation affected the magnitude of relationships between the indices and the

predictors resulting in lower correlations at smaller plot sizes. Cover (B7m and A7m), dispersion

(CV, SD, Var, AAD, L.CV), low height percentiles (P1, P05, P10) had higher relationships

with GC, SCI and ESCI compared to other LiDAR metrics. In regard to the derived random

forest models (Figures 7 and 8 in Article I), similar cover metrics were consistently important

predictors across indices and scales. Figures 7 and 8 in Article I show that dispersion metrics

were important predictors for all the three indices but ranked comparatively higher in GC models

whereas lower height percentiles were important at all observed scales. However, higher height
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Figure 4.3: Mean per management system of the predicted values of structural heterogeneity (SCI)
against plot size. The different regions of the index distributions are described in percentiles. Generalized
additive models were used to estimate mean index values across structure-area-curves grouped first by
percentiles of the index distribution and second by the forest management type.

percentiles (P99, Max) were included into models only at the 20 m plot size. In addition,

Figures 7 and 8 in Article I show that models and their respective predictive power changed

with changing the scale of observation.

Table 4.1: Spearman’s correlation values between individual LiDAR predictors and individual structural
heterogeneity indices at varying scales of observation. Full variable names in Table 3.4.

ESCI SCI GC

LiDAR metric 100 m 50 m 20 m 100 m 50 m 20 m 100 m 50 m 20 m

A7m 0.74 0.65 0.40 0.59 0.54 0.32 0.40 0.36 0.32

B7m 0.70 0.63 0.41 0.64 0.58 0.37 0.44 0.43 0.36

P01 0.67 0.57 0.37 0.62 0.55 0.34 0.51 0.45 0.34

P05 0.65 0.51 0.33 0.60 0.50 0.30 0.41 0.33 0.26

CV -0.57 -0.49 -0.33 -0.50 -0.44 -0.28 -0.25 -0.23 -0.22

Continued on next page
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Table 4.1: Spearman’s correlation values between individual LiDAR predictors and individual structural
heterogeneity indices at varying scales of observation. Full variable names in Table 3.4.

ESCI SCI GC

LiDAR metric 100 m 50 m 20 m 100 m 50 m 20 m 100 m 50 m 20 m

SD -0.55 -0.49 -0.30 -0.35 -0.31 -0.18 -0.22 -0.22 -0.21

Var -0.55 -0.49 -0.30 -0.35 -0.31 -0.18 -0.22 -0.22 -0.21

P10 0.51 0.46 0.30 0.54 0.51 0.32 0.28 0.26 0.20

L.CV -0.51 -0.45 -0.30 -0.46 -0.42 -0.27 -0.19 -0.18 -0.17

AAD -0.49 -0.44 -0.29 -0.35 -0.30 -0.19 -0.15 -0.16 -0.16

C7m 0.48 0.39 0.26 0.35 0.31 0.20 0.14 0.17 0.17

L2 -0.47 -0.43 -0.28 -0.31 -0.28 -0.18 -0.12 -0.14 -0.15

Mode 0.45 0.40 0.26 0.58 0.54 0.33 0.33 0.28 0.21

Kurt 0.45 0.40 0.27 0.43 0.38 0.24 0.14 0.13 0.12

P20 0.44 0.39 0.27 0.57 0.51 0.34 0.23 0.20 0.16

C17m 0.44 0.37 0.22 0.39 0.33 0.17 0.12 0.12 0.10

Mean 0.43 0.38 0.28 0.64 0.56 0.39 0.33 0.26 0.21

L1 0.43 0.38 0.28 0.64 0.56 0.39 0.33 0.26 0.21

P25 0.42 0.37 0.26 0.57 0.51 0.34 0.24 0.19 0.16

P30 0.39 0.35 0.25 0.57 0.51 0.34 0.24 0.18 0.15

Amean 0.38 0.41 0.26 0.45 0.42 0.25 0.11 0.11 0.11

P99 0.37 0.26 0.17 0.65 0.53 0.35 0.51 0.36 0.22

QRT 0.37 0.33 0.25 0.61 0.55 0.38 0.32 0.24 0.19

Cmode -0.37 -0.41 -0.22 -0.42 -0.45 -0.24 -0.30 -0.28 -0.20

C1mean 0.37 0.33 0.20 0.34 0.30 0.16 0.03 0.06 0.06

(Cmode/C1) ∗ 100 -0.36 -0.38 -0.23 -0.39 -0.42 -0.24 -0.17 -0.19 -0.15

C10m 0.36 0.28 0.16 0.30 0.24 0.12 0.03 0.05 0.04

CUB 0.35 0.30 0.23 0.61 0.54 0.37 0.34 0.25 0.18

P40 0.34 0.30 0.24 0.56 0.50 0.35 0.24 0.17 0.15

CRR 0.33 0.33 0.24 0.45 0.41 0.27 0.19 0.12 0.11

Bmode -0.33 -0.36 -0.21 -0.34 -0.37 -0.22 -0.18 -0.17 -0.16

P95 0.32 0.24 0.16 0.62 0.52 0.35 0.45 0.32 0.21

Dmode -0.32 -0.32 -0.16 -0.31 -0.33 -0.17 -0.19 -0.16 -0.13

MADmode -0.32 -0.27 -0.15 -0.24 -0.20 -0.09 -0.03 -0.01 -0.03

Continued on next page
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Table 4.1: Spearman’s correlation values between individual LiDAR predictors and individual structural
heterogeneity indices at varying scales of observation. Full variable names in Table 3.4.

ESCI SCI GC

LiDAR metric 100 m 50 m 20 m 100 m 50 m 20 m 100 m 50 m 20 m

P50 0.31 0.27 0.22 0.56 0.50 0.36 0.27 0.19 0.15

Skew -0.31 -0.29 -0.22 -0.36 -0.32 -0.22 -0.03 -0.03 -0.05

L.kurt 0.31 0.29 0.21 0.34 0.29 0.20 0.03 0.03 0.07

(Cmean/C1) ∗ 100 -0.30 -0.20 -0.06 -0.23 -0.17 -0.04 -0.06 -0.04 0.00

IQR -0.30 -0.31 -0.22 -0.20 -0.21 -0.15 0.04 -0.00 -0.07

P60 0.29 0.26 0.21 0.56 0.51 0.36 0.29 0.22 0.16

C1 0.29 0.22 0.12 0.23 0.19 0.09 -0.04 -0.00 -0.00

P90 0.28 0.23 0.16 0.58 0.51 0.34 0.39 0.28 0.18

P70 0.27 0.23 0.18 0.56 0.50 0.35 0.31 0.22 0.15

P80 0.26 0.21 0.17 0.55 0.49 0.34 0.33 0.23 0.16

P75 0.26 0.22 0.17 0.55 0.49 0.34 0.31 0.22 0.15

L3 0.24 0.14 0.00 -0.02 -0.07 -0.12 0.13 0.13 0.06

MADmed -0.22 -0.20 -0.15 -0.12 -0.10 -0.08 0.16 0.13 0.03

L4 0.21 0.21 0.17 0.39 0.33 0.24 0.10 0.07 0.09

C4 -0.21 -0.14 -0.09 -0.21 -0.15 -0.10 -0.09 -0.05 -0.04

Max 0.20 0.22 0.16 0.27 0.42 0.32 0.23 0.32 0.22

C3 -0.16 -0.10 -0.04 -0.21 -0.15 -0.07 -0.10 -0.03 -0.01

C5 -0.16 -0.11 -0.06 -0.15 -0.12 -0.09 -0.06 -0.05 -0.03

Min 0.16 0.20 0.22 0.11 0.24 0.21 0.03 0.21 0.23

C2 0.14 0.09 0.07 -0.01 -0.02 0.00 -0.17 -0.07 -0.01

C6 -0.11 -0.08 -0.05 -0.11 -0.09 -0.07 -0.01 -0.02 -0.02

C7 -0.11 -0.02 -0.00 -0.10 -0.05 -0.03 -0.03 -0.01 -0.01

Total 0.09 0.09 0.07 -0.02 0.02 0.01 -0.20 -0.08 -0.01

L.skew 0.08 0.00 -0.09 -0.09 -0.12 -0.15 0.20 0.17 0.06

(C7m/C1) ∗ 100 0.07 0.12 0.10 0.07 0.10 0.10 0.26 0.25 0.20

Cmean -0.04 0.06 0.09 -0.01 0.06 0.08 -0.24 -0.12 -0.04

Total -0.03 -0.04 -0.01 -0.13 -0.11 -0.06 -0.28 -0.16 -0.09

Bmean 0.02 0.10 0.15 0.21 0.23 0.20 -0.06 -0.05 0.02

C1mode 0.01 0.01 0.02 -0.04 -0.03 -0.02 -0.21 -0.13 -0.08
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Figure 4.4: Mean per management system of the predicted values of structural heterogeneity (ESCI)
against plot size. The different regions of the index distributions are described in percentiles. Generalized
additive models were used to estimate mean index values across structure-area-curves grouped first by
percentiles of the index distribution and second by the forest management type.

4.4 Scale effects in estimates of forest cover proportion

Results in Article II showed an asymptotic decrease in standard errors of the estimated mean

forest cover proportion was observed in all studied landscapes with increasing cluster resolu-

tion/size (or number of subplots per cluster - Figure 3.8) and cluster extent (or size of the

cluster) as shown in Figures 4.8 and 4.9. Notice that the term "cluster resolution" is here used

in the context of the definition of scale as elaborated in section 1.1. Cluster resolution/size had

a higher effect on precision of estimation with decreasing spatial autocorrelation whereas cluster

extent had a higher effect on precision of estimation with increasing spatial autocorrelation.

Generally, the higher the coverage and fragmentation in the landscape, the higher the precision

of estimation. Cluster resolution/size and extent had lower effects on precision of estimation

when coverage was higher. To see better the effect of coverage on precision of estimation

across cluster sizes and designs, the reader should refer to Figures 7 and 8 in Article II where

ranges of y-axes are fixed across landscapes to facilitate comparisons. When reading results on

the effect of cluster design (Figure 3.9) in estimation of forest cover proportion as presented

in Figure 4.9, one should keep in mind that cluster resolution/size and extent were constant
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Figure 4.5: Box plots of the second derivative of GC per management system and plot size range. The
different regions of the index distributions are described in percentiles. GC stabilized fastest in the
75th percentile of the distribution. A total of 2565 structure-area-curves were considered. The second
derivative (y-axis) conveys the behavior of the function describing the curve of the predicted index means.
The derivative is positive at a point where the curve is approaching its minimum and negative where
the curve is approaching its maximum. The point of index stabilization is when the second derivative is
equivalent to zero.

across the considered cluster designs and therefore only total distance between cluster subplots

(Figure 3.9) changed. Increasing distance between subplots yielded similar effects on precision

across cluster designs in landscapes of high fragmentation. However, as spatial autocorrelation

in landscapes increased, clusters with longer total subplot distances (i.e. of design ø and ×)

yielded more precise estimates compared to designs with shorter total subplot distances (i.e. +

and ⊥ shapes).
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Figure 4.6: Box plots of the second derivative of SCI per management system and plot size range. The
different regions of the index distributions are described in percentiles. SCI stabilized fastest in the
25th percentile of the distribution. A total of 2565 structure-area-curves were considered. The second
derivative (y-axis) conveys the behavior of the function describing the curve of the predicted index means.
The derivative is positive at a point where the curve is approaching its minimum and negative where
the curve is approaching its maximum. The point of index stabilization is when the second derivative is
equivalent to zero.

4.5 Scale effects in broadleaved tree reflectance at leaf and

crown levels

Figure 4.10 shows observed and modelled leaf and crown spectral reflectance. Leaf spectral

reflectance were higher than in both in-situ and airborne crown spectral reflectance and had the

lowest variation among observations. The highest variation in reflectance was observed in in-situ

crown data. There were differences across spectral reflectance curves at both crown scales

especially in the near-infrared region of the spectrum (≈ 800 - 1300 nm) where water absorption

features (i.e. valleys) were pronounced at airborne crown scale. Airborne crown reflectances

were higher than in-situ crown reflectance. There were significant differences in mean spectral

reflectance across the entire range of the spectrum as the scale of observation changed from
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Figure 4.7: Box plots of the second derivative of ESCI per management system and plot size range. The
different regions of the index distributions are described in percentiles. ESCI stabilized fastest in the
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derivative (y-axis) conveys the behavior of the function describing the curve of the predicted index means.
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leaves to crowns (Fig. 4.10). The scale effects on reflectances were similar, however, the

magnitude of scale effects in spectral reflectance across hierarchies of observation changed

depending on the regions of the spectrum observed and were more pronounced when changing

from leaf to airborne crown scales as seen from the magnitude of slopes (Fig. 4.11). The scale

of observation affected separability among species spectral reflectance and contributing foliar

and chemical properties (Article IV).
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Figure 4.10: Top: Means, 5th and 95th percentiles of observed reflectance at LeafASD, CrownASD and
CrownAISA scales. Bottom: Mean modelled reflectance and the associated bootstrapping standard
errors at LeafASD, CrownASD and CrownAISA scales.

4.6 Managing both within-class pixel heterogeneity and method-

ological heterogeneity through OBIA and ensemble models

Crown segments generated from OBIA were later used to summarize within-crown pixel data to

single crown values (Article III - Figure 2). On the other hand, Figure 3 in Article III highlights
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Figure 4.11: Mean observed reflectance at airborne crown scale against mean observed reflectance at
in-situ crown and leaf scales. The black solid lines represent global models of second order polynomial.
The coloured lines represent within region (local) linear relationships between reflectances at both scales
of observation. Units of wavelengths are shown in micrometers. The band observations are slightly faded
to emphasize the linear patterns while still showing the variance of observations.

precision of variable importance across models computed from 50 model runs. A comparison

between Figures 4 and 5 in Article III highlights the utility of an ensemble classification

approach at reducing methodological heterogeneity and maximizing generalization capability

across individual models. The peculiar clustering in individual model performance showed

MAXENT.Phillips, ANN, CTA and GAM to have been consistently poorly performing and

unstable across multiple runs (Figure 4, Article III). Ensemble modelling, on the other hand,

improved individual models by increasing both map accuracy and minimizing prediction variance

(Figure 5, Article III). All individual models and datasets failed to differentiate the species when

employed independently (Figure 4, Article III). Individual performance among the best five

models (RF, GBM, GLM, FDA, MARS) was on average TSS =0.55 for LiDAR and TSS = 0.64

for spectral variables and about TSS = 0.67 when both datasets were integrated. However,

assemblage of individual models increased map quality with across-model TSS averages to

0.63 for LiDAR models, to 0.68 for spectral models and to 0.73 for both spectral and LiDAR

powered models (Figure 5, Article III), as evaluated by a split sample approach. Higher map

accuracies were reported with a cross validation evaluation procedure. In addition, the ensemble

approach reported precision of the estimated map accuracy through the across model coefficient

of variation at an individual crown level as shown in Figure 6, Article III.

4.7 Scaling across hierarchies using regression models

The scale of observation affected derived models and model prediction accuracies when mapping

forest stand structural heterogeneity from airborne LiDAR metrics (Figures 7 and 8 in Article

I). The referred to figures show that relationships between predictors and the studied indices
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as well as the prediction model accuracies (Table 4, Article I), changed with changing the scale

of observation. However, within the identified scale domain (i.e. plot sizes >2500 m2), models

and model accuracies remained stable (Figure 8 and Table 4, Article I). Figure 9 in Article I

shows example maps at landscape scale derived from plot observations and airborne LiDAR

metrics at 2500 m2 plot size.

In another case study, Article III used ensemble models to scale cross single crown observa-

tions collected on field plots to the landscape scale as shown in Figure 6.

4.8 Scaling using the global sampling grid (GSG)
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Figure 4.12: Different spatial resolutions of the affine GSG grid system over central Europe: GSG 100
(red dots), GSG 50 over France (green dots) and GSG 25 over Germany (blue dots) (Fehrmann, 2015).

Figures 3.1 and 4.12 show the scaling properties of the GSG. Figure 3.1 shows the map of

the entire land surface of the earth sampled by the affine GSG250. The affine GSG returned a

semi systematic arrangement of sampling locations, where the distance of points was constant

along the latitudes therefore maintaining a constant sampling intensity in all parts of the

global land surface. In addition, because all grids generated based on the GSG system had

the same origin, the sampling locations of affine grids with different resolutions coincided as

shown in Figure 4.12, allowing for more efficient multi-stage sampling schemes where samples

in preceding stages (resolutions) can be utilized.



Chapter 5

Discussion

5.1 Patterns of heterogeneity across scales of observation

The thesis findings show that heterogeneity changes with the scale of observation and the

pattern of change can be different across FIA variables. As expected, larger areas of support

reduced variance in estimates of forest cover proportion (Figures 4.8, 4.9) and within-crown

pixel variation in remote sensing data sets (OBIA). Similarly, variance in estimates of forest

stand structural heterogeneity reduced as the reference plot size was approached (Figure 4.1).

However, increasing the scale of observation increased variance in tree spectral reflectance

(Figure 4.10). This result confirms that variance among observational units will only decrease

with an increase in the observational size (extent) if the attribute of interest is either a mean or

a statistic purported to estimate its expected value in the population under study. The increase

in the among-spectral variance in reflectance at a given wavelength is an issue closely linked to

the increase in measurement errors that accompanies an increase in the field of view (resolution)

and aggregation of many reflecting objects. In general, the observed patterns in heterogeneity

across scales of observation confirmed findings by Sandel (2015) that a change in resolution

has a higher effect on observed heterogeneity compared to a change in extent when there is low

spatial autocorrelation, while extent increases in importance as spatial autocorrelation increases.

Observations across scales help us to understand how to aggregate FIA variables and ultimately

guide plot design. Articles I & II show how scale research can guide plot design and extensively

discuss the general implications for inventory of forest stand structural heterogeneity and forest

cover proportions.

5.2 Scale thresholds and domains

This research identified plot size thresholds for inventory of forest stand structural heterogeneity

as shown in Figures 4.5, 4.6 and 4.7 and utilized spatial autocorrelation to understand scale

domains in the inventory of forest cover proportions (Figures 4.8 and 4.9). Understanding

the concept of scale domains benefits inventory of FIA variables by improving efficiency of

sampling and observation designs and by simplifying scaling within domains. The case studies
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(Articles I & II) show that differences across scales within the domain are subtle and dominant

processes are the same or similar. Figure 8 and Table 4 in Article I show how model performance

becomes stable within the identified scale domain (Figures 4.5, 4.6 and 4.7). Similarly, Figures

4.8 and 4.9 show how precision stabilizes within domains and sometimes simultaneously for

different observation designs. Identifying domain thresholds informs on appropriate/efficient

scales of observation. Article I proposes a relatively large plot size to enumerate forest stand

structural heterogeneity, a property that is undesirable in many large-area inventories due to the

costs involved, while Article II demonstrates why a high number of subplots - as for example

utilized by Bastin et al. (2017, 49 subplots) - does not always translate into more efficient

estimates of forest cover proportions especially in cases of high spatial autocorrelation. Precision

of estimation was also a factor of coverage. Similar results are presented by Kleinn (1991).

In addition, the utility of cluster designs with longer subplot distances (e.g ø, and ×) over

compact designs (e.g. + and ⊥) is illustrated in landscapes of varying spatial autocorrelation,

highlighting that for the same observation effort a consideration of cluster configuration could

yield better efficiency Kleinn (1991). Such findings highlight how understanding scale domains

is useful to improve cost efficiency of forest inventories.

5.3 Scale of observation and relationships between terrestrial

and remote sensing data

Considering that most FIA variables are spatially structured as site factors and growth conditions

in forests are highly correlated for trees close together than further apart, spatial confounding

effects in relationships between terrestrial and remote sensing data can be expected. Plot

size affected relationships between forest stand structural heterogeneity and airborne LiDAR

predictors in different ways including, changes in bivariate correlations (Table 4.1), in model

performance (evaluated in Article I by R2 and RMSE) and in variables included in the model. It

is possible that plot size also affected model coefficients and model fit but these two properties

could not be evaluated given the structure of the Random Forest model utilized and that

models were allowed to change across scales of observation. Smaller plot sizes yielded weaker

bivariate correlations and model performance (Table 4.1, and Figure 8, Table 4 in Article I),

indicating a scale-dependence. This response can be attributed to an increase in edge effects,

co-registration error, and a reduction of within-plot variance at smaller plot sizes; as larger plot

sizes are more representative of forest structure and density. Ruiz et al. (2014) obtained similar

effects of plot size on model fit and performance for LiDAR models of volume, biomass and

basal area. Similarly, Mauya et al. (2015) obtained similar results in the estimation of biomass

from airborne LiDAR data. Most FIA variables are expected to react to changes in plot size in a

similar way due to short ranges of spatial autocorrelation especially when airborne LiDAR data

is utilized (Mauro et al., 2017). The loss in bivariate correlation, model fit and performance

at smaller plot sizes has interesting consequences for applications involving multiple regression

and model selection, mainly because the coefficient estimate for a particular variable may not
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change with scale, but the probability that it is included in the selected model can change

(Sandel, 2015), hence resulting in a change of model utilized in estimation. Similarly, changes

in variables included in the model could result from non-linear relationships between the FIA

variable and predictor in question at different scales of observation. An example of such a

response was presented in Article I where a non-linear relationship was observed between forest

stand structural heterogeneity and crown height. Dominant height (P99 - Max) was important

at a smaller plot size whereas gaps (P01 - P10) became more important with larger plot sizes.

Such responses imply that if a relationship is not known in advance and one wishes to use

automatic methods to select the model or even the model form, plot size would matter. Yet,

the influence of plot size on precision of estimates has not been extensively studied in use of

airborne LiDAR models (fit and performance) in FIA (Saarela et al., 2015; Mauya et al., 2015;

Mauro et al., 2017). There will also be a need to consider relative efficiency with respect to

sample size, on-plot costs, travel costs and overall field inventory design.

5.4 Scaling

The simplest form of scaling is the transfer between hierarchies of analysis maintaining the

same resolution of observation. Article I illustrated how transfer across hierarchies of analysis

is relatively simplified when scale domains are known a priori. Identification of scale domains

stabilized scaling between field plot data and the landscape. Similarly, Article III highlights the

potential of OBIA and ensemble models to manage both pixel and methodological heterogeneity,

to improve generalization capability and to provide a transparent assessment of mapping errors

in the transfer between individual crown data and the landscape. In FIA, model-based as well

as design-based model-assisted approaches for long predict across hierarchies of analysis while

maintaining the same resolution of observation. However, it is only recently that researchers

have began to consider implications of scale domains in assessment of precision derived from

modeled populations (Mauya et al., 2015; Magnussen et al., 2016; Mauro et al., 2017). Due

to spatial autocorrelation, up scaling can not be linear, but correlation functions need to be

estimated from either field (Mauro et al., 2017) or model predictions (Magnussen et al., 2016)

to inform the variance estimation process. A mere reliance on linear expansion factors leads to

overly optimistic assessments.

Similarly, the presented scaling properties of the GSG are of importance in large area land

cover assessments. One such application area of the GSG is the FAO-FRA assessment (FAO,

2009; FAO, 2010) presented in Article II where the problem of unequal sampling intensities

can be tackled with the use of the GSG. Similarly, the proposed GSG can be a basis for nearly

any sampling design and/or sub selection of locations from a systematic grid. Subselecting

(random or systematic) from a dense base grid allows implementing any common sampling

design, including stratified, two-phase, multistage sampling (Cochran, 1977) or techniques like

systematic unaligned sampling or spatially balanced sampling (Stevens Jr. and Olsen, 2004).



Chapter 6

Conclusions

This chapter presents the overall conclusions from this research across studied topics. Spe-

cific conclusions from each study are presented in Articles I - IV respectively. The following

conclusions were drawn from this research;

1. The scale of observation affects estimates of heterogeneity of forest stand structural

heterogeneity, forest cover proportions and tree species attributes derived from terrestrial

and remote sensing data sets in different ways conditioned on, the aggregation properties

(i.e. whether the variable is extensive, intensive or scale-specific), the method used in

aggregation on support (e.g. mean, variance, quantile etc.) and the spatial structure

(spatial autocorrelation) of the studied FIA variable. However, the determination of scale

domains and threshold observation units for forest stand structural heterogeneity, forest

cover proportions and tree species identities enhances efficiency of their inventory and

provides a means to efficiently transfer among scales of observation using regression

techniques.

2. From a scaling perspective, this thesis work demonstrates that it is possible to efficiently

bridge between hierarchies of survey sampling in forest (land) cover monitoring using

the proposed global sampling grid - GSG (Fehrmann et al., 2019) while allowing for

simplified and unbiased inference and straight-forward observation protocols such as

cluster plot designs, whose efficiency for the same sampling effort is determined by the

spatial autocorrelation in the landscape and the subplot distances.

3. It can be generally concluded that the scale of observation affects selection of variables

and performance of models linking the studied forest variables to remote sensing data

with the magnitude of scale effects determined by the spatial autocorrelation in the

studied FIA variables and the dominant processes at the observed scale. To this respect,

this thesis showed (1) that the importance of airborne LiDAR predictors can change

with the scale of observation in the estimation of forest stand structural heterogeneity

and, (2) contributions of structural and foliar properties to observed variation in spectral

reflectance can change with the scale of observation.
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A B S T R A C T

Heterogeneity in forest structure, naturally occurring or induced by management, is continuous in space and

time. However, measures used to quantify structure of forests are scale-variant, as they rely on bounded ob-

servations on either ecological or forest inventory observation units. The understanding of the influence of the

scale of observation in mapping of forest structural heterogeneity is limited. Therefore, we researched into

effects of plot size on quantifying forest structural heterogeneity, where we describe heterogeneity by three

indices in stands under different management systems. In addition, we studied the performance of structural

indices in separating different forest management systems across plot sizes, and created wall to wall maps of the

indices using airborne LiDAR metrics describing the vertical distribution of canopy heights at different scales of

observation. The studied indices are: Gini Coefficient (GC), Structural Complexity Index (SCI), and Enhanced

Structural Complexity Index (ESCI). SCI and ESCI require fully mapped plots whereas GC has no information on

individual tree locations. Inventory data from 95 one-hectare plots covering a range of management intensities

from un-managed to age class forests were used. We quantified the three structural indices for 18 plot sizes

ranging from 225m2 to 10,000m2. Linear fixed effects models were used to study the effects of plot sizes in

different levels of structural heterogeneity and Random Forest (RF) models used to provide wall-to-wall maps at

varying scales from airborne LiDAR data. The simulation showed that all indices were influenced by the scale of

observation with larger effects for plots in forests with higher structural heterogeneity. For the data analyzed we

found a threshold scale for enumerating stand structural heterogeneity between 900m2 and 2500m2. However,

stable field and remote sensing predictions of stand structural heterogeneity required plots at least ⩾2500m2.

Compared to GC, SCI and ESCI improved separation of forest structure in the three management systems and at

all observed scales. A change of plot sizes affected bivariate relationships between structural indices and air-

borne LiDAR metrics as well as the resultant predictive models. Smaller plot sizes yielded weaker relationships

and predictive models. All structure indices were predicted from airborne LiDAR with ⩽RMSE 22% at scales

equal or larger than the identified threshold plot size. These findings are relevant to optimize plot sizes for

efficient inventory and mapping of forest structural heterogeneity, as well as for the design of natural resource

inventories. Additionally, derived maps are useful for studies on forest structure and the link with forest growth,

degradation, management intensity, productivity, and biodiversity in the regions.

1. Introduction

Structure is a relevant feature of forest ecosystems frequently linked

to biodiversity (McElhinny et al., 2005), productivity (Schall and

Ammer, 2013; Danescu et. al., 2016; Bohn and Huth, 2017; Juchheim

et. al. 2017), ecosystem functioning and stability (Díaz-Yáñez., 2017),

and is as well used as auxiliary data in forest inventory (Rödig et al.,

2017). Forest management affects forest structure across scales through

interventions at the scale of individual trees, larger thinnings and clear-

cuts. To support management decisions at a stand scale – which may
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also affect regional and landscape scales – there is an increasing de-

mand for efficient tools that allow answering questions such as to which

extent the removal of trees results in structural changes at the stand

level or how alteration of structure affects ecosystem processes such as

growth and mortality. In order to support implementation of manage-

ment and conservation practices, as well as to effectively monitor im-

pacts of management regimes on forest structure across scales, both

field and remote sensing techniques need to be developed and tested

(Valbuena et al., 2016). This way, the indicators derived from field-plot

data can be linked to remote sensing indicators of forest structure such

as airborne LiDAR derivatives (Valbuena et al., 2014) to produce con-

tinuous maps of stand structural heterogeneity (Valbuena et al., 2016).

These maps of stand structural heterogeneity are useful in decision

making (see e.g. (Valbuena et al., 2016)) and support the general un-

derstanding of forest ecosystems functioning.

Due to the complexity of forests, approaches defining and quanti-

fying their structure from both field and remote sensing data are

manifold (Zenner and Hibbs, 2000; Pommerening, 2002; Valbuena

et al., 2012; Beckschäfer et al., 2013; del Río et al., 2016; Ehbrecht et al.

2017). Forest structure is one of those forest mensuration variables that

can not be ”measured” directly but needs to be captured by indices or

indicators. Therefore, the quantification of forest structural hetero-

geneity is often approached through spatial or non-spatial indices

(Pommerening, 2002) that include either individual structural compo-

nents of the forest or aggregations of forest attributes (McElhinny et al.,

2005; del Río et al., 2016). Various structural aspects of a forest are

considered in structural indices, including, the horizontal distribution

of trees, the horizontal variation in tree dimensions, stand density and

size distribution, forest biomass, leaf area, canopy closure and layering,

species richness, composition and diversity, stand development stages,

deadwood, forest area and fragmentation (McElhinny et al., 2005; del

Río et al., 2016). Of the many structural elements considered in lit-

erature, the species, spatial arrangement, and the size and distribution

of individual trees fundamentally determine the structure of a forest

stand as individual trees fill the volume of space on a defined area.

Among the many available indices of structural heterogeneity, Ripley’s

K (Ripley and Patterns, 1977), Besag’s L (Besag, 1977) and semivario-

grams summarize these essential attributes (i.e. spatial arrangement,

and the size and distribution of individual trees in space), but because

of their functional nature, present a challenge when maps are required

at wider scales. Therefore, we here focus the study on three indices that

summarize fundamental attributes into concise values easily mapped at

wider scales. One of the indices is non-spatial, the Gini Coefficient (GC)

(Valbuena et al., 2013), and the other two are spatial including Struc-

tural Complexity Index (SCI) (Zenner and Hibbs, 2000) and Enhanced

Structural Complexity Index (ESCI) (Beckschäfer et al., 2013).

GC and conventional diversity and evenness indices (Magurran,

2004), are probably the most utilized measures to characterize forest

structural heterogeneity at stand scales. Valbuena et al. (2012) com-

pared the potential of various non-spatial indices at characterizing tree

size inequality among stands. They found that GC and Lorenz asym-

metry (LA) – both metrics from the Lorenz curve (Weiner and Solbrig,

1984) – were superior at characterizing differences in tree size in-

equality among stands especially because they are normalized and thus

considered independent of the total number of trees surveyed, quad-

ratic mean diameter or development stage of the stand. In principal, GC

measures dispersion around the average pair difference in tree sizes

(Valbuena et al., 2013, 2014) and LA measures the balance or skewness

in the distribution of tree sizes as the proportion of basal area or stem

density above the quadratic mean diameter (Valbuena et al., 2014).

While studying boreal unmanaged and commercial forest plantations,

Valbuena et al. (2016) show that a threshold value of =GC 0.5 can

reliably segregate even-aged from uneven-aged stands and GC values

consistently order tree size inequality in realistic magnitudes; thus GC is

highly recommended over use of conventional entropy and diversity

indices (Valbuena et al., 2012) in characterization of forest structure in

similar settings. Subsequent studies showed that GC can be mapped

reliably (RMSE ⩽ 20%) from airborne LiDAR data (Valbuena, 2015;

Valbuena et al., 2013, 2014, 2016), or from the fusion of airborne

LiDAR and optical data sets (Manzanera et al., 2016). The relationship

between GC and airborne LiDAR-derived variations in tree or canopy

height, canopy cover, and the presence of gaps or understory (Valbuena

et al., 2013, 2014, 2016; Manzanera et al., 2016; Adnan et al., 2017) is

well established. Similarly, GC has been found to be related to man-

agement intensity (Valbuena et al., 2016).

The other concise and holistic characterization of structural het-

erogeneity in forests that should be further studied comes from Zenner

and Hibbs (2000), the Structural Complexity Index. SCI, defined as the

“…juxtaposition of differently sized neighboring trees” (Zenner, 2004), is a

three-dimensional abstraction of the position of trees and their re-

spective structural attribute (e.g. the dimensions). SCI encompasses

inter-tree size variability – as does GC, and also integrates within and

between-patch heterogeneity (Zenner and Hibbs, 2000); through an

explicit account of tree distribution in space. The accounting of spatial

distribution of trees restricts utility of SCI to mapped data as tree po-

sitions are prerequisite. Modifications to SCI were proposed by

Beckschäfer et al. (2013) in their so-called Enhanced Structural Com-

plexity Index. Beckschäfer et al. (2013) included in the computation of

SCI the degree of mingling among trees – i.e. in relation to adjacency of

differently sized trees in space – and called this the vector ruggedness

measure. Similarly, they included a stem density term in the compu-

tation of SCI. In a case study based on simulated forest stands of dif-

ferent structural characteristics and inventory data from a gradient of

forest types, Beckschäfer et al. (2013) showed that inclusion of a vector

ruggedness measure and a density factor into SCI to form ESCI, en-

hanced the separability of forests of different magnitudes of structural

heterogeneity. Research has also shown that both SCI and ESCI, in a

similar way to GC, order structural heterogeneity in realistic magni-

tudes (Zenner, 2004; Beckschäfer et al., 2013). However, little is known

about SCI and ESCI (in comparison to GC), especially in relation to their

covariance patterns with remote sensing descriptors of forest structure

such as airborne LiDAR metrics. Relating remote sensing information to

forest structure metrics that characterize the structure based on the

dimension and spatial distribution of individual trees is challenging

particularly for structurally complex, multi-layered forests. LiDAR sys-

tems have the potential to penetrate the forest providing 3D structural

information. It has been shown in many studies that LiDAR data could

be used to detect individual trees in the dominant canopy layer.

However, most of the studies report poor results for the sub-canopy

trees (see for example (Jeronimo et al., 2018)). Therefore, we follow an

area-based approach where the distribution of vegetation is character-

ized based on the distribution of the 3D point cloud summarized over a

unified area (plots, pixels). To the best knowledge of the authors, the

relationships between SCI, ESCI and any remote sensing descriptors of

stand structure has not been explored yet.

Since GC measures tree size inequality, spatial indices such as SCI

and ESCI that aim to incorporate more holistic definitions of forest

structure (Zenner and Hibbs, 2000; Schall et al, 2018) may better

characterize forest structural heterogeneity and at the same time could

exhibit better relationships with airborne LiDAR descriptors of forest

structure. However, in order to reliably compare across indices, the

scale at which observations are made must be considered. This is be-

cause differently sized or shaped observational units might result in

different and incomparable estimates of structure. Larger plot sizes may

yield more reliable estimates of stand structural heterogeneity (Zenner,

2005; Zenner et al., 2015; Adnan et al., 2017) as different stand con-

ditions aggregate on the plot and a point of index stabilization is

reached (Zenner, 2005; Adnan et al., 2017). The spatial arrangement of

trees equally dictates the threshold plot-size to achieve a given preci-

sion of stand structural heterogeneity (Pommerening, 2002). Observa-

tions made on multiple scales might reveal relationships of forest

structure and other forest properties of interest that would otherwise be
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missed by observations at a single scale (Zenner et al., 2015; Adnan

et al., 2017). Similarly, as scales of observation change, the relationship

between structural indices and remote sensing predictors is likely to

change, affecting their predictability from remote sensing (Adnan et al.,

2017). Therefore, to ensure that comparisons among indices in this

study are done at stable scales of observation, we first assessed the

dependency of the indices on plot size to identify a threshold-plot size

for stable observation. Once the threshold-plot size was established,

three scales of observation were considered for further comparative

analyses i.e. 400m2, 2500m2, 10,000m2.

The study objective is to contribute to better inventory and mapping

of forest stand structural heterogeneity from field and airborne LiDAR

data. The technical objectives are: (1) to assess GC, SCI and ESCI de-

pendence on plot size and identify a threshold plot size for stable ob-

servation. (2) to assess characterization of forest structural hetero-

geneity by three structural indices, GC, SCI and ESCI, among forests

under three forest management systems including unmanaged, target

diameter selection (hereafter referred to as selection system) and age

class. (3) to predict GC, SCI and ESCI from airborne LiDAR metrics

producing continuous maps of stand structural heterogeneity.

2. Material and methods

2.1. Study sites

The study sites are part of a large research program, the Deutsche

Foschungsgemeinschaft (DFG) Infrastructure Priority Program referred

to as Biodiversity Exploratories (BEs) in line with the terminology used

by Fischer et al. (2010). The BEs are distributed across Germany in

three regions of high biodiversity and nature conservation value (see

Biodiversity Exploratories Project, www.biodiversity-exploratories.de).

The first two are located in Schwäbische Alb (South-west Germany) and

Schorfheide-Chorin (North-west Germany) and are both UNESCO Bio-

sphere Reserves. The other BE is in the Hainich-Dün region (Central

Germany) and encompasses the Hainich National Park (HNP) and its

surroundings (Fig. 1). Information on general environmental conditions

influencing site suitability of forests within the BEs such as geology and

soil conditions, altitude, precipitation and temperature can be found in

Fischer et al. (2010). More detailed information on soil properties is

available in Solly et al. (2013). Further details on forest management in

the BEs can be found in Schall et al. (2018).

2.2. Characteristics of forests at study sites

The three BEs consist of forest sites distinct in environmental con-

ditions and forest management intensity (Schall and Ammer, 2013) and

are representative of a gradient of forest types and forest management

systems widely practiced in Central Europe (Table 1). Detailed in-

formation on the forest type classification used in Table 1 can be found

in Hessenmöller et al., (2011); Schall and Ammer (2013). The following

forest management systems are practiced at the study areas; (1) Un-

managed forests which were set aside decades ago but which still show

some signs of the management formerly applied, (2) European beech

(Fagus sylvatica L.) forests managed for decades by single tree selection

resulting in uneven-aged forests and, (3) even-aged forests representing

different developmental stages (age classes, see Table 1). Descriptive

statistics on properties of forests under the different management sys-

tems in the study areas are shown in Table 2.

As mentioned, most of the forests in the study areas are managed to

different degrees providing a gradient of even- and uneven-aged stands

of varying degrees of structural heterogeneity. Forest management in

all BEs has a history of thinning from below (i.e. thinning by removal of

small and ”weak” trees) at polewood stages promoting single layered

even-aged forests, followed by thinning from above (i.e. thinning by

removal of tall/larger trees that compete with target trees) promoting

timber quality and vertical structure in the shortest possible time. There

are shelter wood cuttings in some parts, and in the recent decades,

target diameter cuttings are common in many parts (Schall et al., 2018).

Similarly, there are protected areas where cuttings have not been done

since about 50 years ago. For example, the Hainich-Dün area (domi-

nated by beech stands) is a National Park since 1997. However, the

stands within the national park (in the southern part of the Hainich

study area – Fig. 1) have been unmanaged since 1965 as this area was

used as a military training area (Holzwarth et al., 2013). In the

Schwäbische Alb area, beech forests dominate the lower altitudes and

Norway spruce (Picea abies) the higher altitudes. There, pastoral forests

with large beech individuals were protected from grazing and logging,

allowing open spaces to naturally succeed into heterogeneous uneven-

aged stands with various species (Schall et al., 2018). The Schorfheide-

Chorin is dominated by Scots pine (Pinus sylvestris) stands with parts of

beech, pine/beech and oak (Quercus robur) forests. There, the un-

managed forests were originally regular even-aged beech forests and

are therefore single-layered (Schall et al., 2018). With forests of various

types, under differing management strategies and management in-

tensities, and from differing management histories, the BEs offer a wide

range of different forest structures in temperate managed forest con-

ditions, suitable for this comparative study on indices of structure and

among scales of observation. In these forests, we had comprehensive

data sets: one large-area plot of 28.5 hectares and 80 plots of one

hectare each.

2.3. Data

2.3.1. Large-area plot

The large-area plot is in a beech-unmanaged-mature stand – located

in the Weberstedter Holz in HNP (Butler-Manning, 2007). Data from

this plot were provided by a joint project between the Max-Planck-In-

stitute for Biogeochemistry, Jena, the University of Freiburg and HNP.

This data set was used to study the influence of the scale of observation

on estimates of structural heterogeneity at scales larger than one hec-

tare. Additionally, 15 one-hectare plots of similar design as the ex-

perimental plots (EPs) – described in Section 2.3.2 – were cut out of the

large-area plot to complement the experimental plot data. For details on

the locations and design of the 15 simulated EP plots, see Fig. 1.

2.3.2. Experimental plots (EPs)

EPs are long-term research plots within the BEs. They are one

hectare in size, located in stands of differing forest types and manage-

ment systems (Table 1). The selection of EPs was done according to

Fischer et al. (2010) after conducting preliminary large-scale soil, ve-

getation and land use inventories to identify the range of forest types,

conditions and management intensities in the studied regions. For this

study, individual tree coordinates were available for a subset of 80 out

of the 150 plots originally selected by Fischer et al. (2010). Together,

95 experimental plots were constituted for this study i.e. 80 EPs plus 15

one-hectare simulated EPs (Section 2.3.1).

2.3.3. Airborne LiDAR data

Airborne LiDAR data was collected during leaf-on, cloud and fog

free conditions, in July 2015. A full waveform signal and the respective

intensity were recorded using the Riegl Q780 sensor at a frequency of

400 kHz. In areas with vegetation cover, a minimum of four potential

returns per pulse were generated from each full waveform signal. In

total, an area of approximately 100 km2 was scanned wall-to-wall in

each of the BEs (Fig. 1). Flight height was averagely 940m above

ground level. An average return density of 31 points/m2 with an overall

average inter-point spacing of 18 cm was achieved at all study plots.

2.4. Field inventory

We conducted field work on EPs in the winters of 2014/15 and

2015/16. We measured diameters at 1.3 m above the ground (DBH) of
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all trees ⩾7 cm with a diameter tape. DBH, species identities and po-

sition were recorded using the Fieldmap® inventory software v3.151 (

www.fieldmap.cz). The Fieldmap system and procedure of measuring

tree coordinates are described by Hédl et al. (2009). This state-of-the-

art instrumentation guaranteed accurate mapping of tree positions (in

reference to tree stem location). Similarly, field work on the large-area

plot took place in the winter of 2013/14. The position, DBH and height

for all trees with a DBH ⩾1 cm were recorded by staff of the German

Center for Integrative Biodiversity Research (iDiv). For purposes of

comparability with the EP dataset, we selected in the computation of

the structural indices only trees with DBH ⩾7 cm. A tape was used to

measure DBH. Measurement of xy-coordinates was based on a reference

grid initially established in 1999 by means of a Tachymeter and re-

constructed in 2013 with an amplitude compass and a VERTEX©. The

position deviations incurred during grid reconstruction was determined

between± 20 cm and±50 cm.

2.5. Description of computed indices of structure

GC (Weiner and Solbrig, 1984) was employed as a measure of tree

size inequality – using DBH (Valbuena et al., 2012) and was calculated

by linking the cumulative proportion of ordered basal area to the re-

spective cumulative proportion of the total number of trees en-

countered on a plot (Valbuena et al., 2013, 2014) to make a Lorenz

curve (Weiner and Solbrig, 1984; Weiner, 1985). Tree sizes must be

ordered prior to computing a cumulative sum of basal areas (i.e.

Fig. 1. Map of the study areas highlighting the utilized datasets.

Table 1

Information on forest types based on dominant species, management system

and development stage of selected plots of three Biodiversity Exploratories

(BE). A= Schwäbische Alb, H=Hainich-Dün, S= Schorfheide-Chorin.

Dominant

species

Management

system

Development stage No. of plots

(No. per BE)

Beech Age class Immature 10 (A=5,

H=4, S= 1)

Mature 11 (A=1,

H=4, S= 6)

Thicket 1 (A=1)

Thicket with

shelterwood

1 (H=1)

Selection Mature 13 (H=13)

Unmanaged Mature 38 (A=3,

H=28, S= 7)

Oak Age class Immature 1 (S= 1)

Mature 5 (S= 5)

Pine Age class Immature 4 (S= 4)

Mature 2 (S= 2)

Spruce Age class Immature 4 (A=1, H=3)

Mature 1 (H=1)

Pine/beech Age class Mature 4 (S= 4)
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⩽ …g g gi j n). In a theoretical case of absolute equality among all tree

pairs (i and j), the Lorenz curve results into a 45° line; as the rate of

change of pair differences in basal area is equal to the rate of change of

simultaneous counts. Conversely, the rate of change of pair differences

in basal area for individuals with any degree of inequality among in-

dividual pairs drifts off the 45° line. GC was computed from the Lorenz

curve as the arithmetic mean of differences between all individual tree

pairs (Weiner and Solbrig, 1984; Weiner, 1985; Valbuena et al., 2014),

normalized by the quadratic mean diameter – see Eq. (1) (Valbuena

et al., 2013). This is equivalent to the ratio of the area between the

Lorenz curve and the 45° line to the area under the 45° line.
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where, gi and gj are succeeding trees in the hierarchy of tree sizes, ḡ is

the mean basal area and n is the total number of trees encountered. GC

is finite population corrected when a sample is as large as the popula-

tion e.g. when all trees on a given area are surveyed. GC can take on

values between 0 and 1.

SCI and ESCI were computed using DBH as the z-coordinate and

individual tree positions. Both indices attribute higher weight to larger

trees in the stand thereby aligning the definition of structure to that of a

mature/old growth forest which relies more on horizontal than vertical

tree size distribution (Zenner, 2005). Detailed descriptions of ESCI and

SCI can be found in their respective methodological publications

(Zenner and Hibbs, 2000; Beckschäfer et al., 2013). SCI (Eq. (2)) is

calculated as the ratio of the surface area of a triangulated irregular

network (TIN) resulting from a Delaunay triangulation of a set of tree

xy-coordinates, and a tree attribute (in this case DBH) as the z-co-

ordinate, to the area of the TIN as projected into the horizontal plane.

SCI can take on values between 1 and infinity (Zenner, 2005).

=SCI
A

A

surface

projection (2)

SCI describes the nearness of differently sized neighbouring trees where

Asurface stands for surface area of TIN and Aprojection is the projected area

of TIN. Founded on SCI, the ESCI (see Eq. (5)) incorporates in its

computation a measure of orientation of component triangles in the TIN

leading to a descriptor of surface ruggedness of the TIN (Vector Rug-

gedness Measure, VRM – Eq. (3) and a stem density term. The changes

in ESCI enhance differentiation capabilities of SCI Beckschäfer et al.

(2013). VRM ranges between 1 for a smooth surface e.g. observed in a

uniform stand and 2 for a stand with high intermingling of unequal tree

sizes as with the unmanaged stands and is calculated following

Beckschäfer et al. (2013):

= −VRM
VSTR

n
2

(3)

where,

∑=
×

×
=
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a b

a b| |
i

n
i i

i i1 (4)

The vector strength, VSTR, is the total magnitude of the vector that

originates from summing up the unit vectors (a b,i i) centered at each

triangle (i) in the TIN. ESCI is continuous in magnitude (ESCI ∈ ∞[1, ])

and is computed as;

= + −ESCI SCI VRM* *(1 No. ofstems )m10 2
(5)

It is notable that both SCI and ESCI are based on triangulation and

therefore a minimum of three trees is required for their computation.

2.6. Testing different scales of observation

To evaluate whether and how different plot sizes lead to differences

in calculated indices, we implemented a moving window algorithm for

18 plot sizes from 15m * 15m to 100m * 100m in 5m steps. For each

scale of observation between 15m * 15m and 95m * 95m, 49 index

observations were made in a sliding window covering the full extent of

each EP plot. In addition, a single index observation was made for each

entire EP plot (100m * 100m) as reference. Observation windows were

laid systematically within dynamic sampling frames in a way that re-

moved edge effects (Fig. 2). In so doing, sample frames changed relative

to scale of observation and ensured that observation windows precisely

aligned with the EP plot boundary. Sample frames were determined as

negative buffers from each EP plot extent, equivalent to half the side

length of the considered scale of observation/plot size (Fig. 2). There

was overlap between adjacent windows at all considered scales of ob-

servation, consistently resulting in a full census of trees on the plot.

However, as the plot sizes became smaller, some plots fell within ca-

nopy gaps (hence no trees surveyed) or had ⩽ 3 trees encountered on

the plot; such plots were excluded from index computations as SCI and

ESCI require a minimum number of three trees.

2.7. Estimation of the influence of plot size

At each scale of observation, percentiles describing the distribution

of GC, ESCI and SCI were computed i.e. the minimum and maximum

index values and, 5th, 10th, 25th, 50th, 75th, 90th, 95th percentiles.

Such an approach was also used by Zenner (2005) to describe the index

distribution and linked percentiles to plot area via regression to form

structure-area-curves. In our case, the structure-area-curves were fitted

using linear models for fixed effects and for each of the 95 one-hectare

plots and three indices separately. For the fixed effects models, we used

nine groups of percentiles and three indices on the total 95 plots, which

makes a total of 2565 structure-area-curves (i.e. 95 plots * 3 indices * 9

groups). Note that grouping crossed among scales of observation; for

example, all maximum values at all considered scales in one group. Also

note that all percentiles converged to the one-hectare plot estimate as a

reference. The intercept and slope were allowed to vary among the

groups. Natural logarithmic transformation on the independent vari-

able (area per plot) was performed to linearize its relationship with the

Table 2

Characteristics of forests by management type.

Management system No. of plots Min Mean Max SD

Density (stems ha−1) Age class 44 117.00 338.22 575.00 110.13

Unmanaged 38 249.00 376.41 680.00 124.19

Selection 13 206.00 322.29 425.00 71.87

Basal area (m2 ha−1) Age class 44 16.68 30.86 42.53 6.11

Unmanaged 38 31.46 38.57 42.76 2.73

Selection 13 27.04 28.60 31.01 1.34

Quadratic mean diameter (cm) Age class 44 26.92 35.13 44.94 5.19

Unmanaged 38 25.67 37.32 45.04 5.50

Selection 13 29.15 34.21 42.75 4.37
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indices. Using generalized additive models, a secondary grouping

variable (forest management systems) was used to estimate mean

structure-area-curves and related confidence intervals for each of the

forest management systems and for different regions of the index dis-

tributions as described in percentiles. In this step we treated structure-

area-curves of individual plots as a set of independent observations

including index values and their respective plot sizes and by means of

spline bases (Eilers et al., 2015), estimated mean curves for each forest

management type. Lastly, we determined threshold scales of observa-

tion for each of the 2565 curves separately by considering the point of

index stabilization; equivalent to where the second derivative of the

structure-area-curve was equal to zero. As derivatives are changes be-

tween two scales (say between 15m * 15m and 20m * 20m scales), we

conservatively considered the upper bound (in this example

20m * 20m) as the threshold plot size at which the indices can be ef-

fectively enumerated with minimal scale effects. The linear models for

fixed effects were fitted using the R lm function (R Core Team, 2016)

and generalized additive models were fitted using the R mgcv package

(Wood, 2011). As previously mentioned, further analyses to illustrate

the impact of changing scales of observation on the relationship be-

tween airborne LiDAR and the three structural indices were performed

at three preselected plot sizes (i.e. 400m2, 2500m2, 10,000m2), chosen

Fig. 2. 15m * 15m and 40m * 40m plots (above) over an example EP plot (1 ha) with corresponding histograms (below) of enhanced structural heterogeneity index

(ESCI). Dotted points (above) show tree locations, asterisks (above) show plot centers for all 49 laid subplots, the dotted lines (above) show boundaries of one of the

49 plots, and the dashed lines show the sampling frame within which plot centers were laid in a way that maintained overlap between subplots and had no edge

effects. The dotted lines (below) show positions of the minimum and maximum index values, and 5th, 10th, 25th, 50th, 75th, 90th, 95th percentiles of the

distribution.
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in consideration of the identified threshold scale of observation.

2.8. Airborne LiDAR metrics

We used LAStools© v.170419 software (Isenburg, 2017) to pre-

process the airborne LiDAR point cloud. First, we re-tiled the point

cloud to tiles of half a kilometer width each, to facilitate faster paral-

lelized processing. To eliminate effects from flight overlap and multiple

scanning, we used lasoverlap and lasoverage tools after reclassification of

the point cloud to identify ground returns by the lasground tool. Next,

the point cloud was normalized to remove the effect of the terrain on

heights of features in the landscape, and to drop returns higher than the

expected tree height using the lasheight tool. In order to process in-

dividual plot metrics, we clipped the point cloud to the boundaries of

each study plot using the lasclip tool and for the entire study site, we

calculated metrics on grids commensurate to the scale of observation of

field-based indices.

Finally, we employed the FUSION© LiDAR software v.3.6 to cal-

culate standard metrics on height distributions and crown cover from

the point cloud as done by Valbuena et al. (2013) and here using the

CloudMetrics (individual plots), and GridMetrics (entire study site) tools

(McGaughey, 2014). To calculate height metrics all normalized returns

were considered whereas for crown cover metrics, a height threshold of

7m was used, corresponding to the average height of trees of DBH 7 cm

estimated from a DBH-height curve of field observations. 7 cm was the

minimum DBH considered during field inventory on the EPs. In addi-

tion, cover metrics were computed based on pulse penetrability down

to the ground (i.e 0m in a normalized point cloud). Table 3 summarizes

the computed LiDAR metrics.

2.9. Variable selection and Random Forest models

We explored relationships between each airborne LiDAR metric and

each index of structural heterogeneity before performing variable se-

lection. The bivariate relationships explained why particular variables

were selected into the final predictor set. Spearman’s correlations were

chosen to reduce the influence of outliers and clustering (Valbuena

et al., 2013) in estimating strength of bivariate relationships. Even-

tually, variable selection was performed for each index and for each

scale of observations independently using a step-wise regression

method specifically adapted for Random Forest (RF) models (Ran-

domForest R package, Liaw and Wiener (2002)) in the VSURF (Variable

Selection Using Random Forest) R package (Genuer et al., 2016). More

detailed information on the VSURF algorithm is available in Genuer

et al. (2016). To ensure stability of the variable selection process, we

iterated over the VSURF algorithm 50 times and selected only variables

that were chosen into the best predictor set in each of the iterations.

The RF models were trained with field data, fitted with the best pre-

dictor subset, and predictions made for all the pixels in the study area.

2.10. Model validation and assessment of generated maps

Model quality was evaluated by a 6-fold cross validation procedure

in which 17% of data was isolated from model development and used

for validation by the root mean squared error (RMSE). The resultant

RMSE conveyed the average generalization error (or expected model

accuracy) when applying the models on a test data set that is within the

data ranges of the training data set (Hastie et al., 2009 Pg. 242–243).

Therefore, in order to evaluate the quality of the generated maps re-

lative to the accuracy of the applied models, we observed whether the

ranges of training data matched the ranges of model predictions (see

Table 4). This was done because, with model extrapolation the expected

map accuracy is unknown unless ground-truthing data is available. In

contrast, the expected model accuracy is equivalent to the expected

map accuracy without model extrapolation. To the advantage of the

chosen model validation procedure, the nature of RF regression trees

minimizes cases of model extrapolation. We complemented this pro-

cedure with visual assessments using local knowledge of stands in the

study areas.

Table 3

Summary of LiDAR metrics.

Height related metrics

Group Abbreviation

Order statistics Min; Max; P50

Height quantiles Pi for = …i 1, 5, 10, 20, 30 90, 95, 99

Central tendency Mean; Mode

Dispersion SD; Var; CV; IQR; AAD; MAD MAD;mode med

Skewness,Kurtosis Skew; Kurt

L-Moments Li for =i 1, 2, 3, 4

L-ratios L.CV; L.skew; L.kurt

Generalized means for the 2nd and

3rd power

QRT, CUB

Crown cover related metrics

% first returns above: 7m, mean,

mode

Aj for j= 7m, mean, mode

% all returns above: 7 m, mean,

mode

Bk for k= 7m, mean, mode

% first returns above: 0m,

mean,mode

Dn for n= 0m, mean, mode

% all returns above: 0 m, mean,

mode

Em for m=0m, mean, mode

Canopy Relief Ratio CRR

Count of returns by return number Ci for i= 1:9, Total, Other

Count of returns above: 7 m, 0m,

mean, mode

C C C C, , ,m m mean mode7 0

Count of first returns above: 7 m,

0m, mean, mode

C C C C1 , 1 , 1 , 1m m mean mode7 0

Abbreviations: SD, Standard deviation; CV, Coefficient of variation; IQR, Inter-

quartile range; AAD, Average absolute deviation; Lskew, L-moment of

Skewness; Lkurt, L-Moment of Kurtosis; MADmode, Median of the absolute de-

viations from the overall mode; MADmed, Median of the absolute deviations

from the overall median. Further information on metrics is available in

McGaughey (2014).

Table 4

Model accuracy across scales and structural heterogeneity indices based on a 6-

fold cross validation. Assessed LiDAR models are presented in Fig. 7.

100m

GC SCI ESCI

RMSE (%): 13.80 13.74 19.09

Training range: 0.22–0.71 2.96–9.42 7.98–29.59

Prediction range: 0.20–0.70 3.00–9.30 7.50–31.50

50m

GC SCI ESCI

RMSE (%): 14.84 16.87 21.70

Training range: 0.18–0.77 2.49–10.26 5.93–36.11

Prediction range: 0.23–0.64 3.00–9.30 7.50–31.50

20m

GC SCI ESCI

RMSE (%): 24.52 35.59 41.38

Training range: 0.05–0.81 1.18–23.47 1.63–53.68

Prediction range: 0.17–0.66 2.40–15.00 5.5–36.00
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3. Results

3.1. Scale-dependence of structural indices across forest management types

Smaller plot sizes increased the variance in estimates of structural

indices per plot (Fig. 3). Variance in plot estimates of structure across

scales was highest in unmanaged and selection systems compared to

age class forests (Fig. 3). As plot size increased, the variance in esti-

mates of structure reduced as estimates stabilized on the reference

index magnitude (i.e. at one hectare plot size). Similarly, the scale of

observation/plot size affected mean estimates of percentiles of the

index distribution. Generally, there was greater deviation (bias) in

mean index estimates from the reference index magnitude when smaller

plot sizes were employed (Fig. 6). Increasing plot size increased the

magnitude of structural heterogeneity when plots were centered in lo-

cations of lower heterogeneity compared to their immediate vicinity

(such as observed in the minimum percentiles of the distributions), and

vice versa when plots were centered in locations of higher hetero-

geneity than their immediate vicinity (as observed in the maximum

percentiles of the index distributions). The bias in index values reduced

faster towards the reference estimate in the percentiles of the dis-

tribution around the mean (i.e. 75th for GC, 25th for SCI and 50th for

ESCI). For changes in all parts of the distribution other than shown in

Fig. 6, the reader is referred to Figs. A.10–A.12 in Supplementary ma-

terial for GC, SCI and ESCI, respectively.

Stabilization of index values on the reference estimate with in-

creasing plot sizes was similar among forest management systems and

non-linear in nature (Fig. 4). As mentioned in methods, the point of

index stabilization on the reference estimate was identified as a range

between observed plot sizes, and identified when the second derivative

of the function describing the structure-area-curves was equivalent to

zero. Fig. 4 shows that the point of index stabilization depended on the

region of the distribution assessed. For all indices, percentiles around

the mean (i.e. 25th and 75th) stabilized at smaller plot sizes compared

to regions of the distribution significantly different from the mean.

Stabilization across all indices ranged between 900m2 and 2500m2

depending on the region of the distribution assessed. All regions of the

distribution stabilized at 2500m2 (Fig. 4). This result was the basis for

considering three mapping scales; 400m2
– considered not stable in all

parts of the distribution, and both 2500m2 and 10,000m2
– considered

stable in all parts of the distribution. For changes in all parts of the

distribution other than shown in Fig. 4, the reader is referred to Figs.

A.13–A.15 in Supplementary material for GC, SCI and ESCI, respec-

tively.

The overall magnitude of plot size effects changed given the ob-

served part of the index distribution. Fig. 5 shows that generally, plot

size effects were more pronounced when plots fell in locations sig-

nificantly different from the average heterogeneity on the plot and were

similar across forest management systems i.e. consistently lowest in age

class forests and highest in selection systems and unmanaged forests

(Fig. 5).

3.2. Index performance across forest management types

Across all studied scales, SCI and ESCI successfully differentiated

among age class, selection and unmanaged systems whereas GC failed

to differentiate between selection and unmanaged systems shown by

the overlap in confidence intervals of the two classes (Figs. 6). Visually,

there were greater differences for ESCI than SCI at segregating among

selection and unmanaged systems in plots of very high structural het-

erogeneity (the maximum percentile of the distribution). Changes in all

parts of the distribution other than shown in Fig. 6, are presented in

Figs. A.10–A.12 in Supplementary material for GC, SCI and ESCI, re-

spectively.

3.3. Variable importance of selected predictors in Random Forest models

A preliminary assessment of bivariate relationships between air-

borne LiDAR metrics and structural indices shows that, in general, se-

lected predictors exhibited strong relationships with the structural in-

dices (see Table A.5 in Supplementary material), assesed by the

Spearman’s correlations. Similary, the scale of observation affected the

strengths of the bivariate relationships seen through a reduction in

correlation values when smaller plot sizes were employed (Table A.5 in

Supplementary material). There were differences in variables selected

into the final predictor set across scales of observation. Fig. 7 shows all

the variables used in prediction of indices at different scales of ob-

servation. Cover metrics (B7m and A7m) were consistently important

across indices and scales. Similarly, dispersion metrics (Skew, L.skew,

AAD, MADmode, CV) were important for all the three indices but ranked

comparatively higher in GC models. Whereas lower height percentiles

(P1 and P10) were important at all observed scales, we note the inclu-

sion of higher height percentiles (P99, Max) into the final predictor set

at the 20m resolution.

3.4. Accuracy of fitted models of structural heterogeneity

Fig. 8 shows scatter plots of observed versus predicted structural

heterogeneity values across scales and indices. Table 4 shows the cor-

responding mean RMSE scores across six cross validation runs per

model. Notice that all models were predicted within the data range of

the training dataset. Model accuracy increased with increase in plot

size. Fig. 8 also shows increasing model bias across SCI and ESCI in

unmanaged forests for decreasing plot sizes. A higher bias for ESCI and

SCI than for GC is seen at the 20m resolution. GC also shows the

smallest RMSE values for all plot sizes (see Table 4).

Fig. 3. Standard deviation (SD) of index values per experimental plot (EP)

across plot size. From top to bottom: GC, SCI and ESCI.
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3.5. Structural heterogeneity at the study sites

Fig. 9 shows example maps of structural heterogeneity for the three

study sites and indices at the identified threshold scale of 50m re-

solution. Maps at 100m and 20m resolutions are appended (Figs. A.16

and A.17). The colours range from green (low heterogeneity) to red

(high heterogeneity). Our maps consistently show higher differentiation

capabilities for ESCI and SCI compared to GC at the three study sites.

Based on a visual assessment, the 50m and 100m resolution maps

showed high similarities in spatial structure of predicted structural

heterogeneity values compared to maps at a 20m resolution. This result

is consistent with the observed trends of index stabilization in Figs. 4,

A.13–A.15. Generally, the maps show that the Hainich-Dün area has

more structurally complex stands than both Schorfheide-Chorin and

Schwäbische Alb, however, one finds structurally complex stands in all

the study areas (Fig. 9).

4. Discussion

4.1. The threshold scale of observation across structural indices and forest

management types

In assessment of the threshold plot size to accurately observe the

indices, we used a moving window approach and monitored the dis-

tributions of index values at each scale of observation. The shapes of the

distributions across scales of observation depended on both the number

of plots and the area of the plots (Magnussen et al., 2016). Therefore,

we kept the number of plots per distribution constant across the eval-

uated plot sizes so as to remove any sample-size effects in the evalua-

tion of the plot-size effects and in the determination of the plot size

threshold. The employed moving window algorithm had the advantage

of requiring no edge correction and assisted in efficient computation of

airborne LiDAR metrics. In all cases, a census, rather than a sample

based approach was employed. As the plot size increased, the amount of

overlap between individual plots increased resulting in more correlated

between-plot index estimates and thus, a reduction in variance at larger

plot sizes.

Our findings show that variance in estimates of structural

Fig. 4. Box plots of the second derivative of GC, SCI and ESCI per management system and plot size range. The different regions of the index distributions are

described in percentiles. Indices stabilized fastest in different parts of the distribution. GC stabilized fastest in the 75th percentile of the distribution whereas SCI and

ESCI stabilized fastest in the 25th and 50th percentiles of the distribution, respectively. A total of 2565 structure-area-curves were considered. The second derivative

(y-axis) conveys the behavior of the function describing the curve of the predicted index means. The derivative is positive at a point where the curve is approaching

its minimum and negative where the curve is approaching its maximum. The point of index stabilization is when the second derivative is equivalent to zero.
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heterogeneity (Figs. 3) increases with a decreasing plot size and is

higher in unmanaged and selection management systems than in age

class forests. The differences in structural heterogeneity among forest

types are a function of the frequency and spatio-temporal patchiness of

disturbance events and competitive processes in stands (Coomes and

Allen, 2007). These processes eventually determine the spatial ar-

rangement, and the size and distribution of individual trees. Our result

shows that it is possible to gain stabilization of structural index values

relative to the reference estimate when more variation in structural

heterogeneity is accommodated within than between plots at larger plot

sizes. This is, by the way, a basic guideline in plot design in forest

monitoring: trying to capture a maximum of variability per plot in order

to achieve higher precision (equivalent to lower variability between

plots). The threshold depends on the structural complexity of the ob-

served stand – i.e. on the monitored region of the distribution (Fig. 4).

We identified the plot size threshold of regions of the distribution

around the mean and median complexities (i.e 25th, 50th and 75th

percentiles) to be between 900 and 1600m2 across all studied forest

management types, whereas the other regions of the distribution that

are significantly different from the mean and median heterogeneity

(e.g. minimum, 5th, 10th, 90th, 95th, maximum) stabilized between

1600 and 2500m2. The identified plot size thresholds compare well

with thresholds in other studies such as; 250–450m2 (Adnan et al.,

2017) in a boreal managed forest dominated by Scots pine, and 500m2

(Lombardi et al., 2015) in undisturbed beech stands, and both based on

the mean across samples, and Zenner, 2005 250m2 based on the

median and 2500m2 based on all quantiles of the distribution. There-

fore, stand-level estimates of structural heterogeneity can be reliably

compared at a 2500m2 scale (Zenner, 2005), for managed temperate

forests. This result reinforces the approach by Zenner (2005) that em-

phasizes monitoring of more than the mean of structural heterogeneity

estimates to arrive at a robust stand-level estimate of a threshold scale

of observation while considering the differences in magnitude of scale

effects in different parts of the distribution (Fig. 5 and Magnussen et al.

(2016)). Only the larger common forest inventory plot sizes seem to

correspond with plot sizes required for stable observation of the indices

as common plot sizes in sample based forest inventories range from 500

to 1000m2. From this point it can be assumed that the presented in-

dicators of structural heterogeneity could be integrated into forest in-

ventory programs. However, if concentric plot designs are used, more

difficulties arise since in the field trees are selected based on their sizes.

Therefore, new estimators accounting for differences in selection

Fig. 5. Box plots of slopes (β1) and intercepts (β0) of GC (top), SCI (middle) and ESCI (bottom) per management system. The different regions of the index dis-

tributions are described in percentiles on the x-axis. A total of 2565 structure-area-curves were considered. Note that the slope conveys the magnitude of the

linearized scale effect and the intercept conveys the degree of separation among forest management systems.
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Fig. 6. Mean per management system of the predicted values of structural indices against plot size in ha. The different regions of the index distributions are described

in percentiles. Generalized additive models were used to estimate mean index values across structure-area-curves grouped first by percentiles of the index distribution

and second by the forest management type. Changes in all parts of the distribution other than shown in this figure are presented in Figs. A.10–A.12 in Supplementary

material for GC, SCI and ESCI, respectively.

Fig. 7. Variable importance of remotely-sensed predictors in Random Forest models across scales of observation. Variable importance is ranked in an ascending order

from the most to the least important variable in each model (i.e. Rank 1=Most important variable). Computation of variable importance is based on residual sum of

squares following the standard permutation procedure of the Random forest model. Since magnitudes of variable importance are not comparable across scales and

indices (different models), we do not show the node purity values on the x-axis but the variable importance ranks per model. Please refer to Table 3 for a full list of

acronyms.
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probabilities would be required or estimates of structural heterogeneity

on concentric plots would be biased since smaller trees are only re-

corded in the smallest subplot.

The generalization of the threshold plot-size findings from this study

to different forest conditions needs be done cautiously. This is because

unlike most forest attributes that concentrate around the population

mean with increasing plot size (Magnussen et al., 2016), an increase in

plot size amplifies the probability of finding a differently-sized tree

(Adnan et al., 2017) and follows an exponential distribution (Coomes

and Allen, 2007); analogous to the problem of comparing estimates of

species richness or diversity collected from samples (Gotelli and Chao,

2013) at different scales of observation. For this reason, generality of

threshold plot size findings to estimate heterogeneity in structure re-

mains complex and dependent on the characteristics of the reference

population in question. When using spatially explicit indices such as SCI

and ESCI, stand summary statistics (e.g. tree density, as suggested by

Adnan et al. (2017) may guide deductions on transferability of

threshold plot sizes here identified. However, such a conclusion is hard

to arrive at for non-spatial indices such as GC given that stands may

have similar summary statistics (e.g. tree density) but differing spatial

Fig. 8. Predicted vs. observed structural heterogeneity values across scales and indices for the three management systems. The dashed black line represents the 1:1

line. Assessed LiDAR models are presented in Fig. 7.
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point patterns thus requiring different threshold plot sizes. If one aims

at avoiding any plot size effects in different forest conditions as here

analyzed and across all indices, plot sizes at least 2500m2 are re-

commended but from a practical point of view such plot sizes are hard

to implement in standard forest inventories.

In general, plot size thresholds capture only a facet of the influence

of the scale of observation on forest structural heterogeneity indices:

since different plot designs may for the same plot sizes and forest

conditions, change the plot size thresholds here presented. Common in

forest monitoring are circular plots, and in some tropical inventories,

rectangular strips of say 20m * 150m. Whether it is a requirement to

use compact plot designs – as opposed to cluster plots or strips – in

order to be able to precisely observe forest structural heterogeneity, will

require further study.

4.2. Performance of structural indices across forest management systems

We demonstrate that SCI and ESCI have higher differentiation

capabilities compared to GC in uneven-aged stands under selective

logging and without management (Fig. 6). Unmanaged stands were on

average more complex than managed uneven-aged stands, and both

stand types had very high heterogeneity relative to even-aged stands

(Fig. 6). On the one hand, this finding supports the perception that

unmanaged and managed uneven-aged stands of the study areas are

highly similar, highlighting the role of target diameter cuttings in

preservation of complex structures and productivity (Bohn and Huth,

2017; Schall et al., 2018). Similarly, Zenner (2004, 2005) show similar

results while employing SCI to describe tree size distributions using

DBH values in young, transition and old-growth stands. On the other

hand, Schall et al. (2018) found contrasting results that managed un-

even-aged forests in our study areas were more complex than un-

managed forests with respect to tree height distributions. The contrast

in results when using DBH and tree height distributions to quantify

heterogeneity is intuitive, since canopies of old-growth unmanaged-

beech stands are closed and open-up with selective cuttings, thus in the

long run increasing structural heterogeneity as gaps fill up.

Fig. 6 does as well highlight the importance of information on tree

spatial patterns in description of stand structural heterogeneity based

on tree size distributions. The spatial indices (SCI and ESCI) out-

performed the non-spatial index (GC) at separating stands under dif-

ferent management regimes (Fig. 6). Recently, researchers looked into

the importance of aggregation of several stand structural attributes in

characterization of stand structure among forest types (Schall et al.,

2018). Similarly, SCI and ESCI combine more than one structural at-

tribute (horizontal distribution of trees/spatial point pattern, horizontal

distinction of tree dimensions, density) and also avail a relatively

simple way to quantify stand structural heterogeneity. However, and as

further discussed in Section 4.3, it should be noted that combination of

more structural attributes into an index does not necessarily guarantee

better index performance, especially for prediction from airborne

LiDAR data: as shown by worse prediction accuracies for ESCI

(Table 4).

We also learn from Fig. 6 that the use of hard thresholds to separate

forest management types must be done cautious of the scale of ob-

servation. For example, due to a scale-induced bias, the mean GC values

were lower than the established 0.5 threshold (Valbuena et al., 2016) in

the minimum percentile of selectively logged and unmanaged forests,

and the mean GC values were higher than the established 0.5 threshold

in the maximum percentile for age class forests when smaller plot sizes

were employed. However, the 0.5 threshold sufficed in all parts of the

distribution when plot sizes at least 2500m2 were employed. This study

did not delve into determining hard thresholds for distinguishing

among different forest management systems using SCI and ESCI but

recommends further research to this regard.

4.3. Prediction of structural indices from airborne LiDAR derivatives across

scales of observation

The study results on covariance patterns between structural indices

and airborne LiDAR derivatives reinforce previous findings by

Valbuena et al. (2013, 2014, 2016) that extensively studied GC re-

lationships with airborne LiDAR derivatives. This study confirms that

the three indices are indeed similar in their descriptions of tree size

distributions as indicators of structural heterogeneity (Fig. 7 and Table

A.5). SCI, ESCI and GC are highly correlated to canopy cover metrics

(B m7 and A m7 ), variations in crown heights (AAD, CV), crown dom-

inance (L.Skew), and an interplay of low (gaps or presence of unders-

tory; P01–P10) and high (dominant height; P99 – Max) height percentiles

(Valbuena et al., 2013; Adnan et al., 2017). Our results show that the

correlations generally decreased in magnitude the smaller the plot size,

related to an increase in the noise/uncertainty to signal ratio (Fig. 3).

Similarly, depending on the scale of observation, index relationships

with some airborne LiDAR predictors may change. For example, cover

predictors were consistently very important across scales of observation

but presence of gaps and understory explained more variance in

structural heterogeneity estimates at large scales whereas tree/crown

dominance and dominant height became important descriptors of

structural heterogeneity at small scales of observation (Fig. 7 and

Table 4).

For prediction from airborne LiDAR, this study demonstrates that

higher correlations between SCI, ESCI and airborne LiDAR derivatives

compared to GC (Table A.5 in Supplementary material), did not ne-

cessarily translate into higher predictability of SCI and ESCI compared

to GC (Table 4). Airborne LiDAR metrics aggregated at plot level de-

scribe the vertical distribution of crown heights which relates to em-

ployed structure metrics that describe either vertical (GC) or both

vertical and horizontal (SCI and ESCI) distributions of stems in a stand.

Since indices were powered by DBH and DBH is highly correlated with

height (Trorey, 1932), all indices correlated well to vertical distribu-

tions of crown heights from airborne LiDAR. However, the employed

height and cover airborne LiDAR metrics capture only the vertical

distribution of canopy heights (integrated over the plot area) whereas

SCI, ESCI explicitly capture both the vertical and horizontal distribution

of stems in a stand. This may explain why predictability of SCI and ESCI

was averagely lower than indicated by the bivariate correlations with

airborne LiDAR metrics. Future use of airborne LiDAR metrics like

rumple (Kane et al., 2010) may yield better models for SCI and ESCI

than presented in this research since such formulations include both

vertical and horizontal distribution of LiDAR returns. Similarly, we also

note that an inclusion of a tree density term in computation of ESCI

affects its estimation from airborne LiDAR (Table 4), consistent with

findings by Næsset et al. (2005) on the estimation of stem density from

airborne laser data.

In regard to validation of prediction models, there was an increase

in prediction bias of SCI and ESCI in locations of high heterogeneity at

the 20m resolution (Fig. 8). These trends are related to a scale mis-

match in computation of SCI, ESCI and airborne LiDAR derivatives. The

spatial indices are confined to the convex hull of the TIN in computa-

tion of both the surface and projection areas of the TIN, whereas the

airborne LiDAR metrics are computed based on the entire grid cell area

equivalent to the size of the field plot. Since individual trees do not

always lie at the boundary of the plot, the projection area of the convex

hull connecting individual tree positions may be smaller than the field

plot area used to compute airborne LiDAR metrics. For large plot sizes,

the ratio between the projection areas of the convex hull and the grid

cell is very small and insignificant, increasing at small scales of ob-

servation and high levels of heterogeneity and thus introducing a bias

as seen at the 20m resolution (Fig. 8). Further research will be required

on ways to account for this scale mismatch.
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4.4. The relevance of maps of structural heterogeneity

Maps of structural heterogeneity are important to continuously

identify areas along a gradient of high and low structural heterogeneity

that may eventually correspond to differences in stand management

history and management intensity (Valbuena et al., 2016), or serve as

indicators of disturbance and degradation (Mitchell et al., 2017), pro-

ductivity and ecosystem functioning (Dănescu et al., 2016), or habitat

and biodiversity (Pasher and King, 2011). For example, our maps reveal

interesting patterns of structural heterogeneity in forests of the study

areas that can be linked to their management history (see Section 2.2);

stands within the Hainich National Park (in the southern part of the

Hainich area, Fig. 9) were identified as the most structurally hetero-

geneous stands in the three study areas, comparatively consistent with

management histories at the areas. In line with biodiversity monitoring,

the maps may describe the habitat features for species’ niches at scales

difficult to cover through survey sampling (Estes et al., 2010), while at

the same time characterizing structural heterogeneity across space in

ways accounting for differences in productivity and ecosystem func-

tioning (Dănescu et al., 2016) especially when combined with species

distribution maps. In regard to forest planning and management, our

maps may help in defining areas to focus silvicultural activities. Lastly

and in the context of forest monitoring, multi-date maps of changes in

structural heterogeneity may contribute information on forest growth

and degradation typically manifesting through a change in forest

structure (Mitchell et al., 2017) or may work as auxiliary data in forest

inventory and biomass modelling. Rödig et al. (2017) recently show

that precise estimation of spatial variation in tropical forest biomass

requires to consider both small and large scale variations in forest

structure.

5. Conclusions

We draw the following conclusions from this study;

1. The threshold plot size for enumerating SCI, ESCI and GC depends

on the monitored region of the distribution between 900m2 and

2500m2, in forests similar to those examined in this study.

Therefore, stand-level estimates of structural heterogeneity can be

reliably compared and mapped from airborne LiDAR data at a

2500m2 scale.

2. SCI and ESCI have higher differentiation capabilities than GC among

stands of target diameter selection and stands without management

in the study area. In general, unmanaged stands in the study area

were more structurally heterogeneous compared to selection system

and age class forests in sequence. We therefore can conclude that the

inclusion of spatial point patterns in description of forest structural

heterogeneity enhances index ability to separate forest structure in

the three management systems across plot sizes.

3. SCI, ESCI and GC can be reliably mapped from airborne LiDAR data

derivatives on canopy cover (B m7 and A m7 ), variations in crown

heights (AAD, CV), crown dominance (L.Skew), and an interplay of

low (gaps or presence of understory; P01–P10) and high (dominant

height; P99 – Max) height percentiles at a threshold scale of 2500m2.

In mapping of the indices from airborne LiDAR, inclusion of data on

tree positions into SCI and ESCI did not give the two spatial indices a

competitive advantage over non-spatial GC.

6. Outlook

This study’s findings are important, especially as the links between

forest structure and disturbance, degradation, biodiversity, productivity

and ecosystem functioning, are increasingly understood. Due to the

current costs involved in large area LiDAR acquisitions, efficient map-

ping of structural heterogeneity is still experimental and small scale.

However, opportunities to obtain less expensive information on forest

height, cover and biomass to map structural heterogeneity at local to

global scales exist. For example; the fusion of photogrammetric point

cloud data with high-resolution digital elevation model datasets, and

NASA’s GEDI satellite mission. Similarly, the potential of radar tomo-

graphy to provide forest height and canopy cover information needs to

be further researched in the context of mapping forest structural het-

erogeneity at wide scales.
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Abstract Environmental monitoring and assessment of

the extent and change of land uses and their renewable

natural resources over time is a key element in many

international processes and one crucial basis for sustain-

able management. Remote sensing plays an increasingly

important role in these monitoring systems, especially

if the interest is in large areas. Integration of remote
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sensing requires comprehensive and careful preprocess-

ing and a high level of expertise which is not always at

hand in all applications. However, easy-to-implement

sampling techniques based on visual interpretation are

an alternative approach for utilizing remote sensing

imagery, including the evolving archives of georefer-

enced and preprocessed data provided by virtual globes

like Google Earth, Bing, and others. The goal of this

paper is to propose a simple unified framework that may

be used in the context of sampling studies and environ-

mental monitoring from local to global scale. Besides the

definition of a sampling design, the observation or plot

design, i.e., defining how observations are to be made

and recorded, has a strong influence on the precision of

estimates as well as the overall efficiency of a sampling

exercise. As an example, we present a simulation study

focusing on the estimation of forest cover in artificial

landscapes with different coverage and degree of frag-

mentation. The sampling units we compare are point

clusters with different configuration and spatial extent.

Keywords Natural resources · Probability based

survey · Visual interpretation · Observational design

Introduction

Motivation

Monitoring of land cover status and change is a key

feature in many international and national processes
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related to ecological and environmental challenges.

The combat against deforestation and forest degrada-

tion (REDD+) is but one example showing that moni-

toring of the state and change of forest resources is an

essential basis for performance-based payments that

should compensate countries for their efforts in avoid-

ing or reducing deforestation and forest degradation

(Gibbs et al. 2007).

Different forest cover or carbon stock benchmark

maps have been generated in order to define global

deforestation levels, in particular for tropical regions

(Bastin et al. 2017; Hansen et al. 2013; Saatchi et al.

2011; Achard et al. 2002, 2007). Most studies on

global or pan-tropical scale are based on wall-to-wall

remote sensing analysis, which is regarded as the only

feasible approach to estimate deforestation rates over

large areas (Achard et al. 2007; Beuchle et al. 2011).

The increasing availability of large archives of

freely accessible high resolution and georeferenced

imagery through virtual globes like Google Earth,

Microsoft Virtual Earth (Bing), and others, appears

to be under-exploited by scientific applications in the

context of global environmental monitoring (Potere

2008; Yu and Gong 2012). Scientists of many disci-

plines are using technologies such as Google Earth,

mainly as a tool for representation, dissemination, and

validation of their results, but only to a limited extent

also as a data source (Sheppard and Cizek 2009; Sun

et al. 2012; Cracknell et al. 2013; Hu et al. 2013).

Google Earth, for example, provides high resolution

overview imagery with varying resolution on a global

scale and the coverage is expected to further increase

in future. Even if the original spectral values of the

imagery are reduced to rgb (red, green, blue) only,

observations of some target variables may be made

from a sample-based visual interpretation of small

image subsets, like, e.g., proposed by Stehman et al.

(2003, 2005); Ramezani and Holm (2011); Fehrmann

et al. (2014, 2015).

Google Earth and Bing imagery have proven to be

a useful basis for sampling studies for different pur-

poses. Ploton et al. (2012) demonstrated that texture

and above ground biomass is about equally correlated

in IKONOS and Google Earth/Bing imagery. In case

that current imagery is available at suitable resolution,

two-phase sampling approaches with visual interpre-

tation of sampling locations in a first phase and field

data collection in a second phase can increase the over-

all efficiency of sampling studies (Barrett et al. 2016).

A probabilistic sample from high resolution imagery

is also a good basis for the validation of global land

cover products (Stehman 1999; Olofsson et al. 2012;

Pengra et al. 2015).

One prerequisite, however, is a scientifically sound

sampling framework allowing for unbiased statistical

estimation and a straightforward observation protocol

to be applied on different spatial scales. Our aim is

to propose such a framework in the form of a sim-

ple and scalable global grid system for environmental

monitoring at any geographical reference area (pop-

ulation). While such a global grid system might be

basis for the implementation of different sampling

designs, we are here not aiming at comparisons of dif-

ferent sampling procedures, but restrict ourselves to a

presentation of the grid system and a simulation evaluat-

ing different observation designs for the purpose of esti-

mating the proportion of land cover for different target

classes. In our example, we focus on the estimation

of forest cover in a binary forest/nonforest map, but

in principle, our findings would equally hold for other

land cover types or applications of the target variable

“cover” also considering more than two classes.

Discrete grid systems for environmental monitoring

Many different global grid systems for sampling on

a global scale were proposed. Most attempt to tessel-

late the surface of a spherical approximation of the

earth surface into a finite population of equally sized

non-overlapping tiles arranged in a quasi systematic

way. The underlying assumption was that randomiza-

tion of the grid requires that it be regular and retain

equal-area cells when projected on the surface of the

earth. White et al. (1992); Kimerling et al. (1999);

Richards et al. (2000); Sahr et al. (2003); Esseen et al.

(2006); Sahr (2011); Song et al. (2002); Swinbank

and Purser (2006); Youngren and Petty (2017) give

a comprehensive overview of the complexity of con-

structing discrete grid systems satisfying the above

criteria on a spherical projection of the Earth’s sur-

face. Wickman et al. (1974) outlined the construction

of a system of domains for global sampling problems

and listed desirable characteristics, like equal area and

shape of polygonal domains that can be subdivided

into a discrete grid system. They also acknowledge

that a complete systematic grid on a realistic pro-

jection of the Earth’s surface is not available. Their

argument for the mentioned characteristics was to
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avoid a potential estimation bias resulting from sys-

tematic over- or underrepresentation of parts of the

Earth’s surface. The seemingly trivial task of distribut-

ing points on a sphere, such that they are all the

same distance apart and form the center points of a

network of equally sized Thiessen polygons has not

yet been solved so far (Richards et al. 2000). Even

if such a tessellation would be available, it would

refer to a spherical projection of the Earth’s surface

exclusively. Further, the construction of such grid sys-

tems is difficult to communicate and, as proposed by

Sahr (2011), it is not always guaranteed that grids

at different resolutions have a regular hierarchical

relationship that can be exploited during analysis.

From the perspective of statistical sampling the con-

struction of a finite population of a discrete number

of completely systematically arranged tiles (sampling

elements) that do not overlap and cover the target area

without gaps, as suggested by other authors, is neither

necessary nor efficient. In such cases, design-based

sampling is rather developed under the assumption

of an infinite population of dimensionless points (the

continuum of the study area), from which sampling

locations are selected based on a stipulated statistical

sampling design (Gregoire and Valentine 2007; Man-

dallaz 2007). The advantage of a systematic sampling

grid is that the share of different land cover classes is

on average maintained in such a balanced sample (Jr.

and Olsen 2004; Theobald et al. 2007; Lister and Scott

2009). Further, a systematic design with fixed distance

between sampling locations ensures that the total area

of interest is evenly covered and represented in the

sample and that a defined minimum distance between

sampling locations is given. A systematic approach

is easy to communicate and of higher precision com-

pared to simple random sampling in most cases. How-

ever, to maintain the favorable characteristics of sys-

tematic sampling on the precision of estimation, the

homogeneous sampling intensity and even distribution

of sampling locations is much more important than a

completely constant distance between the individual

sample locations (Fattorini et al. 2009).

A couple of examples exist, where global grid sys-

tems have been applied in sample-based remote sens-

ing studies . In context of the Global Forest Resource

Assessment (FRA) of the Food and Agricultural Orga-

nization of the United Nations (FAO), a global remote

sensing survey (FRA-RSS) of forest cover change

based on an analysis of multitemporal remote sens-

ing imagery has been completed FAO (2009, 2010).

It was assumed that the intersections of each integer

degree of longitude and latitude in a geographic coor-

dinate system would results in a “systematic sampling

design” on the Earth’s surface. Accordingly, tiles of

the Global Land Survey (GLS) dataset were selected

as observation units at these locations (Beuchle et al.

2011). The sampling grid covers the latitude range

between 75◦ north/south while the intensity is reduced

above 60◦ north/south by selecting every second inter-

section only. Recently, FAO provided a new tool for

assessing land cover with free and open-source soft-

ware (Collect Earth) that is also based on a dense

lat/long grid (0.04◦), but can handle any other prede-

fined grid.

However, even if there is a certain systematic pro-

cedure in the selection of sampling locations from

the lat/lon grid, it is obvious that systematic sam-

pling refers to different characteristics. As a result

of the geographic departure, the distances of merid-

ians along parallels of latitude are decreasing with

increasing latitude and converge to zero at the poles.

While the distance between resulting sampling loca-

tions along the latitudes is approximately 111 km

near the equator, it is reduced to about 56 km at 60◦

north/south latitude. Therefore, even if the sample size

per latitude is constant with this approach (below 60◦),

the sampling intensity in terms of sample points per

area, is dramatically changing with increasing latitude

(Fig. 1).

As a consequence, the estimation of any target

variable and its variance for areas with a notable

north-south extent, or even for the tropics or glob-

ally, becomes a methodological challenge that needs

to consider unequal inclusion probabilities. The objec-

tive of this study is to overcome the problem of

gradually changing sampling intensities when using

the lat/lon grid and to propose a new grid system

which maintains equal distances of point locations

along latitudes, ensuring unbiased estimation from

local to global scale. While the basic principle of the

grid was briefly described in Fehrmann (2015), we

here also present a simulation study on the optimiza-

tion of observation units for the estimation of land

cover.
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Fig. 1 Distance between sampling locations along parallels as

a function of latitude resulting from the global sampling grid of

FRA-RSS (solid line) and the proposed GSG, here with a 100-

km point distance (horizontal dashed line). Sampling intensity

of FRA-RSS grid is reduced above 60◦ latitude, north and south,

explaining the bump in interpoint distances from 60◦ latitude

(Fehrmann 2015)

Methods

The basic concept of the global sampling grid (GSG)

we are proposing is easy to implement and to com-

municate. The main characteristics of the GSG are as

follows: (1) the sampling intensity in terms of sam-

pling locations per area is nearly uniform, (2) the

spherical distance between sampling locations along

latitudes is constant, and (3) the distance between cir-

cles of latitudes is constant. All three criteria ensure

the interpretability of sampling studies as well as unbi-

ased estimation. As the grid system is constructed on

a spherical projection of the earth surface, small dis-

tortions are resulting from projecting the grid on the

WGS84 or other ellipsoids.

The grid construction follows a simple approach

(Fig. 2): circles of latitudes are placed with a con-

stant distance on the surface of a sphere in north and

south direction starting from the equator. The sphere

has a radius of 6378.137 m (major axis of the World

Geodetic System ellipsoid, WGS84). On each of these

latitudes, sampling locations are placed in the same

constant distance starting from the Greenwich merid-

ian in est and east direction. This leads to a semi

systematic arrangement of sampling locations, where

the distance of points is constant along the latitudes.

All grids generated based on this system have the

same origin, and sampling locations of affine grids

with different resolutions coincide. Figures 3 and 4

d
-a

r
c
 

Fig. 2 Construction of the GSG. Points are placed in equal dis-

tance along latitudes in west and east direction starting from the

null meridian (d-arc = spherical distance)

show the global GSG 250 grid (distance between

latitudes and points along latitudes of 250 km) and

country subsets.

If the GSG is draped over a spheroid, it will obvi-

ously have an irregular seam on the opposite side of

the start meridian leading to an irregular sampling

intensity in a narrow corridor that is affecting a small

land mass in East Russia (Chukotka). However, this is

not relevant for an application to the rest of the land

surface (Fig. 3).

Simulating different observational designs

The GSG provides a simple and scalable systematic

global sampling design that can be used for differ-

ent purposes. The main idea for application in this

study lies in sampling high resolution remote sensing

imagery as provided by virtual globes through visual

interpretation. A typical scenario, relevant in many

contexts, might be the estimation of coverage for dif-

ferent land cover classes. For this purpose, a suitable

observation design needs to be planned. If observa-

tions refer to dimensionless points, this also includes

a clear definition of a reference area around point

locations that is used to fell the decision about the

respective land cover.

In a first example, we used the single points of the

GSG as observation units to estimate the global land sur-

face area. The existence of land at individual sample

locations was queried from the global administrative
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Fig. 3 GSG with a distance between circles of latitude and points per latitude of 250 km (Fehrmann 2015)

areas data set (GADM 2012) and the resulting area

was estimated from the sample proportion p̂ = nL/n,

where nL is the number of grid points over land and

n is the sample size, i.e., the total number of grid

points. A simple random sampling variance estimator

is v̂(p̂) = 1/(n − 1) × p̂q̂, with q̂ = 1 − p̂ (Cochran

1977). This estimator is upwards biased when applied

to a systematic sample, thus resulting in a conserva-

tive estimate of variance. Systematic sampling, as for

example, implemented by the GSG, is expected to

be more precise (to an unknown extent) than simple

random sampling (Aune-Lundberg and Strand 2014).

Fig. 4 Different spatial resolutions of the affine GSG grid system over central Europe: GSG 100 (red dots), GSG 50 over France

(green dots), and GSG 25 over Germany (blue dots) (Fehrmann 2015)
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In a second example, we used different config-

urations of point clusters as observation units for

estimating forest cover, and evaluated their perfor-

mance using Monte-Carlo simulations on artificially

generated landscapes.

Binary forest cover maps simulating natural

landscapes

We used artificial binary forest cover maps (forest

= 1, nonforest = 0) to study the effects of observa-

tion design on the precision of proportions, estimated

from GSG samples. The artificial forest maps repro-

duce realistic landscape patterns and were generated

from Gaussian random fields, where the covariance

structure was modeled using a generalized form of the

Cauchy model (Schlather et al. 2015, Eq. 1).

C(r) = (1 + |r|α)−
β=0.3

α (1)

The model basically describes the covariance C(r) of

two pixel observations at distance r apart, based on

two parameters, α and β. Here, α ∈ (0, 2] defines

the local surface roughness (or smoothness) in fractal

dimension - D, and β > 0 defines the global/long-

memory dependence in the surface according to the

Hurst coefficient—H (Schlather 2004). The imple-

mentation of the procedure generating continuous

Gaussian random fields is simplified by the R-package

“RandomFields,” using the function “RMgencauchy”

(Schlather et al. 2015). The necessary theoretical

and mathematical details are elaborated in Schlather

(2004) and Schabenberger and Gotway (2005). For

the generation of landscapes, α—a measure of patch

complexity—was varied to control for fragmentation

in forest/nonforest maps. Low α values led to high

fragmentation and vice versa. Similar to Magdon and

Kleinn (2013), highly fragmented landscapes can be

achieved with α ≈ 0.21, medium fragmented with

α ≈ 0.77 and low fragmented landscapes were

generated with α = 0.89 respectively, while β = 0.3

was kept constant across all landscapes (Table 1). We

used a 30-m pixel size to mimic Landsat like satellite

images over a total area of 12,321 km2 (equivalent to

1 × 1◦ at the equator). To control the proportion of

forest cover in the final imagery, the continuous Gaus-

sian random fields were transformed to binary maps

using 0.3 and 0.7 quantiles of the normal distribu-

tion to produce 30 and 70% forest cover proportions,

respectively. We calculated a local Moran’s I index

using variable sizes of moving windows with neigh-

borhoods ranging from one to 100 pixels, as a simple

descriptor of local spatial autocorrelation in the final

landscapes.

Optimizing the cluster observation design to estimate

forest cover

To study the precision of estimates from different clus-

ter designs over artificially generated landscapes of

varying spatial characteristics, we used Monte-Carlo

simulations (srs) with point clusters of varying spa-

tial configuration, cluster extent (or subplot distances),

and number of subplots. Our setup conveniently mim-

icked application of a GSG with clusters of points in

comparable landscapes. For our simulation, we used

six artificial landscapes resulting from combinations

of different forest cover proportions (30 and 70%) and

degrees of fragmentation, equivalent to low, medium,

and high spatial autocorrelation (Table 1). In order to

match the scale of observation across clusters of dif-

ferent size (viz. number of subplots), each variant has

the same spatial extent as the reference cluster with 49

subplots (7 × 7). Following this, clusters with 49, 16,

9, and 5 subplots were used (see, Fig. 5).

To further study design effects among different spa-

tial configurations of cluster plots on sample precision,

Table 1 Characteristics of

landscapes: cover %, level

of fragmentation (α), and

global spatial

autocorrelation (Moran’s I)

Cover % Fragmentation α Moran’s I

1. 30 0.22 (high) 0.1 (low)

2. 30 0.77 (medium–low) 0.5 (medium)

3. 30 0.89 (low) 0.7 (high)

4. 70 0.21 (high) 0.1 (low)

5. 70 0.78 (medium–low) 0.5 (medium)

6. 70 0.89 (low) 0.7 (high)Landscapes are shown in Figs. 7

and 8
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Fig. 5 Spatial configuration and cluster size (number of subplots); • = subplot, ◦ = NULL. The total number of subplots in each

cluster is shown below each design

clusters with a constant number of 13 subplots were

arranged according to the following shapes: �, +,

×, and ⊥ (Fig. 6). For comparability to the previ-

ous designs, the scale of observation, i.e., the spatial

extent of the clusters was maintained. In sampling

with cluster plots, increasing the distance between

subplots reduces the intracluster correlation and in

turn increases precision of estimation. However, the

mentioned gain in precision comes at a logistical cost

(Yim et al. 2015). Therefore, an optimal distance

between subplots and spatial configuration ought to be

investigated in order to improve sampling efficiency.

We varied distances between subplots in single-pixel

steps from 1 pixel (30 m) to 100 pixels (3 km) for

each spatial configuration and cluster size. During

the Monte-Carlo simulation, each observation design

was repeated 1000 times with a sample size of n =

100. At each iteration, the proportion of forest cover

and its variance were estimated following (Cochran

1977, Chapter 3, Pg. 66). Forest cover proportion at

the ith cluster is given by pi = fi/mi , where fi is

the number of points with forest cover and mi is the

size of the cluster, i.e., the number of sub-plots. As

cluster size may vary due to overlap at the edge of the

sampling frame, a ratio of means (rom) estimator is

used for estimating forest cover proportion p̂rom of an

image from a sample of n clusters (Eq. 2):

p̂rom =

n∑

i=1

fi

n∑

i=1

mi

(2)

A variance estimator for p̂rom under the assump-

tion of simple random sampling without replacement

(srswor) is given in Eq. 3, without considering finite

population correction:

v̂(p̂rom) =
1

nm̂2

∑
f 2

i − 2p̂
∑

fimi + p̂2
∑

m2
i

n − 1
,

(3)

Fig. 6 Different spatial configuration of clusters with constant number of 13 subplots. • = subplot, ◦ = NULL
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where m̂ =
∑

mi/n is the average number of subplots

per cluster in the sample.

To compare the performance of the different clus-

ter configurations, the relative observed standard error

was computed across K = 1000 iterations following

Equation 4:

RSEobs =
Vobs

¯̂p
× 100%, (4)

where ¯̂p = 1/K
∑K

k=1 p̂k is the mean of the generated

sample distribution of p̂ and Vobs = 1/K
∑K

k=1(p̂k −
¯̂p)2 is the according observed variance.

Results

Table 2 shows the results for global land surface esti-

mation using different GSG grid sizes. The primary

intention is to illustrate the global sample sizes for

different grid resolutions.

Our simulation of different configurations of point

clusters for the estimation of forest cover showed

some expected but still interesting and instructive

results. Figure 7 shows the estimated relative stan-

dard errors for clusters of different spatial extent and

cluster size in dependence of varying forest cover

and degree of fragmentation. The respective Moran’s

I is given as measure of local spatial autocorrelation,

which is here in fact reproducing the spatial covari-

ance structure determined by the parameter settings

of the landscape generation. All single results show

an asymptotically decreasing trend of standard errors

over increasing cluster extent. That means, we see an

increasing precision of estimation from cluster plots

of larger spatial extent, where the decrease of stan-

dard errors is more pronounced for less fragmented

landscapes. Another general outcome of the simula-

tion is that the standard errors are decreasing with

increasing fragmentation of the landscape. A higher

fragmentation (viz. lower spatial autocorrelation) con-

sistently leads to lower standard errors compared to

more compact landscapes with low degree of fragmen-

tation. Further, we see that differences between cluster

sizes of 5, 9, 16, and 49 subplots become smaller with

decreasing fragmentation. In the most extreme case

of very compact landscapes with low fragmentation

(lowest graphs in Fig. 7), cluster sizes of more than 5

subplots hardly show any differences in regard to the

resulting precision of estimates. While the asymptotic

decrease of standard errors levels off much earlier in

highly fragmented landscapes, the curves still show a

decreasing trend even for a large cluster extent in land-

scapes with low fragmentation. Thereby, clusters with

less subplots tend to reach an asymptote much earlier

than clusters with a larger number of subplots. Con-

sidering a constant spatial extent of the whole cluster

plot, a lower number of subplots is related to larger

subplot distances and vice versa.

Comparing the left and right side of the panel in

Fig. 7, it is obvious that standard errors are con-

stantly smaller for a higher coverage (70%) compared

to low coverage (30%) of the target class. At the same

time, the standard error is much less influenced by the

respective cluster size (in terms of number of subplots)

if the coverage is higher.
The comparison of different spatial cluster con-

figurations presented in Fig. 8 shows no effect in

Table 2 Overview of the global sample size (n) for different standard GSG scales. nL is the number of grid points on land, p̂ the

estimated proportion of the land surface and SE% is the estimated relative standard error

GSG scale n nL p̂ SE%

500 km 2,053 589 0.287 3.48

250 km 8,173 2,344 0.287 1.74

200 km 12,785 3,649 0.285 1.40

100 km 51,133 14,675 0.287 0.70

50 km 204,489 58,810 0.288 0.35

25 km 817,979 235,344 0.288 0.17

10 km 5,112,081 1,471,349 0.288 0.07

For this example, existence of land was observed at GSG grid points using global administrative areas data set (GADM 2012)



Environ Monit Assess          (2019) 191:46 Page 9 of 14   46 

0.0

0.1

0.2

0.3

0.4

0 25 50 75 100

α = 0.22, Cover = 30%

0.0

0.2

0.5

0.8

1.0

0.0

0.1

0.2

0.3

0.4

0 25 50 75 100

α = 0.21, Cover = 70%

0.0

0.2

0.5

0.8

1.0

0.0

0.1

0.2

0.3

0.4

0 25 50 75 100R
e
la
ti
v
e
 S
ta
n
d
a
rd
 E
rr
o
r α = 0.77, Cover = 30%

0.0

0.2

0.5

0.8

1.0

0.0

0.1

0.2

0.3

0.4

0 25 50 75 100

α = 0.78, Cover = 70%

0.0

0.2

0.5

0.8

1.0

0.0

0.1

0.2

0.3

0.4

0 25 50 75 100
Cluster Extent (# of 30m pixels)

α = 0.89, Cover = 30%

0.0

0.2

0.5

0.8

1.0

0.0

0.1

0.2

0.3

0.4

0 25 50 75 100
Cluster Extent (# of 30m pixels)

α = 0.89, Cover = 70%

0.0

0.2

0.5

0.8

1.0

No. of Subplots: 5 9 16 49, Moran's I:

M
o
ra
n
's
 I
 

Fig. 7 The primary y-axis (left) shows relative standard error

against cluster extent for each observation design of 5, 9, 16, and

49 subplots and forest cover landscapes (see, Fig. 5 for details

on the observation designs). Forest landscapes are placed adja-

cent to the corresponding graphs. α values in the heading of

each graph represent levels of fragmentation in landscapes of

30 (left) and 70% (right) forest cover. The extent of clusters was

increased by one pixel from 0 to 100 pixels (x-axis) maintaining

the design configurations as shown in Fig. 5. Therefore, rela-

tive subplot distances increased in the same magnitude for each

increment in extent. Notice that clusters of 5 subplots have the

longest subplot distances and clusters of 49 subplots have the

shortest subplot distances. The secondary y-axis (in blue) shows

Moran’s I computed in moving windows of sizes ranging from 1

to 100 pixels (x-axis). Scales of the y-axes across the considered

six landscapes are kept constant for comparability; however, the

reader interested in detailed differences among considered sub-

plot configurations per landscape can refer to Fig. A.9 in the

Supplementary Material

landscapes with high fragmentation and low spatial

autocorrelation. With increasing autocorrelation, the

separation of two groups of cluster configurations

becomes obvious, while this distinction is more pro-

nounced in landscapes with lower coverage (30%). As

the number of subplots per cluster is held constant

(13 across all spatial cluster configurations), the effect

is exclusively a result of varying distances between

the subplots. Those configurations that include larger

maximum subplot distances (� and × shape) show

higher precision than more compact forms (+ and ⊥

shape).

Discussion and conclusions

With the GSG, we are proposing a simple sam-

pling grid for application from local to global scale.

Compared to other grid systems (see, e.g., White

et al. (1992); Kimerling et al. (1999); Richards et al.

(2000); Sahr et al. (2003); Sahr (2011); Song et al.

(2002); Swinbank and Purser (2006), Youngren and

Petty (2017)), the construction of the GSG is straight-

forward and comprehensible, while maintaining the

desirable characteristic of an almost uniform sam-

pling intensity on a global scale. The fixed origin of
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Fig. 8 The primary y-axis (left) shows relative standard error

against cluster extent for each observation design of 13 subplots

arranged in �, +, ×, and ⊥ configurations and forest cover

landscapes (see, Fig. 6 for details on the observation designs).

Forest landscapes are placed adjacent to the corresponding

graphs. α values in the heading of each graph represent lev-

els of fragmentation in landscapes of 30 (left) and 70% (right)

forest cover. The extent of clusters was increased by 1 pixel

from 0 to 100 pixels (x-axis) maintaining the design configura-

tions as shown in Fig. 6. Therefore, relative subplot distances

increased in the same magnitude for each increment in extent.

Notice that clusters of 5 subplots have the longest subplot dis-

tances and clusters of 49 subplots have the shortest subplot

distances. The secondary y-axis (in blue) shows Moran’s I com-

puted in moving windows of neighborhoods ranging from 1 to

100 pixels (x-axis). Scales of the y-axes across the considered

six landscapes are kept constant for comparability; however, the

reader interested in detailed differences among considered sub-

plot configurations per landscape can refer to Fig. A.10 in the

Supplementary Material

the grid system ensures that grids at multiple resolu-

tions can have a regular hierarchical relationship that

can be exploited during analysis (Sahr 2011). This

characteristic allows flexibility in planning of indi-

vidual sampling studies according to the specific user

needs or target variables, while at the same time synergies

between different studies through combination of

observations from different fields of application

can be exploited. In principle, the proposed GSG

can be basis for nearly any sampling design and/or

subselection of locations from the systematic grid.

Subselecting (random or systematic) from a dense

base grid allows implementing any common sampling

design, including stratified, two-phase, multistage

sampling or techniques like systematic unaligned

sampling or Spatially Balanced Sampling ().

Wrapping the grid around a sphere leads to a nar-

row corridor of irregular point distances at a longitude

of 180◦. This corridor could be shifted eastwards

such that no land mass is affected by setting the start

meridian of the grid to 11◦ east instead of using the

0-Meridian at Greenwich as start point. In favor of an

easy to communicate grid construction and because

just a small area is affected, we refrain from doing so.
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The primary idea of the proposed GSG is to facil-

itate sampling studies by visual interpretation of high

resolution remote sensing imagery, but it can equally

be used as a basis for terrestrial sampling studies, like

national or regional forest inventories or other moni-

toring activities. Using a uniform base grid instead of

independent grids for different purposes, allows direct

comparability.

While the GSG provides a comprehensive and stan-

dardized grid system, the observation design (or plot

design) implemented at each sampling location needs

to be planned in accordance with the respective tar-

get variables. Dependent on the goals of sampling, the

choice of suitable plots can vary substantially. It is not

possible to suggest a single design for all purposes.

Our simulation is focused on the estimation of cover-

age by visual interpretation of imagery, which is a very

common task usually accomplished by classification

of remote sensing data.

While both, an exhaustive remote sensing based

classification and a sample-based estimation from

visual interpretation, are not free of errors, the lat-

ter does not require specific remote sensing or image

processing skills and practically no preprocessing of

data sources. It utilizes the human capacity of visual

comprehension and appraisal for a more careful and

detailed interpretation on small samples. A human

interpreter is more flexible to cope with different

image qualities, seasonal differences, varying phe-

nology, or changing atmospheric conditions than a

classification algorithm. Therefore, visual interpreta-

tion can be less demanding in regard to image quality

than image classification approaches and opens the

possibility to make use of global image archives pro-

vided by virtual globes, which do not allow any fur-

ther processing or automatic classification of imagery.

Assuming a visual interpretation that is free of mea-

surement errors, the only uncertainty in the sample

estimate of p would result from the random selection

of a sample much smaller than the population. This

assumption, however, is not realistic, as also a careful

visual interpretation is not always unambitious.

Evaluation of cluster plot designs

In our simulation study on the optimization of point

clusters for the estimation of coverage, we compared

clusters of different size and spatial configuration.

Single points or clusters of points have been proven

to be a very efficient observation design compared to

other options like delineation in fixed area plots or line

sampling approaches (Fehrmann et al. 2014; Kleinn

1994). In general, the use of clusters of points instead

of independently selected single points is meaningful

only if logistical costs for reaching or observing the

single point locations need to be taken into account.

A direct comparison of performance between cluster

sampling and sampling with the same number of inde-

pendently selected single points will always result in

higher efficiency for the latter, simply because of the

much higher sample size. In context of visual inter-

pretation of imagery, logistical costs are reduced to

visualize images at each sampling location on screen,

which is a fairly low effort compared to reaching sam-

pling locations in the field. However, cluster sampling

might still be meaningful as it allows obtaining infor-

mation on small-scale landscape structures or spatial

covariance (Kleinn 2000), or for estimating landscape

metrics (Ramezani et al. 2010; Ramezani and Holm

2011). In the best case, the cluster’s spatial extent

should not exceed a size that can be visualized and

interpreted at once for all subplots together.

Even if the results presented in Figs. 7 and 8 are

not unexpected, they are very informative and useful

for the optimization of cluster designs for the esti-

mation of coverage from point clusters. The resulting

precision of estimates is highly dependent on the abil-

ity of the observation design to capture the existing

spatial variability of coverage of the target class in

the different landscapes. Our results indicate that the

“observation effort,” which is here given by the num-

ber of subplots per cluster that need to be observed,

is not necessarily directly linked to the resulting pre-

cision of estimates. Depending on the coverage and

the spatial structure of the landscape, an assessment

of a high number of subplots per cluster might not

be efficient, as the related increase of precision with

increasing cluster size is relatively modest. The reason

is that larger clusters with more subplots tend to col-

lect more redundant information, which reduces the

overall efficiency.

In our example, we used artificial forest cover maps

assuming that they mimic realistic spatial landscape

patterns with different degree of fragmentation and

coverage of the target class. In this case, it is quite

obvious that clusters of more than nine subplots will

not lead to practically relevant improvements of the

final estimation if the fragmentation is relatively low.
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Only if fragmentation is relatively high (and spa-

tial autocorrelation is low), it might be advisable to

observe larger clusters with more subplots. The dis-

tance between subplots (here points) inside the clus-

ter determines to which extent spatially uncorrelated;

therefore, less redundant information is assessed. An

optimal subplot distance and size of the cluster is

therefore dependent on the spatial covariance struc-

ture or autocorrelation in the given landscape. In our

simulation, these characteristics are determined by the

spatial process used to generate the artificial land-

scapes. Figure 7 clearly shows this effect, especially

in the landscapes with high and medium fragmenta-

tion. Clusters of identical extent but fewer subplots

(and therefore larger distances between subplots) tend

to reach an asymptote much earlier than those with

more subplots.

In regard to the comparison of equally sized clus-

ters with 13 subplots, our results indicate that spatial

configurations that include larger maximum distances

between points are more efficient than those with

more compact forms. In landscapes with medium or

low fragmentation, the �- shaped clusters constantly

showed the best performance, followed by ×- shaped

plots. As the landscape were generated using a random

field process, the landscape structure does not show

a directional pattern. Thus, the only effect of the dif-

ferent cluster designs is based on the difference in the

subplot distances.

One topic we have not addressed in our simulation

study is the problem of rare events. If the target of

estimation is in classes with relatively low coverage

or small area changes, single points are not an appro-

priate observation design. Even if cluster plots with

many subplots could increase the inclusion probability

of small-scale classes or changes, fixed area plots or

line elements are expected to be much more efficient

in such cases (Kleinn 1994, 1996; Fehrmann et al.

2014). Adaptive cluster sampling is another alterna-

tive that can help to increase the overall efficiency for

rare and clustered events, like small-scale deforesta-

tion (Magnussen et al. 2005). On the other hand, it is

always an option to map classes with small area extent

inside fixed area plots. The GSG as described here

might also be used in context of two-phase sampling,

were typically a large sample of relatively easy/cheap

to obtain observations is taken from an image of aux-

iliary variables correlated with a target variable in a

first phase and a subsample is selected for expensive

observations including field work.
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A B S T R A C T

Distinguishing tree species is relevant in many contexts of remote sensing assisted forest inventory. Accurate tree

species maps support management and conservation planning, pest and disease control and biomass estimation.

This study evaluated the performance of applying ensemble techniques with the goal of automatically distin-

guishing Pinus sylvestris L. and Pinus uncinata Mill. Ex Mirb within a 1.3 km2 mountainous area in Barcelonnette

(France). Three modelling schemes were examined, based on: (1) high-density LiDAR data (160 returns m−2),

(2) Worldview-2 multispectral imagery, and (3) Worldview-2 and LiDAR in combination. Variables related to the

crown structure and height of individual trees were extracted from the normalized LiDAR point cloud at in-

dividual-tree level, after performing individual tree crown (ITC) delineation. Vegetation indices and the Haralick

texture indices were derived fromWorldview-2 images and served as independent spectral variables. Selection of

the best predictor subset was done after a comparison of three variable selection procedures: (1) Random Forests

with cross validation (AUCRFcv), (2) Akaike Information Criterion (AIC) and (3) Bayesian Information Criterion

(BIC). To classify the species, 9 regression techniques were combined using ensemble models. Predictions were

evaluated using cross validation and an independent dataset. Integration of datasets and models improved in-

dividual tree species classification (True Skills Statistic, TSS; from 0.67 to 0.81) over individual techniques and

maintained strong predictive power (Relative Operating Characteristic, ROC = 0.91). Assemblage of regression

models and integration of the datasets provided more reliable species distribution maps and associated tree-scale

mapping uncertainties. Our study highlights the potential of model and data assemblage at improving species

classifications needed in present-day forest planning and management.

1. Introduction

Physically and spectrally similar species such as P. sylvestris (Pinus

sylvestris L.) and P. uncinata (Pinus uncinata Mill. Ex Mirb) are hard to

distinguish in the field and in remote sensing imagery. In some cases

microbiological analyses (Alvarez et al., 2009; Boratynska and

Boratynski, 2007) are required to separate their identity. The micro-

biological methods provide high taxonomic precision but are in-

applicable when, for example, species identification is required in forest

inventories over large areas. Remotely sensed hyperspectral and/or

multispectral data show potential to address this challenge. They can

accurately recognize and map continuous stochastic distributions of

vegetation communities, species groups, land-use and land-cover types

and individual species across different genera. However, optical remote

sensing data can fail when discriminating individual tree species that

have similar appearances. An early attempt by Coleman et al. (1990)

using Landsat TM data failed to discriminate between Pinus species

stands because of similarity in spectral responses. Later, Goodwin et al.

(2005) using high spatial resolution airborne CASI-2 data found in-

dividual Eucalyptus species – “spectrally complex” – and opted for

genera groups. In the time since the above mentioned studies were

published, spatial and spectral resolutions of datasets have increased
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making available less correlated sub-genus reflectance data. However,

spectrally and structurally related species continue to present a chal-

lenge. Studies reported that discrimination of closely related tree spe-

cies was hampered by: (1) high structural similarity undermining the

utility of structural characteristics like crown shape, size and leaf area

index (Goodwin et al., 2005), (2) a higher intra-species than inter-

species leaf spectral variability implying a fuzzy spectral signal

(Youngentob et al., 2011) and (3) mixed spectral signals resulting from

the influence of canopy scale structure (e.g. vegetation to background

ratio in a pixel) (Aberle, 2016), crown aspect (i.e. shaded or non-shaded

crowns) (Gerard and North, 1997) and noise from tree age and phe-

nology (Clark et al., 2005; Peerbhay et al., 2014). Such challenges ex-

plain the limited usefulness of optical structural and spectral attributes

in distinguishing similar tree species.

Complementary to spectral features recorded by means of optical

remote sensing are structural features of the tree crowns or forest ca-

nopies that can be derived from LiDAR (Light Detection and Ranging)

point clouds (Vauhkonen et al., 2014). LiDAR data offers the opportu-

nity of describing some differences in properties of species crowns (e.g.

the amount and allocation of biomass to branches and leaves) by re-

cording differences in point height distributions (Ørka et al., 2009;

Vauhkonen et al., 2014), especially when high point densities are

available. LiDAR derived height and density distributions can be iso-

lated for individual trees by means of individual tree detection tech-

niques (e.g. Wulder et al. (2000)) and crown segmentation methods.

Ultimately, the individual crown metrics can be used as predictors of

species identities in object oriented approaches (Gougeon and Leckie,

2006; Ke et al., 2010). Studies have also shown that LiDAR intensity

data i.e. strength of the back scattered energy, is useful in distin-

guishing between tree species, particularly when used in conjunction

with other structural LiDAR-derived variables (Kim et al., 2009;

Suratno et al., 2009; Zhang and Lui, 2013). For example, combined

intensity and structural features to distinguish Norway Spruce and

Birch trees which resulted in an overall accuracy of 88%. Similarly,

Zhang and Lui (2013) demonstrated the applicability of LiDAR-derived

structure and intensity variables to distinguish Nothofagus cunninghamii

(Hook.) Oerst. and Acacia dealbata Link using Support Vector Machines

(SVM) attaining overall accuracy up to 88.6%. Suratno et al. (2009)

also used both structural and intensity predictors for identifying four

species of individual trees in a mixed coniferous forest and reported

kappa of 56% compared to kappa of 93% based on stands. Nonetheless,

some researchers argue that the lack of a spectral signal remains an

important limitation of LiDAR data in identifying tree species (Deng

et al., 2007; Leckie et al., 2003; Swatantran et al., 2011) and they

propose integration of LiDAR and spectral datasets as a more effective

method.

Irrespective of the dataset in question and the similarity of the target

objects, automatic species differentiation requires a classification model

to link field observations to predictors. In many cases, a convenient

multivariate form of the classification model is not known. In their

review article, Fassnacht et al. (2016) show that different studies have

explored various classification techniques including parametric ap-

proaches like: Discriminant analysis (FDA), Maximum likelihood (ML),

Spectral Angle Mapper (SAM), Bayesian regression, Generalized Linear

Models (GLM), Spectral Mixture Analysis (SMA), Logistic regression,

Fuzzy logic, and thresholding and non-parametric approaches like;

SVM, Random Forests (RF) and Artificial Neural Networks (ANN). We

argue here that for any given choice of a model (parametric, semi- or

non-parametric) or any choice of a variable set (dependent on the

chosen variable selection procedure and datasets), the accuracy in

prediction may vary since: (1) different model families fit the data to

varying degrees (Appendix 1 in supplementary material shows differ-

ences in model fit along the data range given the model type) and, (2) a

predictor effect is partially influenced/confounded by effects of other

covariates. Recently, some studies proposed ensemble classification

approaches to address the issues related to uncertainty in prediction

across classifiers (Engler et al., 2013; Ko et al., 2014; Duque-Lazo and

Navaro-Cerrillo, 2017). These techniques essentially combine decisions

from several statistical classifiers with the aim of minimizing general-

ization error (Banfield et al., 2007; Ko et al., 2014; Engler et al., 2013).

In the same way, their research demonstrates a consistent improvement

in classification accuracies when employing ensemble modelling

methods. However, these methods have not been tested in distinction of

“spectrally and structurally similar” species and from that originates the

motivation for this study.

The study contributes to improved mapping of structurally and

spectrally similar tree species based on two remote sensing data sources

at individual tree scale. We compared their predictive performance and

later integrated high density airborne LiDAR data and high resolution

Worldview-2 optical satellite data and regression classifiers. We ad-

ditionally evaluated the performance of three variable selection pro-

cedures in the selection of the best predictor subset across classifiers.

2. Materials and methods

2.1. Study area

The study site is located in the South Eastern alpine part of France,

district of Barcelonnette (latitude 44° 25′ 22.87″ N and longitude 6°

40′22.43″ E; Fig. 1). The area is about 1.3 km2 and is covered by mainly

unmanaged forests of P. sylvestris and P.uncinata (≈95% of total area).

Norway spruce (Picea abies (L.) H.Karst.), European Larch (Larix decidua

Mill.) and some other broadleaved species cover the remaining ≈5% of

the study area. Altitude ranges between 1400 and 2020 m.a.s.l. Topo-

graphy is irregular (mountainous) with slope gradients ranging be-

tween 10° and 70°. This type of terrain posses some challenges espe-

cially during the generation of elevation models and topographic

normalization of spectral responses.

2.2. Characteristics of studied species

To demonstrate the potential of ensemble techniques, our study

focused on the two dominant species in the study area. P. sylvestris and

P. uncinata have chromatic and morphological differences that can be

leveraged for their distinction (Farjon, 2010). These are: (1) the crown

of P. uncinata is conical with narrow spreading lateral branches whereas

that of P. sylvestris is conical-ovoid to ovoid with widely spreading to

ascending lateral branches when mature but conical when young; (2)

The density of the branches varies with the growth of the tree but is

generally denser and grows to a lower base height for P. uncinata than

P. sylvestris; (3) Visually, P. uncinata has a greyish-black trunk whereas

P. sylvestris's bark is reddish gray at the base and orange at the thin bark

of the upper trunk and major branches; (4) P. uncinata is generally

shorter (12–20 m) than P. sylvestris (15–35 m) at maturity and (5) the

barks of both species are scaly plated or fissured with varying degrees of

surface roughness but generally with the bark of P. sylvestris rougher

than that of P. uncinata (Farjon, 2010). Despite these differences in

crown appearance and architecture, a visual distinction of P. sylvestris

and P. uncinata via needles can be difficult (Fauvart et al., 2012). This

property exacerbates the challenge of their characterization from op-

tical remote sensing as needles contribute the largest portion of re-

flectance in the imagery. We expected that combining LiDAR and

Worldview-2 datasets as well as regression classifiers would help cap-

ture various biophysical traits and therefore increase the chance of their

automatic distinction.

2.3. Data

LiDAR data, a 15 × 15 cm RGB aerial orthophoto and Worldview-2

(2 × 2 m, 8 bands and 0.5 × 0.5 panchromatic band) datasets were

acquired during leaf-on and snow free conditions in June of 2009 and

September of 2010, respectively. LiDAR data and the aerial orthophoto

C.B. Kukunda et al. Int J Appl  Earth Obs Geoinformation 65 (2018) 12–23
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were collected from an aircraft flying at an average 300 m above

ground. A Riegl VQ480i system with a pulse repetition rate of up to

300 kHz and a rotating mirror scanning method was used. A very high

density of the point cloud (160 points m−2, seven discrete returns per

pulse) was achieved from seven overlapping flight lines.

For the Worldview-2 imagery, level 2 post processing had been done

by the vendor. The average sun elevation and azimuth angles were

48.1° and 161.7° and the average satellite elevation and azimuth angles

were 74.8° and 55.0° respectively. The sun elevation and azimuth an-

gles were used as input parameters during topographic normalization of

the images to eliminate potential effects of shadows resulting from the

rugged terrain.

2.4. Fieldwork

Field work was done in autumn 2012, 2- and 3-years after collection

of LiDAR and Worldview-2 imagery respectively. A total of 48 circular

field plots of 500 m2 (with slope correction) were measured. Within

each plot, all trees with diameter at breast height (DBH, 1.3 m above

the ground) larger than 7 cm were recorded and callipered in two or-

thogonal directions. However, of all the trees encountered on the plots,

only a subset of 544 trees were identified and their location recorded:

273 individuals of P. sylvestris and 271 individuals of P. uncinata. Note

that the 544 trees are those whose crowns were visible in the dominant

canopy and whose treetops could be determined on the canopy height

model (CHM). We were able to verify locations of the identified

dominant trees in the field using a CHM (Fig. 2), whereby the ground

horizontal distance and orientation from a landmark were compared to

the CHM distance and orientation. The landmarks included other iso-

lated trees and canopy gaps.

2.5. Canopy height model generation and individual tree crown (ITC)

delineation

The LiDAR Digital Elevation Model (DEM) and Digital Surface

Model (DSM) were generated by griding Delaunay triangulated ground

and first returns into 15 cm resolution rasters respectively. Tree posi-

tion, height, and crown width was retrieved from the CHM by using a

modified version of the mixed-pixel and region-based algorithm de-

signed by González-Ferreiro et al. (2013). This algorithm is proposed as

a sequence of routines programmed in the integrated development

environment (IDE) (eCognition Developer 8.7 (®Trimble GmbH, Mu-

nich, Germany)). All logical procedures in the construction of the ca-

nopy delineation algorithm were arranged into five groups: CHM

smoothing, segmentation, classification of canopy areas, iterative pro-

cess, and data export. For this study, one parameter of the algorithm has

been tuned, to adapt to the analyzed species. Concretely, we have

changed the break value for the roundness index from 0.5 to 0.25 in the

shape decision criteria (see the Fig. 3 in González-Ferreiro et al. (2013))

in order to discard and control for unnatural crown shapes.

Finally, the ITC result (Fig. 2) and crown attributes were then ex-

ported as vector polygons in an ESRI™ shapefile with the associated

database. Tree tops and height attributes were also exported as a point

vector shapefile for subsequent analysis.

2.6. Assessment of accuracy of delineated crowns

A good ITC segmentation was prerequisite in order to accurately

isolate individual tree predictors. To evaluate the accuracy of the crown

delineation algorithm, we closely followed two area-based methods

presented by Clinton et al. (2010). The reference polygons (assumed

truth), relative to which the performance of the segmentation algorithm

was judged, were manually digitized from a CHM overlain on a high

resolution (0.15 × 0.15 m) aerial orthophoto collected together with

the LiDAR data. Three student assistants performed this task, strata-

wise – i.e. the study area was divided into three parts – and each in-

dependently, on desktop screens of 1600 × 900 pixel resolution and at

a common map scale of 1:50. The assistants were trained before the

digitization according to a defined protocol detailing ways to identify

crown boundaries based on changes in grey-color contrasts. For all

study participants, 1615 individual crown polygons spread across the

entire study area, were manually digitized and used in the assessment

Fig. 1. Map of the study area located within the following X and Y UTM

32N coordinates (WGS84 reference system): 320,797.6; 4,916,782.5

(lower left) and 321,992.5; 4,918,787.1 (upper right).
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of the segmentation accuracy.

We computed the segmentation goodness metric (Eq. (1)) for each

reference polygon based on relative overlap with the largest corre-

sponding automatically generated segment (Clinton et al., 2010).

= −1 A

A
segmentation goodnessij

Ii

Rj (1)

AIi is the area in intersection (AAi ∩ ARj) between an automatically

generated segment and a corresponding manually delineated segment,

AAi is the area of segment i and ARj is the area of the corresponding

reference segment.

To compare pairwise sizes and context of automatically generated

crowns relative to the reference polygons, we computed the area fit

index (AFI) (Clinton et al., 2010) as shown in Eq. (2).

=
−A A

A
AFIj

Rj maxAi

Rj (2)

AFIj is the Area Fit Index for segment j and AmaxAi is the area of the

largest automatically generated segment intersecting with ARj.

Following Clinton et al. (2010), we classified over-segmented re-

ference polygons (O) as reference objects with less than 100% overlap

with automatic polygons and AFI > 0 and under-segmented reference

polygons (U) as those of 100% overlap with automatic polygons and

AFI < 0. By averaging over all over-segmented and under-segmented

polygons we computed the closeness index D shown in Eq. (3).

=
+∈ ∈D

O U

2
.k m

2 2

(3)

O is the mean segmentation goodness across the k over-segmented re-

ference polygons and the term U is the mean segmentation goodness

across m under-segmented reference polygons. We judged our seg-

mentation result based on Clinton et al. (2010) that identified closeness

index values of 0.3 as good segmentations.

Lastly, an overall rate of correct detection was computed as the ratio

of correctly detected reference polygons and all reference polygons.

Correct detection was defined by the following limits: overlap ⩾70%

and −3 ⩽ AFI ⩾ 2. The AFI thresholds were determined based on visual

inspection.

2.7. Preparation of predictors

The individual crown segments delineated in the previous step were

used to isolate individual crown variables from both remote sensing

datasets. From the height normalized point cloud, metrics describing

per-crown return intensity and height distributions and variables de-

scribing sizes and shapes of individual crowns were extracted using the

FUSION LiDAR Toolkit (McGaughey, 2014). As no flight trajectory file

was available for this study, radiometric normalization of intensity data

was done following González-Ferreiro et al. (2014) and based on a user

defined standard range. Here note that Korpela et al. (2010) report a

marginal gain in accuracy (2–3%) of species classification after in-

tensity normalization while distinguishing conifers in boreal conditions.

Fassnacht et al. (2016) mention that “this task can be quasi-impossible in

mountainous terrain”.

Standard crown size and shape variables were extracted from the

points and polygon shapefiles generated in the ITC delineation. LiDAR

metrics were derived from the normalized LiDAR height and intensity

distributions within the limits of the delineated individual tree crowns.

The minimum height threshold (MHT), which is commonly specified as

the lower boundary for calculating height metrics (central tendency,

dispersion, shape and percentile statistics), was established at 1 m. The

height break threshold (HBT), which is the limit for separating the point

cloud data into two sets to separate canopy returns from the under

canopy returns, in order to estimate canopy cover metrics, was estab-

lished as 5 m (based on field observation). In total 108 metrics were

derived from the LiDAR data (see Table 1 for a complete description of

LiDAR-derived metrics).

Before extracting per-crown optical metrics, topographic normal-

ization based on local parameter estimation of spectral differences (Mo

et al., 2015) was done using the LiDAR DEM. The topographic nor-

malization aimed at reducing radiometric distortions brought about by

shadow effects in rugged terrain especially enhanced by a low scanning

and sun elevation angle at the time of image acquisition. Optical images

were resampled using a nearest neighbor interpolation from 2 m to

0.5 m before computing the per crown statistics (Table 1). The fol-

lowing broadband greeness and leaf pigmentation products were de-

rived: Normalized Difference Vegetation Index (NDVI), Simple Ratio

Index (SRI), Enhanced Vegetation Index (EVI), Atmospherically Re-

sistant Vegetation Index (ARVI) and Anthocyanin Reflectance Index

(ARI). Additionally, per crown statistics were computed from texture

indices derived from the panchromatic band including; energy, entropy,

correlation, inverse distance moment, inertia, cluster shade, cluster

prominence and Haralick correlation. The same statistics were calcu-

lated for each of the eight multispectral bands (Table 1). In total 230

spectral predictors were prepared.

2.8. Statistical models and calibration

The predictors described above were used to distinguish between

the two tree species via multiple regression approaches. We used the

default settings of the biomod2 R-package version 3.3-7 (Thuiller et al.,

2016) to ensemble results of 9 regression techniques into a final pre-

diction. The models are described in detail in . The included modelling

techniques were; Classification and Regression Trees (CTA), General-

ized Linear Models (GLM), Generalized Boosting Models (GBM), Gen-

eralized Additive Models (GAM), Artificial Neural Networks (ANN),

Flexible Discriminant Analysis (FDA), Multiple Adaptive Regression

Splines (MARS), Random Forests (RF) and MAXENT.Phillips. The

models were calibrated with species data based on the field observa-

tions.

Multi-collinearity analysis was done prior to the fitting process to

assess whether two or more explanatory variables were significantly

correlated. Collinearity among all explanatory variables was evaluated

by the Variance Inflation Factor (VIF) (Fahrmeir et al., 2013, P. 156),

Fig. 2. Identification of individual tree stem locations in the field,

whereby; A is the plot center or landmark, B is the stem position, i is the

tree identification number ranging from 1 to 544 and N signifies the North

direction. The identification of tree stem positions on the Canopy Height

Model is shown on the right whereby, ground horizontal distance (A to B)

≈ CHM distance (A to B) × CHM image resolution. The crown segments

are an output of automatic individual tree crown delineation using the

Canopy Height Model as input data.
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considering VIF>=10 as the step-wise elimination threshold (Duque-

Lazo et al., 2016).

To overcome dimensionality issues commonly faced in multiple

regressions of small sample sizes to many predictor variables, and so as

to select for the most robust predictor set, three variable selection

procedures were considered, namely: (1) AUCRFcv (Calle et al., 2011),

(2) AIC and (3) BIC (Fahrmeir et al., 2013).

A variable importance measure (VI) was used to assess the relative

contributions of individual variables in a given model. To allow for

comparability of variable importance across models, VI was computed

from model predictions (for all model types). After obtaining a pre-

diction (P1), the variable of interest was shuffled while holding all the

other variables in the model at their median value and a new model

prediction made (P2). A simple correlation between P1 and P2 was then

calculated to obtain VI according to Eq. (4):

= − P PVI 1 cor( , )1 2 (4)

A zero VI value meant no importance whereas the importance of a

variable in a predictor set increased with VI scores (Thuiller et al.,

2016).

2.9. Model and map evaluation

Model fit was evaluated using the relative operating characteristic

(ROC) and map quality was assessed with the true skills statistic (TSS).

Both ROC and TSS were computed from cross validation and split

sample procedures. During cross validation, all observational data (544

field identified trees) was utilized where models were fit with 80% of

the data and evaluated with the remaining 20% of the data. An almost

1:1 ratio, 271 training and 273 validation, was used in the split sample

approach. The same training and validation set was kept constant

across all runs and variable selection procedures. Models were run 50

times in order to monitor variation in variable importance and pre-

diction accuracies. Robust models were defined by a combination of

both ROC and TSS.

2.10. Ensemble prediction

A stacked assemblage of predictions across individual models was

based on mean, median, inferior confidence interval, superior con-

fidence interval, committee average and a weighted mean (Thuiller

et al., 2016). Not all individual models computed per run were included

in the ensembles. Different ROC quality thresholds were tested to select

models into the ensemble and minimize loss in the resultant ensemble

model and map accuracy brought about by inclusion of weak or less

informative individual models. Eventually, ROC = 0.8 was used. The

model and map evaluation described in Section 2.9 applies to ensemble

models.

Finally, three modelling schemes were considered based on: (1)

high-density LiDAR data, (2) spectral image layers derived from mul-

tispectral imagery (Worldview-2), and (3) both the spectral and LiDAR

data. For each scheme, all variable selection and model types were

evaluated.

3. Results

3.1. Individual crown detection

More than 70% of dominant crowns in the canopy were correctly

delineated according to the defined criteria. Closeness index values

averaged around 0.33 as shown strata-wise in (Table 2).

Table 1

Potential LiDAR and optical predictors. Note that descriptions of metrics are listed in the order of appearance of the acronyms and not repeated for each variable group. Metrics are

grouped into: Intensity (I), Crown cover, shape and size (C), Height (H), Individual bands (B1, …, B8), Texture indices (T) and Vegetation indices (V). “…” refers to “in the same sequence

”.

Abbreviation Description

LiDAR metrics on cover, size and shape of crowns (C)

Ccr, Ccwr, Clen, Ccls, Ccbh, Cper,Cper1, …, Cper4, Ccrr, Cr1, …, Cr7 . Crown radius, Crown-width ratio, Crown perimeter length, Crown closure, Crown base

height, Percentage first returns above 5 m, Percentage first returns above mean,

Percentage first returns above mode, Percentage all returns above 5 m, Percentage all

returns above mean, Percentage all returns above mode, Canopy relief ratio, Count of

returns by return number (1-7).

LiDAR metrics on height (H) and intensity (I) distributions – dispersion statistics

HIQD, HSD, Hvar, HCV, Hskew, Hkur, HAAD, HMeAD, HMoAD, HL2, …, HL4, HLSkew, HLKur, IIQD,

..., ILKur.

Inter-quartile distance, Standard deviation, Variance, Coefficient of variation, Skewness,

Kurtosis, Average absolute deviation, Median of the absolute deviations from median,

Median of the absolute deviations from mode, L-Moments (2:4), L-Moment of Skewness, L-

Moment of Kurtosis.

LiDAR metrics on height (H) and intensity (I) distributions – descriptive statistics

Hmax, Hmin, Hmean, Hmed, Hmode, HP01, …, HP99, Imax, …, IP99. Maximum, Minimum, Mean, Median, Mode, Percentiles (1,5,10,20,25,30, …,

70,75,80,90,95,99).

Spectral metrics from individual bands (B) and vegetation indices

VminNDVI, VmaxNDVI, VsumNDVI, VcntNDVI, VmeanNDVI, VsdNDVI, VuqeNDVI, VrangeNDVI, VvarNDVI,

VmedNDVI, VmodeNDVI, VminSRI, …, VmodeSRI, VminEVI, …, VmodeEVI, VminARVI, …,

VmodeARVI, VminARI, …, VmodeARI, VminB1, …, VmodeB1, …, VminB8, …, VmodeB8.

Minimum, Maximum, Sum, Count, Mean, Standard deviation, Unique, Range, Variance,

Median, Mode of: vegetation indices (NDVI, EVI, ARVI, ARI), and individual bands (B1,…,

B8).

Spectral metrics from texture indices (T)

TminInertia, TmaxInertia, TsumInertia, TcntInertia, TmeanInertia, TsdInertia, TuqeInertia, TrangeInertia,

TvarInertia, TmedInertia, TmodeInertia, TminEner, …, TmodeEner, TminEnt, …, TmodeEnt, TminCor,

…, TmodeCor, TminIDM, …, TmodeIDM, TminCP, …, TmodeCP, TminHCor, …, TmodeHCor.

Minimum, Maximum, Sum, Count, Mean, Standard deviation, Unique, Range, Variance,

Median, Mode of: Inertia, Energy (Ener), Entropy (Ent), Correlation (Cor), Inverse distance

moment (IDM), Cluster prominence (CP), Haralick correlation (HCor).

Table 2

Segmentation goodness across study participants.

Participant Segmentation measures No. of Crowns

Correct detections (%) Closeness index (D)

I 73.36 0.31 517

II 60.65 0.41 310

III 77.48 0.33 826

Total 73.18 0.33 1615
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3.2. Importances of predictor variables

Both LiDAR and optical metrics were of high importance in the

computed models (Fig. 3). We suggest that identification of the most

important predictors considers both the magnitude of variable im-

portance (as shown in Fig. 3) and the consistence of selection across

modelling schemes (Table 3). The reader is referred to supplementary

material for importances of variables selected when the datasets were

employed in isolation (individually). Amongst the LiDAR variables, the

following were of high importance: Ivar, IL4, Cper, Cr3, and Hmax, and in

Worldview-2 imagery: B1min, B5min, TminInertia, and VmaxNDVI.

Judged by the variable importance scores alone (i.e. without con-

sidering consistency of selection across modelling schemes), LiDAR

intensity, optical imagery texture indices, and individual band re-

flectance characteristics received higher importance in the models

compared to height, canopy cover metrics and vegetation indices

(Fig. 3). Similar trends were observed when the datasets were employed

in isolation (Appendices 2 and 3). There was generally agreement

across individual models and variable selection procedures (Fig. 3).

However, GAM and ANN assigned higher importance to variables less

important in other models. Additionally, some models variable im-

portances were more precise across runs compared to others (based on

Fig. 3. Mean variable importance of spectral and LiDAR predictors across 50 model runs. Variable importance is sorted across models in an ascending order. Sorting of variable

importances was global so as to identify variables of highest importance across models. Groups of metrics are: Intensity (I), Height (H), Crown cover, size and shape (C), Texture index (T),

Vegetation index (V) and Individual band (B1, …, B8). For detailed predictor variable names including explanation of the subscript in each acronym, refer to Table 1. Models: Artificial

Neural Networks (ANN), Classification and Regression Trees (CTA), Flexible Discriminant Analysis (FDA), Generalized Additive Models (GAM), Generalized Boosting Models (GBM),

Generalized Linear Model (GLM), Multiplicative Regression Splines (MARS), Maximum Entropy (MAXENT.Phillips), Random Forests (RF).
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standard error bars in Fig. 3). There was a higher precision in VI from

RF, GBM and GLM compared to the other model categories.

3.3. Individual model and map quality

Two clusters in performance of individual models were observed

when comparing individual models (Fig. 4). In general, RF, GBM, GLM,

FDA, MARS formed a cluster of the better performing models compared

to MAXENT.Phillips, CTA, ANN and GAM in the cluster of lower per-

forming models. The former cluster had considerably lower variance in

both quality of model fit and map accuracies across model runs. There

was preponderance of linear models when spectral predictors were

employed in isolation and a majority of classification tree models when

LiDAR predictors were employed (Fig. 4). Additionally, spectral models

were more stable than models using LiDAR only and Spectral and

LiDAR. Generally, individual model and map quality across variable

selection procedures was similar (Fig. 4).

All individual models and datasets failed to differentiate the species

when employed independently (Fig. 4). Individual performance among

the best five models was on average TSS = 0.55 for LiDAR and

TSS = 0.64 for Spectral. However, the average individual performance

of the same models increased slightly to about TSS = 0.67 when both

datasets were integrated. In isolation, spectral variables exhibited

higher predictive power compared to LiDAR variables.

3.4. Ensemble model and map quality

In general, all ensemble models performed equally for both

Table 3

Selected predictors across modelling schemes and variable selection procedures. Metrics are grouped into: Intensity (I), Crown cover, shape and size (C), Height (H), Individual bands (B1,

…, B8), Texture indices (T) and Vegetation indices (V). Refers to selected into the final predictor set given a variable selection procedure. For detailed predictor variable names

including explanation of the subscript in each acronym, refer to Table 1.

Predictor Modelling scheme & variable selection procedure

Both LiDAR

AUCRFcv BIC AIC AUCRFcv BIC AIC

1. Ivar
2. IL4
3. Intensity Ikur
4. Imode

5. IL3
6. IP01

7. Cr3

8. Cr2

9. Cr1

10. Crown cover, Cper

11. size & shape Cper4

12. Clength

13. Cper3

14. Ccr

15. Hskew

16. Hmax

17. Hmean

18. Height HMoAD

19. HL3

20. Hvar

21. Hkur

22. HCV

Both Spectral

23. B1min

24. B5min

25. B6var
26. Individual B1range
27. Band B8mode

28. B4med

29. B1var
30. B2mode

31. B8var

32. TminInertia

33. TsumEnergy

34. TsumCor

35. TmaxCor

36. Texture TvarEnergy
37. index TvarCor
38. TsumCP

39. TvarInertia
40. TminCS

41. TmodeCP

42. VmaxNDVI

43. Vegetation VminSRI

44. index VsumARI
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validation procedures. Assemblage of individual models increased map

quality with across-model TSS averages to 0.63 for LiDAR models, to

0.68 for spectral models and to 0.73 for both spectral and LiDAR

powered models (Fig. 5). Higher model and map quality values were

reported by the cross validation procedure (Fig. 5). The Committee

Average ensemble (EMca) was consistently the highest performing en-

semble when evaluated using a split sample approach. EMca was the

worst performing ensemble model based on cross validation.

Fig. 4. Performance by model type (Artificial Neural Networks – ANN, Classification and Regression Trees – CTA, Flexible Discriminant Analysis – FDA, Generalized Additive Models –

GAM, Generalized Boosting Models – GBM, Generalized Linear Model – GLM, Multiplicative Regression Splines –MARS, Maximum Entropy –MAXENT.Phillips and Random Forests – RF)

and variable selection procedure (Top row = LiDAR, Middle row = Spectral, Bottom row= Spectral & LiDAR). The dots represent the mean and the lines represent the associated

standard errors across 50 model runs.

Fig. 5. Performance by ensemble model type (Mean – EmMean, Inferior confidence interval – EmciInf, Superior confidence interval – EmciSup, Median – EmMedian, Committee average –

EmCa and Weighted mean EmWmean) and variable selection procedure (Top row = LiDAR, Middle row = Spectral, Bottom row= Both). The dots represent the mean and the lines, the

associated standard errors across 50 model runs.
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Fig. 6 shows example maps of tree species at individual crown level.

The maps show a single committee average prediction and the re-

spective uncertainty estimate i.e. Coefficient of Variation (CV) across

modelling techniques. There was higher uncertainty across models for

predicting P. uncinata than was for predicting P. sylvestris. However, the

uncertainty was generally low (CV ≤19%) indicating general agree-

ment among individual models in the ensemble.

4. Discussion

Our result shows that it is possible to perform an accurate automatic

tree crown segmentation (Closeness index = 0.33) of two very similar

Pinus species in complex terrain, and that unlike the variable selection

procedure, a combination of LiDAR and multispectral variables im-

proved model prediction. More concretely, we have demonstrated that

the ensemble model approach is superior to single model prediction.

However, the key challenge is a high intra-species variance in classifi-

cations of individual trees.

4.1. Effect of a high intra- vs inter-species variation

A common recommendation when variance is greater within species

is to employ object-oriented techniques (Gougeon and Leckie, 2006)

with a higher spatial or spectral resolution, either in isolation or after

some form of fusion (Leckie et al., 2003; Ke et al., 2010) in order to

summarize the within class (tree) variation at a lower scale of ob-

servation. At the scale of single trees (crowns) our results have shown

that the high within-tree variation can persist (Fig. 4). However, clas-

sification accuracies can improve with ensemble models (Fig. 5). The

very high intra-species variation is attributed to differences in in-

dividual tree morphology and differences in local site conditions. No

management planning information was available to this study, and

neither was tree age data collected. We however did observe that there

were differences in stand characteristics (for example, the size of trees)

suggesting differences in either site specific rates of growth or stand

ages. The difference has influenced within species variation in parti-

cular related to structure of crowns. P. sylvetris crowns are known to

change with stages of maturity (Farjon, 2010; Ross et al., 1986). Si-

milarly, the rugged terrain introduced variations in site relative to local

slope, aspect and soil conditions and thus increased tree-scale within

species variation. The terrain effect is further seen in the spatial pattern

of model uncertainty (Fig. 6) as dissimilarity among models increased

with elevation and ruggedness (Fig. 1) in areas dominated by P. un-

cinata. In other words, errors in normalization of remote sensing da-

tasets induced higher model uncertainty in areas of rugged terrain. It

should be noted however, that we utilized very high point density

LiDAR which supported generation of very high quality elevation

models uncommonly possible in complex terrain. This enhanced ro-

bustness of ITC delineation and precision of within crown statistics. In

common practice, a good ITC delineation is possible with densities from

between 4 and 10 points m−2 (Hamraz et al., 2017). However, at such

lower densities, it will be probable that fewer points inside of each

segment (delineated crown) affect precision of computed statistics and

metrics. Therefore, additional within species variation could arise from

errors in ITC delineation and metrics calculation. However, the latter

two sources of variation are here considered of low importance based

on the high segmentation accuracy achieved and the employment of

advanced topographic and intensity normalization procedures. The

higher intra-species variation triggered the need to utilize individual

models with several predictor variables.

4.2. Important species predictors

As expected, a combination of both LiDAR and spectral variables

resulted in increased differentiation capabilities as either datasets

captured varying characteristics of the species crowns. Similarly, a

Fig. 6. An individual tree species map and associated across model uncertainty computed via the coefficient of variation.
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comparison between prediction power of multispectral and LiDAR

variables in isolation suggested higher structural than spectral simi-

larity between the species; resulting in a higher prediction power for

spectral predictors. Combined, the most important spectral predictors:

B1min, B5min, TminInertia, and VmaxNDVI, highlight differences in condition,

pigmentation and internal structure of the needles useful for their

characterization. Similar conclusions were drawn by Alvarez et al.

(2009) using microscopy in analysis of epidermal characteristics of

needles of both species. Additionally, we attribute the high importance

of the texture index TminInertia to the combined effect of chromatic dif-

ferences in the upper trunk and branches of the two species and their

differences in branch density (refer to Section 2.2 for details). TminInertia

measures inter-pixel contrast within each crown area. The 50 cm re-

solution of the Worldview-2 imagery captured inter-pixel variation in

brightness of the leaves and trunks that was useful in the distinction of

the species. On the other hand, LiDAR variables highlighted the im-

portance of bark roughness (via intensity metrics, Ivar, IL4), branch

density (via canopy cover metrics, Cper, Cr3) and height (Hmax) differ-

ences in characterization of the species.

4.3. Evaluation of individual models

The peculiar clustering in individual model performance showed;

MAXENT.Phillips, ANN, CTA and GAM to have been consistently poorly

performing and unstable across multiple runs. This was unsurprising for

GAM and ANN since they simultaneously assigned higher importance to

variables less important in other models (Fig. 3). In a similar ensemble

setting, akin results regarding variable usage in ANN models were re-

ported by Marmion et al. (2009). They related this unique behavior of

the ANN model to its inherent non-selective nature, given that it builds

intermediate relationships between predictors and therefore risks as-

signing higher importance to less effective variables based on their

indirect contribution to the prediction process. On the other hand,

GAMs fit local splines along the data range of each available variable,

estimate a single smooth curve per variable, and then additively com-

bine the results. Both structures of the GAM and ANN models are prone

to becoming exceedingly complex and may therefore face over-fitting

(Marmion et al., 2009). The challenge therefore was finding the optimal

threshold between individual model complexity and overall ensemble

mapping accuracy. Here, more complex individual models resulted in

higher map accuracies attributed to their ability to minimize model

bias. However, based on the comparison between the split-sample and

cross-validation results (Fig. 5), we posit that the observed marginal

discrepancy between map accuracies reported by both validation pro-

cedures is testimony that over-fitting was not a significant problem

since ensemble models generalized well on new data.

Further, the poor performance of the CTA model is linked to the lack

of bagging and bootstrapping capabilities, disposing the model type to

bias and high across run variances (Briem et al., 2007). One notes that

despite their similarity in structure, the RF model consistently out-

performed CTA. This can be explained by regularization, bagging and

bootstrapping algorithms in the RF model affording better performance

at generalization on validation datasets. On the other hand, it was

unique to this study that the performance of MAXENT.Phillips was not

comparable with other models, such as RF and GBM, that are known to

be consistently highest performing (Elith et al., 2011). We found out

that the poor performance of MAXENT.Phillips – in this specific case – is

linked to its calibration with presence-absence data rather than pre-

sence only data and to a sub-optimal specification of the prevalence

parameter (set here to 0.5) from which a logistic output is generated

after combining presence (here P. sylvestris) and background (here P.

uncinata) data (Guillera-Arroita et al., 2014). Based on several model-

ling techniques, Fig. 6 shows that P. sylvestris potentially has a higher

prevalence in the study area compared to P. uncinata. Guillera-Arroita

et al. (2014) recommend to arrive at a prevalence estimate when

parameterizing MAXENT.Phillips via the sample data, however, our

individual tree selection approach did not afford the option to estimate

unbiased prevalence before hand. The ideal practice would have been

modelling the distribution of each species separately and employing the

respective prevalence parameters independently. Nonetheless, we em-

phasize that the individual performance of MAXENT.Phillips had mar-

ginal to no effect on the presented ensemble results, given that an ROC

threshold of 0.8 was used in selection of models into the ensemble

which MAXENT.Phillips rarely passed. Remember that even within the

cluster of better performing models (i.e. GLM, MARS, FDA, GBM, RF),

the best individual model only achieved up to 40% better-than-random

map accuracy (TSS = 0.69).

4.4. The contribution of an ensemble approach

Ensemble modelling improved individual models by increasing both

map accuracy and minimizing prediction variance. The improvement

was achieved through stacked fusion of predictions as well as due to the

fact that the ensemble approach gives more weight to models with both

good fit and effective bias-reduction. The bias minimization properties

stemmed from tree-based and gradient boosting algorithms – such as RF

and GBM – that sequentially arrived at a prediction by building several

classifiers in a complementary tandem (Banfield et al., 2007; Briem

et al., 2007). This way, our result is in agreement with Engler et al.

(2013) that assembled per-pixel predictions of six species obtaining a

cross validated Cohen's Kappa, κ= 0.65. For comparison with their

study, the best mean cross-validation accuracy obtained in this study is

TSS = 0.81 based on a combination of LiDAR and spectral datasets and

BIC variable selection procedure (Fig. 5). A mean TSS of 0.81 means

that the ensemble models were on average approximately 60% better-

than-random at distinguishing Pinus sylvestris and Pinus uncinata at an

individual crown scale. Note that TSS and κ are equivalent and that

Engler et al. (2013) had to distinguish up to six species per pixel.

Therefore, their expected error rate is higher. If the number of target

species would have been more than two, we would have separate

predictions of each species and spatially combine the result as done by

Engler et al. (2013). However, we linked one species to the other and

assigned class probabilities to either class in a single step. This approach

had the advantage of computational efficiency but fell short for parti-

cular models (e.g. MAXENT.Phillips) as previously discussed. Similarly,

it is worth explaining the discrepancy in behavior of the committee

average ensemble (EmCa) given that it is the highest performing en-

semble accuracy when evaluated in a split sample approach and the

worst when evaluated by cross validation. This issue is related to the

EmCa calculation which transforms all predictive probabilities into

binaries (0 or 1) according to the maximum ROC/TSS threshold (the

same as used in selection of individual models into the ensemble).

Later, the new class probability is calculated as the average of the

combined votes. During cross validation, a change in the training

sample induces differences in model fit and therefore affects individual

model votes – especially when encountering a high intra-class variation.

Further advantage of the ensemble approach rests in reporting

across run variances of map accuracy scores. This is important in order

to communicate the underlying precision of the estimated map accu-

racy. We show that with a single model, map accuracies can fluctuate

across multiple runs with higher variances in cross validation than the

split sample. At this point, it is important to understand that the two

validation procedures convey fundamentally different assessments.

While the cross validation approach estimates the expected prediction

map accuracy, the split sample approach estimates both the conditional

prediction map accuracy and model generalization capabilities (Hastie

et al., 2009, p. 242). Expectedly, as with any model, our ensemble

model generalization capabilities were lower (from TSS = 0.81 to

TSS = 0.73) although better than individual models in isolation. The

higher variances seen in the cross validation compared to the split

sample approach are determined by the similarity of across fold

training samples in the cross validation procedure (Hastie et al., 2009,
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pp. 242–243). In other words, the more similar the training sample, the

lower the across fold variation and therefore relates directly to the

problem of intra-species variation. Certainly, the validation and test

sample sizes as well affect the prediction precision when comparing

between cross validation and split sample results.

Lastly, a spatial context to the precision of the estimated map ac-

curacy is conveyed by across model coefficient of variation (Fig. 6)

which communicates the level of agreement among individual models.

This is a valuable resource when making inference towards the spatial

variability of mapping errors. Therefore, such an output can in opera-

tional settings, for example, support selection of sites to focus map

ground truthing exercises. Fig. 6 shows that there was a high agreement

across models conveyed by a<20% coefficient of variation. When such

an estimate is used in tandem with the mean and variance estimates of

map quality (e.g. TSS), it can enhance interpretation of the quality of

the mapping product.

5. Conclusion

We have shown that assembly of regression models and integration

of the datasets can provide a more reliable species distribution map

with associated tree-scale mapping uncertainties. We have also shown

that the approach can provide more transparent assessments of errors

around modelled species distributions. Given that all the tried ensemble

approaches performed equally, we do not recommend any in particular.

We recommend leveraging of models and data assemblages in order to

provide improved and transparent species classifications for forest

planning, management and science at local to landscape scales. We

speculate that the techniques and approaches used here lend them-

selves to other important areas such as classification of forest health

conditions and forest degradation, among other classification chal-

lenges where inter-class overlap is pronounced. Similarly, the ensemble

approaches presented here may perform better than conventional

methods for species that are more clearly distinguishable and therefore

should be studied further.
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2 1. Scale effects in broadleaved tree reflectance at leaf and crown levels

1.1 Abstract

Imaging and non-imaging spectroscopy are offering new insights and possibilities in the remote

sensing of forests. The link between new hyperspectral airborne and satellite sensors and the

information gathered on the ground is crucial as field data is widely used for sensor calibration

and validation or for the derivation and up-scaling of biophysical parameters such as nitrogen and

chlorophyll content of foliage. In that context, we are often facing several scaling issues arising

from differences in spatial and spectral scales of observation. This study deals with the spectral

reflectance of trees at varying spatial scales of observation. The goal is to highlight effects from

changing the scale of observation in analysis of broadleaved tree spectral reflectance obtained

from leaves and crowns. The study was carried out with five tree species in an old-growth

broadleaved forest in the Hainich area, Germany. We used a set of simultaneously acquired

in-situ and remotely sensed reflectance records at three different scales of leaves and crowns (i.e.

leaf, crown-part, entire crown) incorporating field spectroradiometer as well as hyperspectral

airborne imagery. At each scale of observation, generalized additive models approximated a

mean spectral response curve across observations. A bootstrapping procedure was used to

calculate confidence intervals around modeled spectral profiles highlighting differences brought

about by changing the scale of observation. Jefferies-Matusita distances were used to show the

effect of the scale of observation on separability of species spectral reflectance obtained from

leaves and crowns. Finally, to predict contributions of structure and foliar chemical composition

to observed spectral reflectance at the three scales of observation, the observed reflectance

were inverted using PROSPECT-5B and PROSAIL and RTM sensitivity analyses conducted

with reference to the LOPEX database. We show that there can be significant differences in

tree spectral reflectance observed from leaves and crowns. Similarly, separability among species

spectral reflectance diminished across the scale of observation from leaves to crowns. Finally,

we show that a combination of leaf chemical and structural properties as well as crown structure

dominated spectral characteristics observed at different scales of observation and wavelength

regions. This study’s findings are important, since our ability to discriminate species from

hyperspectral data has been shown to depend on the scale of observation. In addition, this

study’s results inform sensor calibration and modeling approaches aimed at retrieval or mapping

of leaf to canopy physical and chemical properties from hyperspectral data while at the same

time highlight the utility of spectral libraries.

1.2 Introduction

Forests are dynamic and complex ecosystems that take up important social, economic and1

ecological functions. Knowledge about the tree species composition and their condition serves2

local and regional planning and conservation measures (Lui and Coomes, 2015; O’Connor et al.,3

2015; Turner et al., 2015). In Germany, forests cover about one third of the land (BMEL, 2015),4

which is comparable to the global average (UNEP et al., 2009). Since there is a development5

towards mixed stands within Germany, forest management has become more complex with an6
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increased need for detailed information on tree species identities. For observing large forested7

areas, passive optical airborne and satellite systems are commonly used. In that context, imaging8

and non-imaging spectroscopy offer new insights and new facility in remote sensing of forests9

and tree species classification (Yang et al., 2016; Asner et al., 2015; Feilhauer et al., 2015;10

Féret and Asner, 2013). The new hyperspectral sensors commonly cover the electromagnetic11

spectrum between visible violet and shortwave infrared.12

The mapping of tree species and tree physical and chemical properties are contemporary and13

ongoing issues in hyperspectral remote sensing of forests (Clark and Roberts, 2012; Dalponte14

et al., 2013; Féret and Asner, 2013). Some studies found differences in wavelength regions15

discriminating species (Clark and Roberts, 2012; Fassnacht et al., 2016) yet findings depend16

often on local circumstances. Further appropriate measures to amplify spectral features are17

vegetation indices (VI) derived from remotely sensed reflectance imagery (Huete et al., 1997;18

Schlerf et al., 2005). Hyperspectral sensors with their plethora of bands offer numerous possible19

VI by using ratios, normalized differences or further equations incorporating a few channels20

(Bannari et al., 1995; Prospere et al., 2014). Similarly, the capability of hyperspectral sensors21

to estimate chemical and structural variables such as leaf area and chlorophyll content is well22

documented, for example by Asner et al. (2015); Brantley et al. (2011); Gitelson et al. (2003)23

using empirical approaches, and by Ferreira et al. (2013) and Ali et al. (2016b) with inversion24

of physical models. However, similar to the detection of spectral features, like the red edge25

position at the reflectance curve inclination point (at 700 - 720 nm), the precision of VI values,26

leaf chemical, and structural properties are affected by choices of spectral, directional, and27

spatial scales (Asner, 1998; Clark et al., 2005; Malenovský et al., 2007; Roosjen et al., 2018).28

Scale effects are recognized in spectroscopy (Malenovský et al., 2007; Roosjen et al., 2018).29

However, the effect of scale-related variation in spectral reflectance of tree species is less30

studied in the context of species differentiation (Cho et al., 2008). Similarly, the fundamental31

understanding of potential drivers of observed reflectance at different scales is understudied32

(Xiao et al., 2014). Overall, there are still unresolved scale issues regarding the physiological33

and spectral traits of trees when going from leaves to canopies and stands (Kumar et al.,34

2010; Malenovský et al., 2007; Schaepman et al., 2009). Ground data, acquired at different35

scales of observation, are still needed (Homolová et al., 2013). In-situ observations are used as36

reference for remotely sensed data (Groeneveld et al., 2006), for sensor calibration (Pfitzner37

et al., 2006; Smith and Milton, 1999), for modeling approaches (Schneider et al., 2014), and38

for reference in spectral libraries (Kokaly et al., 2017); it is important that we find linkages to39

hyperspectral imagery. We expect this study to be a relevant contribution to forest monitoring40

with hyperspectral remote sensing by furthering research into the scale-dependent linkages41

between field reference data from sample trees and hyperspectral image data.42

The linkages between leaf to crown spectral reflectance are commonly modelled by radiative43

transfer models (RTMs) in homogeneous systems. RTMs combine chemical and physical44

attributes of the system with other environmental and physical characteristics such as soil45

reflectance, sensor viewing geometry, illumination and atmospheric conditions (Jacquemoud46

and Baret, 1990; Féret et al., 2008; Jacquemoud et al., 2009; Berger et al., 2018). However,47
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when dealing with non-imaging spectroscopy in forests, the conditions are different, and mostly48

more complex due to the size of trees and their crown structures (Gara et al., 2018). Some49

research is already done on radiative transfer within heterogeneous forest stands (Widlowski50

et al., 2015) leading to improved understanding of challenges presented by canopy complexity51

when scaling spectral reflectance between leaves and canopies. However, complex RTMs often52

require a large amount of in-situ data for calibration, that is often not readily available. For53

this reason, this study tested the utility of a leaf to canopy RTM (the coupled PROSPECT-54

5B and SAILH models: PROSAIL). The PROSAIL model has been successfully applied in55

different settings in the retrieval of both physical and chemical attributes and simulation of56

spectral reflectance (Berger et al., 2018). The model has shown the ability to consistently57

link spectral variation associated with leaf chemical properties (mainly chlorophyll, water, and58

dry matter contents) to the directional variation linked to the canopy structure (primarily, leaf59

area index, leaf angle distribution, and relative leaf size), while accounting for soil/vegetation60

contrast and viewing geometries. In the model, emissivity, reflectance, radiance and brightness61

temperature are modelled as a function of LAI, which makes model parameterization rather62

straight forward (Jacquemoud et al., 2009; Berger et al., 2018). However, the model’s application63

for a comparison of spectral reflectance of tree species at different spatial scales of observation64

and in heterogeneous forest environments is generally limited.65

The study’s goal is to improve our understanding of the potential in forest monitoring of66

hyperspectral remote sensing data at different scales of observation. Specifically, this study67

aims to highlight the influence of the scale of observation in analysis of spectral reflectance68

of tree foliage and individual tree crowns. The focus is on five dominant species in the study69

area including, ash (Fraxinus excelsior), European beech (Fagus sylvatica), European hornbeam70

(Carpinus betulus), sessile oak (Quercus petraea) and small-leaved lime (Tilia cordata). The71

study is guided by the following technical objectives;72

1. To identify differences in leaf and crown spectral reflectance of five broadleaved tree73

species.74

2. To highlight the impact of the scale of observation on separability among species spectral75

reflectance.76

3. To predict contributions of structure and foliar chemical contents to observed leaf and77

crown spectral reflectance using a radiative transfer modeling approach.78

4. To identify regions of the electromagnetic spectrum suited for estimation of physical and79

chemical properties of trees as well as to separate tree species in optical imagery.80



1. Scale effects in broadleaved tree reflectance at leaf and crown levels 5

1.3 Material and Methods81

1.3.1 Study area82

The data was collected in a mixed broadleaved forest (Fig. 1.1), within the Hainich National83

Park (HNP), Thuringia, Germany (Latlong: 51.08° N, 10.51° E). Elevation is about 340 m84

a.s.l., the terrain is generally flat, precipitation averages 750 mm annually, mean temperature85

is 7.5°C. With a total area of 16,500 ha the Hainich is the largest continuous deciduous forest86

of Germany and is part of UNESCO’s World Heritage "Old beech forests in Central Europe".87

About 7,500 ha were declared as National Park in 1997, of which about 5,000 ha has not been88

managed for 50 years (Knohl et al., 2003; Mund et al., 2010). The forest stands are dominated89

by European beech, followed by ash, maples (Acer sp.), oaks (Quercus sp.), European hornbeam90

and others. Figure 1.1 highlights the data sets used in this study.91

GERMANY 

Hainich  

National Park 

Lime

Figure 1.1: Left: Location of the study plots in the Hainich National Park (National Park boundary
shown in a yellow line). Black boxes are combined observational and experimental plots in a huge
research project on biodiversity functioning, the Biodiversity Exploratories project (www.biodiversity-
exploratories.de), the white box marks the plot area from which additional data from Aberle (2016)
come, and the red box highlights the data collected at the canopy walk tower. Field identified tree
species are shown by color (see online version). Manually delineated individual tree crowns are shown
in the respective colors of tree species. The background image shows the AISA red band at 654 nm in
grayscale. Right: Positions of the sampled trees at the Hainich National Park canopy walk overlain on
a canopy height model derived from open LiDAR data (Landesamt für Vermessung und Geoinformation,
Thüringen, www.geoportal-th.de/de-de, Version 2.0, License: www.govdata.de/dl-de/by-2-0).

1.3.2 Field inventory92

Inventory data on individual trees were aggregated from three data sets. The data sets93

include seven 1.0 ha experimental plots (EPs) from the Biodiversity Exploratories project94

(www.biodiversity-exploratories.de), one 2.25 ha plot from Aberle (2016, Figure 1.1), and one95
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collected along the canopy walk of the HNP by Aberle (2016, Figure 1.1, right). Further details96

on the data sets including plot selection procedures can be found in Fischer et al. (2010) and97

Aberle (2016). The seven EPs are a subset of 50 plots selected by Fischer et al. (2010) that98

covered the hyperspectral imagery utilized in this study (see section 1.3.4).99

Tree measurements focused on accurate species identification and geo-location of stems to100

precisely link field and remotely sensed observations. Fieldwork on the EPs was done during101

the winters of 2014/15 and 2015/16 by the Department of Silviculture and Forest Ecology102

of the Temperate Zones, University of Goettingen. All trees with diameter at breast height103

(DBH) ≥ 7 cm were measured with a diameter tape. DBH, species identities and stem positions104

were recorded into a FieldMap© system (www.fieldmap.cz) based on a procedure described105

by Hédl et al. (2009). The approach enabled geo-location of tree positions with very high106

accuracy (modal deviations ≈ 10 cm). Trees on the 2.25 ha plot and along the canopy walk107

were identified and geo-located according to Aberle (2016). Trees with a DBH ≥ 15 cm were108

recorded under leaf-off conditions in the first months of 2012. Tree diameters were measured109

with caliper and diameter tape, where larger DBH were measured crosswise. The spatial position110

was acquired using compass (SUUNTO) and an ultrasonic inclinometer (HAGLÖF Inc. Vertex111

IV). The corners of a flux tower within the plot served as reference points. Coordinates were112

determined by longtime GPS logging (GARMIN GPSmap 60Cx) on the top of the tower above113

the canopy. On the canopy walk, measured trees were identified by GPS recordings (LEICA114

GS20 GPS) and by recognizing the structure of the canopy walk. The location of all trees were115

subsequently validated on the canopy height model (CHM) derived from aerial LiDAR data116

(Figure 1.1, right).117

1.3.3 Acquisition and pre-processing of in-situ spectral data118

The in-situ reflectance was collected from 17 individual trees representing five species, on119

24.07.2012, about solar noon and in sunny conditions (Figure 1.1, right). The data was collected120

along the canopy walkway of the HNP using an ASD FieldSpec 3© high resolution field121

spectroradiometer (ANALYTICAL SPECTRAL DEVICES INC.). The ASD FieldSpec 3© consists122

of three sensors in the visible-near infrared (VIS-NIR, 350-1000 nm), near infrared-shortwave123

infrared 1 (NIR-SWIR1, 1000-1800 nm) and shortwave infrared 2 (SWIR2, 1800-2500 nm)124

domains of the spectrum. Leaf scale data was acquired with the ASD sensor modified with a leaf125

clip, plant probe and an internal halogen lamp as the light source. Each measurement contained126

a minimum of four readings to reduce measurement errors. In-situ reflectance measurements127

were collected for tree crown parts using a fore optic and this time with the sun as the light128

source. The instantaneous field of view of 25° resulted in footprints of average diameter about129

0.5 m. The distance between ASD sensor and crown was ≈ 1 m, only in a few cases the130

spacing was up to ≈ 4 m. Water vapor in the air absorbs radiation at specific wavelengths131

causing strong noise or no signal reaching the sensor. The main water absorption bands at132

about 1400 nm (1351-1449) and 1850 nm (1801-1949) were cut out from the reflectance data.133

At the leaf scale, this noise is not apparent since there is no space between object and sensor.134
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However, in this dataset we deleted signals below 450 nm and above 2450 nm that are most135

influenced by noise. As the ASD FieldSpec 3© has three sensors, the resulting reflectance curves136

were characterized by steps or abrupt changes at the points of transition between sensors i.e.137

at 1000 and 1800 nm. The abrupt changes need to be corrected to get a continuous signal.138

Here, an additive jump correction for each of the corresponding wavelengths was applied as139

implemented in the Spectral Analysis and Management System (SAMS©) software (Rueda and140

Wrona, 2003). Additionally, a Savitzky-Golay filter (Savitzky and Golay, 1964; Schafer, 2011)141

was employed for smoothing the response patterns using a second order polynomial function142

including the five previous and five subsequent bands.143

1.3.4 Acquisition and pre-processing of imaging spectroscopy data144

The hyperspectral imagery were collected about solar noon - i.e. coincident to in-situ spectral145

data collection and using a combined airborne sensor system with AISA EAGLE© and HAWK©
146

sensors (SPECTRAL IMAGING LTD, Finland). The system covers a spectral range of 400-2500147

nm split into 368 bands resulting in spectral sampling of about 4 - 6 nm. Ground sampling148

distance of the imagery was 2 m. Eight image stripes were acquired. Flight planning was done149

in consultation with the Department of Computational Landscape Ecology of the Helmholtz150

Centre for Environmental Research (UFZ), Leipzig. The following pre-processing steps were151

performed by UFZ on delivery of the data set: (1) geometric and radiometric correction using the152

ENVI module CaliGeo (SPECIM), (2) correction of sensor-dependent striping effects using the153

ROME method (Reduction of Miscalibration Effects, Helmholtz Center Potsdam, GFZ German154

Research Center for Geosciences), (3) atmospheric correction using ATCOR 4 (Atmospheric155

and Topographic Corrections, RESE APPLICATIONS SCHLÄPFER), (4) spectral smoothing156

by a Savitzky-Golay filter (Savitzky and Golay, 1964) incorporating six neighboring bands, and157

(5) interpolation across water-absorption bands (about 1400 nm and 1850 nm) yielding a158

continuous reflectance curve. After these steps, each image was manually referenced with the159

help of ArcMap base maps (ArcGIS Desktop v.10.3, ESRI Inc.) and a step-by-step mosaicking160

performed in ENVI (v.4.8, ITTVIS). Pixels were resampled to 0.5 m x 0.5 m using a nearest161

neighbor approach to achieve a spatially more accurate value extraction. This allowed for162

quasi-subpixel crown delineation while maintaining the original pixel values.163

1.3.5 Crown delineation164

We manually delineated 146 crowns across five species from the experimental plots and the165

plot from Aberle (2016, Figure 1.1) to isolate pixel-wise spectral response patterns of individual166

trees from the hyperspectral imagery (Table 1.1). The trees whose crowns were delineated167

were selected from field plot data subjectively, guided by precision in geometric matching of168

tree positions and crowns as seen from plot maps (section 1.3.2), on a LiDAR CHM (Figure169

1.1) and in the imagery (section 1.3.4). The LiDAR CHM was used as ancillary data during170

delineation. Crown delineation was done maintaining a single map scale across crowns. Field171

observations (section 1.3.2) were used to assign tree species to delineated crowns. Table 1.1172
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shows the number of delineated crowns by species.173

1.3.6 Scales of observation174

All data sets described above were collected at three spatial scales of observation and two175

spectral scales of observation. Figure 1.2 shows schematics of example reflectance collected at in-176

situ leaf (LeafASD), crown-part or in-situ crown (CrownASD) and airborne crown (CrownAISA)177

scales of observation. Table 1.1 summarizes the number of trees and readings/total repeated178

measurements considered in analyses at the three scales of observation. In total, 17 in-situ trees179

and 146 tree crowns were observed. The spectral resolution of in-situ and airborne reflectance180

differed. At LeafASD and CrownASD scales, 1 nm steps were sampled across the range of181

450-2450 nm yielding in total 2001 bands. However, at CrownASD scale, at total of 1753182

bands remained after pre-processing (section 1.3.3). At CrownAISA scale, spectral sampling of183

about 4 - 6 nm yielded a total 368 bands but only 330 bands were used in our analyses after184

eliminating noisy bands at edges of the spectral range.185
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Figure 1.2: Schematic overview of the three spatial scales of data acquisition: in-situ leaf/LeafASD

(left), in-situ crown/CrownASD (middle) and airborne crown/CrownAISA (right). Means of observed
reflectance are shown. At the in-situ crown scale, sensor noise induced by water vapor is masked out.

1.3.7 Estimating scale-related differences among leaf and crown spectral reflectance186

We aimed to accurately model the non-linear patterns of spectral response curves and corre-187

sponding across-scan variances at each scale of observation. To do this, we fitted Generalized188

Additive Models (GAMs) with P-spline basis functions (Eilers et al., 2015; Wood, 2011) and189

estimated mean reflectance curves across spectral measurements (Table 1.1) and used boot-190

strapping to estimate confidence bands around the mean reflectance curves (James et al.,191

2013, Pages 187-190). The GAMs had, in addition to their capability to model local non-linear192
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Table 1.1: Number of trees and readings (or total repeated measurements). LeafASD refers to in-situ
leaf, CrownASD refers to in-situ crown and CrownAISA refers to airborne crown scales of observation.

Trees Readings

Species In-situ CrownAISA LeafASD CrownASD

Ash 2 22 206 12
Beech 3 36 111 17
Hornbeam 5 12 66 32
Oak 3 45 51 12
Lime 4 31 48 24
Totals 17 146 482 97

patterns, the advantage of interpolating across masked water bands of in-situ crown reflectance193

spectra (Figure 1.2, middle) generating continuous reflectance curves, while bootstrapping194

helped reduce autocorrelation among reflectance observations at each wavelength. Notice that195

at CrownAISA scale, independent observations were means of all 0.5 m pixels delineated within196

a crown, while at LeafASD and CrownASD scales the repeated observations (i.e. readings in197

Table 1.1) were treated as independent observations. Bootstrapping was done by iterating 500198

times over the model fitting process while randomly selecting with replacement a sample of199

size n = 20 reflectance curves to fit an average reflectance curve per scale of observation. We200

calculated the inter-quantile range between 95th and 5th percentiles of the distribution of mean201

reflectance at each wavelength and approximated standard error around the mean reflectance202

at each wavelength by dividing the inter-quantile range by 3.29 standard deviation units of203

the normal distribution. Non-overlapping confidence bands among leaf and crown spectra per204

species indicated significant differences among the spectra.205

1.3.8 Calculating species separability among leaf and crown spectral reflectance206

Pair-wise Jeffries-Matusita (J-M) distances (Schmidt and Skidmore, 2003; Vaiphasa et al., 2005;207

Adam and Mutanga, 2009) were computed to assess spectral differences among tree species208

and determine spectral regions most appropriate for species discrimination in both leaf and209

crown spectral reflectance. The pairwise distances were computed between mean reflectance210

per species and for each wavelength assuming a multivariate normal distribution (Richards,211

2013; Schmidt and Skidmore, 2003), as shown in Equation 1.1;212

JMij = 2(1 – e–B) (1.1)

where i represents the focal species, j the second species in the pair and B is the Bhattacharyya213

distance, computed as a square of normalized distance between the class means (Richards,214

2013), as shown in Equation 1.2;215

B =
1

8

(

mi – mj
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(
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+
1
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∣
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where m is the mean reflectance of species i and j, σi and σj are the variances across observations216

per species i and j. |σi| and |σj| is the determinant of the matrix of observations of species i217

and j. T refers to a transpose of the matrix of differences across species means. JM values will218

vary between zero and a maximum of 2.0 that is reached with perfect separation. Hence, a219

JM distance of 2.0 implies that the between-species difference is larger than the within-species220

difference (Schmidt and Skidmore, 2003). This procedure was performed separately for each221

scale of observation across pair combinations of the five studied species resulting in a total of222

48 comparisons.223

1.3.9 Predicting contributions of structure and foliar chemical contents to observed224

leaf and crown spectral reflectance225

To predict contributions of structure and foliar chemical contents to observed spectral reflectance226

from leaves and crowns, and to identify regions of the electromagnetic spectrum potentially227

useful to predict physical and chemical properties of leaves, crown-parts, and entire crowns, we228

employed PROSAIL including PROSPECT-5B and 4SAIL RTMs (Jacquemoud et al., 2009).229

Figure 1.3 gives an overview of the approach.230

Figure 1.3: Overview of the procedure used to predict drivers of leaf and crown spectral reflectance from
PROSPECT-5B and PROSAIL models.

First, we inverted LeafASD reflectance using PROSPECT-5B in default calibration and231

without transmittance data, and retrieved predictions of chemical and physical properties for232

each observed leaf spectrum. The default calibration of PROPECT-5B is described in Féret233

et al. (2008). We used a constrained Powell’s search method during optimization and minimized234

the Root Mean Squared Error of Prediction (RMSEP) between observed and simulated spectral235

reflectance to find the best fit of parameters (Féret et al., 2008). The retrieved properties236

included, leaf structure parameter (N), Chlorophyll a+b concentration (Cab), Carotenoid con-237

centration (Car), Leaf brown pigments (Cbrown), Equivalent water thickness (Cw) and Leaf238

dry matter content (Cm).239

Second, we inverted CrownASD and CrownAISA data using PROSAIL with a look-up table240

(LUT) approach in order to obtain predictions of leaf properties and leaf area index (LAI). The241

LUT varied parameters between the ranges presented in Table 1.2, left. At this step, we fixed242

solar zenith to 58°, observer zenith to 10°, and relative azimuth to 0°according to the time as243

well as sun-object-sensor geometry at acquisition of CrownAISA data. PROSAIL was inverted244

as done in Roosjen et al. (2018) by minimizing the RMSE between measured and modelled245
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reflectance in a procedure that iterated over ranges of parameters in Table 1.2 using the Optim246

function in R (R Core Team, 2019). The values of parameters at convergence were taken as247

the true parameters. Each collected spectrum (Table 1.1) was inverted independently.248

Last, we conducted sensitivity analyses of PROSPECT-5B and PROSAIL to predict contri-249

butions of structure and foliar chemical contents to observed spectral reflectance at the different250

scales of observation. To do this, we monitored variation in simulated reflectance in response251

to variation in input physical and chemical parameters and their interactions. The sensitivity252

analyses were first limited to ranges of physical and chemical properties as retrieved from model253

inversion (Table 1.3) and later for comparison purposes, the parameters were restricted to the254

ranges of physical and chemical properties in the Leaf Optical Properties Experiment (LOPEX)255

(Hosgood et al., 1993; Xiao et al., 2014, and Table 1.2 right). The LOPEX database was256

selected because it included all studied genera except European hornbeam. Sensitivity analy-257

ses were performed using a Monte Carlo approach (Sobol’ et al., 2007; Saltelli et al., 2010)258

whereby, first-order and total-order Sobol’ indices were calculated for each band and at each259

scale of observation. The first-order indices conveyed the proportion of variance attributable260

to variation in individual model parameters without considering their interactions with other261

optimized parameters in the model, while total-order indices calculated the proportion of vari-262

ance attributable to variation in optimized parameters while including their interactions. See263

Xiao et al. (2014) for a step-by-step account of variance partitioning using Sobol’ indices.264

The indices were computed for each parameter, band and scale of observation as measure of265

contribution/importance in the observed spectral reflectance. Sensitivity analyses were done266

using multisensi and sensitivity packages in R (Iooss et al., 2020; Bidot et al., 2018).267

Table 1.2: Left: Ranges of parameters optimized in PROSAIL to invert CrownASD and CrownAISA

reflectance using a look-up table approach. Right: Ranges of parameters optimized in PROSAIL to
conduct sensitivity analyses with respect to the LOPEX database. The used abbreviations in full: Leaf
structure parameter (N), Chlorophyll a+b concentration (Cab), Carotenoid concentration (Car), Leaf
brown pigments (Cbrown), Equivalent water thickness (Cw) and Leaf dry matter content (Cm) and Leaf
area index (LAI).

Parameter Min Max Initial Min Max

N 0.8 2.5 1.65 1 2
Cab (mg. cm-2) 0 80 40 10 120
Car (mg. cm-2) 0.0001 20 10 5 30
Cbrown (mg. cm-2) 0 1 0.5 0 0
Cw (g. cm-2) 0.0001 1 0.05 0.005 0.04
Cm (g. cm-2) 0.0001 10 0.5 0.002 0.014
LAI 0 10 3 0 10
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1.4 Results268

1.4.1 Comparison of leaf and crown spectral reflectance269

The observed and modelled leaf and crown spectral reflectance are presented in Figure 1.4. Re-270

flectance at all scales of observation exhibited typical spectral reflectance patterns of vegetation271

but with statistical differences in magnitudes. The visible (VIS) part of the electromagnetic272

spectrum (450 - 700 nm) was characterized by the highest reflectance absorption features before273

500 nm and between 653 - 684 nm. Absorption features of similar magnitude as observed in VIS274

were as well observed in the shortwave infrared region - SWIR (1450 - 2450 nm) between 1450275

- 1500 nm and between 1892 - 2026 nm. In addition, there were relatively shallow reflectance276

absorption features at ≈ 1000 nm, ≈1250 nm in the near infrared region - NIR (701 - 1450277

nm) that increased in magnitude from LeafASD to CrownAISA scales. The highest reflectance278

across the spectrum were observed in NIR, followed by the SWIR 1 (1451 - 1850 nm).279

Leaf scale reflectance were on average higher than CrownASD and CrownAISA reflectance.280

However, individual spectral curves at CrownASD and CrownAISA scales were as high as leaf281

spectral curves in the near infrared part of the spectrum. In addition, leaf scale reflectance had282

the lowest variation among observations. The highest variation among reflectance was observed283

in CrownASD reflectance. There were significant differences in mean predicted reflectance284

across the entire range of the observed spectrum between LeafASD and both CrownASD and285

CrownAISA data (Figure 1.4). CrownASD and CrownAISA reflectance were similar across the286

spectrum expect around 800 nm (774 - 950 nm) where the mean reflectance of CrownAISA287

data was higher than the mean reflectance of CrownASD data. Spectral differences between288

CrownASD and CrownAISA mean reflectance from 1801 nm to 1949 nm should be ignored289

since these bands were masked out at CrownASD scale. Scale-related differences in mean290

reflectance were similar across studied species (Figure 1.8 in supplementary material).291

1.4.2 Separability among species leaf and crown spectral reflectance292

Figure 1.5 shows separability among pairs of species spectral reflectance at leaf and crown293

scales. Spectral reflectance at leaf scale exhibited the highest J-M values compared to the two294

crown scales. Separability between species pairs was highest in leaf spectral reflectance and295

lowest in CrownAISA reflectance. Different regions of the spectrum (VIS, red-edge; 700 - 720296

nm, NIR, SWIR) were important to distinguish at least one species pair, however, separability297

generally increased within SWIR, followed by the VIS and red-edge regions at LeafASD and298

CrownAISA scales. In contrast, VIS and red-edge regions exhibited the highest separability299

while NIR and SWIR regions exhibited generally similar J-M values at CrownASD scale. There300

were local peaks in separability in VIS (at 600 nm), red-edge, and SWIR (between 1450 - 1500301

nm and 1950-2100 nm) regions at all studied scales, but the peaks were more pronounced at302

LeafASD and CrownAISA scales.303

Separability among species pairs depended on the scale of observation and was generally304

more consistent at LeafASD and CrownAISA scales than the CrownASD scale. For example,305
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Figure 1.4: Top: Means, 5th and 95th percentiles of observed reflectance at LeafASD, CrownASD and
CrownAISA scales. Bottom: Mean modelled reflectance and the associated bootstrapping standard
errors at LeafASD, CrownASD and CrownAISA scales.

ash was separable from beech, hornbeam and lime in SWIR at both LeafASD and CrownAISA306

scales, while its separation from oak was best in NIR at LeafASD and CrownAISA. The pattern307

of spectral separation from ash changed at CrownASD scale. In a similar way, beech was least308

separable from hornbeam at LeafASD and CrownAISA scales but most separable from hornbeam309

at CrownASD scale (Figure 1.5, second and third rows). In addition, oak was separable from310

beech, hornbeam and lime in SWIR, and separability between oak and ash increased in NIR311

and VIS at both LeafASD and CrownAISA scales. This pattern of spectral separation from ash312

changed at CrownASD scale. (Figure 1.5, fifth row). Lastly, spectral separation from lime was313

least consistent across the observed scales. Lime was most separable from beech and hornbeam314

in SWIR at leaf scale but exhibited higher separability from oak and ash in VIS (at CrownASD315

scale) and in VIS, NIR and SWIR at CrownAISA scale.316
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Species: ● ● ● ● ●Ash Beech Hornbeam Lime Oak

Figure 1.5: Columns from left to right show Jeffries-Matusita (J-M) distances per species pair at LeafASD,
CrownASD and CrownAISA scales. The focal species is written in the row heading and the species in
comparison plotted by color shown in the legend. Notice that y-axes change with scale of observation
to emphasize inter-species differences at lower separability values.



1. Scale effects in broadleaved tree reflectance at leaf and crown levels 15

1.4.3 Model performance and predicted structure and foliar chemical contents317

Model performance results showed good correspondence between observed and modeled spectral318

reflectance justifying further analysis on contributions of predicted structure and foliar chemical319

contents to observed leaf and crown spectral reflectance using RTM sensitivity analyses (Section320

1.4.4). A comparison of observed and predicted reflectance showed higher model performance321

for PROSPECT-5B at LeafASD scale compared to PROSAIL at both crown scales (Figure322

1.6), but both models were generally successfull at predicting field observed spectral reflectance.323

However, correspondence between observed and predicted spectral reflectance highlighted a324

negative bias in the near infrared region at CrownASD scale and higher errors especially among325

shortwave infrared spectra at CrownAISA scale.326

Figure 1.6: Observed versus predicted reflectance at LeafASD (left), CrownASD (middle) and
CrownAISA (right) scales. The different parts of the electromagnetic spectrum are distinguished by
gray shades; VIS = Visible (450 - 700 nm), NIR = Near infrared (701 - 1450 nm), SWIR 1 = Shortwave
infrared 1 (1451 - 1850 nm), SWIR 2 = Shortwave infrared 2 (1851 - 2450 nm).

Table 1.3: Estimates of structure and foliar chemical content from inversion of PROSPECT-5B and
PROSAIL models at different scales of observation. LAI estimates correspond to only CrownASD and
CrownAISA scales. The used abbreviations in full: Leaf structure parameter (N), Chlorophyll a+b
concentration (Cab), Carotenoid concentration (Car), Leaf brown pigments (Cbrown), Equivalent water
thickness (Cw) and Leaf dry matter content (Cm) and Leaf area index (LAI).

LeafASD CrownASD CrownAISA

min mean max min mean max min mean max
N 1.142 1.539 2.280 0.800 1.589 2.500 1.254 1.985 2.500

Cab 10.340 42.430 100.000 39.940 40.060 40.370 39.950 39.990 40.050
Car 2.016 7.737 23.496 9.978 10.010 10.073 9.990 10.000 10.040

Cbrown 0.000 0.078 0.273 0.000 0.230 1.000 0.000 0.085 0.497
Cw 0.005 0.012 0.021 0.008 0.023 0.117 0.012 0.022 0.049
Cm 0.002 0.007 0.016 0.000 0.018 0.118 0.000 0.005 0.020
LAI 0.406 2.261 3.999 1.283 3.105 4.285

Predictions of structure and foliar chemical contents retrieved from inversion of observed327

spectral reflectance using PROSPECT-5B and PROSAIL models are presented in Table 1.3.328
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All predictions at LeafASD scale were similar in magnitudes and ranges to those reported in329

the reference dataset - the LOPEX database (Table 1.2, right). In a similar manner, ranges of330

N, Cw and Cm at CrownASD and CrownAISA scales compared well with observations in the331

LOPEX database (Table 1.2, right). However, there was less variation in estimates of Cab and332

Car at both CrownASD and CrownAISA scales compared to the LeafASD scale and to the333

LOPEX database. In general, the predicted values of LAI at both CrownASD and CrownAISA334

scales were low.335

1.4.4 Predicted contributions of structure and foliar chemical contents to observed336

leaf and crown spectral reflectance337

Model sensitivity at leaf scale was generally similar for parameters with ranges obtained from338

inversion of observed spectral reflectance with PROSPECT-5B and with ranges of the LOPEX339

database (Figure 1.7, Top panel). Sensitivity analyses at leaf scale showed variation in foliar340

chemical compounds to strongly affect reflectance in VIS with the highest contributions from341

chlorophyll a+b and carotenoid concentrations. The first-order indices showed the importance342

of chlorophyll a+b to have exceeded 75% between 547 - 709 nm while carotenoid contributions343

exceeded 35% between 506 - 528 nm. Within the same range of 506 - 528 nm, contributions of344

chlorophyll a+b content (28 - 35%) became lower than from carotenoid concentration. On the345

other hand, the leaf structural parameter had a generally limited effect in VIS with contributions346

between 3 - 21% for ranges from inversion of observed spectral reflectance and between 2 -347

18% for LOPEX ranges. As leaf brown pigments did not vary in the LOPEX database (see348

Table 1.2), sensitivity analyses with LOPEX ranges did not include the parameter, however,349

leaf brown pigments had no contribution to spectral reflectance in VIS when considering ranges350

from inversion of observed spectral reflectance. Therefore, interactions among chlorophyll a+b ,351

carotenoids and the leaf structure parameter contributed between 2 - 56% of observed variation352

when considering wider LOPEX ranges but their combined contributions reduced to between353

2 - 43% with generally shorter ranges from inversion of observed spectral reflectance. In both354

sensitivity cases of the leaf scale, the highest contributions from interactions among chlorophyll355

a+b, carotenoids and the leaf structure parameter came from wavelength shorter than 510 nm.356

The NIR region at leaf scale was dominated by contributions from the leaf structure param-357

eter and dry matter contents except in the red-edge part where chlorophyll a+b contributed358

between 0.62 - 0.89% of the observed spectral variation and thus higher in contribution than359

the leaf structure parameter (at < 34%) and dry matter content (at < 1%). Contributions of360

the leaf structure parameter ranged between 9 - 91% in NIR compared to 9 - 34% in red-edge,361

while dry matter content accounted for about 0.05 - 10.6% of the observed spectral variation in362

NIR and < 1% of the observed spectral variation in red-edge (Figure 1.7, Top panel). Equivalent363

water thickness only marginally influenced observed reflectance in NIR between 950 and 1370364

nm with local peaks in contribution corresponding to increased light absorption observed in365

Figure 1.4; at ≈ 1000 nm (950 - 1020 nm) and ≈ 1250 nm (1150 - 1250 nm). However,366

contributions of equivalent water thickness increased to 20 - 68% between 1369 - 1450 nm for367
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Figure 1.7: First-order sensitivity indices and interactions computed with PROSPECT-5B from ranges
of predictions of structure and foliar chemical compounds retrieved from inversion of LeafASD spectral
reflectance (Top left) and by ranges of the LOPEX database (Top right). The middle and bottom
panels show first-order sensitivity indices and interactions computed with PROSAIL from ranges of
predictions of structure and foliar chemical compounds retrieved from inversion of CrownASD spectral
reflectance (Middle left) and considering ranges of the LOPEX database (Middle right). The conditions
at CrownASD scale are mimicked through masking of bands affected by water vapour (Middle). In the
bottom panel, ranges of estimates of structure and foliar chemical compounds retrieved from inversion of
CrownAISA spectral reflectance (Bottom left) and considering ranges of the LOPEX database (Bottom
right). Spectral resampling mimicked bands of CrownAISA data. The used abbreviations in full: Leaf
structure parameter (N), Chlorophyll a+b concentration (Cab), Carotenoid concentration (Car), Leaf
brown pigments (Cbrown), Equivalent water thickness (Cw), Leaf dry matter content (Cm), Leaf Area
Index (LAI).
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narrower ranges from inversion of observed spectral reflectance and to 20 - 84% between 1321368

- 1450 nm wavelength for wider LOPEX ranges. Leaf brown pigments had marginal impact on369

spectral reflectance in NIR with the highest contributions ranging between 3 - 3.5% from 736370

- 762 nm wavelengths (Figure 1.7, Top panel left). In red-edge, contributions of leaf brown371

pigments content were minute (up to 0.9%). Similarly, interactions among the leaf structure372

parameter, dry matter content, and equivalent water thickness were of very low importance in373

NIR accounting for only < 2.4% of the observed variation in the region with LOPEX ranges374

and diminished to < 1.7% when leaf brown pigments were varied with respect to ranges from375

inversion of observed spectral reflectance.376

Contributions in the SWIR region at leaf scale came from equivalent water thickness, the377

structure parameter, dry matter content and their interactions, in that sequence of importance.378

There were unexpected differences in contributions within SWIR at leaf scale when considering379

ranges from inversion of observed spectral reflectance (Figure 1.7, top left) and the LOPEX380

database (Figure 1.7, top right). Equivalent water thickness reduced in importance when381

sensitivity analyses were run with a narrower range from inversion of observed reflectance382

compared to the wider range of the LOPEX database. A reduction in importance of equivalent383

water thickness with a narrower range came with an increase in contributions of the leaf384

structure parameter and dry matter content. Contributions of equivalent water thickness had385

local maximum values at 1430 nm, 1950 nm, and > 2400 nm that coincided with higher light386

absorption points in Figure 1.4 and higher separability values in Figure 1.5. At these local peaks,387

contributions of equivalent water thickness exceeded 60%. The highest contributions of leaf388

structure parameter and dry matter content in the SWIR region were between 1600 - 1700 nm389

and between 2100 - 2350 nm and coincided with local peaks in reflectance shown in Figure 1.4.390

Leaf structure contributed up to 64.4% of variation for the range from inversion of observed391

spectral reflectance and up to 44.2% of the variation for the LOPEX range. On the other hand,392

leaf dry matter content contributed up to 34% of the variation for the range from inversion of393

observed spectral reflectance and up to 12.8% of the variation for the LOPEX range at the394

local peaks seen in Figure 1.4 in SWIR.395

Sensitivity analyses of PROSAIL as calibrated by ranges from inversion of observed spectral396

reflectance and LOPEX ranges, yielded contrasting results at both CrownASD and CrownAISA397

scales (Figure 1.7, middle and bottom panels). Chlorophyll a+b (with contributions reaching398

> 75%) and carotenoids (with contributions up to 39.6%) dominated in importance among399

reflectance in VIS (between 530 - 700 nm) when sensitivity analysis was calibrated by wider400

LOPEX ranges (Figure 1.7 right, middle and bottom panels). However, the contribution of the401

two biochemical contents dropped to < 20% at both crown scales when considering narrow402

ranges from inversion of observed spectral reflectance (Figure 1.7 left, middle and bottom403

panels). The loss in importance of chlorophyll a+b and carotenoids in VIS with narrow parameter404

ranges was compensated by increases in contributions from the leaf structure parameter, brown405

pigments, dry matter content and interactions among parameters. However, predictions from406

sensitivity analyses considering LOPEX ranges at CrownASD and CrownAISA scales (Figure407

1.7 right, middle and bottom panels) were more consistent with predictions at LeafASD scale408
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(Figure 1.7, top panel) as compared to predictions from sensitivity analyses calibrated by ranges409

from inversion of observed spectral reflectance (Figure 1.7 left, middle and bottom panels).410

Inclusion of LAI in sensitivity analyses calibrated by LOPEX ranges at both crown scales as411

compared to the leaf scale, reduced contributions of the leaf structure parameter, chlorophyll412

a+b and carotenoids and their interactions in VIS. Specifically, the contribution of LAI ranged413

between 48.4 - 95.2% at bands < 500 nm. LAI diminished in importance to 0% between 525 -414

612 nm allowing for marginal effects from N (between 1.7 - 6.8%). It again increased up to 37%415

at 677 nm again coinciding with a reduction contribution from the leaf structure parameter and416

finally reduced to 0% from 696 - 700 nm where contributions from the leaf structure parameter417

were evident up to 2.4%. At bands where interaction among parameters in VIS increased in418

contribution (up to 31.8% in VIS), LAI had the least effect.419

The red-edge and NIR regions exhibited contradictions between predictions from sensitivity420

analyses calibrated after inversion of observed spectral reflectance and LOPEX ranges at both421

crown scales. Whereas contributions from equivalent water thickness, LAI and leaf structure422

parameter dominated the regions when sensitivity analyses were calibrated by ranges from423

inversion of observed spectral reflectance (Figure 1.7 left, middle and bottom panels), chrolophyll424

a+b, LAI and leaf dry matter content dominated the regions when sensitivity analyses were425

calibrated by ranges of the LOPEX database (Figure 1.7 right, middle and bottom panels).426

Similar to results in VIS, red-edge and NIR predictions from LOPEX ranges at both crown427

scales were more consistent with results at leaf scale compared to predictions obtained after428

inverting observed spectral reflectance. For example, chrolophyll a+b dominated red-edge with429

contributions > 75% while LAI dominated NIR with contributions up to 81.7% (Figure 1.7430

right, middle and bottom panels) replacing the significant contribution from N observed at leaf431

scale. On the other hand, contributions from the leaf structure parameter dominated red-edge432

between 17.6 - 57.2% at CrownASD scale and between 28.2 - 62.3% at CrownAISA scale433

compensating for a loss in sensitivity of chrolophyll a+b with narrower ranges (Figure 1.7434

left, middle and bottom panels). In addition, equivalent water thickness dominated NIR with435

contributions between 2.7 - 80.7% at CrownASD scale and 0 - 48.5% at CrownAISA scale436

(Figure 1.7 left, middle and bottom panels) corresponding to large differences in retrieved437

ranges of leaf dry matter contents at both crown scales (Table 1.3). However, unlike other438

parameters contributing to observed variation in NIR, contributions of equivalent water thickness439

in at both crown scales and for both sensitivity analysis cases were consistent with results at440

the leaf scale; suggesting generally successful inversion of observed spectral reflectance with441

respect to equivalent water thickness (Figure 1.7). Despite the differences in magnitudes of442

contributions from equivalent water thickness after inversion of observed spectral reflectance at443

both crown scales (Figure 1.7 left, middle and bottom panels), the local peaks seen at leaf scale444

between 950 - 1020 nm and 1150 - 1250 nm were preserved and corresponded with increased445

light absorption at those scales (Figure 1.4). Equivalent water thickness at CrownAISA scale446

contributed between 70 - 90% of the observed spectral variation at 1360 - 1450 nm; consistent447

for both sensitivity analysis cases and with results at leaf scale.448

Contributions in SWIR were generally dominated by equivalent water thickness at both449
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crown scales except for sensitivity analysis with ranges from inversion of observed spectral450

reflectance at CrownASD scale, where LAI dominated. Again notice that a wider equivalent451

water thickness range was retrieved from model inversion at CrownASD than at LeafASD and452

CrownAISA scales (Table 1.3). Contributions of equivalent water thickness at both crown scales453

were on average higher than observed at the leaf scale in the SWIR region (Figure 1.7 middle454

right and bottom panels). Similarly, local peaks in contributions of equivalent water thickness455

observed at leaf scale were preserved at both crown scales and coincided with increase in456

absorption of spectral reflectance (Figure 1.4). Inclusion of LAI into model parameters resulted457

into a reduction of contributions of the leaf structure parameter and dry matter contents458

within SWIR at both crown scales compared to the leaf scale. In addition, there was a peculiar459

increased in contributions of LAI (up to 83.5%) between 1850 - 1960 nm at CrownAISA scale.460

LAI contributions between 1850 - 1960 nm could not be assessed at CrownASD scale as the461

bands were masked out.462

1.5 Discussion463

1.5.1 Scales of observation464

This study presents results on the relative trade-off between features of tree spectral reflectance465

acquired by imaging and non-imaging spectroscopy and the spatial scale of observation. We466

only have a few studies on the linkages between non-imaging and imaging spectroscopy data467

(Asner et al., 1998; Clark et al., 2005). Studies with coincident spectroscopy data that removes468

confounding effects from differences in ages of observed vegetation and atmospheric conditions469

are all but lacking. There has been limited research at CrownASD scale partly because field-470

measured non-imaging spectroscopy data can be challenging to collect given the sizes and471

canopy structures of trees. This study was greatly facilitated by the existence of a canopy472

walk within Hainich National Park (Figure1.1), however, recent advances in use of UAVs (with473

imaging sensors) in forest monitoring may facilitate studies at the CrownASD scale.474

1.5.2 Properties of broadleaved tree spectral reflectance obtained from leaves and475

crowns476

The study shows that sampled leaves and crowns exhibited typical spectral reflectance patterns477

of vegetation. The reflectance absorption features in VIS are known to stem from photosynthetic478

pigment dominated by chlorophyll concentrations (Asner, 1998), of which discrimination of479

chlorophyll into a and b, and consideration of other photosynthetic pigments like carotenoids,480

anthocyanins (Gitelson et al., 2001), brown pigment, improve the accounting of observed481

vegetation reflectance properties in VIS (Féret et al., 2008, 2017). On the other hand, reflectance482

absorption features in SWIR are dominated by water content (Ceccato et al., 2001) while the483

high reflectance in NIR are determined principally by the structural properties of vegetation484

material (Slaton et al., 2001), and in our case excerbated by the woody nature of trees explaining485

why individual spectral reflectance at crown scales were as high as at the leaf scale. These486
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findings were generally confirmed by a comparison of predictions of contributions of structure487

and foliar chemical contents from RTM sensitivity analysis calibrated by ranges from inversion488

of observed leaf and crown spectral reflectance and the LOPEX dataset (Figure 1.7). Second,489

we show that means and variances of spectral reflectance shift downwards with changing the490

scale of observation from leaves to crowns. This finding confirms results from Clark et al. (2005)491

that used field-measured ASD and HYDICE spectral reflectance. We attribute the observed492

reduction/darkening in spectral reflectance from leaves to crowns to a reduction in leafy material493

and fine-scale shadows within branches. Third, our study shows increasing absorption properties494

in NIR (at ≈ 1000 nm and 1250 nm) from leaves to crowns. These absorption features can be495

attributed to multiple scattering of photons among leaves and other crown parts emphasizing496

the water absorption properties at local peaks in contributions of water content as for example497

seen in Figure 1.7 from leaves to crowns. A similar phenomenon was observed by Roberts et al.498

(2004). Lastly, we show that spectral variation across studied tree species increased from leaves499

to crowns and was highest at CrownASD scale. Asner et al. (1998) found that optical properties500

of woody vegetation were generally more variable than for fresh leaves explaining the increase501

in variability among reflectance at CrownASD scale where the possibility of scanning woody502

branches was higher. On the other hand, we attribute the reduction in variance across spectral503

reflectance at CrownAISA scale to full foliar cover at the time of data collection. Nonetheless,504

effects from using a halogen lamp as the source of radiation at the leaf scale and the sun at505

both crown scales may also have affected the observed variability at leaf scale relative to both506

crown scales.507

1.5.3 Discrimination among species spectral reflectance obtained from leaves and508

crowns509

Variation among species spectral reflectance as well as the spectral resolution affected species510

separability. There was a higher spectral variation at both crown scales and a lower spectral511

resolution of the CrownAISA scale (Figure 1.6). Hence, as we move to larger spatial scales512

and lower spectral scales, our ability to classify individual tree crowns to species decreases. A513

decrease is mainly due to a reduction in spectral ’purity’ (Figure 1.4) when the spatial resolution514

of observation exceeds the size of the reflecting object (minimum mapping unit). In addition,515

as we perform spectral resampling and smoothing, we lose fine-scale information potentially516

useful to discriminate species. Therefore, a balance between spatial and spectral resolutions517

is necessary to reduce spectral variation and yet preserve separability among species spectral518

reflectance. Our results show that the CrownASD scale exhibited higher species separability519

than observed at CrownAISA scale but the pattern of separability was not consistent with the520

other two scales of observation. We attribute the higher separability at CrownASD scale to521

a higher spectral resolution in comparison to CrownAISA scale. On the other hand, species522

separability at the CrownAISA scale was more consistent with the leaf scale compared to at523

CrownASD scale. This could be attributed to a reduction in leafy material as a consequence524

of a high spatial resolution at CrownASD scale. In other words, the lower spatial resolution at525
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CrownAISA scale allowed for observation of more leafy material at the respective LAI values526

of the sampled crowns, thus increasing spectral consistency with the leaf scale.527

We showed that generally all observed regions of the electromagnetic spectrum were useful528

in discrimination of species but VIS, red-edge and SWIR exhibited the highest discrimination529

power (Figure 1.6). In addition, we showed that separability in SWIR was actually highest530

at bands most affected by the amount of water content while separability in VIS and red-531

edge was highest at bands most affected by chlorophyll concentrations (Figure 1.7). This532

finding highlights the importance of rarely used vegetation characteristics like water content533

to discriminate studied broadleaved tree species at different scales of observation. However, it534

can not be ruled out that species adaptation or sensitivity to drought conditions could easily535

bias discrimination relying only on leaf water content. Further, this result confirms the utility536

of chlorophyll concentrations in discrimination of tree species (Figure 1.7). Considering that we537

studied only broad leaved tree species, it could be expected that the NIR region is less powerful538

for the discrimination of tree species with similar internal foliage structures.539

1.5.4 Utility of open spectral libraries for non-validated inversion of observed spec-540

tral reflectance obtained from leaves and crowns541

Figures 1.6 and 1.7 indicate PROSPECT-5B to have been relatively successful at inversion of542

observed spectral reflectance at leaf scale. These findings confirm reports by Ali et al. (2016a);543

Gara et al. (2019) regarding performance of the PROSPECT model in forest settings at leaf544

scale. In addition, our study results indicate that PROSAIL may have the potential to robustly545

retrieve equivalent water thickness at CrownAISA scale even with difficulties to predict other546

model input parameters at both crown scales. This may be due to the relatively very high547

sensitivity of reflectance in the NIR and SWIR regions of the electromagnetic spectrum to548

changes in equivalent water thickness at all studied scales of observation. However, model549

sensitivity analysis highlighted weaknesses of PROSAIL in a heterogeneous forest environment550

(Figure 1.7 and Table 1.3) especially regarding the retrieval of chlorophyll a+b and carotenoids551

at both crown scales. A comparative assessment of model input ranges from inversion of552

observed spectral reflectance and ranges of the LOPEX dataset showed that wider ranges553

generally resulted in higher contributions to model outputs and consistency in contributions554

across scales of observation (Figure 1.7). For example, very narrow ranges of chlorophyll a+b555

and carotenoid concentrations from inversion of observed spectral reflectance by PROSAIL556

resulted in smaller contributions to observed spectral variation at both crown scales and were557

inconsistent with generalized model assumptions (as discussed in section 1.5.2) as well as558

results at leaf scale. With the exception of equivalent water thickness at CrownAISA scale, it559

appears that PROSAIL can not estimate input parameters from inversion of observed spectral560

reflectance at both crown scales. The retrieval of structure and foliar chemical contents by561

inversion of observed spectral reflectance using PROSAIL was ill-posed at both crown scales.562

This means that different combinations of input parameters may produce similar spectral563

reflectance curves (Figure 1.6) resulting in inaccurate retrieval of model input parameters and564
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in turn different attributions of model input parameters to the variation in observed spectral565

reflectances. Considering that PROSAIL assumes the forest canopy as a collection absorbing566

and scattering tissues randomly distributed on a horizontal surface, the model may have failed567

to account for the complexity of vertically heterogeneous forest canopies. These unrealistic568

assumptions in forest settings have spurned others to explore more complex models (Ali et al.,569

2016b; Wang et al., 2018).570

To overcome model ill-position, Combal et al. (2002) recommended the use of prior infor-571

mation on ranges of structure and foliar chemical contents often acquired through rigorous field572

sampling and laboratory analysis that can be highly demanding for vertically heterogeneous573

forest canopies. Malenovský (2006); Ali et al. (2016a) reported significant improvement in574

accuracy of parameter retrieval after using prior information. However, information from non-575

representative samples may affect overall model specificity and sensitivity. The lack of validation576

data on structure and foliar chemical contents clearly limits our ability to gain further insights.577

However, we show that open spectral libraries combined with model sensitivity analyses can578

support identification of model inaccuracies stemming from theoretical uncertainty as opposed579

to physical uncertainty that can only be assessed with validation data (Malenovský et al., 2019).580

PROSAIL appears less suited for application in a heterogeneous forest environment and without581

validation data compared to 3D models as for example presented in Widlowski et al. (2015).582

In addition, our comparative approach highlights the utility of open spectral libraries like the583

LOPEX dataset from which typical ranges of physical and biochemical properties can be bench-584

marked across species. It should be explicitly noted that our approach was by no means intended585

to substitute field-sampled and laboratory-analyzed validation datasets in terms of accounting586

for model reliability and fidelity but is rather an initial check of model performance with regard587

to adherence to generalized assumptions such as contributions of structure and foliar chemical588

contents across the studied wavelengths. An additional caveat is that global sensitivity analyses589

like here presented will be limited to relatively simple RTMs like PROSAIL since the theoretical590

uncertainty of RTMs increases with increasing model complexity (Malenovský et al., 2019),591

making inclusion of prior information a more reliable option.592

1.6 Conclusions and outlook593

We draw the following conclusions from this study;594

1. The leaf and crown spectral reflectance of the sampled broad leaved species are generally595

similar between 400 nm - 2500 nm. A change from leaf to crown scales darkens spectral596

reflectance and increases the across-species variability. The highest variance among597

spectral reflectance in this study observed at CrownASD scale.598

2. Separability among species spectral reflectances is a function of the spatial and spectral599

resolution of imaging and non-imaging spectroscopy data collected between 400 nm -600

2500 nm, whereby all regions of the observed electromagnetic spectrum are important601

for separation with the SWIR emerging as the region highest importance.602
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3. Photosynthetic pigments especially chlorophyll a+b contribute most to the variation in603

spectral reflectance in the visible and red-edge regions of the electromagnetic spectrum604

while equivalent water thickness contributes most to the variation of spectral reflectances605

in the shortwave infrared region at all studied scales. Leaf internal structures determine606

variation in spectral reflectance in the near infrared region at leaf scale whereas LAI607

exerts a strong influence on the variation in spectral reflectance within NIR region at608

both crown scales.609

From an applied perspective, the new hyperspectral airborne systems and the upcoming satellites610

such as EnMAP, PRISMA, HISUI, CHIME, - at a 30 m GSD and 420 - 2500 nm spectral611

interval (Guanter et al., 2015), and the general need for continuing research on (non-) imaging612

spectroscopy (Schaepman et al., 2009), underline the importance and necessity of more specific613

scale-related analyses, if their products are to be validated appropriately (Malenovský et al.,614

2019). We expect that issues on the scale of observation addressed in this study may become615

of even greater importance in the near future when up-coming imaging spectroscopy satellites616

become operational.617
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Figure 1.8: Top row shows mean observed reflectance at airborne crown, in-situ crown and leaf scales.
The other panels show species-wise mean modelled reflectance and the associated standard errors at
airborne crown, in-situ crown and leaf scales.
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