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Summary

The arid and semi-arid lands (ASAL) cover close to 90 per cent of Kenya’s landmass and

are home to nearly 30 per cent of its population. Historically, the ASAL have however

suffered from limited political representation, weak integration into social services, and

low infrastructure investments. This marginalization has caused affected communities to

fall behind in economic development and overall welfare.

This thesis contributes to the understanding of two important aspects in the lives of

the predominantly pastoralist communities that inhabit Northern Kenya’s ASAL. The first

aspects relates to social trust, which is considered a fundamental component of economic

interaction and growth. The second aspect relates to nutrition, which is considered to

be a fundamental component of human and economic development. In particular, this

thesis aims at showing that increases in social trust and improvements of nutrition among

pastoralist communities can be achieved through the use of mobile phones.

This dissertation is composed of three papers, each highlighting a particular compo-

nent of the overall analysis. The first paper of this thesis in chapter II, is titled: “A Radius

of Trust? Contrasting Insights from Experiments and Survey Data”. It provides insights

into the trust culture of pastoralist communities in Turkana County, Northern Kenya.

The analysis is based on primary data collected in July/August 2018. We conducted an

incentivized version of the canonical trust game by Berg et al. (1995) with 402 partici-

pants. Using a between-subject design, trust was measured for three treatments: trust

towards people from one’s own village, trust towards people from a neighboring village,

and trust towards city dwellers from the county capital. While fellow villager and people

from a neighboring village are equally trusted, experimental data show that participants

place statistically significantly less trust into city dwellers from the county capital. We

argue that this phenomenon can be explained with the concept of the radius of trust. The

experiment is then contrasted with self-reported trust levels. Survey data differ from the

experimental data in the aspect that fellow villagers seem to be more trusted than people

from a neighboring village. A potential cause of this discrepancy lies in overstatements of

trust towards fellow villagers in the survey due to a social-desirability bias.

The second paper of this dissertation in chapter III, “Can Mobile Phones Build Social

Trust? Insights from Rural Kenya“ utilizes the same data set as the aforementioned

paper. The effect of mobile phone use on trust is the focal point of this second study. The

experiment is used here as a measurement for social trust. However, the source of variation
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exploited in this study is based on mobile phone usage of the participants rather than

the difference between the three treatment groups. To deal with bias due to unobserved

heterogeneity of users and non-users, we use a control function approach with mobile phone

reception as an instrumental variable. The results suggest that mobile phones might help

increase trust towards people that live far ways, namely towards people from the county

capital. No statistically significant effects are found with regard to trust towards people

who live closer, namely towards fellow villagers and people from a neighboring village. The

differential effect of mobile phones on trust could be explained by the fact that mobile

phones facilitate communication particularly between people that are distant from each

other.

The third paper of this dissertation in chapter IV is called “Can mobile phones improve

nutrition among pastoral communities? Panel data evidence from Northern Kenya”. This

study presents an impact assessment of the effect of mobile phone use and mobile phone

ownership on two indicators of dietary diversity. The study is based on six rounds of

secondary panel data collected from 2009 to 2015 in Marsabit County in the North of

Kenya. We show that the region is characterized by relatively low levels of dietary diversity.

At the same time, mobile phone usage has risen substantially in the observed time period.

We argue that mobile phone use and mobile phone ownership can be associated with

increases in dietary diversity. Several robustness checks suggest that easier access to

markets and purchased food contribute to this increase in dietary diversity.

Based on these three papers, we draw several conclusions. Firstly, we reinforce previ-

ous alerts that pastoralist communities in Northern Kenya do indeed face several severe

challenges: social trust in the region is low, and city dwellers from the county capital even

face particularly low trust levels. This lack of trust can potentially hamper social interac-

tion and economic development of the communities. Limited dietary diversity represents

another critical issue that became apparent through our analysis. As a consequence of

sub-optimal dietary quality, full evolvement of individuals and their skills might be con-

strained, thereby restricting the economic potential of affected households.

At the same time, we show that mobile phones represent a particularly powerful tool

in the hands of pastoralist communities. The technology has the potential to improve

important welfare dimensions. Mobile phones can be associated with increases in trust

towards people from the county capital, which might help reduce some of the aforemen-

tioned challenges. Furthermore, mobile phones can be associated with more diverse diets.

This improvement of a concrete and highly relevant household welfare dimension reinforces

the advantages that the mobile phone technology has brought and continues to bring to

pastoralist communities.
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Chapter 1

General Introduction

Rural development is a global challenge. It belongs to the Post-2015 Development Agenda

set by the United Nations (UN) and constitutes political agenda in various countries. One

particular rural region in sub-Saharan Africa is formed by the arid and semi-arid lands

(ASAL) of Kenya. The region is predominantly inhabited by pastoralist communities and

characterized by several challenges, amongst others high poverty rates, undernourishment,

high child mortality, weak legal systems, as well as low levels of trust (Amwata et al., 2016;

Bonfoh et al., 2016; Bauer and Mburu, 2017). Complex interdependencies between these

challenges and the historic and political conditions that are at play have hampered the

development of social programs that help alleviate poverty and increase welfare in the

ASAL in a comprehensive and sustainable manner (Odhiambo, 2013). Neither ‘trickle

down’ effects nor interventions based on centralized, ‘top-down’ approaches have shown

to be effective in the past (Seid et al., 2016).

Economists can however contribute to improved policies and programs by improving

the general understanding of the conditions under which the targeted population lives.

Profound apprehension of smaller elements such as particular social norms, motivations, or

reactions towards new technologies can reveal constraints and thereby help devise effective

policies. The potential of this approach and the importance of field work and economic

experiments in achieving this understanding were recently recognized through the Nobel

Prize in Economics1 in 2019.

Up till now, we are lacking a sufficiently deep understanding of the communities that

inhabit Northern Kenya’s ASAL. This lack of understanding is also due to several radical

changes to the region and its peoples over the last years: changes in land tenure systems,

climate change, and the availability of new technologies such as mobile phones or the

internet all have major implications on pastoralists’ lives and their economic behavior

(Bonfoh et al., 2016; Debsu et al., 2016; Herrero et al., 2016).

To add knowledge to the existing body of literature on pastoralist communities, this

thesis presents three studies on this topic. In particular, the studies focus on a lack of

trust and undernutrition as two existing challenges among pastoralist communities and

1Officially named the Sveriges Riksbank Prize in Economic Sciences in Memory of Alfred Nobel.
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how mobile phones can act as tools to alleviate these issues. The following section provides

detailed information on the research area and the issues of trust and nutrition, as well as

their relation to each other. Section 1.2 highlights the synergy between mobile phones and

the pastoralist lifestyle and provides a short overview on relevant research addressing this

synergy. Section 1.3 states the general research objectives and provides an outline for the

remainder of this dissertation.

1.1 Trust and Nutrition among Pastoralist Communities in Northern

Kenya

This thesis presents three studies, all of which are based on household data from Northern

Kenya. Both studies laid out in chapter 2 and chapter 3 are based on primary data

collected in Turkana County in 2018. The study presented in chapter 4 utilizes secondary

panel data from Marsabit County covering the years from 2009 to 2015. The ASAL in

Northern Kenya are a distinctive environment, which differs from other settings typically

analyzed in research on rural sub-Saharan Africa. To allow a better grasp of the study

environment, this section provides a brief introduction of the two regions. A special focus

is given to trust and to nutrition in Northern Kenya, as these two aspects are at the core

of this thesis.

Figure 1.1 shows the location of Turkana and Marsabit within Kenya. The two coun-

ties are neighbors, only separated by the Lake Turkana. They are Kenya’s two largest

counties in terms of surface area (68,680 km2 and 70,961 km2 respectively). The Survey

Report on Marginalized Counties in Kenya viewed the two remote rural counties as the

country’s most marginalized regions (Commission on Revenue Allocation, 2012). Reliable

and representative data from Turkana and Marsabit are scarce. According to the last

official census in 2009, Turkana and Marsabit have a population density of 12 people per

km2 and 4 people per km2 respectively. Infrastructure in the two counties is consider-

ably weak: only 2% of the total roads in Turkana were paved in 2012. Marsabit did not

have any paved roads at that time according to the Commission on Revenue Allocation

(2013). Electricity is available to merely 2.4%, and 7.5% of the households in the two

counties. Health outcomes are critical as well. Only only 65.8% of the children between

six to 60 months have adequate height for their age. In Marsabit, this figure is slightly

higher at 66.9% adequate height for age (Commission on Revenue Allocation, 2013), but

still indicates severe development deficiencies.2

Physical capital such as roads and electrical infrastructure foster economic develop-

ment. That said, social capital is paramount for the economic development of a region

as well (Woolcock and Narayan, 2000). Trust between people (also referred to as social

2It should be mentioned that the authors’ impressions gained during field work in Turkana in 2018
do not fully match these figures. Especially the access to electricity and percentage of paved roads for
the county of Turkana seems to have improved over the nine years between census and data collection.
Nevertheless, the figures given here are the most recent official numbers that we are aware of.
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Figure 1.1: Map of Kenya highlighting Turkana and
Marsabit County

Notes: Location of Turkana County (dark grey), including the
internationally disputed Elemi Triangle (diagonally striped dark
grey), and location of Marsabit County (black).
Source: Own elaboration based on NordNordWest, used under
license: Creative Commons by-sa-3.0 de, CC BY-SA 3.0 de,.

trust), which is a central feature of social capital (Woolcock and Narayan, 2000), facilitates

collaboration and economic interactions between individuals (Arrow, 1972). Research on

social trust has therefore gained considerable interest among development economists over

the last few decades.

Research on social trust among pastoralist populations of low-income countries how-

ever is scarce. Apart from Cronk (2007), Ensminger (2001), and Grillos (2018), we are

not aware of other studies, that focus on social trust among pastoralist communities of

a low-income county. This research gap is notable, since the relevance of social trust for

economic interactions is reinforced by the environment in which most pastoralist communi-

ties of low-income countries live: the weakness of legal services available to most members

of pastoralist communities is one important contributor to the relevance of trust in this

context. Trust is an important mechanism to overcome market failures such as imperfect

contract enforcement (Karlan, 2005). Economic transactions require each partner’s trust

to be larger than the fear of such imperfections being exploited. The fact that Northern

Kenya’s population is highly scattered presents another contributor to the importance of
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trust for these communities. The low population densities in the two counties result in

long physical distances between people and invoke high monitoring costs. In case these

costs exceed the benefit of an economic interaction, people are required to rely solely on

trust. Mobile phones and cheaper means of transportation such as motorbikes have re-

duced monitoring costs in recent years, but the barrier remains considerable. Northern

Kenya also has a long history of violent conflicts between pastoral tribes (Bond and Mkutu,

2018). Lack of trust between tribes is both a cause and consequence of intertribal conflicts

and impedes solutions to share resources peacefully and effectively (Schilling et al., 2012).

Finding ways to increase trust therefore could contribute to mitigating conflicts and their

adverse consequences (Noonan and Kevlihan, 2018). Due to this environment, research

on trust among pastoralists in Northern Kenya is particularly important.

Beside the challenge of social trust, nutrition presents another critical issue for the

pastoralist populations of Northern Kenya. The census of 2009 reveals that only two out

of three children (0.5 – 5 years) in Turkana and Marsabit have adequate height for their

age (Commission on Revenue Allocation, 2013). This situation is worrying considering the

enormous negative effects of growth failure in early life on human, social, and economic

capital (Hoddinott et al., 2013).

A major reason for inadequate child growth is poor nutrition (Onyango et al., 1998;

Arimond and Ruel, 2004). Nutritional challenges however also exist beyond low height-

for-age scores of children and extend to adult members of pastoralist communities as

well: Pastoralists in Northern Kenya for example have also shown to exhibit inadequate

intakes of Vitamin A, B12, and C (Iannotti and Lesorogol, 2014). Vitamin A deficiencies

among mobile pastoralists have also been identified as a severe problem by Crump et al.

(2017). Between 15% and 32% of mobile pastoralists analyzed in Crump et al. (2017) had

a Vitamin A deficiency, depending on ethnic group and season.

The circumstances that cause the low nutritional status among pastoralist commu-

nities in Northern Kenya are manifold. Given that pastoralism is the main lifestyle of

most people, livestock products form a large share of household food consumption. This

dependency makes food availability particularly sensitive to extreme weather conditions

such as droughts and floods, both of which occur frequently in Northern Kenya (Bauer and

Mburu, 2017). Even for of sedentary or semi-sedentary households, food crop production

is limited due to the dry climate (Mburu et al., 2017). To diversify diets, household there-

fore rely on food markets. In Northern Kenya, such food markets are however rare and

far between (Mude et al., 2012). For example, pastoralists in Marsabit need more than

three hours to reach the nearest food market (Mude et al., 2012). Research on methods

to increase nutritional outcomes in Northern Kenya is therefore valuable.

How do social trust and nutrition relate? At first glance the two dimensions do not

seem to have much in common. In fact, we are not aware of any study, empirical or

theoretical, that links a person’s social trust to her nutrition or vice versa. However, both

aspects can be viewed as prerequisites - or at least as important drivers - for development.
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From a macro perspective, social trust can be seen as driving force for societies’ economic

development (Knack and Keefer, 1997; Zak and Knack, 2001; Algan and Cahuc, 2010).

Trust even appears to be a deeper determinant of economic growth than schooling or

governance (Bjørnskov, 2012). From a micro perspective, adequate nutrition too can be

seen as a prerequisite for development. In this case however, development does not refer

to economic growth of a region, but rather to physical and cognitive growth of individuals.

Several studies suggest that malnutrition and in particular micro-nutrient deficiencies can

impair cognitive development of children (Nyaradi et al., 2013) and can have adverse effects

on later stages in life.

This section shows that social trust and nutrition are two critical issues among North-

ern Kenya’s pastoralist communities. Both of these dimensions are analyzed more thor-

oughly in this dissertation. Mobile phone use among pastoralist communities represents

the third central aspect of this thesis. The following section therefore lays out the recent

adoption of mobile phones among pastoralist communities in low-income countries and

sketches out chances and challenges of mobile phone use.

1.2 Mobile Phones and Pastoralists

Mobile phones enable fast, cheap, and convenient communication with a wide variety of

people. The new possibilities of providing and acquiring information have wide-ranging

implications on livelihoods, especially in rural Africa (Aker and Mbiti, 2010; Nakasone

et al., 2014; Sekabira and Qaim, 2017). While mobile phones have been used in urban

areas and by sedentary producers in rural areas for quite some time, we only recently

observe an exceptionally rapid diffusion of this technology among pastoralists (Asaka and

Smucker, 2016; Djohy et al., 2017). In Marsabit county the proportion of households using

a mobile phone on a daily basis increased from 23% in 2009 to more than 70% in 2015

(Gesare et al., 2017). This adoption rate is remarkable, given that pastoralist communities

are rather conservative and reluctant towards foreign technologies and innovations (Djohy

et al., 2017). The substantial increase in mobile phone adoption this indicates that the

technology is particularly well-suited to the lifestyle of pastoralists and able to meet crucial

information and communication needs.

Pastoralists depend on communication and information for the organization of live-

stock and everyday life activities. We therefore explain the synergy between pastoralism

and mobile phones by specific characteristics of the mobile phone technology as well as

existing needs of pastoralists. These needs include information on forage availability, loca-

tion of water supplies, livestock prices and volumes, current states of conflicts, onset dates

of rains, flooding events, or the delivery of food aid (Rasmussen et al., 2014; Seid et al.,

2016). This list is far from exhaustive and could be expanded at length. These types of

information are traditionally acquired by inquiring friends, family, elders, or traditional

seers (Rasmussen et al., 2014; Balehegn et al., 2019).
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Given that an urgent need for information exists, the mobile phone has several char-

acteristics and features that comply with the situation and lifestyle of most pastoralist

communities. Mobility presents a key aspect in this regard because it is at the core of

many pastoralists’ lives. Being mobile can be seen as a centerpiece of pastoralists’ resilience

(Cissé and Barrett, 2018), livelihood (Adriansen, 2008; Turner and Schlecht, 2019), and

even identity (de Bruijn et al., 2016). Mobility is therefore clearly a desirable trait for a

technology so that it fits well into pastoralists’ lives. In opposition to landline phones for

example, the mobile phone technology – even carrying the aspect in its very name – is

portable and therefore meets this need.

The relative ease of acquiring and using a mobile phone presents another vital aspect

that explains the synergy. Using a phone is relatively intuitive and does not require high

individual capabilities. Two capabilities, namely integration into public administration

and literacy, are particularly noteworthy here: Pre-paid subscriptions of mobile phones

do not necessitate strong levels of integration into public administration. In most cases,

users are neither required to have a bank account, a postal address, nor a steady source

of income. Pre-paid contracts are therefore particularly appealing to people without such

integration or regular income This is a strong advantage for the mobile phone technology,

since limited integration into social services and public administration can still be observed

for many pastoralists communities (Bonfoh et al., 2016).

As mobile phones allow oral communication, many pastoralists can use them relatively

easily. Oral communication is still paramount for information exchange among most pas-

toralists (Mertz et al., 2016; Seid et al., 2016), also because the low levels of literacy

observed among many pastoralist communities make other forms of communication based

on written words or numbers challenging. Over the course of time, several communities

have developed sophisticated oral communication traditions, such as the dagu by Afar

pastoralists in Ethiopia (Seid et al., 2016; Balehegn et al., 2019), which play an important

role in receiving and providing information. Communication based on spoken words or

voice messages has the potential to be embedded in these informal traditions (Nilsson

and Salazar, 2017) thereby facilitating the adoption and integration in already established

communication practices.

Compared to other infrastructural projects that enable communication such as the

construction of paved roads or the establishment of an exhaustive landline phone network,

the mobile phone technology requires smaller investments by governments or private com-

panies. In addition, most pastoralist communities inhabit vast landscapes and the large

plains can facilitate signal transmission (Vidal-González and Nahhass, 2018). This fur-

ther increases the cost-benefit ratio of this technology compared to other communication

channels such as roads or landline phones.

The above-mentioned characteristics show that mobile phones represent a powerful

and useful instrument that fits exceptionally well to the pastoralist lifestyle. Because

pastoralist communities in sub-Saharan Africa still face several severe challenges and since
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most structural tickle down and ‘top-down’ approaches to these challenges have shown to

be ineffective, the enormous potential of mobile phones has started to attract interest by

researchers over the last five to ten years. Mobile phones can be used for a wide range

of social and economic activities. The technology therefore has the potential to shape

and influence numerous diverse aspects of pastoralists’ everyday life. This is reflected in

the broad range of academic disciplines in which research on this relationship has recently

emerged, including research from the fields of economics, sociology, geology, environmental

management, and human health. This diversity is notable, given that the overall number

of studies on this topic is still relatively small.

1.3 Research Objectives and Outline

The previous sections highlight social trust and nutrition as two important challenges for

pastoralist communities, as well as the development potential of mobile phones in this

context. The next section describes the research objectives, contribution, and outline of

this dissertation.

Section 1.1 shows that trust is relevant for pastoralist communities in Northern Kenya.

A deeper understanding of the trust culture can therefore help comprehend economic

behavior of pastoralists and improve the design of social programs in the region. The

objective of chapter 2 is therefore to increase the understanding of how far pastoralists

extend their trust. To do so, chapter 2 discusses results of a trust experiment (Berg

et al., 1995) conducted with participants of a pastoralist community in Turkana County,

Northern Kenya. We measure and compare trust towards fellow villagers, towards people

from a neighboring village, and towards city dwellers from the county capital. We then

test if the results can be explained by the concept of the radius of trust (Harrison, 1985;

Fukuyama, 2000; Freitag and Traunmüller, 2009) and contrast the experiment to survey

trust measurements. The aspect of rural development in a low-income country is kept

subtle in the paper, since experimental measurements of the radius of trust are novel

and relevant beyond this particular context. The paper is therefore written for a more

generally interested readership.

The objective of chapter 3 is to measure the effects of mobile phones on social trust

among pastoralist communities. Mobile phones have recently become available to most

pastoralist communities and already affect several aspects of their lives. Mobile phones

facilitate communication, which suggests that their usage might be positively associated

with social trust (Buchan et al., 2006; Ben-Ner and Putterman, 2009; Labonne and Chase,

2010). At the same time, a lack of trust might restrict the potential of mobile phones (Butt,

2015; Djohy et al., 2017). Thus, a quantitative analysis of this relationship is particularly

important and does – to the best of our knowledge – not exist up till now.

Chapter 4 analyses the relationship between mobile phones and nutrition. The objec-

tive of chapter 4 is to investigate the potential of mobile phones to alleviate malnutrition
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among pastoralists for example by increasing household incomes, enabling collective action

for food purchases, or disseminating knowledge on places and time of food aid distribu-

tion. To do so, chapter 4 analyzes the effects of mobile phones on dietary diversity of

pastoralist communities in Marsabit County, Northern Kenya. While previous research

on this domain exists for rural farming households (Beuermann et al., 2012; Sekabira and

Qaim, 2017), we are the first to analyze longer-term effects and the effects in a pastoralist

context.

To conclude the thesis, chapter 5 provides a résumé of all three studies and connects

the findings to derive more thorough policy recommendations. Potential limitations of the

study and important areas of future research are also discussed.



Chapter 2

A Radius of Trust?

Contrasting Insights from Experiments and Survey Data

Abstract

A person’s reach of efficient economic activities is strongly influenced by the extent to
which she grants trust towards other people. The radius of trust has recently gained
interest as a concept to elucidate the underlying principles of how far a person extends
her trust. However, empirical research on the radius of trust has up to now only been
grounded in survey data. In this paper we use an incentivized experiment, namely the
trust game, and two sets of survey questions to i) identify and localize the radius of trust
and ii) contrast experimental and survey results regarding the radius of trust. To do so,
we measure trust layers of 394 semi-nomadic pastoralists in rural Kenya conditional on
three levels of social distance: trust towards people from one’s own village, trust towards
people from a neighboring village, and trust towards city dwellers from the county capital.
Experimental data suggest that city dwellers are excluded from the radius of trust and
face particularly low trust levels, while people from one’s own village and from neighboring
villages are inside the radius of trust. Survey data do not suggest any clear-cut radius
of trust. Implications for development practitioners and further research on the radius of
trust are discussed.

Keywords: radius of trust, social distance, trust, field experiment, pastoralism, Kenya.
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2.1 Introduction

Trust is an essential part of economic interactions. Nearly all activities involving the

exchange of goods or services require at least some degree of mutual confidence (Arrow,

1972). Since trust is fundamental for productive cooperation, trust deficits can be severe

barriers for economic development (Zak and Knack, 2001; Algan and Cahuc, 2010). Recent

years have therefore seen trust taken center stage of economic research.

A person’s trust can be sensitive to the relationship between trustor and trustee (Kar-

lan, 2005; Buchan et al., 2006; Etang et al., 2011; Newton and Zmerli, 2011; Burns, 2012;

Ansink et al., 2017; Gupta et al., 2018). If trust is seen as a property of a specific trustor-

trustee interaction rather than a stable attribute or disposition, it follows that trustors can

– and most likely do – exhibit different levels of trust depending on the target or object

of trust. Accounting for such differentiation with respect to the object of trust is “crucial

for uncovering the true role of trust as a civic force” (Delhey et al., 2011, p. 789).

One important differentiation of trust1 is described through the radius of trust (Har-

rison, 1985; Fukuyama, 2000; Welch et al., 2007; Freitag and Traunmüller, 2009; Etang,

2010; Delhey et al., 2011; Reeskens, 2013; Mattes and Moreno, 2018). The radius of trust

indicates “the circle of people among whom cooperative norms are operative” (Fukuyama,

2000). Trust towards people within the radius of trust is generally described as “thick”,

while people outside of the radius face “thin” trust (Mattes and Moreno, 2018).

The radius of trust is an essential trust construct since it determines the inclusivity

of the circle of cooperation for a given person or group. Civic cooperation is higher with

people within the radius of trust than people outside of the radius of trust. Economic

interaction between two agents can therefore be challenging if one is excluded from the

other’s radius. As a result, the radius of trust can have a major influence on a person’s

scope of economic activity. However, past economic research has focused rather on overall

levels or intensities of trust. Much less attention has been devoted to analyzing its radius

(van Hoorn, 2014).

The few studies that have looked at the construct of the radius of trust rely on survey

questions (Welch et al., 2007; Etang, 2010; Delhey et al., 2011; Reeskens, 2013). The

predictive power of such self-reported trust questions for actual economic behavior is

however subject of a lively scientific debate (see Bauer and Freitag (2018) for a recent

overview). Up to now it is unclear whether evidence for the radius of trust can also be

drawn from experiments. We are not aware of any experimental study particularly aimed

at analyzing the radius of trust. A comparison of these two methods concerning the radius

of trust does ergo not exist as well.

The objective of this paper is twofold. First, we use an incentivized experiment, namely

the trust game by Berg et al. (1995) to measure trust towards three different groups, each

1The literature on trust generally distinguishes between social trust and political trust (Newton, 2001).
In this paper we focus solely on the former and use the term trust in the following to refer to social trust.



A Radius of Trust? 11

associated with an increasing length of interactive social distance. This helps reveal if

people differentiate between thick and thin trust and more importantly approximating

where the line between the two types of trust is drawn. Second, we use two sets of survey

trust questions that relate to the same targets of trust as the experiment to examine

whether survey results regarding the radius of trust coincide with experimental findings.

To our knowledge we are the first using experiments to measure the radius of trust and

the first contrasting findings of an experiment and survey questions in this matter.

Our analyses focus on pastoral communities in Northern Kenya. The context of rural

and remote pastoralism is in itself an interesting case for research on trust in general, and

on the radius of trust in particular. The region suffers from low institutional quality and

little economic modernity. Both these factors are thought to have a negative influence

on the radius of trust (Delhey et al., 2011). At the same time, pastoral communities in

Eastern Africa have adapted to the challenging surroundings of the region2 with close-knit

networks and strong social ties (Davies and Bennett, 2007), which could point towards a

more inclusive and wider radius of trust.

Despite this remarkable context, research on trust among pastoralist communities in

low-income countries is scarce. We are aware of only three related studies (Cronk, 2007;

Ensminger, 2001; Grillos, 2018). While the relevance of trust in this context becomes

apparent in all three studies, Ensminger (2001) and Grillos (2018) both indicate that

pastoralists’ trust might differ substantially depending on the object of trust. Taking a

closer look at pastoralists’ trust culture will therefore serve as an further step in closing

this research gap.

Given the context of rural pastoralism in northern Kenya, the radius of trust can have

important implications for policy makers and development practitioners. Aid project or

insurance programs that are targeted at rural populations and bear the potential to reduce

poverty or risk exposure can suffer from lower uptake if providers of the service are not

trusted (Takahashi et al., 2016; Platteau et al., 2017) or might not even be accepted at all.

Providers or program officers that are aware of where the radius of trust of the targeted

population begins can identify suitable trusted agents that promote the program or service

and facilitate successful collaboration more easily.

2.2 Theoretical Framework

2.2.1 The Radius of Trust

A fundamental strand of trust research relates to the question if trust is unidimensional or

if different dimensions of trust can be identified. While results are not entirely concordant,

recent evidence converges to the proposition that (at least) two dimensions of trust exist.

One type is called particular, thick, bonding, or specific trust and refers to a narrow circle

2Social challenges arise among others from frequent droughts, violent conflicts between tribes (Bond
and Mkutu, 2018) as well as political and social marginalization.
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of people that are socially close. The other type is called general, thin, bridging, diffuse, or

abstract trust and refers to people that are more socially distant and unfamiliar (Putnam

et al., 1993; Yamagishi and Yamagishi, 1994; Stolle, 2002; Freitag and Traunmüller, 2009).

However, interpretations about the scope of the former type of trust vary. Some scholars

construe particular trust in a narrow sense and only relate it to people that are well-known

such as friends, family or close neighbors (Fafchamps, 2006; Freitag and Traunmüller,

2009); others interpret particular trust more widely and also relate it to people that are

not directly known but belong to the same identity group or clan (Putnam et al., 1993;

Newton and Zmerli, 2011; Mattes and Moreno, 2018). In some cases, trust towards people

that are not necessarily personally known, but share a common identity is referred to as

identity-based-trust and treated as a third and independent trust dimension (Stolle, 2002;

Freitag and Bauer, 2013).

The radius of trust emerges from this multidimensionality and can be understood as

the border between two trust dimensions. Certain cooperative norms are active among

people within the radius and less active or not active at all with people outside the radius

(Fukuyama, 2000). We adopt Gambetta’s (2000, p. 217) view that “trust [. . . ] is a

particular level of the subjective probability with which an agent assesses that another

agent or group of agents will perform a particular action, both before he can monitor such

action (or independently of his capacity ever to be able to monitor it) and in a context in

which it affects his own action.” Let PX and PY now be the subjective probability with

which a certain agent (Z) assesses the likelihood of cooperation with persons X and Y

respectively. The social distance that agent Z associates with persons X and Y is DX

andDY . The agent Z ′s radius of trust is denoted as RZ . Combining Gambetta’s definition

of trust with the concept of the radius of trust brings forth two deductions: First, if two

persons lie within the radius of trust, they are assessed with a similar subjective probability

of cooperation:

DX ≤ RZ ∧DY ≤ RZ → PX ≈ PY . (2.1)

Second, if one person is inside the radius of trust and another person is not, the first

person is assessed with a considerably larger probability of cooperation compared to the

second person:

DX ≤ RZ ∧DY > RZ → PX > PY . (2.2)

Several studies using both experimental and survey data present contexts in which people

exhibit less trust towards people that are more socially distant (Buchan et al., 2006; Etang

et al., 2011; Burns, 2012; Binzel and Fehr, 2013). The deduction presented in propositional

expression (2.1) however suggests that even when a person associates two other persons

with a different length of social distance, he or she might not discriminate between them

in terms of trust, if both are inclusive his or her radius of trust. The second deduction

implies that a third, even more socially distant person however is trusted less, if he or she

is excluded from the radius of trust.



A Radius of Trust? 13

To analyze the radius of trust it is therefore necessary to have at least three different

objects of trust that are associated with varying degrees of social distance. The more trust

levels for different objects of trust are specified, the more precisely the radius of trust can

be located. Most experimental studies that link social distance and trust however treat

social distance as a binary characteristic and define it as either zero or unity depending

on whether two persons do or do not belong to the same group. While such binary

comparisons are useful setups to point out ingroup/outgroup trust biases, they allow only

limited conclusions on the radius of trust.

Propositions (2.1) and (2.2) consist of three elements: social distance, trust, and the

radius of trust. Multiple techniques are available to measure the two former elements.

The radius of trust however is unknown and also not directly measurable. It is therefore

impossible to assess if the statements on the left-hand sides of propositions (2.1) and

(2.2) are indeed true. Since we cannot assume logical equivalence, we can only infer

with certainty from the statements on the left-hand side of propositions (2.1) and (2.2)

to the statements of the right-hand side. In other words, observing a true statement

on the right-hand side is not sufficient to infer that the statement on the left-hand side

must be true as well. It is therefore important to note that empirical analysis cannot

provide any prove for or against the existence of the radius of trust. We can however

analyze if experimental and/or survey data match the model’s predictions while ruling

out alternative explanations. The first hypothesis therefore states:

H1: There is a radius of trust which leads to different trust levels for the in-group and

out-group.

2.2.2 Measuring Trust

The importance of trust for interpersonal relationships is widely recognized. There is

however an expansive academic discussion on how trust can be measured adequately.

Experiments and survey questions present the two most popular methods to do so. The

former have the advantage of revealing actual behavior and – if incentivized – bearing real

economic consequences for the respondent. The latter are cheaper, easier to collect, and

allow for more design flexibility. Analyses concerned with more complex dimensions of

trust such as time horizons of trust or more specific trust domains are thus easier done

using surveys rather than experiments. Depending on what aspects and which targets of

trust are of interest, survey questions might be more convenient. The relative rigidity of

trust experiments compared to survey questions is presumably a reason for the scarcity

of experimental studies on more complex trust issues such as the radius of trust. Their

findings should nevertheless coincide when both methods deal with the same target of

trust.

Experimental data on trust is generally considered to be a decent proxy of actual trust

(Bouma et al., 2008; Cárdenas and Carpenter, 2008). Correlations between experimental
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measurements and survey questions however remain widely disputed with contradicting

results found in several studies (Glaeser et al., 2000; Karlan, 2005; Danielson and Holm,

2007; Etang et al., 2012; Paul et al., 2016). The divergence of results has led to the as-

sumption that the informative value of survey questions hinges on the context in which

they are used (Etang et al., 2012). This study presents two contexts, namely the sample

of sub-Saharan pastoralists and the methodical focus on the radius of trust, for which a

comparison of survey and experimental trust data does not exist up to now. The suitabil-

ity of survey questions for either context is therefore unclear. To shed light on this aspect,

we measure trust with incentivized experiments as well as survey questions and contrast

the results of the two measuring methods. The second hypothesis consequently states:

H2: The measurement of the radius of trust is independent of the method used for elici-

tation.

2.3 Data

This study uses primary data collected from July to August 2018 in Turkana County,

Northern Kenya. We followed a two-stage sampling approach. In the first stage, we se-

lected five larger clusters of villages with approximately fifteen villages in each cluster. All

villages lie within a one to two hours’ drive from the county capital of Turkana County34.

We randomly selected four to five villages from each cluster. In the second step, we ob-

tained lists of all households living in each of the selected villages with the help of local

area chiefs. Afterwards 20 to 26 households per village were randomly selected and the

household head invited for participation. All but two of the invited households accepted

the invitation and finished the interview. In case the household head was unavailable, the

second person in charge of that household was invited. The sample includes 402 households

from 17 villages.

2.3.1 Trust

2.3.1.1 General Setup

We conduct a variant of the trust game by Berg et al. (1995) (BDM), which has become

one of the most established experiments to measure trust. The BDM involves two players,

here called player A and player B. Several variations of the BDM exist, but the game is

usually set up in the following way: player A is endowed with some amount of money.

She can send a share of this endowment to player B. The researchers then triple whatever

amount is sent. Upon receiving the tripled amount, player B can choose to send any share

3Due to intertribal conflicts involving violent raids and road blocks, one group of villages was not safely
accessible. The final sampled villages were drawn from the remaining four groups.

4The county capital of Turkana County is Lodwar and has a population of approximately 48,000 people
(Commission on Revenue Allocation, 2013).
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of this money back to player A. This transfer concludes the game. There is usually no

communication allowed between the two players, before, during, or after the game and

both players remain anonymous. The share of the amount sent by player A is regarded

to measure his/her trust in player B; the amount returned by player B is referred to as

his/her trustworthiness.

The actual players’ identities are usually kept secret during and beyond the game to

ensure that individual choices cannot be traced back. Experimental trust studies on social

distance therefore create exogenous variation by providing some general information, so-

called cues to identity about player B, for instance the player’s religion, gender, ethnicity,

or surname. In the study at hand, player A received information on where player B lived5.

We conducted three treatments by letting the respondents play the trust game with a

partner belonging to one out of three possible groups: based on a between-subject design,

respondents were either paired with another fellow villager, or with a villager from a

neighboring village, or with a city dweller from the county capital. We assigned treatment

randomly at the individual level.

We endowed each respondent with 500 Kenyan Shillings (about 5 USD). This amount

of money is substantial for most households in Turkana, since more than ninety percent

of the people in that region live below the poverty line of 1.90 USD per day (Turkana

County Government, 2014). The high stakes of the experiment increased the financial

consequences of each decision and the attractiveness of the survey. The threat of having a

biased sample in which only more trusting individuals accept the invitation to participate,

while lower trusting individuals do not participate is consequently small. All payouts were

realized, since random payment has shown to bias behavior in the trust game (Johnson

and Mislin, 2011).

The amount sent in the trust game is generally considered a valid measurement for

player A’s trust in player B and has shown to explain actual behavior with regard to

social capital (Cárdenas et al., 2013). Some aspects other than trust might however also

affect sending decisions, most notably risk aversion, altruism, or fairness (Chetty et al.,

2020; Houser et al., 2010; Brülhart and Usunier, 2012; Schechter, 2007; Cárdenas et al.,

2013). While we admit that it is difficult to completely isolate the trust component of the

sending decision, we designed the experiment in a way to keep other influences as small

as possible.

We let respondents play both role of the sender and the receiver. The fact that every

player B had also initially played the game as a player A was clearly communicated to

each participant (see Appendix A.1.1.1) and should reduce sending motivations based on

fairness (Schechter, 2007).

We furthermore included an incentivized Eckel and Grossman (2002) task at the end of

5Cues to identity about the approximate physical distance to player B’s group are motivated by Karlan
(2005). He finds that when people know the exact person with whom they are playing, more trust is placed
in people who live close by.
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the data collection (see Table A3). This additional experiment allows the approximation

of respondents’ risk preferences, for which we can later adjust our analyses.

Lastly, we not only consider the sending decision of player A, but also analyze the

amount that player A expected to receive back from her player B. Conditional on the

pairing in the game, this variable allows capturing player A’s expectations regarding the

amount that either a fellow villager, or neighboring villager, or city dweller would return.

This expectation is detached from other potential influences such as altruism or risk pref-

erences. Unlike choosing to send money in the trust game however, statements about the

expected return do not have any real monetary consequence for player A, since the actual

amount returned by Player B is not influenced by these statements.

2.3.1.2 Specifics for Measuring the Radius of Trust

Since player A’s total payoff depends on how much player B decides to return6, player

B’s response conditional on player A’s choice needs to be known. If player A and player

B are both part of the same experimental session, this sequentiality is unproblematic;

player A and player B not participating in the same session, however, can cause com-

plications. Past research has dealt with this issue in different ways. Etang et al. (2011)

waited with all payouts until data collection was fully completed, causing a time lag of

seven days between playing the game and receiving remuneration. Gupta et al. (2018) held

experimental sessions simultaneously in different villages, but transmitted information on

amounts sent and received via mobile phones. It is also possible to trick respondents into

believing that they play with a certain counterpart (deception), when this counterpart

actually does not exist – or at least does not participate in the game – as done for ex-

ample by Tanis and Postmes (2005). If player A fully believes the researchers, simulated

counterparts theoretically produce the same results as real counterparts. However, people

behave differently in exchange situations, when they know that they are paired with a

computer rather than an actual human being (Sanfey et al., 2003). Respondents that do

not fully believe the researchers are therefore likely to alter their actions. Johnson and

Mislin (2011) find evidence for this bias in the trust game.

Due to the long physical distance between the county capital and our target villages, we

were unable to have joined experimental sessions with both pastoralists and city dwellers.

Waiting to complete the payouts until all data were collected also proved difficult due to

challenges in tracking down the semi-nomadic respondents and the generally low levels of

trust among the target population. We therefore employed the strategy method, which is

commonly used in trust game literature (Johnson and Mislin, 2011; Sapienza et al., 2013).

The strategy method relies on asking player B how much she would like to return

to a player A, given all potential amounts that player A might have sent. Player A had

500 KSh at her disposal and could make transfers in steps of hundred Kenyan Shillings.

6Except for the case in which player A sends nothing.
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We therefore asked player B about her returns for all five possible positive amounts sent.

Johnson and Mislin (2011) do not find that using the strategy method affects behavior of

player A in the trust game. A comprehensive description of how players were matched

is presented in the Appendix A.1.2 and and Table A1. Sending decisions of respondents

paired with a neighboring villager made in the last session were not consequential, since

there were no subsequent sessions in which the sending decision could have been used. To

ensure incentive compatibility, we exclude these eight observations from the analysis (see

Table A1).

Only people from the respective village were physically present in each experimental

session, while city dwellers and pastoralists from neighboring villages were absent. This

could result in a game-theoretical advantage of intra-village pairings over inter-village

pairings and pairings with city dwellers. Several characteristics of our design ensured that

this potential source of communication bias is kept to a minimum. First, we prohibited

any questions or comments about the game during the explanation in the group7. We also

made it very explicit that violations of this rule would lead to exclusion from the game.

Two assistants, one of which was a well-known and respected elder of the region, constantly

supervised the respondents. Second, we told respondents if they were paired with a fellow

villager or with a neighboring villager or with a person from the county capital in private

just before they made their decision. Third, we kept all decisions anonymous. If player A

and player B found some way to agree on a cooperation where player A’s promise to send

substantially and player B promise to return substantially, each player B still has strong

incentives to deviate from this agreement since his/her player A has no way to punish a

contract breach.

2.3.1.3 Experimental Procedure

Since a large share of our sample is illiterate and unfamiliar with economic experiments, we

opted for a single blind protocol giving respondents enough room for individual questions.

Some of the respondents, especially the elderly, also suffered from reduced dexterity and

required manual assistance in handling the banknotes. Our presence could have introduced

some bias in the respondents’ actions compared to a double blind procedure. Single blind

protocols are however usually used in low income country contexts (Barr, 2003; Karlan,

2005; Schechter, 2007; Etang et al., 2011; Johansson-Stenman et al., 2013). Johnson and

Mislin (2011) do not find that deviating from a double blind protocol induces significant

biases in player A’s behavior. The script used during the experiment is shown in the

Appendix A.1.1. The sequence of all elements of the data collection is presented in Table

A2.

With the exception of the corresponding author, all members of the research team

7We explicitly encouraged respondents to ask questions or state any uncertainties about the game later
in private.
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directly involved in the data collection are native Turkana. One of the eight people in the

team was born in the county capital, and all of them spent at least some period of their

life in an urban environment. No member ever lived in one of the sampled villages.

We derive two trust variables from the experiment. The first measurement of trust is

the amount sent in the trust game. As mentioned earlier, respondents could send money

to player B in steps of 20% of their initial endowment. The share of the amount sent

consequently has a discrete distribution, is left-censored at zero, and right-censored at

100%. Our second trust measurement based on the experiment is the expected return:

after respondents chose how much they wanted to send, we asked them how much money

they expected to be returned by Player B. We define the expected return as the share of

the amount that player A expected player B to return relative to the total amount received

by player B. If player A sent nothing, we mapped her expected return to zero.

2.3.1.4 Survey Questions

After playing the trust game, we conducted short surveys with each respondent, as part

of which we also asked two sets of trust related questions. One set included context

independent trust questions and another set focused on trust questions within a specific

context. In the former set we asked three questions: “How much do you trust people living

in [A: this village? B: neighboring villages? C: the county capital?”]. Respondents could

choose between the answering options “Not; a little; somewhat; a lot” as done for example

by Mattes and Moreno (2018). Due to the respondents’ unfamiliarity with percentages

and self-evaluation on continuous numeric scales, we used discrete answering options with

labels rather than continuous scales. Throughout the data collection we used the actual

name of the county capital.

Our context dependent trust question depicts a concrete scenario in which respondents

stated their belief regarding other people’s behavior. We asked three questions: “Assume

that you are walking in [A: your village; B: a neighboring village, C: the county capital]

and 1,000 KSh (approximately 10 USD) that are yours fall out of your pocket without

you realizing it. Someone else from [the village/county capital] sees that the money fell

out of your pocket. He or she can pick up the money and take it as his/her own without

incurring any punishment or he/she can tell you that you lost the money. How likely do

you think it is that he or she will tell you that you lost the money and return it to you?”

The answering options were “Very unlikely; rather unlikely; rather likely; very likely”.

The context dependent questions are similar to questions used by Sapienza et al. (2013)

and Etang et al. (2012), who ask about the likelihood of a lost wallet being returned.

2.3.2 Social Distance

Social distance has a fundamental influence on interpersonal relationships and individual

economic decisions (Akerlof, 1997). To conceptualize social distance it is first necessary
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to clarify which aspects of social distance are actually being targeted. This is particularly

important when social distance and trust are jointly analyzed, because both concepts

exhibit substantial overlap. Hoffman et al. (1996) for example define social distance as

“the degree of reciprocity that subjects believe exist within a social interaction”, which

closely resembles many definitions of trust. To allow for a more precise differentiation

between trust and social distance, this paper focuses on the dimension of social distance

that is based on the interaction frequency between two persons, namely interactive social

distance (Kadushin, 1962; Karakayali, 2009).

The frequency of interaction between two persons can be measured on a continuous

scale; interactive social distance is therefore also likely to follow a continuous – or at

least step-wise – distribution. The gradual nature of interactive social distance is in

contrast to forms of social distance based on binary group identity or group affiliations,

which dominate the trust literature, and makes interactive social distance a well-suited

dimension to capture the radius of trust.

2.4 Results

This section provides the results of our analyses with the overarching objective to a)

analyze if the theoretical predictions of the radius of trust are supported by experimental

behavior and b) contrast if survey trust suggests the same results as the experiment.

Descriptive statistics first give an overview of the sampled population’s socioeconomic

characteristics. Comparisons of behavior in the trust game and survey answers for the

three treatments are then based on population means. Regression analyses afterwards

corroborate if findings also hold conditional on the respondents’ characteristics.

2.4.1 Descriptive Results

Table 2.1 reports summary statistics of the sample. We show characteristics that have been

found to be relevant determinants of trust in previous studies, for example age, education,

gender, and income. Other characteristics are relevant particularly in a pastoral setting,

such as the livestock owned by the households.8 The sample is largely homogenous in terms

of religion (Christianity), ethnicity (Turkana) and language (Turkana). This homogeneity

is vital for trust research, since understandings and interpretations of experiment and

survey trust can differ strongly depending on cultural backgrounds (Cronk, 2007; Reeskens

and Hooghe, 2008; Torpe and Lolle, 2011).

Income and education levels in the sample are considerably low. More than 85% of the

respondents never went to school. With 8.09 members, the average household is relatively

large, which is due to several generations and other relatives often residing in one common

homestead.

8Treatment in the trust game was assigned randomly. Descriptive statistics differentiated by treatment
are presented in Table A4 in the Appendix.
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Table 2.1: Summary statistics for total sample (N = 394)

Variable Mean/share
Standard
deviation

Range

Age [years] 39.64 14.43 [13;80]
Constant relative risk aversion coefficient (CRRA)a 2.18 2.00 [0;5]
Distance to the next paved road [walking minutes] 27.43 45.03 [1;420]
Education [years] 1.14 3.01 [0;14]
Female 0.51
Herd size [TLU]b 32.80 35.81 [0;251.2]
Household size 8.11 3.86 [1;25]
Income per year [1,000 KSh] 5.55 11.45 [0;95]
Mobile phone user [1 = yes] 0.81
Religion [1 = Christian] 0.98
Village size [100 people] 5.63 3.94 [1.75;15.60]
Years lived in the village [percentage of lifetime] 0.77 0.32 [0.02;1]

Notes: CRRA = Constant relative risk aversion. TLU = Tropical Livestock Unit. KSh =
Kenyan Shillings.

a Elicitation method based on an incentivized Eckel and Grossman (2002) task (see Table A3).
b One tropical livestock unit equals 1 head of cattle, or 0.7 of a camel, or 10 goats, or 10 sheep

(Mburu et al., 2017).
Source: Own elaboration.

In this study, we measure trust towards three different groups: fellow villagers, people from

a neighboring village, and city dwellers from the county capital. To ensure that the radius

of trust lies within one’s scope of analysis, it would be necessary to measure trust towards

groups that are socially closest and would therefore undoubtedly lie within the circle of

trust, that is spouses, best friends, or close family, as well as trust towards groups that

are socially most distant and would therefore undoubtedly lie outside the circle of trust,

that is unknown people with whom one shares minimal similarity. Extremely narrow

or extremely wide radii might otherwise lie outside the range of analyzed trust levels.

These corner solutions are however of little relevance from an economic perspective, when

economic interactions with such groups occur at a low frequency.

Table 2.2 reports shows how often respondents in our sample interact with people from

neighboring villages and the county capital. As expected, neighboring villages are visited

considerably more often than the county capital. Only nine percent of the respondents

never or at least extremely rarely visit the county capital. The other 91.12% visit the

county capital at least once a year and are therefore likely to engage in situations in which

trust towards city dwellers might be relevant. The three groups analyzed in this study

therefore cover a wide range of interactive social distance, but still represent groups of

people with whom pastoralists in a rural setting actually engage in some form of economic

interaction e.g. ad hoc market interactions to purchase livestock, processed foods, or

basic electronic devices. Trust towards a fellow villager thus relates to the closest possible

platform of economic interaction for the respondents; trust towards a city dweller relates

to the border of social distance that is still relevant for most respondents in our sample;
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Table 2.2: Frequency of interaction with neighboring villagers or city dwellers

Visiting...

...neighboring villages [%] ...the county capital [%]

...at least once a year 99.76 91.12

...at least once a week 93.91 20.81

...every day 75.38 5.58

Equal interaction frequency (Wilcoxon signed-rank test) z = 16.813***

Notes: N = 394.∗∗∗p < 0.01,∗∗ p < 0.05,∗ p < 0.1.
Source: Own elaboration.

trust towards a person from a neighboring village relates to a middle part between these

two extremes, because interactive social distance is longer compared to one’s own village

but shorter compared to the county capital.

2.4.2 Comparison of Means

Figure 2.1 shows levels of trust towards fellow villagers, towards people from a neighboring

village, and towards city dwellers for four different measurements of trust. The first three

bars of Subfigure 2.1a represent the share sent in the trust game. Respondents sent on

average 34.5% to fellow villagers. Only slightly more was sent to people from a neighboring

village, but the difference of 1.0 percentage points is not statistically significant (p = 0.61).

City dwellers received only 26.4% on average. Mann-Whitney U tests prove the differences

between the share sent to city dwellers and both fellow villagers and villagers from a

neighboring village to be statistically significant at a 1% level.

The second bar triplet of Subfigure 2.1a shows the share that respondents expected

player B to return. When paired with a fellow villager, respondents expected to receive

back 52.5% of the amount that player B received. In pairings with a person from a

neighboring village, respondents expected to receive 0.3 percentage points more compared

to intra-village pairings. This difference is not statistically significant (p = 0.96). When

paired with a city dweller from the county capital, respondents expected player B to send

back only 45.4% of what they received. The difference between pairings with city dwellers

and intra-village pairings is statistically significant at a 10% level according to a Mann-

Whitney U test (p = 0.07). The same holds for the difference between pairings with city

dwellers and inter-village pairings (p = 0.07).

The first set of bars of of Subfigure 2.1b shows the share of respondents that answered

the context independent survey questions with either “somewhat” or “a lot”. Since the

survey questions were answered by the entire sample, we have 394 observations for each

dimension of interactive social distance. A little more than half (54.8%) of the respondents

stated their trust towards fellow villagers. A little less than half of the respondents (47.8%)

stated to trust people from a neighboring village and only 23.1% said to trust city dwellers
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Figure 2.1: Trust levels using experiments and survey questions
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Notes: Differences between means are tested for statistical significance using the Mann-Whitney U test
(Subfigure a) and the sign test (Subfigure b). ∗∗∗p < 0.01,∗∗ p < 0.05,∗ p < 0.1.
Source: Own elaboration.

from the county capital. We use sign tests that incorporate all four possible answering

options of the survey question. All differences are statistically significant at a 1% level.

The second bar triplet of of Subfigure 2.1b shows the share of respondents that an-

swered the context dependent survey question with either “very likely” or “rather likely”.

The context dependent survey question regarding their own village was answered posi-

tively by 46.2%. The respective values concerning a neighboring village and the county

capital are 36.3% and 19.5%. We again use sign tests that incorporate all four possible

answering options. Similar to the context independent survey question, all differences are

statistically significant at a 1% level. Disaggregated survey responses are shown in Figure

A1 and Figure A2 in the Appendix.

2.4.3 Regression Analyses

Since treatment was assigned randomly, the comparison of means represents an unbiased

method to detect differences in trust across the three treatments. To corroborate the
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stylized facts and analyze if results change when socioeconomic characteristics are included,

we also employ formal regression analyses.

Multivariate regression results for the four trust variables are presented in Table 2.3.

Column (1) has the amount sent as the dependent variable and coefficients are based on a

censored interval estimator. Column (2) has the share expected to be returned by player

B as the dependent variable and coefficients are based on a tobit model. Trust towards

fellow villagers is the reference point.

As mentioned earlier, each respondent answered six survey questions: a context de-

pendent and a context independent question concerning trust towards a person from a)

the same village, b) a neighboring village and c) the county capital each. To compare the

answers for these three levels of social distance, we combine a), b), and c) in one regres-

sion. Consequently we have only two regressions instead of six: one for context dependent

survey trust and one for context independent survey trust. Since each respondent now

appears in the regression with three observations, the sample size is three times as large as

the original sample size. Both context dependent and context independent questions have

four ordinal answering options. While the order of the answering options is unambiguous,

distances between adjacent answering options are unknown and might be inconsistent.

The answer “rather likely” could for example be closer to the answer “very likely” than

to the answer “rather unlikely”. Consequently we run ordered logistic regressions, but

robustness checks show that results are robust for other estimation techniques such as

ordered probit or techniques that do not account for potential differences in distances

between answering options.

The results overall confirm the stylized facts presented in Figure 2.1: Respondents

place significantly less trust in city dwellers compared to fellow villagers and people from

a neighboring village. This is consistent for both experimental and survey measurements of

trust. While the survey questions also suggest a step-wise decline of trust with regards to

people from neighboring villages, outcomes of the trust game do not. In fact, raw sending

decisions of the trust game even show larger shares sent to people from a neighboring

village compared to fellow villagers, albeit marginal and insignificant. Regression results

for the control variables’ coefficient estimates can be found in Table A5 in the Appendix.

How do these findings relate to the theoretical implications of the radius of trust? As

shown earlier, (interactive) social distance increases from the same village, to the neigh-

boring village, up to the county capital. We first look at experimentally measured trust:

city dwellers are trusted substantially less than fellow villagers or people from a neighbor-

ing village. Trust towards people from the same village is however very similar compared

to trust towards people from neighboring villages: depending on the outcome variable, the

difference between intra-village and inter-village trust ranges from -1.0 percentage points

to -0.3 percentage points.

All logical statements presented in section 2.2 are true under these conditions, if the

radius of trust lies between people from the neighboring village and city dwellers: social
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Table 2.3: Multivariate regression analyses on the radius of trust
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(1) (2) (3) (4)

Trust towards people from
the same village (SV)

BASELINE BASELINE BASELINE BASELINE

Trust towards people from a
neighboring village (NV)

1.167 0.197 -0.305*** -0.186**
(1.886) (2.778) (0.099) (0.082)

Trust towards city dwellers
from the county capital (CD)

-7.889*** -8.361** -1.626*** -1.023***
(2.742) (3.661) (0.142) (0.104)

Control variables? YES YES YES YES

N 394 394 1,182 1,182

Wald test: NV = CD *** * *** ***

Notes: Estimates in column (1) are based on censored interval regression. Estimates in column
(2) are based on a tobit model. Estimates in columns (3) and (4) are ordered log—odds
estimates from ordered logistic regression. Standard errors shown in parentheses are robust and
clustered at the village level for columns (1) and (2), and clustered at the individual level for
columns (3) and (4). The control variables are: age, constant relative risk aversion coefficient,
distance to the next paved road, education, gender, herd size, household size, income, mobile
phone use, village size, and the years lived in the village. ∗∗∗p < 0.01,∗∗ p < 0.05,∗ p < 0.1.
Source: Own elaboration.

distance to fellow villagers is longer than social distance to neighboring villagers, but

trust levels towards these two groups are similar. This is in accord with proposition (2.1);

city dwellers are even more socially distant, and trust levels towards city dwellers are

indeed substantially lower. This is in accord with proposition (2.2). The trust experiment

therefore suggests that a) pastoralists do exhibit a radius of trust, and b) that this radius is

drawn so that fellow villagers and people from a neighboring village are within the radius

and city dwellers from the county capital are outside of the radius. We therefore confirm

hypothesis 1.

Trust levels based on the survey questions manage to reproduce the disparity of trust

towards fellow villagers and trust towards city dwellers that becomes evident through

the experiment. However, survey trust deviates from the experiment in the sense that

the difference between intra-village and inter-village trust is substantial and statistically

significant. As a result, the survey questions do not support the claim that people from

a neighboring village are within the radius of trust as defined in section 2.2. We thus do

not find support for hypothesis 2.
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2.5 Discussion

Our analyses are – as virtually all empirical studies that employ some form of statistical

tests – based on testing a statistical model incorporating the hypothesis that a particular

effect has a certain size. In the study at hand we test if differences in trust between

treatment groups are zero. Two aspects regarding the limits of statistical hypothesis

testing deserve further discussion here.

First, statistical significance does not per se imply economic significance: effects can

be statistically significant, but when effect sizes are small in absolute terms, they might

not be economically relevant. As shown in Figure 1, all statistically significant differences

between treatments also have a substantial effect size. Transfers sent towards city dwellers

for example are on average 23.6% lower than transfers to fellow villagers, and 25.8%

lower than transfers to people from a neighboring village. The pitfall of a “sizeless stare”

(McCloskey and Ziliak, 1996; Hirschauer et al., 2018) can therefore be avoided in this

study.

The second and far more intricate limitation is the difficulty to draw conclusions from

statistically insignificant effects. A large p-value suggests that the null-hypothesis should

not be rejected, but does not provide any evidence in favor of the null-hypothesis. As long

as the p-value is not equal to one, there is always an alternative hypothesis that is more

compatible to the data than the null-hypothesis (Greenland et al., 2016). This renders

proving negatives, for example that a difference between two treatments is precisely zero,

extremely difficult. Translated to our case, it means that there is no statistical certainty

that experimental trust between fellow villagers and neighboring villagers is actually the

same. In fact, it is rather unlikely that the difference is precisely zero. However, the

theoretical framework on which we built our analysis does not necessarily require groups

within the radius of trust to face strictly equal levels of trust. It is sufficient if trust towards

groups within the radius is similar, thus allowing room for small potential differences.

The differences between intra-village and inter-village trust we find in the experiment

are only marginal: the 95% confidence intervals for the differences in means between inter-

village and intra-village pairings only range from -3.2 points to 5.2 points for the amount

sent and -5.9 points to 6.4 points for the expected return. Trust towards fellow villagers is

therefore sufficiently similar compared to trust towards people from a neighboring village,

to support the claim that the radius of trust lies between people from a neighboring village

and city dwellers from the county capital.

How can the deviation of measuring techniques regarding differences between intra-

village and inter-village trust be explained? First, it is important to note that the general

trends of the two measuring techniques presented here correspond to other existing studies.

A monotonously falling relationship between social distance and survey trust is also seen

in other studies based on survey trust (Etang, 2010; Mattes and Moreno, 2018). We

are aware of only one other study that offers a comparison of experimentally measured
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trust for both intra-village and inter-village relations: Etang et al. (2011) conduct a trust

experiment in two Cameroonian villages without a focus on the radius of trust and find

that people send statistically significantly more to fellow villagers (74%) than to people

from the other village (63%). We do not observe this discrimination in the study at hand.

However, expected returns displayed in Etang et al. (2011) are actually very similar for

intra-village pairings (46%) and inter-village pairings (47%). This resembles our finding

that experimental trust towards fellow villagers and neighboring villages is rather similar.

An explanation for the deviation of survey trust and experimental trust could be

based on an overestimation of survey trust in fellow villagers relative to trust towards

more socially distant groups. Respondents might for example purposefully overstate their

trust towards fellow villagers, because they want to present themselves as a particularly

connected, trusting, and trustworthy member of the community and hope for some reward

in the future. In an incentivized game however, trust towards fellow villagers is shown

to be somewhat lower than the orally reported trust. This form of social desirability

bias would then support the claim that survey trust is not a sufficiently precise predictor

of actual trust in some contexts. However, the survey questions do coincide with the

experiment regarding statically significantly lower trust towards city dwellers compared to

fellow villagers and people form a neighboring village. This can be interpreted as support

for the validity of survey trust questions.

2.6 Conclusion

Trust is an important mechanism to overcome market failures such as imperfect contract

enforcements. Economists have therefore long argued that trust deficiencies are responsible

for much of the economic underdevelopment in the world (Arrow, 1972). The radius of

trust presents a key trust aspect because it indicates how far a person extends his or her

trust. It thereby determines the reach of productive economic interaction within a society

(van Hoorn, 2014).

Up to now, the relatively scarce research on the radius of trust exclusively relied on

survey questions. In this study we have used an incentivized experiment, namely the trust

game by Berg et al. (1995) and two sets of survey questions to localize the radius of trust

of pastoralists in Northern Kenya and contrast the results of both measuring methods.

We find that behavior in the trust game can be well explained by the concept of the

radius of trust. Pastoralists’ trust towards people from the same village closely resembles

trust towards people from neighboring villages, even though social distance towards the

latter group is considerably longer than to the former group. This suggests that both

groups are included in the radius of trust. Trust towards people from the county capital

is substantially lower compared to both trust towards fellow villagers and trust towards

people from neighboring villages, which suggests that city dwellers are excluded from the

radius of trust.
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Survey questions in contrast do not fully coincide with the results of the incentivized

experiment. This adds fuel to the fire concerning the discussion about the validity of

survey trust questions. We do not give one-sided support for either side however: the

survey questions manage to reproduce the disparity of trust towards fellow villagers and

trust towards city dwellers that becomes evident through the experiment. This supports

the validity of survey trust questions. However, the survey questions also indicate a trust

difference between fellow villagers and people from a neighboring village. This difference

is not statistically significant in the experiment. This deviation of survey trust and exper-

imental trust could be based on an overestimation of survey trust in fellow villagers. The

existence of a clear-cut radius of trust can therefore not be drawn from survey questions

in the context at hand.

Our results suggest that experimental measuring techniques are inevitable for further

research on the radius of trust and should at least complement survey data. At the same

time, it is methodology desirable to measure trust towards multiple different groups, in

order to localize the radius of trust as precisely as possible. The three groups presented

in this paper constitute the minimal number of groups needed to draw conclusion on the

radius of trust and further research based on a larger number of groups can certainly help

drawing a more detailed picture. In particular it might be worthwhile to use experiments

to measure trust towards very close persons such as family members or close friends.

The technique of matching players presented in this paper could be useful to reduce the

logistical challenges that such an extensive research design would entail.

The political situation in the analyzed region caused some constraint to our sampling

procedure. Areas of Turkana County that are physically close to neighboring tribes are

particularly prone to raids and conflicts. Four of the 21 villages that were initially targeted

for data collection were thus inaccessible for the research team during the time of data

collection. The inability to include these communities might have reduced the represen-

tativeness of the data at hand for the rest of the county’s population. These areas should

be included in further follow up research, when intertribal tensions reduce.

The results of this study are relevant for policy makers and development practition-

ers. Kenya’s national policies have recently shifted their focus more towards supporting

pastoral livelihoods (Odhiambo, 2013). The relative lack of trust towards people from

the county capital should con-cern any person that works with pastoralists, but does not

come from a Turkana village, because such trust deficits could lead to lower coopera-

tion of pastoralists and thus hamper the implementation of development projects. The

involvement of trusted agents might help overcome trust barriers and secure successful col-

laboration. Our results suggest that suitable agents do not necessarily need to come from

each individual village, since people of neighboring villages seem to be similarly trusted.



28



Chapter 3

Can Mobile Phones Build Social Trust?

Insights from Rural Kenya

Abstract

Since trust is associated with economic development, societies could in principle reap sub-
stantial benefits from higher levels of trust. How such increases of trust within a society
can be achieved, however, is hardly understood up to now. In this study, we analyze
whether the usage of mobile phones can help build social trust among communities of
semi-nomadic pastoralists in Northern Kenya. We measure trust with an incentivized
trust game and differentiate between trust towards fellow villagers, trust towards people
from a neighboring village, and trust towards city dwellers from the county capital. We
analyze 394 households and employ a control function approach to account for potential
endogeneity of mobile phone use. We find that using mobile phones can enhance social
trust. However, such gains only occur with respect to trust towards city dwellers from the
county capital. Mobile phone use does not statistically significantly increase trust towards
fellow villagers or towards people from a neighboring village. This heterogeneous effect of
mobile phone use on trust may be driven by the substantially longer physical distance of
the respondents to city dwellers compared to the distance to fellow villagers and people
from a neighboring village. Furthermore, we find that a longer duration of mobile phone
ownership is associated with a reduction in trust towards city dwellers from the county
capital compared to shorter durations of mobile phone ownership.

Keywords: field experiment, ICT, Kenya, mobile phones, trust.
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3.1 Introduction

Generalized trust, which refers to trust towards people that are not well-known (Yamagishi

and Yamagishi, 1994; Stolle, 2002; Uslaner, 2002; Freitag and Traunmüller, 2009), is needed

for many situations of economic interaction such as daily market activities. Considering

the function of trust as a lubricant for social interaction, a lack of generalized trust can

severely restrict a person’s reach of efficient economic exchange. Increases of generalized

trust within a society thus have the potential to create large efficiency gains (Fafchamps

and Minten, 2002; Fafchamps, 2006).

Given the importance of trust for social interaction and various welfare dimensions,

a growing body of economic, sociological, and psychological research has been devoted

to examining the circumstances under which trust can thrive. A reoccurring notion in

all three disciplines is that communication represents a key factor in the formation of

trust (Lewicki et al., 2006; Glanville and Paxton, 2007). Ostrom et al. (1992) for example

find that communication and sanctioning in a common pool resource experiment lead to

substantially more efficient outcomes. In a laboratory setting, personal communication

has shown to enhance trust (Buchan et al., 2006) and is even more powerful in creating

mutually benefitting exchanges than the possibility to engage in non-binding contracts

(Ben-Ner and Putterman, 2009).

In this paper, we analyze whether mobile phones – which constitute a fundamental

component of modern information and communications technologies (ICT) – can help

build social trust1 among pastoral communities in Northern Kenya. In most African

countries, trust levels are remarkably low: out of all regions in the world, people living

in sub-Sahara African countries exhibit the lowest levels of generalized trust (Mattes and

Moreno, 2018). In the study region of Northern Kenya, it is particularly relevant to

increase trust for several reasons. The relatively weak legal system jeopardizes contract

enforcement which means that any economic interaction requires substantial amounts

of trust between the contract partners. This has caused a strong reliance on trust-based

relationships in Northern Kenya’s livestock sector (Mahmoud, 2008; Pavanello, 2010; Roba

et al., 2018). Additionally, the low population density and long physical distance between

settlements in the region make communication over long distances difficult and therefore

induce high monitoring costs. Lastly, low trust levels between ethnic tribes reinforce

longstanding intertribal conflicts in the region and impede solutions to share resources

peacefully and effectively (Schilling et al., 2012). Potential benefits of enhancing trust are

therefore particularly high in the context of Northern Kenya.

Over the last decade, mobile phones have become available to most pastoralists in

Northern Kenya (Butt, 2015; Asaka and Smucker, 2016; Parlasca et al., 2020). While

a broad body of research has pointed out that mobile phones can help increase several

1A common distinction is often made between social trust (trust in other people) and political trust
(trust in political institutions). In the following we use the term trust to refer to social trust only.
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economic and welfare dimensions of rural populations in sub-Saharan Africa, such as

income, nutrition or gender equality (Aker and Mbiti, 2010; Sekabira and Qaim, 2017),

only qualitative or anecdotal evidence of the effects of mobile phones on trust exists up to

now (Molony, 2006; Over̊a, 2006; Molony, 2009).

In this study, we elicit trust levels with an incentivized experiment, namely the trust

game by Berg et al. (1995). Experimental sessions were conducted from July 2018 to

August 2018 in 17 different villages in Turkana County, Northern Kenya with a total

of 402 respondents. We differentiate with regard to the object of trust by measuring

trust towards fellow villagers, trust towards people from a neighboring village, and trust

towards city dwellers from the county capital. Past research in rural sub-Saharan Africa

indicates that smallholders exhibit less trust towards people from different villages (Etang,

2010; Etang et al., 2011) or people from the next larger city (Parlasca et al., 2019). The

differentiation of the object of trust therefore allows investigating heterogeneous effects of

mobile phone use on trust depending on the physical distance between trustor and trustee.

We add to the existing literature in several ways: to our knowledge, we are the first to

explore the direct link between mobile phone use and trust using quantitative household

data from a low-income country. We are also the first to analyze the role of geographical

distance in the relationship between mobile phones and trust. Lastly, our analysis con-

tributes to the extremely sparse literature on trust in the particular context of pastoralist

communities in sub-Saharan Africa.

The reminder of the study is organized as follows. In section 3.2, we lay out the

conceptual framework that guides the analysis. The data is explained in section 3.3. We

present the empirical framework in section 3.4 and discuss results in section 3.5. Section

3.6 concludes.

3.2 Conceptual Framework

Trust is relevant for nearly all economic activities and can help alleviate market failures

(Arrow, 1972). Imperfect contract enforcement for example increases the implied costs of

economic exchanges when at least one of the parties involved in a contract suspects con-

tract breach by the other party. Sufficient trust and trustworthiness between contracting

partners however can serve as a mechanism to overcome such additional costs (Fafchamps,

1996; Gambetta, 2000a). The more restricted contract enforcement is, the more partners

have to rely on trust or other forms of social capital to bridge contract deficiencies. Even

if monitoring is possible, it usually requires additional resources. Relying on trust rather

than costly monitoring frees up resources that can be used for other activities. A positive

effect of trust on economic development (Zak and Knack, 2001; Algan and Cahuc, 2010;

Bjørnskov, 2012) and economic productivity (Bjørnskov and Méon, 2015) therefore finds

strong and robust empirical support.
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To better understand if and how mobile phones might affect trust, it is helpful to spec-

ify which forms of trust are actually examined. Discussions on the dimensionality of social

trust are part of a voluminous but dissenting body of academic research. For the course of

this study, we follow the theoretical framework by Yamagishi and Yamagishi (1994) that

distinguishes between knowledge-based trust and generalized trust. The former type refers

to particular objects and is based on “reliable pieces of information accumulated over a

long history of interactions” (Yamagishi and Yamagishi, 1994, p. 139), whereas general-

ized trust refers to a generic assessment of people with whom a long history of interaction

is lacking. When information and knowledge concerning another person are insufficient,

the social interaction will be governed by generalized trust rather than knowledge-based

trust2.

While increases in knowledge-based trust can facilitate economic activities between

two agents, increases in generalized trust are more efficient in generating such benefits,

because generalized trust does not need to be established for each new pair of agents

(Fafchamps, 2006). Generalized trust therefore helps expand economic activities beyond

already existing familiar relations (Yamagishi and Yamagishi, 1994).

We propose the Theory of Change (Weiss, 1995) presented in Figure 3.1 to show how

mobile phone use can lead to increases in generalized trust. Let us assume that agent

A and agent B communicate via mobile phones. Furthermore, we assume that some

kind of social group G exists and agent A is not a member of G. The social group G

could for example be based on race, ethnicity, language, religion, group membership, or

village affiliation. We now identify two pathways that lead to increases of generalized

trust of A towards members of G. If B is also not a member of G, the communication via

mobile phone can lead to increases of A’s trust towards G, when B communicates some

relevant information regarding G’s members, for example by sharing a past experience

or stating positive opinions regarding G. Agent A might then update her beliefs about

the trustworthiness of G’s members based on this indirect information and therefore place

higher trust in members of this group.

In addition to this pathway, mobile phones can even provide agent A with direct

information about group G, should agent B himself be a member of that group. For

example, the communication by mobile phone allows agent A to learn more about agent

B’s motivations, incentives, or norms to which agent B adheres. The mobile phone might

even help agent A to directly experience trustworthy behavior by agent B. If agent A

extrapolates parts of this information also to other members of G, trust towards this

group as a whole might rise.

Mobile phones facilitate communication between two persons, especially when they

2The widely used term particularized trust differs slightly from knowledge-based trust, since particu-
larized trust can also be extended to unknown persons of one’s own kind, whereas knowledge-based trust
requires pieces of information based on actual interaction. Knowledge-based trust is rather a sub-element of
particularized trust, even though both concepts exhibit substantial empirical overlap (Newton and Zmerli,
2011).
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Figure 3.1: A Theory of Change for the effects of mobile phone use
on general trust

A and B communi-
cate via mobile phone

B shares own experiences
with members of G with
A (indirect information)

Knowledge and information of
A on members of G increases

General trust of A towards
members of B increases

A extraploates (some of) the
new information and knowledge

on B to other members of G

Knowledge of A regarding B
increases (direct information)

If B is a member of G

Source: Own elaboration.

are geographically apart (Nakasone et al., 2014; ?; Asaka and Smucker, 2016; Debsu et al.,

2016). If the type of communication that is facilitated by mobile phones is also the type of

communication that helps build knowledge-based trust, the argument that mobile phone

use has the potential to increase knowledge-based trust is rather straightforward3.

Communication via mobile phones can be perceived as inferior compared to face-to-

face interaction (O’Doherty et al., 2007). Nilsson and Salazar (2017) however explain

that Maasai pastoralists in northern Tanzania do not necessarily value the communication

through mobile phones less than face-to-face communication. Mobile phones are rather

integrated in the long-standing ritual of information exchange and enhance the “overall

experience of sociability” (Nilsson and Salazar, 2017, p. 449) of Maasai pastoralists. That

said, more knowledge of another person can potentially also lead to decreases in trust

towards a person, if the newly gathered information hints towards untrustworthiness of

the other person (Molony, 2006; Labonne and Chase, 2010; Butt, 2015; Djohy et al., 2017).

While there is no quantitative evidence for the direct effect of mobile phone use on

knowledge-based trust, several influential studies suggest that this relationship is plausi-

ble: Over̊a (2006) finds that traders in Ghana benefitted from the liberalization of the

3We expect mobile phones in Northern Kenya to enable communication mostly between two people.
Other forms of communication for example through the use of social media can in principle also be enhanced
by mobile phones, especially in high-income countries. In the geographical context of this study, however,
smart phones are rarely used and therefore render this aspect negligible.
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telecommunication sector, amongst others because interviewed traders argued that “the

possibility to call contract partners and intermediaries, thereby communicating with them

more frequently than otherwise possible, both enhances trust and renders monitoring more

feasible” (Over̊a, 2006, p. 1312). Karlan (2005) quantified trust experimentally using the

trust game by Berg et al. (1995) (BDM) where subjects played with a random person

but knew the exact identity of the partner with whom they were playing. In his study,

connectedness to the partner in the game increased trust levels. Respondents for example

showed significantly more trust when their counterpart in the trust game lived within a

10-min walk (Karlan, 2005). Buchan et al. (2006) played a similar version of the BDM

with small groups of approximately twelve people and randomly assigned groups to have

either personal (non-strategy-relevant) discussions, or impersonal discussions before play-

ing the game. They find that in groups where people shared personal information, trust

levels were significantly higher than in groups where no personal communication occurred.

Up to now, there is little empirical evidence for a translation from knowledge-based

trust to generalized trust (Newton and Zmerli, 2011). There is even less quantitative

evidence that hints towards the existence of a positive effect of mobile phone use on gener-

alized trust. Small country comparisons by Knack and Zak (2003) or Collier (2002), which

associate the average number of phones with the average level of trust within countries,

are the only quantitative study in this regard that we are aware of. Both of these studies

lack clear identification. While Knack and Zak (2003) find associational evidence that

countries with a higher density of mobile phones per people also are more trusting, these

effects become statistically insignificant when other measures of infrastructure such as the

number of paved roads are also controlled for.

However, Labonne and Chase (2010) show that road construction, and more particu-

larly the reduction in costs of interaction due to a higher number of roads, have caused

increased generalized trust among Philippine villages. Since mobile phones have also

shown potential to reduce transaction costs (Jack and Suri, 2014), the finding of Labonne

and Chase (2010) lend strong empirical support to our argumentation.

Given the Theory of Change presented in Figure 3.1 we therefore aim at testing the

following hypothesis:

H1: Mobile phone use leads to higher levels of generalized trust.

In most of sub-Saharan Africa, generalized trust is low (Mattes and Moreno, 2018).

Recent research suggests that in rural areas trust towards people that live farther away

can be particularly low, because interaction and communication with such people is more

challenging (Etang et al., 2011; Parlasca et al., 2019). The trust enhancing effects of mo-

bile phone use might therefore be stronger with regard to groups that live far off, since

mobile phones have the potential to increase communication especially with people that

are more physically distant. Hypothesis 2 therefore states:
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H2: Gains in trust due to mobile phone use towards people that live farther away are

higher than gains in trust towards people that live closer.

3.3 Data

Our analysis relies on primary data of 394 households collected from July 2018 to August

2018 in Turkana County, Northern Kenya. Initially, we selected five larger village groups

with approximately 15 villages in each group. At the time of data collection, one of the

groups was not safely accessible due to intertribal tensions in that area. We randomly

selected four to five villages from the four remaining groups. All 17 villages selected for

the study are located within a one to two hour drive from Turkana County’s capital city.

Within each village, 20 to 26 households were randomly invited to participate in the data

collection. Since we worked indigenous communities, we took particularly great care in

obtaining free, prior, and informed consent of all participants (FAO, 2016).

3.3.1 Measurement of Key Variables

We measured trust with an incentivized version of the trust game developed by Berg et al.

(1995). This experiment has been widely used around the world in both laboratory and

field experimental settings (Cárdenas and Carpenter, 2008; Johnson and Mislin, 2011).

The BDM is played by two players: a sender and a receiver. Before the start of the game,

the sender is endowed with a certain amount of money. The sender can then choose to

send none, some, or all of this money to the receiver. The research team triples whatever

positive amount is sent to the receiver. Upon receiving this tripled amount, the receiver

can chose to return money back to the sender. This transfer is not multiplied and concludes

the game. The amount sent by the sender is considered to reflect the trust of the sender

towards the receiver. The amount returned by the receiver is considered to measure her

trustworthiness (Wilson, 2018).

Since one of the objectives of this study is to analyze effects of mobile phone use on

trust conditional on the distance between trustor and trustee, we introduce three treat-

ments to the BDM: we randomly paired each sender to a receiver that either lives i) in

the same village as the sender, or ii) in a neighboring village, or iii) in the county capital.

Senders had no information on the exact identity of the person with whom they were

playing, but only knew if the receiver lived in the same village, in a neighboring village, or

in the county capital. These three groups capture a wide range of physical distance, but

still represent groups of people with whom pastoralists in a rural setting could actually

engage in situations where trust might matter (Parlasca et al., 2019).

Having revealed the general group to which the receiver belongs while having the

exact identity of the receiver kept secret implies that the amounts sent in the BDM reflect
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generalized trust towards people from the respective group rather than knowledge-based

trust towards a particular person. Furthermore, the anonymity of respondents’ choices

in the game ensured that amounts sent in the game did not get diluted by confounding

factors such as concerns about reputation or the fear of retaliation by the receiver, when

low amounts of money were transferred.

Numerous versions with different experimental protocols of the BDM exist. Table

B1 in the Appendix demonstrates deviations from the experiment used for this study

compared the original protocol used by Berg et al. (1995). The meta-analysis by Johnson

and Mislin (2011) shows that the deviations from the original set-up described in Table

B1 – none of which are uncommon – do not statistically significantly affect the share of

the endowment sent in the trust game4. A more detailed discussion of the implications of

the experimental set-up used for this study is presented in Parlasca et al. (2019).

The instructions used during the experiment are presented in the Appendix A.1.1.

Appendix A.1.2 and Table A1 show the method of applying strategies. Since the sending

decisions of respondents paired with a person from a neighboring village from the last

session were not consequential, we drop eight observations from the sample to ensure

incentive compatibility. The sequence of the data collection that was used in each village,

including the BDM, payouts of earnings from the experiment, a socio-economic household

survey, and an incentivized risk preference elicitation is shown in Table A2.

To measure mobile phone use and other socio-economic characteristics of the respon-

dents and their households, we conducted a survey following the trust game. As part of

this survey, we asked respondents to state their frequency of mobile phone use. Respon-

dents could answer with one of the following options: “never; once a year; once a month;

once a week; every day”. We treat a household as a mobile phone user, when it used the

mobile phone at least on a weekly basis. We also included other questions regarding the

ownership of a mobile phone, the ownership of a smartphone, as well as the number of

years of mobile phone or smart phone ownership respectively. We base the analyses on

mobile phone use rather than mobile phone ownership, since pastoralists commonly share

phones with non-owners (Debsu et al., 2016; Parlasca et al., 2020). We also asked whether

respondents received mobile phone coverage at their homestead. Summary statistics of

these variables, as well as other socio-economic characteristics of the sample are shown in

Table 3.1. We test for statistical differences in means for the three treatment groups and

do not find any major difference (see Table B6 in the Appendix).

The average household in our sample is considerably poor in terms of income, but has

substantial livestock holdings. Educational levels are also relatively low. Despite the low

levels of income, mobile phones are spread widely. An ownership rate of 81% relates to

other findings of recent studies concerning mobile phones among pastoralists in Northern

4To make outcomes more comparable across studies, it is common practice to analyze the amount sent
by the sender relative to her entire initial endowment, rather than the absolute monetary value of the
transfer.
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Kenya (Parlasca et al., 2020). This rate of penetration is however still below national

average (Financial Sector Deepening Kenya, 2019). A mobile phone owner in our sample

has 4.24 years of experience with the phone on average. The relatively large standard de-

viation of 3.56 however suggests that experiences with the phone vary substantially over

respondents. Smartphones are rarely used, but not completely unknown to the respon-

dents. This supports our claim that social media use can be neglected in our context.

Mobile phone reception is generally decent. Only 12% of the respondents state that net-

work coverage is unavailable at their homestead.

Table 3.1: Summary statistics

Variable Mean/share
Standard
deviation

N

Age [years] 39.64 14.43 394
Constant relative risk aversion coefficient (CRRA)a 2.18 2.00 394
Distance to the next paved road [walking minutes] 27.43 45.03 394
Education [years] 1.14 3.01 394
Female 0.51 394
Herd size [TLU]b 32.80 35.81 394
Household size 8.11 3.86 394
Income per year [1,000KSh] (1,000 KSh ≈ 10 USD) 5.55 11.45 394
Mobile phone use

Never 0.19 394
Once a year 0 394
Once a month 0.01 394
Once a week 0.02 394
Every day 0.79 394

Mobile phone ownership [1 = yes] 0.81 394
Years of mobile phone ownership, if owner 4.24 3.56 320
Smartphone ownership 0.03 394
Years of smartphone ownership, if owner 3.45 3.98 11
Network reception at homestead [1 = yes] 0.88 394
Having relatives in neighboring villages [1 = yes] 0.93 394
Having relatives in the County Capital [1= yes] 0.62 394
Village size [100 people] 5.63 3.94 394

Notes: CRRA = Constant relative risk aversion coefficient. KSh = Kenyan Shillings. TLU =
Tropical Livestock Unit.

a Elicitation with an incentivized Eckel and Grossman (2002) task (see Table A3). Higher values
imply higher risk aversion.

b One tropical livestock unit equals 1 head of cattle, or 0.7 of a camel, or 10 goats, or 10 sheep
(Mburu et al., 2017).
Source: Own elaboration.
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3.4 Empirical Framework

3.4.1 Estimation Strategy

To test the hypotheses stated in section 3.2, we regress the amount sent in the trust game

on the mobile phone use variable and control for various socio-economic characteristics

of the household that have shown to influence trust is past studies. We are particularly

interested in the mobile phone use coefficient estimates, since a statistically significant

coefficient implies an effect mobile phone use on trust (Hypothesis 1). The amount sent in

the trust game is left-censored at zero because people could not send less than nothing and

right-censored at 100 percent because people could not send more than their entire endow-

ment. Respondents could send money in steps of 100 KSh. The share of the endowment

sent therefore has discrete steps of 20 percent. Consequently, we might not observe the

actual precise amount respondents would have liked to send, but rather the interval that

entails the true value. We therefore estimate a censored interval regression model (Manski

and Tamer, 2002), but also report Ordinary Least Squares (OLS) estimates. While the

censored interval regression accounts for the censored and discrete nature of the dependent

variable, OLS is more efficient and offers a more intuitive interpretation of the coefficient

estimates.

To allow for heterogeneous effects of mobile phone use on trust based on the social

distance between trustor and trustee (Hypothesis 2), we estimate separate models for

each of the three treatments: pairing with a fellow villager, pairing with a person from a

neighboring village, or pairing with a city dweller from the county capital.

3.4.2 Endogeneity Tests

Since respondents were not randomly assigned to use mobile phones, it is plausible that

respondents self-selected into using them. Our analysis could then suffer from statistical

endogeneity based on unobserved heterogeneity across households. For example, mobile

phones might be more valuable to people that have stronger social connections. At the

same time, people with stronger connections might exhibit more trust towards others in

general. Since we cannot directly observe, measure, and control for factors such as social

connectedness, the mobile phone estimate could be biased. To examine this concern, we

instrument mobile phone use with respondents’ availability of mobile phone network at

their homestead (see for example Labonne and Chase (2009)). The individual availability

of mobile phone network is a binary variable that takes the value of unity if the household

has mobile phone reception at its homestead and zero otherwise.

The control function (CF) approach, also known as 2 Stage Residual Inclusion (2SRI),

relies on the inclusion of residuals of a reduced form estimation as an additional control

variable in the structural equation (Terza et al., 2008; Wooldridge, 2014, 2015). The main

difference of the CF with respect to the two-stage-least-squares (2SLS) estimation lies in
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the fact that reduced form residuals rather than fitted values from the reduced form are

inserted in the structural equation. The model choice to estimate the reduced form using

the CF gives more flexibility than a 2SLS approach, but also requires more distributional

assumptions (Wooldridge, 2015).

In this study, mobile phone use is the potentially endogenous variable. This variable

is binary. The fitted values obtained from a reduced form estimated via ordinary least

squares regression would therefore be inadequate. The CF allows the use of a probit

estimator in the reduced form, but requires that the reduced form is correctly specified5.

To ensure that residuals have a mean of zero conditional on the vector of control variables,

we “generalize” the residuals according to Gourieroux et al. (1987).

Another advantage of the CF lies in its potential to be applied to non-linear structural

models, such as tobit or probit estimators (Wooldridge, 2010, 2014). Such applications

require some nonstandard assumptions (Wooldridge, 2015) but are likely to provide decent

estimates for “small amounts of endogeneity” (Wooldridge, 2015, p. 442). 2SLS is generally

inconsistent under these circumstances.

Finally, the control function approach offers a rather direct test for endogeneity: Given

that the standard conditions of imperfect collinearity of control variables and the rank con-

dition for identification hold, the inclusion of the residuals in the structural equation of-

fers a heteroskedasticity-robust Hausman test of the null-hypotheses that the potentially

endogenous explanatory variable is exogenous. If the coefficient of the residual in the

structural equation is statistically significantly different from zero, one can reject that the

explanatory variable that is instrumented is exogenous (Wooldridge, 2015). Estimating

instrumental variable (IV) models in the absence of endogeneity however leads to inflated

asymptotic variances (Wooldridge, 2010; Tadesse and Bahiigwa, 2015). We therefore con-

duct the CF estimations, but give preference to the results of our non-IV estimations, if

the CF approach does not detect endogeneity.

3.4.3 Robustness Checks

In addition to the endogeneity tests, we run several robustness checks. As mentioned in

section 3.4.1, we conduct separate analyses for the three treatment groups: trust towards

fellow villagers, trust towards people from a neighboring village, and trust towards a city

dweller. To test if results are robust to different measurements of the key variables, we

vary the measurements of the mobile phone use variable and the trust variable. First, we

examine if changing the mobile phone use specification has any effect on the results. As

mentioned earlier, the mobile phone use variable is binary and takes the value of unity if

a respondent uses a mobile phone at least on a weekly basis and zero otherwise. To test

the robustness of the three models to this specification, we also estimate the same models

i) including monthly mobile phone use as part of the mobile phone use variable and ii)

5The 2SLS does not make any distributional assumptions about the reduced form (Wooldridge, 2015)
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only considering daily mobile phone use without weekly users. As shown in Table 3.1,

the sample is largely divided into two groups: daily mobile phone users, and non-users.

Only eight respondents (2.03%) indicate that a phone was used once a week, and only 2

respondents (0.51%) used a phone once per month. We therefore do not expect results to

depend strongly on the specification of the mobile phone use variable, but conduct this

exercise nevertheless, since recent research has shown that differences in mobile phone use

frequency can have distinct implications for effects on household welfare (Parlasca et al.,

2020).

To test the robustness of the dependent variable, we also consider an alternative trust

measurement derived from the experiment, namely the amount of money that the trustor

expects to get back from the trustee as a share of the tripled amount that the trustor sent

to the trustee. Using the sender’s expectation about the the other person’s behavior as

measure for trust has recently started to gain empirical support (see for example Sapienza

et al. (2013)).

The sender’s relative expectation ranges from zero, if the trustor expects nothing to

be returned by the trustee, to 100 percent, if the trustor expects that the trustee will

return all of the money she receives. If the trustor expects the same amount that she sent

to be returned, the expected return is 33.33%. If trustors sent nothing in the first stage of

the game, we mapped their expected return to zero. Depending on the randomly assigned

pairing, this variable allows capturing the sender’s expectations of the average reciprocity

of a fellow villager, or neighboring villager, or city dweller, detached from other potential

influences such as altruism or risk preferences. Unlike choosing to send money in the

trust game however, statements about the expected return do not have any real monetary

consequence for the respondent, since the actual amount returned by the trustee is not

influenced by these statements. We estimate models using both a tobit specification that

has a lower limit of zero percent and an upper limit of one hundred percent, as well as

OLS.

3.5 Results and Discussion

The average share sent in the trust game over the entire sample was 32.08%. This value

is lower than most other trust games set in African countries (Barr, 2003), but similar

to comparable trust studies conducted in rural East Africa: Kenyan pastoralists analyzed

by Cronk (2007) for example sent 34.25% on average and Ethiopian farmers analyzed by

Ansink et al. (2017) sent 30.80%.

We find differences in trust towards the three groups. On average, 34.51% was sent

to fellow villagers, 35.50% was sent to people from a neighboring village, and 26.36%

was sent to city dwellers from the county capital. The difference of 0.99 percentage points

between intra-village and inter-village trust is not statistically significant (p = 0.61). Trust

towards city dwellers however is statistically significantly lower than both intra- and inter-
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village trust. A more detailed discussion on potential causes and implications of this trust

disparity is presented in Parlasca et al. (2019).

In the next step, we estimate the control function to test for potential endogeneity

of the mobile phone use variable due to unobserved heterogeneity. The availability of

network coverage is strongly correlated with mobile phone use by the household. First

stage regressions are shown in Table B2 in the Appendix. The coefficient estimates of

network coverage are statistically significantly different from zero and the overall models

predict mobile phone usage well.

Availability of mobile phone network is also plausibly exogenous to the outcome vari-

able. Whether or not mobile phone network reaches the homestead of a household is

not a choice variable by the household and therefore unlikely to be affected by household

characteristics such as age, livestock holdings, or trust. Debsu et al. (2016), who consider

pastoralist communities in a study area quite close to Turkana County, described mo-

bile phone network coverage as “erratic” (Debsu et al., 2016, p. 57). Debsu et al. (2016)

furthermore explain that in order to overcome potential problems of poor connectivity

pastoralists for example walk to hills or other places where network reception is known to

be decent.

These observations correspond to our experiences during the field work and are sup-

ported by the data. In Table B7 of the Appendix, we present a two-way table of frequency

counts for mobile phone use and network reception at homestead. The relationship be-

tween the two variables is highly statistically significant. However, we do not find that

network reception at the homestead is a necessary condition for frequent mobile phone

use. To corroborate if network reception is related to other forms of infrastructure, we

correlate network coverage with the household’s distances to the next paved road, to the

next place where potable water can be obtained, to the next local market, and to the next

urban market. We do not find any statistically significant relationship between network

availability and these measures of a household’s physical proximity to infrastructure (see

Table B8 in the Appendix). In addition, we look at correlation coefficients of the amounts

sent in the trust game and network coverage for those households that do not use mobile

phones to get a better understanding whether network coverage might affect trust other

than through facilitated mobile phone use. We find no statistically significant correlation

for either the entire sample or any of the three treatment sub-samples. Results are shown

in Table B9 in the Appendix. We therefore confidentially argue that the instrumental

variable is plausibly exogenous to our outcome variable.

Using the residuals from the first stage regression (results shown in Table B2) as

additional control variables to our structural equation yields the control function estimates

shown in Table B3. None of the residuals are statistically significantly different from zero.

Consequently we cannot reject exogeneity of the mobile phone use variable and therefore

rely on non-IV estimations, since they are more efficient.

We first consider the amount sent in the trust game. Table 3.2 shows the regression
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results for the three groups. Columns (1) and (2) refer to trust towards fellow villagers;

columns (3) and (4) refer to trust towards people from a neighboring village, columns (5)

and (6) refer to trust towards people from the county capital. We find a positive and

statistically significant effect of mobile phone use on trust, but only for the group that

played the trust game with a city dweller. For pairings with people that have a smaller

geographical and social distance, namely fellow villagers and people from a neighboring

village, the effect is not statistically significant. The effect size of the mobile phone use

variable in columns (5) and (6) is also relatively large. On average, mobile phone users

send ceteris paribus approximately 13 percent more of their initial endowment to city

dwellers than non-users. Given that the average amount sent to city dwellers was only

26.6%, this effect size is substantial.

Two other aspects of Table 3.2 deserve further discussion. While mobile phone use has

no statistically significant effect on trust towards people from a neighboring village, the

distance to the next paved road has a large and statistically significant negative coefficient

as shown in columns (3) and (4) of Table 3.2. This suggests that living closer to a paved

road might foster trust to people that live in neighboring villages. It is plausible that

living near to a road has a positive effect on the interaction with neighboring villagers

and – analogously to the Theory of Change presented in Figure 3.1 – therefore increases

information and ultimately trust. While in the study at hand this effect is not as well

identified as the effect of mobile phone use, the finding relates very closely to (Labonne

and Chase, 2010) who find that road constructions led to more generalized trust in rural

Philippine villages due to reduced costs of interaction between inhabitants of neighbor-

ing villages. The positive effect living in vicinity of a road on trust therefore supports

our argumentation that infrastructure which facilitates communication can lead to more

generalized trust. The kind of people with whom communication is enabled through the

infrastructure however, has implications for the group, towards which trust is increased:

proximity to roads might increase trust towards people that are not extremely near (e.g.

fellow villagers), but that are also not too far away (e.g. county capital). The mobile

phone technology on the other hand does not statistically significantly affect generalized

trust towards people that are geographically close (e.g. fellow villager and people from a

neighboring village), but does affect trust towards people that would be difficult to reach

in the absence of mobile phones.

We conduct robustness checks with regard to the mobile phone use specification. In

Table B4 and Table B5 in the Appendix, we show results if only daily mobile phone use is

considered (Table B4) and if rare mobile phone use is considered (Table B5). As expected,

results do not change much.

Table 3.3 shows the regression results, if we consider the share expected to be returned

as the dependent variable rather than the share sent in the trust game. Columns (5) and

(6) show that the mobile phone use variable is again positive and statistically significant

for the group that is paired with city dwellers. This means that mobile phone users in this
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Table 3.2: Determinants of the amount sent in the trust game by the trustor

Trust towards
fellow villagers

Trust towards
people from a

neighboring village

Trust towards city
dwellers from the

county capital

CIR OLS CIR OLS CIR OLS
(1) (2) (3) (4) (5) (6)

Mobile phone use [1 = yes]
-1.448 -1.436 3.550 3.491 13.823** 12.817**
(3.448) (3.573) (4.606) (4.812) (5.825) (5.804)

Age [years]
0.053 0.053 0.057 0.060 -0.029 -0.032

(0.117) (0.122) (0.091) (0.096) (0.141) (0.138)

Constant relative risk av-
ersion coefficient (CRRA)a

-1.610** -1.610** -0.094 -0.100 -1.049 -0.994
(0.698) (0.723) (0.699) (0.731) (1.374) (1.363)

Distance to next road
[log of walking minutes]

-1.920 -1.884 -2.862*** -2.875** 1.398 1.403
(1.227) (1.259) (1.006) (1.052) (1.229) (1.221)

Education [years]
0.929** 0.923** 0.030 0.032 -0.380 -0.354
(0.395) (0.411) (0.861) (0.903) (0.580) (0.562)

Having family in neigh-
boring villagers [1 = yes]

1.972 1.982
(5.896) (6.132)

Having family in the
county capital [1 = yes]

2.510 2.381
(3.170) (3.121)

Female
0.431 0.486 3.696 3.677 -1.443 -1.424

(3.680) (3.805) (3.496) (3.671) (1.913) (1.908)

Herd size [TLU]
-0.013 -0.014 0.020 0.020 0.049 0.046
(0.051) (0.053) (0.058) (0.060) (0.086) (0.085)

Household size
1.212*** 1.214*** -0.158 -0.154 0.077 0.059
(0.377) (0.393) (0.540) (0.570) (0.288) (0.298)

Income [logged KSh]
-0.352* -0.347 -0.494 -0.502 -0.542** -0.504*
(0.194) (0.203) (0.590) (0.623) (0.249) (0.259)

Village size [100 people]
-0.909** -0.903* 0.283 0.287 0.642 0.597
(0.425) (0.441) (0.317) (0.336) (0.458) (0.458)

Years of owning a
mobile phone

0.648* 0.646 0.673** 0.668* -1.513* -1.376*
(0.389) (0.406) (0.336) (0.355) (0.778) (0.765)

Constant
35.484*** 35.411*** 32.841*** 32.900*** 16.229 17.351

(7.727) (8.062) (9.760) (10.204) (11.059) (10.698)

ln(σ) 2.697 2.689 2.785
R2 0.146 0.149 0.122
Observations:

total 142 142 120 120 132 132
left-censored 7 6 21
right-censored 1 0 0
interval 134 114 111

Notes: Standard errors shown in parentheses are robust and clustered at the village level. CIR = Censored
Interval Regression. CRRA = Constant relative risk aversion coefficient. KSh = Kenyan Shilling. OLS =
Ordinary Least Squares. TLU = Tropical Livestock Unit.∗∗∗p < 0.01,∗∗ p < 0.05,∗∗ p < 0.1.

a Elicitation with an incentivized Eckel and Grossman (2002) task (see Table A3). Higher values imply higher
risk aversion.
Source: Own elaboration.
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group send more on average and – independent of the amount sent – also expect higher

returns compared to non-users. We therefore confirm both Hypothesis 1 and Hypothesis

2. Other than mobile phone use, one of the few variables that is consistently statistically

significant in both Table 3.2 and Table 3.3 is the years of owning a mobile phone for

the group of people paired with a city dweller. This effect is however negative. This

could suggest that positive effect of mobile phone use may be driven by recent users;

more experienced users have lower net trust gains. As suggested by case studies of mobile

phone use in Eastern Africa, information transmitted via phones can also be misleading

or deceiving (Molony, 2006; Butt, 2015; Debsu et al., 2016; Djohy et al., 2017). Too many

negative experiences with the mobile phone could then induce a reduction of trust. Our

finding puts a question mark to the sustainability of the positive effect of mobile phone

use on trust towards city dwellers. If we assume a linear relationship between the years of

ownership and trust, back-of-the-envelope calculation based on the regression coefficient

estimates of column (6) in Table 3.2 suggest that a mobile phone user with ten years of

ownership is projected to send less in the trust game than someone who neither owns

nor uses a mobile phone. Coefficient estimates of column (5) in Table 3.3 suggest that

a negative net effect on the expected return could already occur after the sixth year of

mobile phone ownership. Nevertheless, since 87% of the respondent in the sample own

a mobile phone for five years or less, and 92% own a phone for nine years or less, such

negative net effects occur rarely. It is noteworthy that neither family ties, nor friendship

ties have any statistically significant effect on the amount sent or the expected return

concerning people from a neighboring village or towards city dwellers.

3.6 Conclusion

Mobile phones bear an enormous potential for economic development in low-income coun-

tries as well as for several household welfare domains. In this paper, we analyzed if mobile

phone use can increase social trust among communities of semi-nomadic pastoralists in

Northern Kenya. Trust-based relationships are particularly important in this region (Mah-

moud, 2008; Roba et al., 2018). More specifically, we analyzed the effect of mobile phone

use on trust towards three distinct groups: trust towards fellow villagers, trust towards

people from a neighboring village, and trust towards city dwellers. Since trust is assumed

to be a prerequisite for efficient economic exchange, higher levels of trust can help ex-

panding economic activities beyond already existing familiar relations. Increases in trust

towards people from any of these three groups can therefore be particularly valuable.

Using an incentivized trust game, we find that mobile phone use increases trust towards

city dwellers from the county capital. We do not find that respondents’ mobile phone use

however affects their trust towards people from either their own village or neighboring

villages. We suspect that this heterogeneous effect is mostly driven by the concept that

mobile phones increase communication especially between people that are spatially distant
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Table 3.3: Determinants of the share expected to be returned by Player B

Trust towards
fellow villagers

Trust towards
people from a

neighboring village

Trust towards city
dwellers from the

county capital

OLS Tobit OLS Tobit OLS Tobit
(1) (2) (3) (4) (5) (6)

Mobile phone user [1 = yes]
2.838 2.788 4.384 4.652 10.290* 16.474**

(5.626) (6.720) (5.928) (6.418) (5.828) (7.586)

Age [years]
0.151 0.149 -0.311* -0.347* -0.133 -0.152

(0.223) (0.254) (0.176) (0.205) (0.163) (0.206)

Constant relative risk av-
ersion coefficient (CRRA)a

1.689* 1.993* -0.579 -0.738 -1.011 -1.234
(0.921) (1.038) (1.231) (1.315) (1.807) (2.326)

Distance to next road
[log of walking minutes]

-1.313 -1.931 -0.585 -0.325 1.947 2.563
(1.986) (2.358) (1.525) (1.599) (1.898) (2.261)

Education [years]
-0.387 -0.398 -1.819* -2.061** -0.515 -0.750
(0.831) (0.957) (0.919) (0.977) (0.931) (1.129)

Having family in neigh-
boring villagers [1 = yes]

-7.430 -7.634
(8.981) (10.280)

Having family in the
county capital [1 = yes]

-1.114 -1.787
(5.688) (7.292)

Female
0.058 0.388 -1.582 -2.322 -1.958 -1.643

(5.157) (5.808) (7.689) (8.475) (4.003) (5.225)

Herd size [TLU]
-0.031 -0.044 -0.019 -0.021 0.012 0.033
(0.070) (0.081) (0.067) (0.081) (0.100) (0.130)

Household size
-0.046 0.025 0.776 0.777 0.777 0.948
(0.477) (0.532) (0.603) (0.735) (0.549) (0.655)

Income [logged KSh]
1.007 1.187* 0.141 0.198 -0.785* -0.913*

(0.629) (0.713) (0.401) (0.438) (0.376) (0.484)

Village size [100 people]
-0.283 -0.313 -1.265* -1.345* 2.149*** 2.800***
(0.389) (0.478) (0.664) (0.796) (0.641) (0.940)

Years of owning a
mobile phone

0.469 0.589 0.416 0.536 -1.721* -2.649**
(0.630) (0.772) (0.483) (0.518) (0.911) (1.185)

Constant
40.389*** 40.013*** 73.044*** 74.432*** 33.838** 24.804
(13.612) (14.536) (15.952) (17.780) (14.407) (18.972)

Observations 142 142 120 120 132 132

R2 0.051 0.127 0.137
Pseudo R2 0.006 0.014 0.019

Notes: : Standard errors shown in parentheses are robust and clustered at the village level. CRRA = Constant
relative risk aversion coefficient. KSh = Kenyan Shilling. OLS = Ordinary Least Squares. TLU = Tropical
Livestock Unit.∗∗∗p < 0.01,∗∗ p < 0.05,∗∗ p < 0.1.

a Elicitation with an incentivized Eckel and Grossman (2002) task (see Table A3). Higher values imply higher
risk aversion.
Source: Own elaboration.
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from each other.

The size of the effect that mobile phone use has on trust towards city dwellers from the

county capital is substantial (approximately 0.6 standard deviations) and robust to several

specifications of the mobile phone use and trust variables. Given that trust towards people

that live farther away is usually lower compared to people that live nearer (Karlan, 2005;

Etang, 2010; Etang et al., 2011; Parlasca et al., 2019), such increases can be particularly

valuable for people living in remote areas of sub-Saharan Africa. This finding therefore

adds to the growing evidence that mobile phones are particularly useful in this context

(Debsu et al., 2016; Parlasca et al., 2020). The positive effect of mobile phone use on

trust towards city dwellers could enable pastoralists to engage in or increase efficiency of

existing economic interactions with city dwellers such as selling livestock, petty trading,

or purchasing goods from urban markets. While past research has emphasized the need

for trust among actors in Northern Kenya’s livestock sector (Roba et al., 2017, 2018), we

encourage further research to confirm whether increases in trust among this population

actually translate into higher welfare. Also beyond the mechanism of enabling economic

interaction, higher levels of trust towards city dwellers might facilitate the implementation

of development project that target remote Turkana villages. Well-intentioned projects can

struggle with low acceptance by the targeted pastoralist population, if trust towards the

implementing parties is low (see for example Rasmussen et al. (2015)). With higher levels

of trust towards people from the city, such projects might become more successful.

However, we also find a robust negative effect of the years of mobile phone ownership

on trust towards city dwellers. While we show that the short term effect of mobile phone

use on trust towards city dwellers can be positive, the negative effect of the duration of

mobile phone ownership could imply that positive effects diminish, disappear, or even

turn negative in the middle to long run. Further research is therefore required to test

if the positive effects of mobile phone use on trust are de facto sustainable. For this

reason, we only derive cautious policy implications from this study. Mobile phones have

shown to positively affect numerous important household welfare dimensions, and with

the positive effect of mobile phone use on trust towards city dwellers that we find in this

study, we generally agree with past studies that endorse policies that i) further enhance

network coverage in rural areas and ii) maintain costs of communication low enough to

keep mobile phone use affordable also for poor and marginalized households (Parlasca

et al., 2020). However, since this is the first study to quantify the effects of mobile phone

use on trust, we are hesitant in promoting mobile phones as a general tool to enhance

trust until more insights of such effects have been gathered also for communities that have

longer experience with the mobile phone technology.



Chapter 4

Can Mobile Phones Improve Nutrition among Pastoral

Communities? Panel Data Evidence from Northern Kenya

Abstract

The digital revolution and the ongoing dissemination of mobile phones carry several
prospects for smallholder farmers in sub-Saharan Africa. Food insecurity remains a major
issue among African smallholders. Mobile phones could potentially facilitate access to food
markets and thus improve food security and nutrition, but research on such types of effects
remains scarce. In this study we analyze whether mobile phones improve dietary quality
of pastoralists in Northern Kenya. We use six rounds of household panel data covering the
period between 2009 and 2015. During this period, mobile phone ownership in the sample
increased from less than 30% to more than 70%. Regression models with household fixed
effects allow robust estimation while reducing potential issues of unobserved heterogeneity.
The estimates show that mobile phone adoption has increased dietary diversity. The effect
size increases with the frequency of mobile phone use. We also examine the underlying
mechanisms. Mobile phones improve dietary diversity mainly through better access to
purchased foods. These results encourage the promotion of mobile phone technologies as
a valuable tool for nutritional improvements, especially in rural settings with poor access
to food markets.
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4.1 Introduction

Mobile phones are a promising tool to improve the livelihoods of smallholder farmers

in developing countries (Aker and Ksoll, 2016; Nakasone et al., 2014; Aker and Mbiti,

2010). Following their rapid diffusion in sub-Saharan Africa over the last two decades,

research has shown that mobile phones can positively influence a wide array of economic

dimensions including market participation (Zanello, 2012), agricultural productivity (Lio

and Liu, 2006), or livestock herding (Butt, 2015). Much less is known about the effects of

mobile phones on different dimensions of household welfare.

Adequate nutrition is one of the welfare dimensions that deserve particular attention.

Nutrition is one of the cornerstones of the Sustainable Development Goals and regarded

as “infrastructure for economic development” (Development Initiatives, 2017, p. 12). Nu-

trition can enhance equality and inclusion and improve food security, peace, and stability

(Development Initiatives, 2017). Despite the importance of mobile phones as a widely

used information and communications technology (ICT) in Africa, and malnutrition as a

major issue in that region (Akombi et al., 2017), empirical evidence that links these two

aspects is scarce. Up till now, most studies that have addressed potential nutrition effects

of mobile phones remain anecdotal; other studies suffer from limited data for robust im-

pact evaluation. First indications for a potentially positive relationship between mobile

phones and nutrition were presented by Beuermann et al. (2012), who found that regional

mobile phone coverage can be associated with increased food expenditures in rural Peru.

More recently, Sekabira and Qaim (2017) suggested that mobile phones are associated with

improved diets in coffee-producing farm households in Uganda using two rounds of a panel

survey. Comprehensive analysis of the effects of mobile phones on diets and nutrition over

a longer timespan does not exist. This study aims at addressing this research gap.

Building on comprehensive panel data from Northern Kenya, covering the years 2009

to 2015 with six survey rounds, the objective of this study is to expand previous approaches

and gain further insights into the links between mobile phones and nutrition. The study

area in Northern Kenya belongs to the country’s arid and semi-arid lands (ASAL) and is

a particularly marginalized region (Commission on Revenue Allocation, 2012). Food inse-

curity and malnutrition still constitute relevant threats (Bauer and Mburu, 2017; Upton

et al., 2016; Grace et al., 2014).

The pastoral setting in which the relationship between mobile phones and nutrition is

analyzed here presents another important novelty addressed in this study. The potential

of ICTs to increase food security is context-dependent (Nakasone and Torero, 2016), and

pastoral communities exhibit several characteristics that are different from non-pastoral

populations. Pastoralists are oftentimes not fully sedentary; they are generally less inte-

grated in socioeconomic services and live farther away from food markets (Opiyo et al.,

2014). To survive under harsh climate conditions, many pastoralist communities have

adopted complex livelihood strategies and developed strong social bonds (Davies and Ben-
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nett, 2007). Malnutrition is often widespread in pastoral communities (Bauer and Mburu,

2017). The potential implications of mobile phones in a pastoral setting are therefore

particularly interesting. We are not aware of previous studies that have analyzed links

between mobile phones and nutrition in a pastoralist environment.

The remainder of this article is organized as follows. Section 4.2 reviews the relevant

literature and develops concrete research hypotheses. Section 4.3 explains the data and the

measurement of key variables. Section 4.4 describes the econometric approach to test the

hypotheses. Results are presented and discussed in section 4.5, and section 4.6 concludes.

4.2 Conceptual Framework

Malnutrition is a global threat. About 2 billion people lack important micronutrients such

as iron or vitamin A (Development Initiatives, 2018). Alongside individual health problems

that can be triggered by malnutrition, the widespread nature of this problem can cause

high economic and humanitarian costs for entire regions and countries. Dietary quality

and diversity, which look beyond pure calorie consumption and account for nutritional

aspects, are key factors to measure and improve nutrition in a comprehensive (Sibhatu

and Qaim, 2018a).

Small-scale farmers in developing countries usually draw a substantial share of their

food consumption from own production. A higher diversity in self-produced foods can

therefore be associated with higher dietary diversity (Koppmair et al., 2017; Snapp and

Fisher, 2015; Jones et al., 2014). However, recent research has shown that the association

between farm production diversity and dietary diversity is often relatively small and that

markets are more important for many smallholders to access food diversity (Sibhatu and

Qaim, 2018a; Hirvonen and Hoddinott, 2017; Koppmair et al., 2017). This is especially true

in very dry environments – such as Kenya’s ASAL – where food crop production is limited

(Mburu et al., 2017). Local communities in Kenya’s ASAL mainly depend on pastoralism

for food and income generation, so access to food markets is particularly important to

increase dietary diversity. Unfortunately, market access and market participation are

constrained due to long distances and poor road conditions (Commission on Revenue

Allocation, 2013). Opiyo et al. (2014) found that 40% of the households in Northwestern

Kenya live more than ten kilometers away from the next market. On average, households

in Marsabit County need more than three hours to reach a market (Mude et al., 2012).

In Samburu County, the average distance to the next urban market is even around 40

kilometers (Ng’ang’a et al., 2016). Hirvonen and Hoddinott (2017) suggested that – under

typical infrastructure conditions in East Africa – a three kilometer distance may be a

threshold for using markets on a daily basis.

However, geographic remoteness can also be a strategic decision of pastoral households.

Less concentrated areas offer herders mobility and the possibility to move opportunistically

in order to access more favorable grazing areas (Little et al., 2008). Physical closeness to
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and integration in markets and other forms of town-based services come with the draw-

back of reduced mobility which might outweigh the benefits of market access for certain

households. Welfare maximizing behavior of pastoralists can therefore be heterogeneous

(Little et al., 2008).

The difficulties in growing food and limited access to markets for food purchases consti-

tute serious constraints for increasing dietary diversity in pastoral communities. Droughts

present another, more seasonal threat to diets and nutrition. Lacking diversified liveli-

hood options to fall back on during extreme weather events, pastoralists are particularly

vulnerable to climate-induced risks (Mburu et al., 2017; Vigan et al., 2017; Upton et al.,

2016). Reduction of food consumption is a problematic but widely practiced coping strat-

egy among pastoralists during droughts (Opiyo et al., 2015; Silvestri et al., 2012). Adverse

effects on both food quantity and diversity are the consequence.

How can mobile phones potentially mitigate these constraints and thus help improve

household diets and nutrition? We identify three possible mechanisms. First, mobile

phones can improve household income (Sekabira and Qaim, 2017; ?; Muto and Yamano,

2009). Income effects can result from better access to information, better access to pro-

duction inputs and technologies, better access to output markets, and better prices (Debsu

et al., 2016; Butt, 2015; Zanello, 2012; Aker and Mbiti, 2010). Higher incomes will likely

result in higher food expenditures and improvements in household diets.

Second, mobile phones can present a valuable tool to smoothen income during shocks.

The mobile money system M-Pesa, which offers a fast and easy way to send and receive

money through mobile phones, is very widely used in Kenya (Kikulwe et al., 2014). Jack

and Suri (2014) show that family members send remittances to each other using mobile

money, thus sharing risks and reducing the need for reduced consumption during shocks.

Third, especially in the pastoral context mobile phones can increase nutrition through

reducing transaction costs for everyday life activities. Sife et al. (2010) found that mobile

phones help increase the efficiency of daily affairs, especially when geographically distant

people interact with each other. As mentioned, better access to information and markets

may improve income, but also beyond the income mechanism lower transaction costs

may positively affect access to food quantity and variety. For instance, mobile phones

can improve knowledge about the times and places of food aid distribution, which is not

uncommon especially during drought periods. Mobile phones and mobile money can also

facilitate coordination and collective action among members of pastoral communities for

regular food purchases. Since the next market in the study area is on average more

than three hours away (Mude et al., 2012), arrangements of reciprocal assistance and

reachability through a mobile phone bear significant advantages for rural households.

Better coordination allows more frequent market transactions without increasing transport

costs for the individual. More frequent transactions may have particularly positive effects

for the consumption of fresh and perishable foods, which are important for micronutrient

supply.



Can mobile phones improve nutrition? 51

However, ownership and use of mobile phones is not costless. In our study, households

spend on average 3,226 Kenyan shillings (KSh) (approximately USD32) on buying a mobile

phone, which is equivalent to 150% of mean monthly per capita income. Consequently

mobile phones are often shared between households. About one-third of the Kenyans

interviewed in the FinAccess survey in 2009 mentioned sharing mobile phones with friends

and relatives (Aker and Mbiti, 2010). A considerable degree of phone sharing was recently

also observed in pastoral contexts of East Africa (Debsu et al., 2016; Butt, 2015). Looking

at mobile phone ownership alone may therefore not fully capture the effects of mobile

phone use (Tadesse and Bahiigwa, 2015; Zanello, 2012). In our analysis, we differentiate

between the effects of mobile phone ownership and mobile phone use.

Given the mechanisms discussed, we expect that mobile phones contribute to improved

dietary diversity and nutrition among pastoral communities in Kenya. This is analyzed

by testing the following concrete hypotheses:

H1: Ownership of mobile phones has a positive effect on household nutrition.

H2: Using mobile phones has a positive effect on household nutrition.

Easier access to purchased food is one of the key arguments why we expect mobile

phones to increase dietary diversity. This relationship has recently experienced increasing

empirical support (Hirvonen and Hoddinott, 2017; Koppmair et al., 2017; Luckett et al.,

2015). To shed light on this particular mechanism, we also test the following hypotheses:

H3: Ownership of mobile phones improves access to food purchases.

H4: Using a mobile phone improves access to food purchases.

4.3 Data and Measurement of Key Variables

4.3.1 Data and Sampling

This study uses panel data collected in Kenya’s Marsabit County by the Index Based

Livestock Insurance Project (IBLI). The data cover the years 2009, 2010, 2011, 2012, 2013,

and 2015. In the first step of sampling, 16 out of 47 sub-locations in Marsabit County

were chosen. These sub-locations were purposively selected to capture variability in various

dimensions such as livestock production systems, agro-ecologies, market accessibility, and

ethnic composition. The 16 sub-locations belong to five larger divisions. Within each sub-

location, all households were categorized in three groups based on livestock holding size.

Respondents were equally drawn from these three groups. Enumerators usually waited up
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to three days for households during data collection. In case sampled respondents moved

away for a longer time period and could not be interviewed again, replacements were

drawn from the same sub-location and herd size class. The average attrition rate is 3.4%

per round. Some observations were dropped due to missing data of key variables. The

final sample used in this study consists of 5,506 observations. The number of households

that participated in all six survey rounds is 752. A more detailed description of the data –

including sampling design, survey implementation, and attrition – can be found in Ikegami

and Sheahan (2017).

4.3.2 Measurements of Key Variables

We use the Household Dietary Diversity Score (HDDS) to measure dietary diversity at

the household level. The HDDS counts the number of food groups consumed by the

household over a specific period of time, usually 24 hours (Swindale and Bilinksy, 2006),

but longer recall periods have also become common in the recent literature (Sibhatu and

Qaim, 2018a; Upton et al., 2016; Arimond et al., 2010). The HDDS is a common tool

to assess food security and access to calories. It is not a very precise indicator of di-

etary quality, as it measures the diversity of the food consumed at the household level

and therefore ignores issues of intra-household food distribution. More precise indicators

of dietary quality, such as individual dietary diversity scores of particular target groups,

would require individual-level dietary data, which we do not have in the data set. Re-

cent studies in Kenya and other geographical contexts showed that household-level food

consumption indicators are positively and significantly correlated with individual dietary

diversity scores and micronutrient intakes of male and female adults and children (Fongar

et al., 2019; Sibhatu and Qaim, 2018a; Koppmair et al., 2017). In other words, the HDDS

can be used as a proxy of dietary quality in the absence of individual-level data, even

though the results should be interpreted with some caution.

The data used in this study are based on a seven-day food consumption recall. The

twelve food groups usually included in the HDDS are: cereals; white roots and tubers;

legumes, nuts and seeds; vegetables; fruits; meat; eggs; fish and seafood; milk and milk

products; sweets and sugars; oils and fats; and spices, condiments, and beverages (Swindale

and Bilinksy, 2006). The number of food items in the survey’s last round conducted in 2015

is smaller than in the previous rounds, since some foods that were previously disaggregated

were combined. To keep consistency over all time periods we slightly alter the items

included in two of the usual twelve food groups for the HDDS and do so consistently for

all survey rounds. Instead of having one group for meat, poultry and offal, and one group

for fish and seafood, we have one group for goat and sheep meat and one group for fish,

seafood, offal and all other meat. Goat and sheep meat are the most-commonly consumed

types of meat in the study area, while fish, offal, camel, donkey, or bush meat are eaten

less frequently. The correlation of the HDDS using the original twelve food groups as
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defined by (Swindale and Bilinksy, 2006) and our modified version of the HDDS for the

first five survey rounds is 0.995. This close correlation suggests that our modification is

very unlikely to reduce the validity of the indicator.

As an additional nutrition indicator we use a variation of the HDDS that does not

include the three calorie-rich but micronutrient-poor food groups sweets and sugars, oils

and fats, and spices, condiments, and beverages, as used for example by Sibhatu et al.

(2015) and Arimond et al. (2010). This alternative indicator may be a better proxy of mi-

cronutrient consumption, but in the pastoral context of Northern Kenya calorie deficiency

is also a widespread problem. Hence, both indicators are of interest here. In the following

analysis, we refer to the two indicators as HDDS12 and HDDS9 to clarify the number of

food groups included in each case.

Data for the HDDS were always collected in October or November, which is when

the rainy season typically starts in Marsabit (Upton et al., 2016). The timespan of data

collection never overlapped with Ramadan. Collecting data during the same season ensures

comparability of HDDS over the survey rounds. However, one should be cautious not to

over-interpret the HDDS as an indicator of food security during all periods of the year,

because possible seasonal differences in food consumption are not captured. We are also

interested in the main sources of food for sample households. We differentiate between self-

production and purchases. This distinction is based on our expectation that income effects

are not the only mechanism through which mobile phones can influence household dietary

diversity. As discussed above, mobile phones facilitate communication and coordination

and could thus improve access to food markets also without any income effects. For the

HDDS calculations, we categorize a food group as self-produced (purchased) when the

household consumed at least one food item belonging to this group from own production

(purchase).

We consider two different outcome variables concerning the food source. First, we

measure the relevance of self-produced foods by taking the sum over all self-produced

food groups that the household consumed in the last seven days. This sum ranges from

zero, if the household did not obtain any of the foods consumed from self-production,

to twelve, if the household produced and consumed all twelve food groups. The sum

of self-produced food groups is consequently always smaller or equal to the household’s

HDDS12. Second, we measure the relevance of purchased foods as the sum over all food

groups consumed in the last seven days stemming from purchase. This second variable

can also range from zero to twelve.

The main treatment variables in this study are mobile phone ownership and use. The

survey contained questions about the number of mobile phones owned by each household

and the frequency of mobile phone use. The frequency was captured as “never”, “once a

year”, “once a month”, “once a week”, or “every day”. Table 4.1 shows that ownership of

a mobile phone is not a necessary condition for use. The proportion of people that used

a mobile phone without owning one increased over time. Almost half of the respondents
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without a phone in 2015 mentioned using one at least once a month. This degree of phone

sharing exceeds results reported in previous studies in similar settings (Debsu et al., 2016;

Butt, 2015; Aker and Mbiti, 2010). Approximately 11% of the respondents in our sample

who stated that they own a mobile phone actually never used it during the twelve months

prior to the survey. Potential reasons for owning but not using mobile phones are poor

network coverage, weak electricity infrastructure, or insufficient mobile phone credit (Butt,

2015). In order not to dilute estimates by households that owned but never used a phone,

we do not treat these households as owners in the impact analysis. However, the findings

do not change much when including these households as mobile phone owners.

Table 4.1: Share of households that use MPs among households that
do not own a MP

Usage... Pooled 2009 2010 2011 2012 2013 2015

at least once a month 27 20 20 25 27 36 48

at least once a week 17 9 11 16 18 23 42

every day 9 2 3 8 12 13 27

N 3,012 654 618 553 477 443 257

Notes: Own elaboration based on panel data from Northern Kenya. MP = Mobile
phone.

To allow for differences in ownership and use frequencies and to increase the robustness

of our estimations, we construct the following five mobile phone (MP) variables:

• MP ownership variable 1: unity if the household owns a MP and used it at least

once during the twelve months prior to the survey, zero otherwise.

• MP ownership variable 2: unity if the household owns two or more mobile phones

and used a mobile phone during the twelve months prior to the survey, zero otherwise

• MP utilization variable 1: unity if the household used a mobile phone every day,

zero otherwise

• MP utilization variable 2: unity if the household used a mobile phone once a week

excluding daily use, zero otherwise.

• MP utilization variable 3: unity if the household used a mobile phone at most once

a month, zero otherwise.

We select suitable explanatory variables based on past research to control for several

important variations in household characteristics. (Hirvonen and Hoddinott, 2017) find

that the household’s cooking source can influence its dietary diversity. We therefore control

for the household’s main cooking appliance by constructing a dummy variable that is

zero if the household uses a traditional fire and unity if the household uses any form of
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advanced cooking appliance such as a jiko (local wood and charcoal stove) or some form

of cooker. We also include the gender, age, and education of the household head as well

as the household size. Income is measured as all income received by the household in the

last four months including livestock sales, crop sales, cash transfers from family, friends

and other people, salaried employment, casual labor and petty trading. To account for

inflation, income is consistently measured in Kenyan Shilling (KSh) with 2015 as the base

year (KSh 1 ≈ USD 0.01). Moreover we include the nomadic status of the household as

well as radio possession to control for an additional type of technology that can be used

to access information.

The size of the land cultivated by the household measured in hectares is included as

well. As mentioned in section 4.2, crop farming is rarely done in Northern Kenya. This is

reflected in the data, where 81% of the observations have no land under cultivation and less

than 7% farm more than one hectare. We also control for herd size measured in Tropical

Livestock Units (TLU)1. In the area of this study, camels form the largest proportion of

the herds in terms of TLU, followed by cattle and goats (Mburu et al., 2017). Only 7.7%

of the households do not own any livestock at all. Herd size and agricultural land can be

associated with higher household nutrition for two reasons. On the one hand, these are

proxies for the households’ wealth, and on the other hand they present assets that can

directly supply the household with food.

4.4 Econometric Strategy

We use panel data regression models to analyze the effect of mobile phones on dietary

diversity. We run separate regressions for the two dietary diversity scores explained above

and for mobile phone ownership and mobile phone use. Since the analysis is based on

observational data, self-selection of individuals into mobile phone ownership and use is

probable. Hence, the estimated effects of mobile phones could suffer from selection bias.

To remove selection bias resulting from unobserved time-invariant heterogeneity, we use

panel data models with household fixed effects (FE) (Verbeek, 2004). The influence of

factors such as physical market proximity is therefore eliminated.

A necessary condition for efficient FE estimates is the existence of sufficient data

variability within groups over time. Figures 4.1 and 4.2 show that mobile phone ownership

and use both show substantial variation over the timespan considered.

The following equation models the relationship between mobile phones and dietary

diversity:

HDDSit = β0 + β′1MPit + β′2Xit + β′3Tt + ωi + εit, (4.1)

where HDDSit is the Household Dietary Diversity Score (with either twelve or nine food

1One tropical livestock unit refers to either 1 head of cattle, or 0.7 of a camel, or 10 goats, or 10 sheep
(Mburu et al., 2017).
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Figure 4.1: Proportion of households owning at least one mobile
phone in Marsabit, Kenya
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Source: Own presentation based on panel data from Marsabit, Kenya with
5,506 observations and 1,062 groups.

Figure 4.2: Development of mobile phone use in Marsabit, Kenya
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groups) of household i at time t. MPit is a vector of either three or two mobile phone

variables that measure mobile phone use or mobile phone ownership of household i. Xit is

a vector of time-variant household characteristics. Some of these characteristics, such as

gender of the household head, are time-invariant for most but not all households. Higher

income is one of the mechanisms through which mobile phones can positively influence nu-

trition. To better understand this and other mechanisms, we run each regression with and

without controlling for income. Tt is a vector of time dummies for the years 2009, 2010,

2011, 2012, and 2013, capturing all structural changes such as economic growth, overall

expansion of network coverage, improvements of general infrastructure, or droughts. We

have separate time dummies for each of the five geographical divisions to allow for hetero-

geneous structural change. ωi is the household fixed effect. εit is a normally distributed

error term. The errors are robust and clustered at the sub-location level to account for

possible heteroskedasticity and serial correlation of errors within sub-locations.

The dependent variables HDDS12it and HDDS9it are censored with a lower limit of

zero and an upper limit of twelve or nine respectively. Using a tobit estimator could be

more appropriate than a linear specification. However, maximum likelihood estimations of

non-linear models with group and/or time fixed effects suffer from the incidental parame-

ter problem (Greene, 2004; Neyman and Scott, 1948) and are thus biased and inconsistent.

Potential corrections always lead to a trade-off between bias arising either through inci-

dental parameters or through misspecification of unobserved heterogeneity (Bester and

Hansen, 2016). In the data at hand there are only very few observations around the up-

per and lower limits. That is, very few households consume zero or all twelve (or nine)

food groups. It therefore seems more reasonable to employ a linear model that captures

time-invariant heterogeneity consistently rather than using a biased maximum likelihood

estimator. We are mostly interested in β1, since positive and statistically significant co-

efficients would imply a positive effect of mobile phone ownership and use on household

dietary diversity (hypotheses 1 and 2).

The relatively large number of time periods covered by the data allows further analyses

of both the persistence of potential benefits as well as controlling if any anticipatory effects

occur. Similar to Beuermann et al. (2012) we also consider the following model with

differential time trends for each individual household:

HDDSit = β0 +
5∑

τ=−5

δτDiτ + β′2Xit + β′3Tt + ωi + εit, (4.2)

where where τ is the year of first mobile phone access normalized to τ = 0 for the first

round of access. Diτ is a dummy that equals unity for the τth year of mobile phone access.

We omit the dummy Di,−1 from the analyses, so that δ−2 can be interpreted as the mean

of the dietary diversity two rounds before first mobile phone access relative to the round

before first access.
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Given that the three identification assumptions of parallel trends in the baseline out-

comes, absence of anticipatory behavior in the periods before treatment, and treatment

effect homogeneity hold, we can interpret δ0 as the mean of dietary diversity in the round

of first access relative to the round before first access (Abraham and Sun, 2019). δ1 can

be interpreted as the mean of dietary diversity in the round after first access etc. If our

identification strategy is valid, none of the δτ coefficients for τ < 0 should be positive

and statistically significant, since significant positive coefficients would imply that mobile

phones led to improved nutrition already before households actually had access to them.

To test hypotheses 3 and 4, we analyze whether mobile phones influence the primary

household food sources. As explained above, we decompose HDDS12it into two compo-

nents, namely the number of consumed food groups from self-production and the number

of food groups from purchases. To explain these two variables (Yit) we employ the following

linear fixed effect model similar to equation (4.1):

Yit = β0 + β′1MPit + β′2Xit + β′3Tt + ωi + εit, (4.3)

4.5 Results and Discusssion

4.5.1 Descriptive Statistics

Ownership of a mobile phone increased from less than 30% in 2009 to over 70% in 2015

(Figure 1). Actual use of mobile phones follows a similar structure. About 55% of the

respondents never used a phone in 2009, and only 22% used a mobile phone on a daily

basis. In 2015, 65% used a mobile phone daily, while the proportion of households that

never used a mobile phone dropped to 18% (Figure 2).

Figure 4.3 shows the development of average household dietary diversity. The cumu-

lative density function has shifted to the right over time, which implies a general improve-

ment of dietary diversity. Compared to other household dietary diversity scores using

seven-day recall data (Fongar et al., 2019; Sibhatu and Qaim, 2018a), the average HDDS

in the study region is quite low. This points at high food insecurity and low nutritional

quality in the pastoral communities.

Table 4.3 shows mean socioeconomic characteristics for all six survey rounds. Differ-

ences between households owning and not owning mobile phones are tested for statistical

significance. Households that own mobile phones have higher dietary diversity scores and

are more likely to own other assets. Mobile phone owners also have higher incomes. For

most of the variables, the differences between households owning and not owning mobile

phones are largest in 2009 and get smaller over the years with more households owning

mobile phones. Beyond dietary diversity scores, we also compare the expenditures for

selected food groups between households with and without mobile phones. Households

with mobile phones consume significantly more fresh foods, such as fruits, vegetables, and

animal source products, also pointing at higher dietary quality.
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Figure 4.3: Cumulative distribution of the Household Dietary
Diversity Score in Marsabit, Kenya
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Table 4.2: Correlations between income, dietary diversity, and
mobile phones (N=5,506)

Income
MP use at
least once
a month

Owning at
least one MP

HDDS12

MP use at least
once a month

0.206***

Owning at least
one MP

0.235*** 0.607***

HDDS12 0.304*** 0.380*** 0.396***

HDDS9 0.296*** 0.364*** 0.386*** 0.947***

Notes: HDDS = Household Dietary Diversity Score. MP = mobile
phone.
∗,∗∗,∗∗∗ denote statistical significance at the 10%, 5%, 1% level re-
spectively. Significance levels are Bonferroni-adjusted.
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0Table 4.3: Socioeconomic characteristics by mobile phone ownership

2009 2010 2011 2012 2013 2015

Non-
owners

Owners
Non-

owners
Owners

Non-
owners

Owners
Non-

owners
Owners

Non-
owners

Owners
Non-

owners
Owners

HDDS12
5.85 7.60*** 6.32 7.90*** 6.30 7.35*** 6.59 7.54*** 6.79 7.73*** 6.77 7.54***

(1.19) (1.54) (1.27) (1.63) (1.25) (1.59) (1.07) (1.42) (1.30) (1.56) (1.41) (1.65)

HDDS9
3.56 5.27*** 3.91 5.50*** 4.06 5.07*** 4.32 5.24*** 4.52 5.46*** 4.48 5.24***

(1.22) (1.58) (1.33) (1.69) (1.23) (1.60) (1.14) (1.51) (1.32) (1.59) (1.44) (1.69)

Self-produced food groups
0.30 0.23** 0.58 0.61 0.54 0.40*** 0.80 0.71 0.84 0.96* 0.62 0.76**

(0.49) (0.46) (0.61) (0.82) (0.66) (0.70) (0.90) (0.84) (0.82) (1.11) (0.83) (0.99)

Food groups from purchases
4.57 6.93*** 5.14 7.07*** 4.56 6.06*** 5.61 6.90*** 5.74 6.96*** 5.58 6.74***

(1.74) (1.91) (1.71) (1.88) (1.79) (2.15) (1.33) (1.57) (1.64) (1.65) (1.76) (1.75)

Nomad
0.04 0.02* 0.05 0.02** 0.02 0.00* 0.02 0.01 0.02 0.01 0.06 0.02**

(0.19) (0.12) (0.22) (0.14) (0.13) (0.05) (0.14) (0.08) (0.13) (0.08) (0.23) (0.16)

Income [KSh 1,000,000]
0.01 0.05*** 0.02 0.08*** 0.01 0.04*** 0.02 0.05*** 0.03 0.04*** 0.02 0.04***

(0.03) (0.09) (0.03) (0.12) (0.04) (0.09) (0.03) (0.11) (0.04) (0.08) (0.03) (0.07)

Herd size [10 TLU]
16.15 16.35 16.09 16.91 11.71 11.24 11.52 12.28 11.87 13.4 9.39 11.89**
(22.1) (30.09) (22.16) (29.49) (13.96) (14.52) (14.38) (17.04) (13.47) (16.54) (14.48) (14.26)

Land farmed [hectares]
0.11 0.73*** 0.07 0.52*** 0.11 0.51*** 0.09 0.33*** 0.08 0.29*** 0.11 0.40***

(0.53) (1.58) (0.30) (1.07) (0.46) (1.44) (0.41) (0.96) (0.31) (0.73) (0.46) (3.26)

Radio ownership
0.09 0.58*** 0.10 0.52*** 0.10 0.50*** 0.10 0.45*** 0.11 0.45*** 0.11 0.42***

(0.29) (0.50) (0.30) (0.50) (0.30) (0.50) (0.30) (0.50) (0.31) (0.50) (0.32) (0.49)

Cooking source
0.01 0.07*** 0.01 0.07*** 0.01 0.05*** 0.01 0.05*** 0.01 0.05*** 0 0.05***
(0.10 (0.26) (0.11) (0.25) (0.08) (0.22) (0.09) (0.22) (0.09) (0.22) (0.06) (0.22)

Household size
5.44 6.19*** 4.75 5.69*** 5.81 6.57*** 5.98 6.77*** 5.97*** 6.81*** 5.83*** 7.05***

(2.23) (2.68) (2.10) (2.72) (2.20) (2.56) (2.20) (2.54) (2.27) (2.40) (2.35) (2.36)

Education HH
0.46 3.41*** 0.39 2.94*** 0.29 2.57*** 0.33 2.09*** 0.28 2.01*** 0.30 1.61***

(1.97) (4.93) (1.82) (4.70) (1.56) (4.48) (1.69) (4.16) (1.54) (4.09) (1.53) (3.73)

Gender HH [1 = female]
0.44 0.20*** 0.47 0.19*** 0.46 0.24*** 0.45 0.30*** 0.43 0.30*** 0.50 0.32***

(0.50) (0.40) (0.50) (0.40) (0.50) (0.43) (0.50) (0.46) (0.50) (0.46) (0.50) (0.47)

Age HH
47.89 47.58 48.75 49.05 48.53 48.82 50.27 48.96 51.06 50.02 54.85 51.20**

(18.82) (17.09) (18.68) (17.23) (16.74) (15.95) (16.85) (15.69) (16.18) (15.63) (15.71) (15.03)
N 654 262 618 294 559 361 483 439 449 470 271 646

Notes: Mean values are shown. Standard errors are in parentheses. Differences in means between owners and non-owners are tested for statistical significance
using the t-test. HDDS = Household Dietary Diversity Score. HH= household head. TLU = Tropical Livestock Unit. ∗∗∗p < 0.01,∗∗ p < 0.05,∗ p < 0.1.
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The relationships between income, mobile phones, and dietary diversity deserve par-

ticular attention. Richer households are more likely to use or own mobile phones and

are also more likely to have higher dietary quality. A positive association between mobile

phones and dietary quality could therefore emerge simply as a by-product of these latent

mechanisms. To better understand these relationships, we present correlation coefficients

in Table 4.2. All coefficients are positive and statistically significant, yet with some dif-

ferences in terms of their magnitude. The correlations between income and mobile phone

ownership/use are relatively small. The correlations between income and dietary diversity

are slightly larger, and the largest correlation coefficients are observed between the mobile

phone variables and dietary diversity. Since the correlation coefficients are based on the

pooled sample and do not account for any confounding factors, interpretation should be

made with caution. Nevertheless, the relatively weak linear relationship between income

and mobile phone use suggests that a positive association between mobile phone use and

dietary diversity may not be driven by the income mechanism alone, as predicted in our

conceptual framework. This will be further analyzed with the econometric models below.

4.5.2 Regression Results

In Table 4.4, we present estimation results for the models in equation 4.1. Columns

(1) to (4) show results for mobile phone use as the treatment variable. The dependent

variable for columns (1) and (2) is the HDDS12 and for columns (3) and (4) the HDDS9.

Coefficient estimates for daily mobile phone use are positive and statistically significant

for both dietary diversity scores. Less frequent mobile phone use is only statistically

significant for HDDS12. A coefficient of 0.3 for daily MP use (column 1) means that

those who use mobile phones on a daily basis consume 0.3 food groups more compared

to those who do not use mobile phones. This average effect size is larger than that of

many agricultural interventions, such as increasing the diversity of farm production among

African smallholders (Sibhatu and Qaim, 2018b).

Using the estimates in columns (2) and (4) of Table 4.4, we can also approximate

the proportion of the improvements in average dietary diversity that can be attributed

to increased mobile phone use. Multiplying the mobile phone regression coefficients of

column (2) with the average increase in mobile phone use and dividing this number by

the average increase in HDDS12 reveals that considering the time span analyzed here,

mobile phones contributed to roughly 12% of the improvement in HDDS12. Similarly, the

mobile phone regression coefficients of column (4) imply that increases in mobile phone

use contributed to 10% of improvements in HDDS9.

Columns (5) and (6) of Table 4.4 show that both owning at least one phone and owning

two or more mobile phones have a positive and statistically significant effect on HDDS12.

When the HDDS with nine food groups is considered (columns 7 and 8), only owning two
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Table 4.4: Full Table for the effects of mobile phones on household dietary diversity scores (fixed effects panel model)

Mobile phone use Mobile phone ownership

HDDS12 HDDS9 HDDS12 HDDS9

(1) (2) (3) (4) (5) (6) (7) (8)

Daily MP use
0.306*** 0.289*** 0.261*** 0.243***
(0.075) (0.075) (0.077) (0.078)

Weekly MP use (excluding daily use)
0.021 0.011 -0.060 -0.071

(0.070) (0.068) (0.063) (0.061)

At most monthly MP use
0.142* 0.138* 0.122 0.118
(0.071) (0.069) (0.077) (0.075)

Owning at least one MP
0.192* 0.186* 0.120 0.115
(0.097) (0.096) (0.103) (0.102)

Owning two or more MPs
0.248** 0.233* 0.211* 0.195*
(0.111) (0.111) (0.107) (0.109)

Income [KSh1,000,000]
2.321*** 2.484*** 2.362*** 2.515***
(0.438) (0.447) (0.434) (0.444)

Control Variables YES YES YES YES YES YES YES YES

Division × years dummies YES YES YES YES YES YES YES YES

Model statistics
R2 0.587 0.591 0.584 0.589 0.567 0.572 0.565 0.570

Notes: Estimates are based on an unbalanced panel data set with 5,506 observations and 1,062 groups. Standard errors shown in
parentheses are robust and clustered at the sub-location level. HDDS = household dietary diversity score. MP = mobile phone. Control
variables are: nomadic status, radio possession, cooking source, land farmed, herd size, education, gender, age, household size. Full
results with all control variables are shown in Table C2 in the online Appendix. ∗,∗∗,∗∗∗ denote statistical significance at the 10%, 5%,
1% level respectively.
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or more mobile phones approaches statistical significance; the coefficient for owning at

least one mobile phone is positive but insignificant2.

A possible explanation for the difference in significance levels between HDDS12 and

HDDS9 for low utilization frequencies lies in the food groups not included in HDDS9.

HDDS9 does not contain the food groups sweets and sugars, oils and fats, and spices,

condiments, and beverages. These food groups contain foods that are generally less per-

ishable than most of the foods in the other food groups. HDDS9 therefore mostly consists

of foods that perish relatively fast such as meat, milk, vegetables, fruit, or eggs. While

rare mobile phone use might induce better access to foods that last longer, it might not

be frequent enough to increase access to more perishable foods. The same argument can

be made to explain the insignificant effect of owning one mobile phone on HDDS9: if

households only own a single mobile phone, the device might be used otherwise or by

other household members and does not help procure more perishable food groups.

Columns (1), (3), (5), and (7) in Table 4.4 show the estimation results without income

included as a control variable. As expected, the mobile phone effects are larger, supporting

the hypothesis that income gains are one of the mechanisms through which mobile phones

improve dietary diversity. However, the differences in the estimates between the models

with and without income included are relatively small. This, together with the fact that

the mobile phone coefficients are significant in columns (2), (4), (6), and (8) even after

controlling for income, suggests that income gains are not the only mechanism of the

mobile phone effects on dietary diversity.

Given the positive and statistically significant effects of the mobile phone variables

in Table 4.4, we confirm Hypothesis 1 and Hypothesis 2. The partially different results

for HDDS12 and HDDS9 imply that the effects of mobile phones may depend on the

food group classification. To deepen the analysis we now look at the effects of mobile

phones on the households’ food sources. Table 4.5 shows regression results of the two

models explained in equation 4.3. Columns (2) and (4) show that all specifications for

the mobile phone ownership and use variables have positive and statistically significant

effects on the number of food groups consumed from purchases. This confirms that mo-

bile phones facilitate the acquisition of food through markets. Columns (1) and (3) of

Table 4.5 show the same models with the number of food groups from self-production as

dependent variable. All mobile phone coefficient estimates are statistically insignificant.

This suggests that improved access to purchased foods is indeed the main mechanism how

mobile phones improve diets and nutrition in the pastoral communities. We therefore also

confirm Hypothesis 3 and Hypothesis 4.

2To understand how sensitive the results are with regard to attrition, we ran the same models but only
including those households for whom we have complete observations for all six rounds (N = 4,512). The
results are shown in Table C1 in the online Appendix; they are nearly identical to those in Table 4.4. While
these estimates with the balanced panel do not provide a perfect counterfactual for the scenario without
non-random attrition, the similarity of the results suggests that the magnitude of any potential attrition
bias is small.
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Table 4.5: Effects of mobile phones on dietary diversity obtained from self-production
and food purchases (fixed effects panel model)

Mobile phone use Mobile phone ownership

Food groups
from self-

production

Food groups
from purchase

Food groups
from self-

production

Food groups
from purchase

(1) (2) (3) (4)

Daily MP use
-0.019 0.384***
(0.047) (0.089)

Weekly MP use
(excluding daily use)

-0.072 0.235**
(0.042) (0.093)

At most monthly MP use
-0.013 0.236**
(0.040) (0.090)

Owning at least one MP
0.008 0.307***

(0.050) (0.092)

Owning two or more MPs
0.042 0.276***

(0.070) (0.086)

Income [KSh1,000,000]
0.568** 2.302*** 0.556** 2.366***
(0.231) (0.465) (0.233) (0.472)

Control Variables YES YES YES YES

Division × years dummies YES YES YES YES

Model statistics:
R2 0.443 0.607 0.442 0.606

Notes: Estimates are based on an unbalanced panel data set with 5,506 observations and 1,062
groups. The dependent variable for columns (1) and (3) is the number of food groups that the
household consumed coming from self-production. The dependent variable for the columns (2)
and (4) is the number of food groups that the household consumed coming from food purchases.
Standard errors shown in parentheses are robust and clustered at the sub-location level. MP
= mobile phone. Control variables are: nomadic status, radio possession, cooking source, land
farmed, income, herd size, education, gender, age, household size. Full results with all control
variables are shown in Table C3 in the online Appendix. ∗,∗∗,∗∗∗ denote statistical significance at
the 10%, 5%, 1% level respectively.

As a robustness check, we now look at the individual time trends in the years before,

during, and after mobile phone adoption, as explained in equation (4.2). We consider

the three outcome variables for which we found statistically significant effects of mobile

phones, namely HDDS12, HDDS9, and the number of food groups coming from purchases.

Table 4.6 shows that none of the 24 coefficients for the years prior to first mobile phone

access is statistically significant. This supports the validity of our identification strategy

and suggests that households adopting mobile phones were not already on a different

trajectory than other households before they adopted.

The coefficients concerned with the years after first access to a mobile phone give

insights on the duration of the positive effects on dietary diversity. Mobile phone use

has a positive effect from the very first round for all three nutritional indicators. These
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effects last at least as long as the time span covered by the data. Mobile phone ownership

approaches statistical significance when HDDS12 is considered, but only in the very first

year of access. Treatment effects for later rounds are not statistically different from the

round prior to first access. Ownership does not have a positive effect on HDDS9. The

positive effect of mobile phone ownership on the food groups from purchases is more

sustainable.

This analysis with individual time trends has certain limitations that deserve further

discussion. Since the data cover six rounds, we can only estimate the before 5 coefficient

based on the households that adopted mobile phones in the last survey round. Similarly,

the before 4 coefficient can only be identified from households that adopted in the last or

second to last survey round and so on. The before coefficients are therefore not representa-

tive of the respective pre-trend of all mobile phone adopters, but only capture households

that adopted mobile phones later during the period. This does not render the results in

Table 4.6 invalid, but means that the finding of absence of pre-trends is restricted to cer-

tain groups. We cannot rule out potential pre-trends of households that adopted relatively

early. Similarly, the after coefficients can only be based on relatively early adopters and

are therefore also not representative of the entire sample3.

That said, if we assume that potential pre-trends would become apparent especially

in the years directly preceding the adoption decision, the before 1, before 2, and before 3

coefficients would be the ones particularly important for this analysis. These coefficients

are identified by a large share of the sample and therefore more representative. As a ro-

bustness check, we estimate equation (4.2) only with dummies for the time span from three

years before individual mobile phone adoption to three years after mobile phone adoption.

These additional estimates, which are shown in Table C5 in the online Appendix, do also

not produce any negative and statistically significant coefficients that would indicate the

existence of pre-trends.

One of the three identification assumptions formalized by Abraham and Sun (2019)

requires treatment effect homogeneity across different cohorts. In the context of this

study, it is plausible that cohorts react differently to the treatment. For example, early

adopters might be wealthier than late adopters and therefore benefit more from easier

access to food purchases. However, Abraham and Sun (2019) show that a violation of this

assumption does not invalidate the estimation, but rather complicates the interpretation

of the coefficients4.

Since we do not have data for the year of adoption before 2009, we do not know in

which year households that already owned/used mobile phones in the first survey round

had actually adopted the technology. Consequently we cannot assign proper after dummies

3This could explain why some of the after 5 coefficients are particularly large in Table 4.6.
4Under effect heterogeneity across cohorts, the lead fixed effect estimators can be affected by variation

in post-treatment. As a result, non-zero coefficient estimates for before variables do not provide evidence
for the existence of pre-trends (Abraham and Sun, 2019).
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Table 4.6: Effect duration of mobile phone access on dietary outcomes (fixed effects panel
model)

Mobile phone usage Mobile phone ownership

HDDS12 HHDS9

Food
groups
from

purchase

HDDS12 HHDS9

Food
groups
from

purchase
(1) (2) (3) (4) (5) (6)

Before 5
0.162 0.199 0.127 0.022 0.084 -0.280

(0.162) (0.146) (0.218) (0.102) (0.118) (0.225)

Before 4
0.116 0.132 0.121 -0.070 -0.004 -0.180

(0.143) (0.143) (0.201) (0.107) (0.096) (0.129)

Before 3
0.089 0.113 -0.013 0.006 0.039 0.082

(0.093) (0.095) (0.115) (0.101) (0.113) (0.107)

Before 2
0.058 0.073 0.013 0.055 0.100 0.063

(0.059) (0.079) (0.089) (0.074) (0.070) (0.090)

Before 1 ——Reference Year——

After 0
0.214** 0.188** 0.258*** 0.136* 0.094 0.264***
(0.076) (0.077) (0.087) (0.073) (0.084) (0.085)

After 1
0.192* 0.112 0.197 0.077 0.035 0.252**
(0.095) (0.095) (0.135) (0.072) (0.086) (0.096)

After 2
0.226** 0.229*** 0.337** 0.042 -0.040 0.243*
(0.102) (0.071) (0.127) (0.145) (0.157) (0.134)

After 3
0.252** 0.234** 0.330*** -0.080 -0.112 0.233
(0.087) (0.080) (0.104) (0.210) (0.199) (0.154)

After 4
0.289** 0.262 0.393 0.019 0.024 0.094
(0.124) (0.174) (0.314) (0.267) (0.299) (0.389)

After 5
0.433** 0.467** 0.818*** -0.010 0.109 0.375*
(0.169) (0.178) (0.216) (0.253) (0.228) (0.204)

Control Variables YES YES YES YES YES YES

Division × years dummies YES YES YES YES YES YES

Model statistics:
R2 0.443 0.607 0.442 0.606

Notes: Estimates are based on an unbalanced panel data set with 5,506 observations and 1,062 groups.
The dependent variable for columns (1) and (4) is household dietary diversity score with twelve food
groups. The dependent variable for columns (2) and (5) is the dietary diversity score with nine
food groups. The dependent variable for columns (3) and (6) is the number of food groups that the
household consumed coming from food purchases. The independent variables shown here refer to the
number of rounds before or after a household first gained access to a mobile phone relative to the
year before first access. Standard errors shown in parentheses are robust and clustered at the sub-
location level. Full results with all control variables are shown in Table C4 in the online Appendix.
Control variables are: nomadic status, radio possession, cooking source, income, land farmed, herd
size, education, gender, age, household size. ∗,∗∗,∗∗∗ denote statistical significance at the 10%, 5%,
1% level respectively.
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for these households. For the estimations in Table 4.6, all of the after and before dummies

for these households were attributed a value of zero. Since we are mostly interested in

pre-trends, this simplified assumption should be acceptable. It does however mean that

the after coefficients in general should be interpreted with some caution.

To further analyze the effects of mobile phones on dietary quality from food purchases,

we split HDDS12 into its twelve food groups and estimate a linear probability model

for each of these groups. The dependent variable indicates whether or not a household

consumed a certain food group in the seven days prior to the survey and mentioned

purchase as the main source of acquirement. Different degrees of mobile phone use are the

treatment variables in these models. Table 4.7 shows that daily mobile phone use helps

procure foods that are particularly perishable such as white roots and tubers, vegetables,

meat, eggs, and fish. These products spoil relatively fast, especially in the absence of

cooling devices. Statistically significant coefficient estimates lie between 0.02 and 0.08.

Daily mobile phone users are therefore 2% to 8% more likely to have consumed such food

groups in the last seven days with purchase being the main source than non-users.

Less frequent mobile phone use increases the probability to purchase foods that can

typically be bought at markets such as cereals, milk & milk products, sweets and sugars,

and spices, condiments, and beverages. These findings are in line with our argument that

mobile phones help better coordinate procurement of foods from distant markets. For

instance, mobile phones allow people in the local setting to organize alternating travels to

the market, which reduces transport and transaction costs significantly. The rather odd

negative effect of weekly mobile phone use on the probability to have consumed fruits from

purchase is difficult to explain.

We also analyzed whether mobile phones helped smoothen income during shocks by

interacting the mobile phone variables with a dummy variable taking the value of unity

in case the household head died in the last year or was sick for more than 45 days in the

three months prior to the survey. Neither the shock variable itself nor the shock variable

interacted with the mobile phone variable is significantly different from zero in any of the

models analyzed in this study. The inability to capture such effects with the data at hand

could be due to the relatively long time periods in-between the survey rounds and presents

an interesting topic for further research.
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(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)

Daily MP use
0.000 0.054** 0.039 0.048* 0.004 0.081** 0.020** 0.043*** 0.035 0.028** 0.018 0.013

(0.016) (0.021) (0.030) (0.025) (0.006) (0.030) (0.009) (0.013) (0.029) (0.012) (0.026) (0.009)

Weekly MP use
(excl. daily use)

0.034** -0.019 0.019 -0.022 -0.020** 0.043** 0.013 0.012 0.101*** 0.034** 0.014 0.025***
(0.014) (0.022) (0.030) (0.023) (0.008) (0.019) (0.010) (0.013) (0.022) (0.014) (0.032) (0.007)

At most monthly
MP use

0.022 0.030 0.029 0.011 0.001 0.047** 0.004 0.013 0.026** 0.019 0.019 0.014
(0.019) (0.020) (0.019) (0.022) (0.009) (0.021) (0.009) (0.013) (0.011) (0.011) (0.020) (0.009)

Control Variables YES YES YES YES YES YES YES YES YES YES YES YES

Division × years
dummies

YES YES YES YES YES YES YES YES YES YES YES YES

Notes: Estimates are based on an unbalanced panel data set with 5,506 observations and 1,062 groups. It is important to note that the items included
in the two food groups meat and fish and seafood are slightly altered. Instead of having one group for meat, poultry and offal, and one group for fish
and seafood, we have one group for goat and sheep meat and one group for fish, seafood, offal and all other meat. Standard errors shown in parentheses
are robust and clustered at the sub-location level. MP = mobile phone. TLU = Tropical Livestock Unit. Control variables are: nomadic status, radio
possession, cooking source, income, land farmed, herd size, education, gender, age, household size. Full results with all control variables are shown in Table
C6 in the online Appendix. ∗,∗∗,∗∗∗ denote statistical significance at the 10%, 5%, 1% level respectively.
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4.6 Conclusion

Mobile phones are widely seen as an important technology for enhancing economic develop-

ment. Communication without ICTs is associated with high opportunity costs especially

in rural areas of developing countries. Mobile phones thus present a promising instrument

to improve social welfare in such areas. This article has focused on nutrition as one essen-

tial social welfare dimension. We have analyzed whether and how mobile phone technology

translates into improved dietary diversity among pastoral communities in Kenya. In par-

ticular, we used panel data from households in Northern Kenya covering six rounds from

2009 to 2015 to assess the effects of mobile phones on dietary diversity. We considered

both mobile phone ownership and use. Dietary diversity was measured at the household

level using two dietary diversity indicators. We further analyzed how mobile phones affect

the number of food groups acquired through food purchases as well as the duration of the

effects.

The results indicate that mobile phones are associated with higher levels of dietary

diversity for households living in Kenya’s arid and semi-arid lands and are therefore likely

to contribute to improved nutrition in these areas. We argue that easier access to purchased

foods, resulting from easier communication and coordination, could represent an important

mechanism through which mobile phones improve dietary diversity.

When dietary diversity is measured using the household dietary diversity score with

twelve food groups, mobile phone use is associated with higher dietary diversity for high

and low usage frequencies. However, when dietary diversity is measured with a score that

excludes three calorie-rich but micronutrient-poor food groups, only daily mobile phone

use seems to improve dietary diversity. Results also show that mobile phones do not affect

the consumption of self-produced foods, but are associated with increased consumption

of foods obtained from purchases. This effect can be seen for all usage frequencies. The

interpretation that dietary diversity is improved through easier communication and better

access to purchased food is supported by the data and consistent with economic theory.

We were able to control for a wide range of economic and social factors and self-selection of

households based on time-invariant characteristics. This suggests that a causal relationship

between mobile phones and household nutrition could be plausible.

We further looked into the duration of the positive effects that mobile phones have

on dietary diversity. While dietary improvements based on mobile phone use seem to

be sustainable and can be traced back at least five years after first access to mobile

phones, the effects of mobile phone ownership on dietary diversity are weaker and much

less sustainable.

Nevertheless, there are some limitations to our study, three of which deserve partic-

ular attention. First, we were not able to control for possible bias due to unobserved

time-variant heterogeneity. Also, we could not analyze in more detail how and by whom

mobile phones are actually used within the sample households, because such information
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is not available in the data set. Hence, causal interpretation should be made with some

caution, although the effects described are plausible and cannot easily be explained by

factors other than mobile phone use. Second, the relationships observed in the pastoral

setting in Northern Kenya may be typical for pastoral communities with relatively poor

market access, but should not be generalized to settings with very dissimilar conditions.

In locations with more food crop production and better market access the effects of mobile

phones on dietary diversity and nutrition may potentially be different. Third, the analy-

ses are based on an unbalanced panel, since some observations dropped out of the survey.

However, the attrition rate is relatively low, so we do not expect strong attrition bias in

the estimates, which was also supported by an additional robustness check.

The lack of information regarding who uses mobile phones within the household calls

for further scientific investigation in the future. While past research has started to ad-

dress questions of intra-household phone usage (Sekabira and Qaim, 2017), more in-depth

analysis could be worthwhile from a gender perspective. Further research on how mobile

phones can be used to improve nutrition would be interesting as well, especially because

mobile phones and smartphones also enable the dissemination of various other technologies

and services.

Malnutrition is a relevant challenge in Northern Kenya. From the finding that mobile

phones could help improve diets and nutrition in such areas, we draw several policy impli-

cations. First, we recommend policy makers to further facilitate the use of mobile phones

in rural areas. Beyond helping to improve nutrition, mobile phones can have many other

positive effects to spur rural development, as earlier research showed (Kikulwe et al., 2014;

Aker and Mbiti, 2010). While many of the direct investments in ICT infrastructure are

made by the private sector, public policies can facilitate access to mobile phones through

enabling infrastructure (e.g., electricity) and conducive regulation. The households living

farthest away from urban areas are the ones with the highest opportunity costs of reach-

ing markets and thus can benefit most from mobile phone use. Second, policy makers

should continue to develop methods to utilize mobile phones in order to reach and inform

households about nutritious foods, balanced diets, and healthy lifestyles more generally.

Third, it is crucial that costs for phone calls or text messages remain low and affordable.

Many households in Kenya’s ASAL are poor (Mburu et al., 2017), so that increases in

communication costs could quickly diminish the benefits. Policies or interventions that

keep such costs low could thus be beneficial to many households in pastoral communities.

Although we cannot provide any estimates for the cost-effectiveness of such policies, we are

confident that they could be justified, given the widespread food insecurity and poverty

in the study region.
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General Conclusion

5.1 Main Findings

The pastoralist communities in Northern Kenya are among the country’s poorest and most

vulnerable populations. Several challenges slow down the economic development in the

region and cause social welfare of the pastoralist communities to remain low. In this thesis,

we have analyzed two of these challenges in more detail, namely low levels of social trust

among pastoralist communities and poor nutrition.

Playing the trust game by Berg et al. (1995) with nearly 400 members of a pastoralist

community, we first demonstrated that social trust in general is low among this population.

In addition, we also aimed at capturing the extent to which pastoralists grant trust towards

other people by measuring levels of trust towards fellow villagers, towards people from a

neighboring village, and towards people from the county capital. Behavior in the trust

game suggested that social trust among pastoralists is low. Trust towards people from

the county capital was found to be particularly limited, while fellow villagers and people

from a neighboring village seemed to face somewhat higher levels of trust. Trust between

fellow villagers and people from a neighboring was not significantly different. The concept

of the radius of trust provides a possible explanation for this behavior.

In a second step, we then demonstrated that mobile phones are a particularly promis-

ing technology for pastoralist communities. We showed that mobile phone use can be

associated with higher levels of social trust towards people from the county capital. This

is beneficial, since pastoralsits’ trust towards city dwellers is limited. However, the sustain-

ability of these positive effects remains unclear. Lastly, we analyzed the effects of mobile

phones on dietary diversity among pastoralist communities. We found that mobile phone

ownership and use can be associated with higher dietary diversity. This effect seems to be

partly driven by improved access of households to purchased foods.

5.2 Limitations and Scope for Further Research

Some limitations of the research presented in this thesis deserve further attention and

should be addressed in future research. Both chapters concerned with social trust are

71
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based on the results of an incentivized trust game. This trust game measured trust towards

fellow villagers, people from a neighboring village, and trust towards city dwellers from

the county capital. While these levels of social distance represent groups of people with

whom pastoralists engage regularly in economic activities, both studies could benefit from

a higher number of social groups to be included in the experiment. With regard to the

tribal tensions that exist in Northern Kenya, it seems worthwhile to have measurements

of trust towards pastoralists from rivaling tribe as well. Whether mobile phones might

actually increase or decrease trust towards this group is particularly interesting in the light

of ongoing peace negotiations between the pastoralist tribes in Northern Kenya (Schilling

et al., 2012; Noonan and Kevlihan, 2018).

Disentangling the aspects of social distance presents another challenge with the three

treatments in the experiment. While interaction frequency is declining across the three

treatments, other dimensions of social distance such as physical distance or group identity

may also play a role. It would thus be interesting to see if levels of trust towards city

dwellers and people from a village differ, when frequencies of interaction with both groups

are identical. For the concept of the radius of trust it is not necessarily important if

several dimension(s) of social distance are at play, as long as social distance is strictly

monotonously increasing. Yet, having less dimensions of social distance at once would

help better understand the relationship between social distance and trust.

The analyses of chapter 3 are based on cross-sectional data. The inability to appro-

priately capture a time dimension is particularly regrettable for research on the formation

of trust, since trust and trustworthiness are developed in an iterative process (Woolcock

and Narayan, 2000). The decisions of whether or not someone trusts another person is

likely to be formed through a continuous updating of beliefs regarding the other person’s

trustworthiness and therefore rather dynamic than static. The cross-sectional nature of

the data makes it difficult to assess the durability of the effects of mobile phones on trust

towards city dwellers. Since the sustainability of the effects influences the practical impli-

cations that can be drawn from the research, we see the here-presented research mainly

as a foundation for further research in this domain.

It is widely assumed that trust increases economic development (Knack and Keefer,

1997; Algan and Cahuc, 2010; Bjørnskov, 2012). Previous research has also shown that

higher levels of trust have the potential to create efficiency gains in Northern Kenya’s

pastoral meat supply chain (Mahmoud, 2008; Roba et al., 2018). However, higher levels

of trust are not per se beneficial for every person in every situation. If one’s trust is not

honored, higher levels of trust can also be disadvantageous for individuals in the short

run. Pastoralists that increase their trust towards other city dwellers from the county

capital, for example, might be worse off than pastoralists who do not increase their trust,

if city dwellers are in fact untrustworthy and take advantage of a trusting person. How

social trust relates to household income or welfare in the short- to medium-run is therefore

unclear and should be further examined in future research.
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Both analyses in chapter 3 and chapter 4 are based on observational data. This

makes any strong claims regarding the causality of mobile phone use on social trust and

dietary diversity difficult. While we aim at identifying the effects with an instrumental

variable approach and fixed effects panel estimations in the two studies respectively, full

causality cannot be established in either case. We therefore highly encourage validations

of our claims through experimental data, for example through the use of a randomized

control trial (RCT). Gathering long run data based on RCTs is cumbersome and requires

substantial time and capital investments by the researchers. It is however in principle

feasible with regard to mobile phones in an African context (Aker et al., 2016). Further

research in this domain based on experimental data is therefore encouraged.

5.3 Policy Recommendations

The research in this thesis highlights the potential of mobile phones for pastoralist com-

munities. We therefore add to a growing body of literature emphasizing the benefits of

this technology for pastoralists (Debsu et al., 2016; Djohy et al., 2017) and, more generally,

for smallholders in rural Africa (Aker and Mbiti, 2010; ?; Sekabira and Qaim, 2017). The

policy recommendations that we draw from this thesis thus focus on policies or projects

that increase households’ access to mobile phones and the utility that households can draw

from this technology.

Pastoralists in rural Africa frequently mention low network coverage as the main bar-

rier to mobile phone use (Rasmussen et al., 2015; Lewis et al., 2016; Vidal-González and

Nahhass, 2018). Increasing the extent and strength of network signal can therefore impose

an effective strategy to foster mobile phone use. Many of the direct investments needed to

expand or improve network coverage are however not made by the government itself but

by the private sector. To ensure that the private sector is able and willing to make the

necessary investments, we see two promising strategies for governments.

As a first strategy, governments should ensure a healthy degree of competition in

their mobile phone sector: the number of competitors should be small enough, so that

each company is still sufficiently strong to stem the necessary investments for network

expansion. At the same time the number of competitors should be large enough so that

companies cannot exert market power. Providers are in that case more likely to compete

for new customers, therefor extending network coverage into rural areas.

As an additional strategy, governments could impose license conditions for mobile

phone operators when licenses are renewed or when additional spectrum is awarded. These

conditions could for example set specific targets for the percentage of a country’s popu-

lation to be covered by a mobile phone network. This second strategy is more invasive

than the first strategy and therefore more advisable for governments of countries with

particularly weak network coverage in rural areas.

Another factor that can limit mobile phone use even in the presence of sufficient
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network coverage is insufficient electrical infrastructure. In remote villages without access

to grid electricity, diesel generators are often used to enable mobile phone recharges (see

for example Debsu et al. (2016)). During field work in 2018, we also observed pastoralists

carrying portable solar panels to recharge their phones with them as they grazed the

livestock. These alternative electricity sources enable mobile phone recharges even in the

most remote areas, but usually come at a much higher price than electricity from the grid.

We therefore advise governments to expand the electricity grid and/or subsidize portable

solar panels.

High operating costs represent another barrier to mobile phone use. If prices for calling

or text messaging are high, mobile phone use can quickly become too expensive for the

relatively poor pastoralist households. Again, we advise governments to ensure a healthy

degree of competition and sufficient antitrust legislation so that mobile phone operators

are required to compete against one another with low prices. More invasive regulation

such as maximal prices for airtime could in principle also be put in place if needed.

The above-mentioned policy recommendations relate to network coverage and mobile

phone use quite broadly. They are therefore supported by the analyses of both chapter

3 and 4. The latter allows additional policy recommendation regarding mobile phones’

specific potential to improve nutrition. One of the ways through which mobile phones

can affect nutrition of rural households is mobile technology-driven capacity development.

Through the use of agriculture and health mobile phone platforms, mobile phones can be

used to deliver nutrition messages to rural and remote households. To increase knowledge

and understanding of nutritious food and balanced diets, the mNutrition project for ex-

ample targets marginalized and often poorly educated households in Kenya by providing

service-ready mobile messages in form of factsheets, voice messages, or text messages.

While challenges still exist, for example related to of content quality assurance and appro-

priate learning methods (Wandera et al., 2015), the approach seems promising. Crucial

components of establishing and operating such technology-driven capacity development

services are the identification of suitable local partners who create content that is accu-

rate and fits to the population’s nutritional needs, the assurance of training continuity of

content creators, as well as the development of suitable learning methods (Wandera et al.,

2015; Centre for Agriculture and Biosciences International, 2017b,a). We therefore en-

courage governments of both high- and low-income countries to devote resources to these

components, so that the design and impact of mobile phone based nutrition services may

be improved further.
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Appendix A

Radius of Trust

A.1 Game Protocol and Assingment of Strategies

A.1.1 Game Protocol

The protocol used for the field experiment of this study is very closely related to a game

protocol employed by Schechter (2007). She in turn builds up on the project “The Roots

of Human Sociality: an Ethno-Experimental Exploration of the Foundations of Economic

Norms in 16 Small-Scale Societies” by Barr, Barrett, Bolyanatz, Cardenas, de la Pena, En-

sminger, Gil-White, Gurven, Gwako, Henrich, Johnson, Marlowe, McElreath, Lesorogol,

Patton, and Tracer.

A.1.1.1 Opening Instructions

Thank you all for taking the time to come today. We are here with you today to play

a game with you and to ask you some questions. We will first start with a game and

afterwards conduct interviews with each one of you. We invited you here today, because

you were randomly selected from this village to participate in this activity. Only those

people that were selected can participate. The decision of who was to be selected was not

made by us, but by chance. We did not influence the selection and cannot change it.

The game that we will be playing now and the interviews will take approximately 4 hours,

so if you think you will not be able to stay that long without leaving please let us know

now. Before we begin I want to make some general comments about what we are doing

here today and explain some rules that we need to follow. We will be playing a game

for real money that you can take home. You should understand that this is not our own

money. It is money given to us by a university to use to do a research study. This research

will eventually be part of a book. It is not part of a development project of any sort.

There are many researchers who are carrying out the same kind of games all around the

world.

Before we proceed any further, let me stress something that is very important. Many of

you were invited here without understanding very much about what we are planning to do

today. If at any time you find that this is something that you do not wish to participate
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in for any reason, you are of course free to leave whether we have started the game or not.

We are about to begin the game. It is important that you listen as carefully as possible,

because only people who understand the game will actually be able to play it. We will

run through some examples here while we are all together. You cannot ask questions or

talk about the game while we are here together. This is very important and please be

sure that you obey this rule, because it is possible for one person to spoil the game for

everyone, in which case we would not be able to play the game today. Do not worry if you

do not completely understand the game as we go through the examples here in the group.

Each of you will have a chance to ask questions in private with [Name of enumerator and

field assistant] to be sure that you understand how to play.

This game is played by two people, which we call player 1 and player 2. All of you will

first play this game as player 1. But each of you will have a different partner, with whom

you play the game. For some of you player 2 will be someone from this village. For some

of you player 2 will be a pastoralist from a neighboring village and for some of you player

2 will be a city dweller from Lodwar. We will later tell each of you individually if you will

play the game with someone from your village, or with a pastoralist from a neighboring

village, or with a city dweller from Lodwar. However, none of you will know the name

of the person with whom you are playing. Only [name of corresponding author] knows

who is to play with whom and he will never tell anyone else. You will only know if it is a

person from your village, or a pastoralist from a neighboring village or a city dweller from

Lodwar.

Let me explain the game. We will soon talk with each of you in private and we will give

each one of you 500 Kenyan Shillings and an envelope to play with. Then we will tell

you if you play this game with someone from this village or someone from a pastoralist

from a neighboring village or a city dweller from Lodwar. You then have the opportunity

to send any portion of that money to the person you are paired with by putting it into

the envelope. Whatever amount you put into the envelope will be tripled by the research

team and then the envelope will be passed to the other player. Whatever amount you do

not put into the envelope can be kept by you. We triple the amount of money that you

put into the envelope and pass the envelope to the player 2. That player has the option

of returning any portion of this tripled amount to you. You must know that all the other

players also played this game before in the role of player 1. At the end of today, when

everyone here played the game, you will receive the envelope back from your partner. At

the end of the game you can keep all the money you did not put into the envelope plus

anything that was returned to you by player 2.

Then, the game is over.

You see that there is no person here from Lodwar and no person from a neighboring

village. So you will ask yourself, how we know if your partner wants to send something

back to you and if yes, how much your partner wants to send back to you. So let me

explain. We have played this game before in Lodwar and also in neighboring villages with
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other pastoralists and we have asked them to write down how much they want to send

back to you. So we have a list where people told us if they want to send something back

and if yes, how much they want to send to you. Only [name of corresponding author] has

this list and he will not show it to anyone or talk with anyone about it.

Let us now go through some examples how the game could be played together:

1. Imagine that we start the game and it is your turn to play. You come to us and we

tell you that you are playing with another pastoralist from this village. Remember, you

will never know who exactly that person is. Now you can decide how much you want to

send to that person. For example, you can decide to send all 500 shillings to the other

player. We triple this amount, so that we will give 1500 shillings to the person with whom

you play (3 times 500 shillings equals 1500 shillings). At this point, you have nothing and

player 2 has 1500 shillings. Then we ask player 2 if he or she wishes to give anything back

to you, and if so, how much. Suppose player 2 decides to return 200 shillings to you. At

the end of the game you will go home with 200 shillings and the other player will go home

with 1300 shillings.

2. Now let’s try another example. Imagine that it is your turn and we tell you that you

play with another pastoralist from a neighboring village. Again, you will never know who

that person is. Now for example you decide to send 200 shillings to that player 2, and keep

the remaining 300 KSh. We triple the amount so that we will give 600 shillings (3 times

200 shillings equals 600 shillings) to the player 2. At this point, you have 300 shillings and

player 2 has 600 shillings. Then player 2 has to decide whether he wishes to give anything

back you, and if so, how much. Suppose player 2 decides to return zero shillings to you.

At the end of the game you will go home with 300 shillings and player 2 will go home with

600 shillings.

3. Now let’s try another example. Imagine that you are paired with a city dweller from

Lodwar and you decide to send 100 shillings to that player 2. Again, you will never know

the exact identity of the player. We triple this amount, so player 2 gets 300 shillings (3

times 100 equals 300). At this point, you have 400 shillings and player 2 has 300 shillings.

Then player 2 has to decide whether he wishes to give anything back to player 1, and if

so, how much. Suppose player 2 decides to return 200 shillings to player 1. At the end of

the game you will go home with 600 shillings and player 2 will go home with 100 shillings.

4. Now let’s try another example. Imagine that you give 400 shillings to player 2. We

triple this amount, so player 2 gets 1200 (3 times 400 equals 1200). At this point, you have

100 and player 2 has 1200. Then player 2 has to decide whether they wish to give anything

back to you, and if so, how much. Suppose player 2 decides to return 500 shillings to you.

At the end of the game you will go home with 600 and player 2 will go home with 700.

5. Now let’s try another example. Imagine that you give nothing to player 2. There is

nothing for us to triple. Player 2 has nothing to give back and the game ends here. You

go home with 500 and player 2 goes home with 0.

Note that the larger the amount that you give to player 2, the greater the amount that
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can be taken away by you and player 2 together. However, it is entirely up to player 2 to

decide what he should give back to you. You could end up with more than 500 shillings

or less than 500 shillings as a result.

Remember that all of your actions are treated confidentially by us. Only we will know if

and how much money you put back into the envelope and we promise to never tell anyone

about this. We will go through more examples with each of you individually when you

come to play the game. In the meantime, do not talk to anyone about the game. Even if

you are not sure that you understand the game, do not talk to anyone about it. This is

very important. [Name of enumerator] will wait together with you and if we see that you

are talking to anyone about the game while you are waiting to play, we must disqualify

you from playing.

A.1.1.2 Individual Explanation

Hello, [name of the respondent] it is now your turn to play. Before you can make your

decision, we want to ask you some questions, to make sure that you understood the game

correctly. Let’s suppose you decide to send 100 shillings to player 2. How much money

will player 2 receive?

[Now we checked if the respondent gave the correct answer. If she/he did not, we again

explained and physically showed the process of tripling the money.]

Let’s assume that your player 2 decides to return 100 shillings. With how much money

will he or she go home?

[We again checked if the respondent gave the correct answer. If she/he did not, we ex-

plained and physically showed what happens to the 300 KSh if 100 KSh are sent back.]

With how much money will you go home?

[We again checked if the respondent gave the correct answer. If she/he did not, we ex-

plained and physically showed what happens to the 400 KSh that were kept plus the 100

KSh that were returned by player 2.]

Now let’s try another example. Let’s suppose you decide to send 300 shillings to player 2.

How much money will player 2 receive?

[Now we checked if the respondent gave the correct answer. If he did not, we again ex-

plained and physically showed the process of tripling the money.]

Let’s assume that your player 2 decides to return 500 shillings. With how much money

will he or she go home?

[We again checked if the respondent gave the correct answer. If he did not, we explained

and physically showed what happens to the 900 KSh if 500 KSh are sent back.]

With how much money will you go home?

[We again checked if the respondent gave the correct answer. If he did not, we explained

and physically showed what happens to the 200 KSh that were kept plus the 500 KSh that

were returned by player.
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We continued with these examples up to the point where respondents answered two scenar-

ios in a row correctly. Most people needed three examples. Two respondents required five

examples.

After the respondent answered two scenarios in a row correctly, we continued.]

Do you want us to give more examples about the game?

[If the respondent wanted more examples, we continued until the respondent did not ask

for more examples.]

We have randomly chosen, that you will be playing with [a pastoralist from this village

OR a pastoralist from a neighboring village OR a city dweller from Lodwar.] That means

that you can now decide if and how much you want to send to [a pastoralist from this

village OR a pastoralist from a neighboring village OR a city dweller from Lodwar]. On

this table are your 500 shillings and the envelope. You can give that player 2 nothing,

100 shillings, 200 shillings, 300 shillings, 400 shillings, or 500 shillings. Simply put all the

money that you want to send to him or her in the envelope.

We will triple this amount and send it to that player. Later today we will pass onto you

whatever he or she decides to return. Before you make your decision we want to ask you,

if you have any questions about the game?

Do you want any assistance in handling the bank notes or the envelope? [This question

was only asked, when respondents showed signs of reduced dexterity.]

A.1.2 Assignemnt of Strategies I

All 402 pastoralists in our sample also played the trust game in the role of player B, af-

ter they played the game as player A. 133 respondents played the game as player B and

received money from a pastoralist from a neighboring village. We used the actual deci-

sions of how much pastoralists sent to a pastoralist from a neighboring village revealed in

previous sessions to determine how much that player B would have at her disposal. Her

strategy could later be used in subsequent sessions to determine how much a player A that

is paired with a pastoralist from a neighboring village would get back from a neighbor-

ing pastoralist. From having 133 strategies for returning money to a pastoralist from a

neighboring village and 128 respondents that sent money to pastoralist from a neighboring

village it follows that each inter-village return strategy was used a little less than once on

average. However, returning strategies derived in early sessions are probabilistically used

more than once in the course of the data collection, while strategies from later session

are less likely to actually have been put into effect. The returning strategies for being

paired with a pastoralist from a neighboring village derived in the last session were never

employed, as there were no subsequent sessions. The returning strategies from the very

first session were taken from the pretest.

From trust games played with city dwellers that are not further analyzed in this study,
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we derived 62 strategies of how much city dwellers would return to pastoralists living in

Turkana villages. Out of the 402 pastoralists analyzed here, 132 were paired with a city

dweller. Each of the 132 respondents paired with a city dweller was randomly matched

with one of these 62 strategies. Each returning strategy from a city dweller was therefore

used on average a little more than twice.

Table A1: Assignment of strategies II

Ele-
ment

Day Location BDM Players
pairing

with
SD used

for elements

RS
taken from
elements

part of
analysis

A 1
pre-test in
a village

pastoralists
SV A A No
NV C, E, F Simulated No
CD B, D, G Simulated No

B 2-3
county
capital

city dwellers
CD B B No
NV C, E, F A No

C 4-12 villages pastoralists
SV C C Yes

NV C*, E, F A, C† Yes
CD D, G B Yes

D 13-16
county
capital

city dwellers
CD D D No
NV E, F A, C No

E 17-23 villages pastoralists
SV E E Yes

NV E*, F A, C, E† Yes
CD G B, D Yes

F 24 village pastoralists
SV F F Yes
NV n.a. A, C, E No
CD G B, D Yes

G 25
county
capital

city dwellers
CD G G No
NV n.a. A, C, E, F No

Notes: BDM = Trust game by Berg et al. (1995). SV = pastoralists from the same village. NV =
pastoralists from a neighboring village. CD = city dwellers from the county capital. SD = sending
decision. RS = Returning strategy.

* sending decisions only used for subsequent sessions.
† strategies only taken from preceding sessions.

Source: Own elaboration.
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Table A2: Sequence of data collection

Element Element description
Conditional
on element

1
Introduction and opening instructions for playing the game
as player A

-

2 Random assignment of a player B -
3 Individual Instruction and decision as player A 2
4 Potential payout to player A of the money not sent to player B 2,3
5 Household survey including:
5a Expected return to player B 2,3
5b Socio-economic characteristics -

5c

Either: context independent trust question ->context
dependent trust question
Or: context dependent trust question ->context
independent trust question

-

6 Repeating general instructions for playing the game as player B -
7 Random assignment of a player A -
8 Individual instructions and decisions as player B 7
9 Potential payout to player B of the money not returned to player A 7,8

10
Non-incentivized Discrete Choice Experiment regarding livestock
index insurance

-

11 Decision regarding incentivized Eckel-Grossman task -
12 Payout Eckel-Grossman task -
13 Potential payout to player A of amount returned by player B 2,3
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Table A3: Risk preference elicitation

Gamble
choice

Payoff CRRA range Averages
used in
analysesHigh Low

Expected
Value

Standard
Deviation

Lower
bound

Upper
bound

1 100 100 100 0 5 ∞ 5
2 120 90 105 15 1.64 5 3.32
3 140 80 110 30 1 1.64 1.32
4 160 70 115 45 0.72 1 0.86
5 180 60 120 60 0 0.72 0.36
6 200 40 120 80 −∞ 0 0

Notes: CRRA = Constant relative risk aversion.
Source: Method based on Eckel and Grossman (2002).
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A.2 Additional Statistical Information

Table A4: Summary statistics by treatment

Variable
Pairing with

someone from
the same village

Pairing with
someone from a

neighboring
village

Pairing with a
city dweller

from the county
capital

Kruskal-
Wallis
test

(N=142) (N=120) (N=132)

Age [years] 40.345 40.512 38.076

Constant relative risk av-
ersion coefficient (CRRA)

2.221 2.092 28.644

Distance to the next pav-
ed road [walking minutes]

27.732 25.75 28.644

Education [years] 1.063 0.783 1.538

Female 0.430 0.575 0.522 *

Herd size [TLU] 32.822 31.549 33.913

Household size 8.401 8.333 7.583

Income [1,000 KSh] 5.575 5.608 5.475

Mobile phone user 0.824 0.775 0.818

Village size [100 people] 5.677 5.904 5.326

Years lived in the village
[percentage of lifetime]

0.765 0.759 0.771

Notes: Mean values are shown. Variables are compared using the Kruskal-Wallis test. ∗∗∗p <
0.01,∗∗ p < 0.05,∗ p < 0.1.
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Table A5: Multivariate regression analyses with explicit control variables
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(1) (2) (3) (4)

Trust towards people from a

neighboring village

1.167 0.197 -0.305*** -0.186**

(1.886) (2.778) (0.099) (0.082)

Trust towards city dwellers

from the county capital

-7.889*** -8.361** -1.626*** -1.023***

(2.742) (3.661) (0.142) (0.104)

Age [years]
0.050 -0.143 0.022*** -0.017***

(0.077) (0.146) (0.006) (0.006)

Constant relative risk aver-

sion coefficient (CRRA)

-0.785 -0.010 -0.050 -0.046

(0.541) (0.870) (0.035) (0.038)

Distance to the next paved

road [log of walking minutes]

-0.743 0.290 -0.195*** -0.029

(0.635) (1.207) (0.063) (0.068)

Education [years]
0.083 -1.081** -0.085*** -0.003

(0.387) (0.495) (0.024) (0.029)

Female
0.455 -2.013 0.167 0.237

(1.659) (3.892) (0.158) (0.157)

Herd size [TLU]
0.022 -0.024 0.008*** 0.006***

(0.050) (0.047) (0.002) (0.002)

Household size
0.299 0.267 -0.050*** 0.037*

(0.286) (0.500) (0.019) (0.022)

Income [1,000 KSh]
-0.501** 0.107 0.005 0.003

(0.214) (0.335) (0.005) (0.009)

Mobile phone user
5.053* 3.919 0.611*** -0.320

(2.646) (3.853) (0.184) (0.195)

Village size
0.126 0.269 -0.041* -0.002

(0.342) (0.515) (0.023) (0.020)

Years lived in village [per-

centage of lifetime]

-1.438 -5.026 0.762 0.322

(2.923) (3.937) (0.215) (0.220)

Constant
31.089 56.776***

(4.877) (8.571)

Total observations 394 394 1,182 1,182

Table A5 – continued on next page –
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Left-censored observations 34 46

Table A5 – continued from previous page –

Uncensored observations n.a. 320

Interval observations 359 n.a.

Right-censored observations 1 28

Notes: Estimates in column (1) are based on censored interval regression. Estimates in column (2)

are based on a tobit model. Estimates in column (3) and (4) are ordered log-odds estimates from

ordered logistic regression. Standard errors shown in parentheses are robust and clustered at the

village level for columns (1) and (2), and clustered at the individual level for columns (3) and (4).
∗∗∗p < 0.01,∗∗ p < 0.05,∗ p < 0.1.

Source: Own elaboration.



102

Figure A1: Context independent survey trust (N = 394)

same village neighboring village county capital

0.25

0.5

0.75

1

a lot

somewhat

a little

not

Source: Own elaboration.

Figure A2: Context dependent survey trust (N = 394)
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Appendix B

Can Mobile Phones Build Social Trust?

Table B1: Deviations from the original trust game

Aspect of experimental protocol This Study Original BDM

Subjects Non-students Students
Amount at stake 500KSh (approx. 5$) 10$
Receiver endowment 0 10$
Each subject played the role of sender and receiver Yes No
Strategy method used for amounts returned Yes No
Anonymity of choices Single-blinda Double-blindb

Notes: BDM = Trust game according to Berg et al. (1995).
a Single-blind refers to anonymity of choices with regards to other players.
b Double-blind refers to anonymity of choices with regards to other players and the experimeter.
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Table B2: First Stage Regressions

Pairing with a
fellow villager

Pairing with
person from a

neighboring village

Pairing with
city dweller

(1) (2) (3)

Network reception at
homestead [1 = yes]

4.161*** 2.033*** 2.229***
(0.916) (0.303) (0.503)

Age
-0.042** -0.016 -0.008
(0.018) (0.010) (0.011)

Constant relative risk
aversion coefficient (CRRA)

-0.250** 0.021 -0.020
(0.127) (0.091) (0.078)

Distance to next paved road
[log of walking minutes]

-0.192 -0.037 -0.116
(0.161) (0.083) (0.080)

Education
0.011 0.248*** 0.066

(0.080) (0.068) (0.043)

Having family in
neighboring villagers

0.236
(0.428)

Having family in
the county capital

0.006
(0.342)

Female
-0.362 0.266 -0.157
(0.358) (0.341) (0.253)

Herd size [TLU]
0.020*** 0.004 -0.012***
(0.006) (0.004) (0.003)

Household size
0.062 0.048 0.023

(0.038) (0.030) (0.054)

Income [logged KSh]
0.004 0.051 -0.001

(0.040) (0.046) (0.036)

Village size [100 people]
0.159*** 0.018 -0.034
(0.050) (0.029) (0.044)

Constant
-1.562 -1.299 0.177
(1.388) (1.001) (0.619)

χ2 73.16*** 112.74*** 66.47***

Pseudo R2 0.49 0.40 0.34

Observations 142 120 132

Notes: Coefficients estimates are based on a probit model. Standard errors shown in
parentheses are robust and clustered at the village level. CRRA = Constant relative
risk aversion coefficient. KSh = Kenyan Shilling. TLU = Tropical Livestock Unit.
∗∗∗p < 0.01,∗∗ p < 0.05,∗ p < 0.1.
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Table B3: Control function estimates for the amount sents

Trust towards
fellow villagers

Trust towards people
from a neighboring

village

Trust towards city
dwellers from the

county capital

CIR OLS CIR OLS CIR OLS
(1) (2) (3) (4) (5) (6)

Mobile phone user
-0.809 -0.687 6.373 6.280 14.927** 14.134*
(4.590) (4.776) (6.240) (6.499) (7.233) (7.039)

First stage residuals
1.935 1.806 -0.172 -0.160 -4.902 -4.688

(3.610) (3.688) (3.039) (3.196) (3.629) (3.479)

Age
0.045 0.046 0.063 0.065 -0.007 -0.012

(0.118) (0.123) (0.097) (0.102) (0.142) (0.139)

Risk aversion
-1.733** -1.726** -0.101 -0.108 -0.752 -0.725
(0.740) (0.765) (0.711) (0.743) (1.343) (1.332)

Distance to next
paved road

-2.126* -2.084 -2.672** -2.688** 1.601 1.550
(1.235) (1.264) (1.062) (1.110) (1.297) (1.300)

Education
0.952** 0.944** 0.195 0.196 -0.638 -0.598
(0.424) (0.441) (0.900) (0.946) (0.586) (0.569)

Having family in
neighboring villages

2.671 2.661
(6.093) (6.336)

Having family in the
county capital

1.740 1.560
(2.832) (2.863)

Female
-0.523 -0.463 4.513 4.485 -1.020 -1.074
(3.438) (3.550) (3.547) (3.723) (2.044) (2.020)

Herd size
-0.011 -0.012 0.027 0.027 0.069 0.065
(0.052) (0.054) (0.056) (0.059) (0.076) (0.075)

Household size
1.218*** 1.218*** -0.084 -0.079 -0.232 -0.228
(0.381) (0.398) (0.561) (0.592) (0.341) (0.346)

Income
-0.372** -0.365* -0.616 -0.623 -0.461 -0.431
(0.185) (0.194) (0.597) (0.629) (0.305) (0.313)

Village size
-0.846** -0.840* 0.307 0.310 0.787* 0.736
(0.424) (0.439) (0.341) (0.361) (0.453) (0.453)

Constant
38.273*** 38.059*** 30.837*** 30.938*** 9.739 11.349

(8.988) (9.385) (9.631) (10.082) (11.334) (10.608)

ln(σ) 2.697 2.686 2.785

R2 0.146 0.153 0.123

Observations
total 142 142 120 120 132 132
left censored 7 6 21
right-censored 1 0 0
interval 134 114 111

Notes: Standard errors shown in parentheses are robust and clustered at the village level. CIR
= Censored Interval Regression. OLS = Ordinary Least Squares. ∗∗∗p < 0.01,∗∗ p < 0.05,∗ p <
0.1.



106

Table B4: Determinants of the amount sent in the trust game if only daily MP use
is considered MP use

Trust towards
fellow villagers

Trust towards
people from a

neighboring village

Trust towards city
dwellers from the

county capital

CIR OLS CIR OLS CIR OLS
(1) (2) (3) (4) (5) (6)

MP user
-0.379 -0.354 3.932 3.890 12.816** 11.873**
(3.125) (3.244) (4.551) (4.757) (5.343) (5.380)

Age
0.060 0.060 0.067 0.070 -0.016 -0.020

(0.116) (0.121) (0.092) (0.097) (0.135) (0.133)

Risk aversion
-1.585** -1.583** -0.137 -0.143 -1.127 -1.063
(0.702) (0.728) (0.731) (0.765) (1.390) (1.380)

Distance to
next paved road

-1.931 -1.894 -2.876*** -2.888** 1.132 1.160
(1.213) (1.245) (1.003) (1.050) (1.156) (1.150)

Education
0.926** 0.920** 0.017 0.018 -0.374 -0.348
(0.390) (0.406) (0.861) (0.903) (0.579) (0.560)

Having family in
neighboring villagers

1.732 1.747
(5.987) (6.226)

Having family in
the county capital

2.988 2.813
(2.976) (2.939)

Female
0.395 0.448 3.670 3.652 -1.118 -1.119

(3.701) (3.828) (3.506) (3.682) (1.990) (1.995)

Herd size
-0.015 -0.016 0.018 0.018 0.046 0.042
(0.050) (0.052) (0.058) (0.061) (0.087) (0.086)

Household size
1.196*** 1.198*** -0.171 -0.167 0.087 0.070
(0.378) (0.395) (0.536) (0.565) (0.286) (0.296)

Income
-0.350* -0.345 -0.484 -0.492 -0.573** -0.532*
(0.193) (0.202) (0.577) (0.609) (0.246) (0.256)

Village size
-0.911** -0.904* 0.266 0.270 0.599 0.558
(0.418) (0.433) (0.327) (0.346) (0.472) (0.473)

Years of owning
a MP

0.590 0.588 0.660** 0.654* -1.518* -1.376*
(0.412) (0.430) (0.325) (0.343) (0.791) (0.774)

Constant
34.670*** 34.588*** 32.936*** 32.978*** 17.506 18.521*

(7.644) (7.975) (9.697) (10.138) (10.793) (10.482)

ln(σ) 2.698 2.687 2.788

R2 0.146 0.151 0.116

Observations:
total 142 142 120 120 132 132
left-censored 7 6 21
right-censored 1 0 0
interval 134 114 111

Notes: Standard errors shown in parentheses are robust and clustered at the village level. CIR =
Censored Interval Regression. OLS = Ordinary Least Squares. ∗ ∗ ∗p < 0.01, ∗ ∗ p < 0.05, ∗p < 0.1.
Source: Own elaboration.



107

Table B5: Determinants of the amount sent in the trust game if any positive MP
use is considered MP use

Trust towards
fellow villagers

Trust towards
people from a

neighboring village

Trust towards city
dwellers from the

county capital

CIR OLS CIR OLS CIR OLS
(1) (2) (3) (4) (5) (6)

MP user
-1.136 -1.128 3.550 3.491 12.204** 11.387*
(3.537) (3.665) (4.606) (4.812) (5.723) (5.742)

Age
0.056 0.056 0.057 0.060 -0.033 -0.036

(0.115) (0.119) (0.091) (0.096) (0.143) (0.140)

Risk aversion
-1.602** -1.601** -0.094 -0.100 -0.970 -0.916
(0.696) (0.721) (0.699) (0.731) (1.378) (1.366)

Distance to next
paved road

-1.917 -1.881 -2.862*** -2.875** 1.322 1.324
(1.228) (1.261) (1.006) (1.052) (1.243) (1.234)

Education
0.931** 0.925** 0.030 0.032 -0.390 -0.363
(0.398) (0.414) (0.861) (0.903) (0.582) (0.563)

Having family in
neighboring villages

1.972 1.982
(5.896) (6.132)

Having family in
the county capital

2.516 2.356
(3.158) (3.133)

Female
0.446 0.501 3.696 3.677 -1.764 -1.733

(3.697) (3.825) (3.496) (3.671) (1.987) (1.969)

Herd size
-0.014 -0.015 0.020 0.020 0.049 0.045
(0.051) (0.053) (0.058) (0.060) (0.087) (0.086)

Household size
1.206*** 1.208*** -0.158 -0.154 0.075 0.060
(0.380) (0.397) (0.540) (0.570) (0.290) (0.300)

Income
-0.350* -0.345 -0.494 -0.502 -0.543** -0.506*
(0.194) (0.203) (0.590) (0.623) (0.243) (0.253)

Village size
-0.910** -0.903* 0.283 0.287 0.667 0.623
(0.423) (0.439) (0.317) (0.336) (0.460) (0.461)

Years of owning a MP
0.633 0.631 0.673** 0.668* -1.411* -1.285*

(0.404) (0.421) (0.336) (0.355) (0.746) (0.733)

Constant
35.177*** 35.108*** 32.841*** 32.900*** 17.380 18.385

(7.617) (7.949) (9.760) (10.204) (11.337) (10.965)

ln(σ) 2.697 2.689 2.793

R2 0.146 0.149 0.109

Observations:
total 142 142 120 120 132 132
left-censored 7 6 21
right-censored 1 0 0
interval 134 114 111

Notes:Standard errors shown in parentheses are robust and clustered at the village level. CIR = Censored
Interval Regression. OLS = Ordinary Least Squares. ∗ ∗ ∗p < 0.01, ∗ ∗ p < 0.05, ∗p < 0.1.
Source: Own elaboration.
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Table B6: Summary statistics by treatment

Variable
Pairing with

someone from
the same village

Pairing with
someone from a

neighboring
village

Pairing with a
city dweller

from the county
capital

Kruskal-
Wallis
test

(N=142) (N=120) (N=132)

Age [years] 40.345 40.512 38.076
Constant relative risk
aversion coefficient (CRRA)

2.221 2.092 2.214

Distance to the next paved
road [walking minutes ]

27.732 25.75 28.644

Education [years] 1.063 0.783 1.538
Female 0.430 0.575 0.522 *
Herd size [TLU] 32.822 31.549 33.913
Household size 8.401 8.333 7.583
Income [1000 KSh] 5.575 5.608 5.475
Mobile phone use daily 0.810 0.741 0.803
Mobile phone ownership 0.831 0.775 0.826
Number of mobile
phones owned

1.211 1.258 1.167

Years of mobile
phone ownership

3.465 3.725 3.174

Smartphone ownership 0.028 0.008 0.045
Number of smartphones
owned

0.028 0.008 0.061

Years of smartphone
ownership

0.141 0.046 0.098

Network reception
at homestead

0.908 0.825 0.902

Having relatives in
neighboring villages

0.944 0.900 0.955

Having relatives in
the County Capital

0.585 0.600 0.667

Village size [100 people] 5.677 5.904 5.326
Years lived in the village
[percentage of lifetime]

0.765 0.759 0.771

Notes: Mean values are shown. Variables are compared using the Kruskal-Wallis test. CRRA =
Constant relative risk aversion coefficient. KSh = Kenyan Shilling. TLU = Tropical Livestock Unit.
∗∗∗p < 0.01,∗∗ p < 0.05,∗ p < 0.1.
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Table B7: Two-way table of frequency counts
for mobile phone use and network reception at
homestead

Network reception Mobile phone use

No Yes

No 40 7
Yes 36 311

Pearson χ2: 148.49***
N = 394

Notes: ∗,∗∗,∗∗∗ denote statistical significance
at the 10%, 5%, 1% level respectively.

Table B8: Correlations between network coverage and access to in-
frastructure (N = 394)

Variables [log of walking minutes]
Correlation
coefficient

p-value

Distance to next paved road -0.067 0.182

Distance to next source of potable water -0.006 0.899

Distance to next local food market -0.041 0.423

Distance to next urban food market -0.006 0.900

Notes: ∗,∗∗,∗∗∗ denote statistical significance at the 10%, 5%, 1% level
respectively.
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Table B9: Correlations between amounts sent in the trust game and network
coverage for non-users of MP

Group N
Correlation
coefficient

p-value

Total sample 76 0.010 0.930

Paired with fellow villager 25 0.020 0.924

Paired with person from neighboring village 27 -0.115 0.567

Paired with city dweller from county capital 24 0.211 0.322

Notes: : MP = Mobile phone. ∗,∗∗,∗∗∗ denote statistical significance at the
10%, 5%, 1% level respectively.
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Can Mobile Phones Improve Nutrition?

111



11
2

Table C1: Effects of mobile phones on household dietary diversity scores (fixed effects balanced panel model)

Mobile phone use Mobile phone ownership

HDDS12 HDDS9 HDDS12 HDDS9

(1) (2) (3) (4) (5) (6) (7) (8)

Daily MP use
0.316*** 0.301*** 0.251*** 0.237**

(0.082) (0.082) (0.082) (0.083)

Weekly MP use (excluding daily use)
0.000 -0.007 -0.109 -0.117

(0.074) (0.072) (0.074) (0.072)

At most monthly MP use
0.146* 0.142* 0.107 0.103

(0.074) (0.073) (0.082) (0.081)

Owning at least one MP
0.211** 0.209** 0.148 0.146

(0.095) (0.094) (0.101) (0.099)

Owning two or more MPs
0.259* 0.248* 0.231* 0.219

(0.124) (0.129) (0.125) (0.130)

Income [KSh1,000,000]
2.592*** 2.690*** 2.637*** 2.720***

(0.465) (0.461) (0.463) (0.461)

Nomadic status
-0.009 -0.002 -0.022 -0.015 -0.024 -0.016 -0.037 -0.029

(0.256) (0.259) (0.260) (0.262) (0.254) (0.256) (0.258) (0.260)

Radio ownership
-0.151 -0.156 -0.176 -0.181 -0.172 -0.176 -0.191 -0.195

(0.146) (0.138) (0.142) (0.134) (0.149) (0.141) (0.148) (0.140)

Cooking source
0.456** 0.450** 0.340** 0.334* 0.464** 0.458** 0.348** 0.341*

(0.161) (0.193) (0.137) (0.167) (0.166) (0.198) (0.140) (0.172)

Land farmed [hectares]
0.023 0.026 0.029 0.031 0.026 0.028 0.031 0.033

(0.030) (0.026) (0.029) (0.026) (0.030) (0.027) (0.030) (0.027)

Herd size [TLU]
0.005*** 0.004** 0.005*** 0.004*** 0.005*** 0.004** 0.005*** 0.004***

(0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001)

Education HH [years]
-0.017 -0.021 -0.072* -0.075** -0.029 -0.033 -0.086* -0.090**
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Table C1 – continued from previous page –

(0.080) (0.075) (0.040) (0.034) (0.083) (0.078) (0.046) (0.041)

Gender HH
0.190 0.195 0.243** 0.248** 0.198 0.203 0.248** 0.253**

(0.119) (0.120) (0.109) (0.110) (0.118) (0.117) (0.105) (0.105)

Age HH
0.001 0.001 0.002 0.002 0.001 0.001 0.002 0.002

(0.003) (0.003) (0.003) (0.003) (0.003) (0.003) (0.003) (0.003)

Household size
0.079*** 0.076*** 0.085*** 0.082*** 0.081*** 0.078*** 0.087*** 0.084***

(0.022) (0.022) (0.019) (0.019) (0.023) (0.022) (0.019) (0.019)

Division 1 round 1
-0.953*** -0.943*** -0.984*** -0.974*** -0.997*** -0.986*** -1.023*** -1.012***

(0.234) (0.241) (0.216) (0.222) (0.248) (0.254) (0.227) (0.232)

Division 1 round 2
-0.142 -0.185 -0.235 -0.280 -0.179 -0.220 -0.264 -0.307

(0.259) (0.217) (0.293) (0.249) (0.273) (0.229) (0.306) (0.261)

Division 1 round 3
-0.786*** -0.810*** -0.562*** -0.587*** -0.835*** -0.858*** -0.605*** -0.628***

(0.107) (0.095) (0.089) (0.077) (0.123) (0.109) (0.100) (0.087)

Division 1 round 4
-0.583*** -0.657*** -0.522*** -0.599*** -0.621*** -0.694*** -0.554*** -0.630***

(0.029) (0.040) (0.050) (0.034) (0.046) (0.031) (0.071) (0.043)

Division 1 round 5
-0.058 -0.053 -0.066 -0.061 -0.094* -0.087* -0.100 -0.093

(0.045) (0.046) (0.066) (0.068) (0.046) (0.046) (0.068) (0.068)

Division 2 round 1
-0.270*** -0.264*** -0.245* -0.239* -0.301*** -0.296*** -0.275* -0.269*

(0.082) (0.078) (0.126) (0.122) (0.088) (0.085) (0.143) (0.140)

Division 2 round 2
0.326 0.289 0.238 0.199 0.268 0.232 0.185 0.147

(0.577) (0.576) (0.570) (0.568) (0.590) (0.588) (0.583) (0.580)

Division 2 round 3
0.162*** 0.157*** 0.189** 0.183*** 0.127** 0.122** 0.142** 0.136**

(0.053) (0.050) (0.065) (0.062) (0.047) (0.044) (0.065) (0.062)

Division 2 round 4
-0.017 -0.061* 0.035 -0.011 -0.054 -0.099*** -0.010 -0.056*

(0.033) (0.034) (0.029) (0.032) (0.032) (0.032) (0.029) (0.032)

Division 2 round 5
0.522*** 0.487*** 0.589*** 0.553*** 0.506*** 0.471*** 0.571*** 0.534***

(0.082) (0.082) (0.105) (0.105) (0.080) (0.081) (0.106) (0.106)



11
4

Table C1 – continued from previous page –

Division 3 round 1
-0.569*** -0.544*** -0.592*** -0.565*** -0.623*** -0.595*** -0.633*** -0.603***

(0.136) (0.121) (0.135) (0.119) (0.111) (0.099) (0.115) (0.101)

Division 3 round 2
-0.346 -0.357 -0.516* -0.528** -0.391 -0.400 -0.549* -0.558**

(0.316) (0.305) (0.259) (0.246) (0.335) (0.324) (0.274) (0.261)

Division 3 round 3
-0.525*** -0.505*** -0.555*** -0.534*** -0.572*** -0.550*** -0.594*** -0.571***

(0.067) (0.063) (0.077) (0.078) (0.056) (0.050) (0.059) (0.059)

Division 3 round 4
-0.306* -0.281* -0.333* -0.306* -0.336** -0.308** -0.356** -0.328**

(0.153) (0.134) (0.179) (0.161) (0.133) (0.112) (0.157) (0.138)

Division 3 round 5
-0.225*** -0.212*** -0.190*** -0.177*** -0.270*** -0.255*** -0.236*** -0.222***

(0.038) (0.039) (0.039) (0.035) (0.053) (0.057) (0.052) (0.053)

Division 4 round 1
-0.763* -0.733* -0.838** -0.806** -0.769* -0.736* -0.829** -0.795**

(0.407) (0.409) (0.368) (0.370) (0.399) (0.403) (0.354) (0.357)

Division 4 round 2
-0.184 -0.192 -0.293 -0.301 -0.194 -0.199 -0.297 -0.302

(0.254) (0.257) (0.235) (0.238) (0.234) (0.237) (0.217) (0.221)

Division 4 round 3
-0.351 -0.322 -0.338* -0.308 -0.387 -0.355 -0.365* -0.332*

(0.252) (0.248) (0.184) (0.179) (0.250) (0.246) (0.178) (0.174)

Division 4 round 4
0.265 0.266 0.247 0.248 0.228 0.232 0.221 0.225

(0.228) (0.232) (0.214) (0.220) (0.198) (0.202) (0.190) (0.196)

Division 4 round 5
0.519*** 0.518*** 0.529*** 0.528*** 0.491*** 0.492*** 0.506*** 0.507***

(0.168) (0.164) (0.173) (0.170) (0.140) (0.136) (0.147) (0.143)

Division 5 round 1
-1.410*** -1.397*** -1.419*** -1.405*** -1.439*** -1.422*** -1.433*** -1.416***

(0.232) (0.224) (0.251) (0.243) (0.232) (0.225) (0.248) (0.241)

Division 5 round 2
-0.833** -0.833** -0.918** -0.918*** -0.855** -0.852** -0.927*** -0.924***

(0.317) (0.311) (0.318) (0.311) (0.304) (0.298) (0.306) (0.299)

Division 5 round 3
-0.753*** -0.725*** -0.704*** -0.675*** -0.787*** -0.755*** -0.725*** -0.691***

(0.074) (0.071) (0.062) (0.060) (0.062) (0.060) (0.060) (0.058)

Division 5 round 4
-0.569*** -0.566*** -0.546*** -0.543*** -0.601*** -0.595*** -0.563*** -0.556***
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(0.178) (0.173) (0.183) (0.178) (0.192) (0.186) (0.190) (0.185)

Division 5 round 5
-0.507*** -0.518*** -0.446*** -0.457*** -0.529*** -0.536*** -0.454** -0.462**

(0.138) (0.137) (0.144) (0.142) (0.160) (0.158) (0.161) (0.159)

Constant
6.485*** 6.437*** 4.154*** 4.104*** 6.555*** 6.500*** 4.204*** 4.148***

(0.295) (0.285) (0.272) (0.262) (0.294) (0.283) (0.264) (0.254)

Model statistics

R2 0.574 0.580 0.557 0.563 0.572 0.577 0.555 0.560

Notes: Estimates are based on a balanced panel data set with 4,512 observations and 752 groups. Errors shown in parentheses are

robust and clustered at the sub-location level. HDDS = household dietary diversity score. HH = household head. MP = mobile phone.

TLU= Tropical Livestock Unit. ∗,∗∗,∗∗∗ denote statistical significance at the 10%, 5%, 1% level respectively.



11
6

Table C2: Full Table for the effects of mobile phones on household dietary diversity scores (fixed effects panel model)

Mobile phone use Mobile phone ownership

HDDS12 HDDS9 HDDS12 HDDS9

(1) (2) (3) (4) (5) (6) (7) (8)

Daily MP use
0.306*** 0.289*** 0.261*** 0.243***

(0.075) (0.075) (0.077) (0.078)

Weekly MP use (excluding daily use)
0.021 0.011 -0.060 -0.071

(0.070) (0.068) (0.063) (0.061)

At most monthly MP use
0.142* 0.138* 0.122 0.118

(0.071) (0.069) (0.077) (0.075)

Owning at least one MP
0.192* 0.186* 0.120 0.115

(0.097) (0.096) (0.103) (0.102)

Owning two or more MPs
0.248** 0.233* 0.211* 0.195*

(0.111) (0.111) (0.107) (0.109)

Income [KSh1,000,000]
2.321*** 2.484*** 2.362*** 2.515***

(0.438) (0.447) (0.434) (0.444)

Nomadic status
-0.021 -0.015 0.024 0.030 -0.030 -0.024 0.014 0.021

(0.224) (0.226) (0.224) (0.226) (0.220) (0.222) (0.221) (0.223)

Radio ownership
-0.124 -0.131 -0.131 -0.139 -0.140 -0.146 -0.138 -0.145

(0.153) (0.147) (0.158) (0.152) (0.156) (0.150) (0.164) (0.157)

Cooking source
0.202 0.199 0.032 0.029 0.205 0.202 0.037 0.034

(0.195) (0.220) (0.170) (0.194) (0.201) (0.226) (0.174) (0.199)

Land farmed [hectares]
0.017*** 0.017*** 0.018*** 0.018*** 0.015** 0.015*** 0.017*** 0.017***

(0.005) (0.004) (0.004) (0.004) (0.005) (0.005) (0.005) (0.004)

Herd size [TLU]
0.005*** 0.005*** 0.006*** 0.005*** 0.005*** 0.005*** 0.006*** 0.005***

(0.001) (0.001) (0.002) (0.002) (0.001) (0.001) (0.002) (0.002)
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Education HH [years]
-0.052 -0.049 -0.088 -0.085 -0.055 -0.052 -0.092 -0.088

(0.075) (0.071) (0.082) (0.079) (0.073) (0.069) (0.079) (0.077)

Gender HH
0.206* 0.215* 0.238** 0.248** 0.211* 0.220* 0.240** 0.250**

(0.106) (0.106) (0.094) (0.095) (0.104) (0.104) (0.092) (0.092)

Age HH
-0.000 -0.000 0.001 0.001 -0.000 -0.000 0.001 0.001

(0.003) (0.003) (0.003) (0.003) (0.003) (0.003) (0.003) (0.003)

Household size
0.077*** 0.075*** 0.080*** 0.078*** 0.078*** 0.076*** 0.081*** 0.079***

(0.019) (0.019) (0.018) (0.018) (0.020) (0.020) (0.019) (0.019)

Division 1 round 1
-0.933*** -0.923*** -0.936*** -0.926*** -0.971*** -0.960*** -0.974*** -0.963***

(0.230) (0.238) (0.201) (0.209) (0.240) (0.247) (0.212) (0.220)

Division 1 round 2
-0.193 -0.228 -0.280 -0.317 -0.228 -0.261 -0.312 -0.348

(0.287) (0.249) (0.324) (0.284) (0.297) (0.257) (0.336) (0.294)

Division 1 round 3
-0.893*** -0.917*** -0.669*** -0.694*** -0.937*** -0.958*** -0.711*** -0.734***

(0.150) (0.140) (0.128) (0.118) (0.165) (0.153) (0.143) (0.131)

Division 1 round 4
-0.604*** -0.669*** -0.527*** -0.597*** -0.640*** -0.703*** -0.562*** -0.629***

(0.052) (0.032) (0.086) (0.057) (0.073) (0.042) (0.108) (0.073)

Division 1 round 5
-0.093 -0.097 -0.080 -0.083 -0.127* -0.128* -0.113 -0.114

(0.066) (0.068) (0.079) (0.080) (0.069) (0.069) (0.083) (0.083)

Division 2 round 1
-0.186 -0.180 -0.181 -0.175 -0.214 -0.208 -0.208 -0.202

(0.130) (0.128) (0.166) (0.163) (0.137) (0.135) (0.178) (0.176)

Division 2 round 2
0.430 0.401 0.314 0.282 0.371 0.343 0.256 0.225

(0.599) (0.600) (0.590) (0.590) (0.612) (0.612) (0.604) (0.603)

Division 2 round 3
0.268*** 0.265*** 0.272** 0.269** 0.231** 0.228** 0.226* 0.223*

(0.088) (0.086) (0.106) (0.104) (0.086) (0.085) (0.108) (0.107)

Division 2 round 4
0.015 -0.024 0.026 -0.016 -0.021 -0.061 -0.016 -0.059*

(0.043) (0.047) (0.037) (0.041) (0.030) (0.035) (0.028) (0.033)

Division 2 round 5
0.668*** 0.641*** 0.714*** 0.686*** 0.646*** 0.619*** 0.689*** 0.660***
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(0.145) (0.145) (0.158) (0.158) (0.146) (0.146) (0.160) (0.160)

Division 3 round 1
-0.600*** -0.575*** -0.620*** -0.593*** -0.652*** -0.625*** -0.669*** -0.640***

(0.123) (0.109) (0.116) (0.101) (0.100) (0.089) (0.091) (0.080)

Division 3 round 2
-0.304 -0.316 -0.465* -0.479* -0.347 -0.358 -0.507* -0.519*

(0.320) (0.316) (0.264) (0.258) (0.339) (0.334) (0.282) (0.276)

Division 3 round 3
-0.514*** -0.491*** -0.518*** -0.493*** -0.556*** -0.532*** -0.560*** -0.534***

(0.067) (0.062) (0.090) (0.086) (0.058) (0.053) (0.068) (0.065)

Division 3 round 4
-0.282** -0.259** -0.296** -0.271** -0.305*** -0.281*** -0.320*** -0.295***

(0.105) (0.090) (0.116) (0.101) (0.099) (0.084) (0.095) (0.079)

Division 3 round 5
-0.221*** -0.207*** -0.215*** -0.200*** -0.262*** -0.247** -0.260*** -0.244***

(0.064) (0.070) (0.039) (0.047) (0.084) (0.090) (0.064) (0.073)

Division 4 round 1
-0.800* -0.778 -0.864* -0.840* -0.814* -0.789 -0.875** -0.849*

(0.448) (0.452) (0.411) (0.415) (0.444) (0.450) (0.406) (0.411)

Division 4 round 2
-0.235 -0.249 -0.372 -0.387 -0.249 -0.262 -0.391 -0.404*

(0.249) (0.253) (0.241) (0.245) (0.230) (0.234) (0.225) (0.230)

Division 4 round 3
-0.405 -0.381 -0.400** -0.374** -0.446* -0.418* -0.441** -0.412**

(0.238) (0.234) (0.175) (0.172) (0.236) (0.233) (0.168) (0.166)

Division 4 round 4
0.225 0.211 0.222 0.208 0.190 0.179 0.192 0.181

(0.236) (0.236) (0.216) (0.218) (0.208) (0.208) (0.193) (0.194)

Division 4 round 5
0.359* 0.350* 0.378* 0.368* 0.330** 0.323* 0.349* 0.341*

(0.175) (0.177) (0.189) (0.192) (0.150) (0.152) (0.167) (0.171)

Division 5 round 1
-1.418*** -1.408*** -1.375*** -1.365*** -1.448*** -1.436*** -1.405*** -1.392***

(0.225) (0.216) (0.243) (0.234) (0.225) (0.217) (0.241) (0.233)

Division 5 round 2
-0.866** -0.867*** -0.943*** -0.944*** -0.891*** -0.889*** -0.968*** -0.966***

(0.299) (0.294) (0.296) (0.290) (0.289) (0.284) (0.287) (0.281)

Division 5 round 3
-0.742*** -0.726*** -0.652*** -0.634*** -0.781*** -0.761*** -0.691*** -0.670***

(0.090) (0.082) (0.082) (0.075) (0.079) (0.074) (0.077) (0.073)
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Division 5 round 4
-0.605*** -0.604*** -0.567*** -0.566*** -0.642*** -0.637*** -0.602*** -0.598***

(0.160) (0.158) (0.179) (0.177) (0.174) (0.171) (0.184) (0.182)

Division 5 round 5
-0.497*** -0.499*** -0.407** -0.410*** -0.521*** -0.521*** -0.431** -0.431**

(0.122) (0.119) (0.139) (0.135) (0.145) (0.141) (0.156) (0.152)

Constant
6.555*** 6.501*** 4.235*** 4.177*** 6.629*** 6.568*** 4.308*** 4.244***

(0.297) (0.288) (0.284) (0.275) (0.292) (0.282) (0.278) (0.270)

Model statistics

R2 0.587 0.591 0.584 0.589 0.567 0.572 0.565 0.570

Notes: Estimates are based on an unbalanced panel data set with 5,506 observations and 1,062 groups. Errors shown in parentheses

are robust and clustered at the sub-location level. HDDS = household dietary diversity score. HH = household head. MP = mobile

phone. TLU= Tropical Livestock Unit. ∗,∗∗,∗∗∗ denote statistical significance at the 10%, 5%, 1% level respectively.
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Table C3: Full Table for the effects of mobile phones on dietary diversity obtained
from self-production and food purchases (fixed effects panel model)

Mobile phone use Mobile phone ownership

Food groups

from self-

production

Food groups

from purchase

Food groups

from self-

production

Food groups

from purchase

(1) (2) (3) (4)

Daily MP use
-0.019 0.384***

(0.047) (0.089)

Weekly MP use

(excluding daily use)

-0.072 0.235**

(0.042) (0.093)

At most monthly MP use
-0.013 0.236**

(0.040) (0.090)

Owning at least one MP
0.008 0.307***

(0.050) (0.092)

Owning two or more MPs
0.042 0.276***

(0.070) (0.086)

Income [KSh1,000,000]
0.568** 2.302*** 0.556** 2.366***

(0.231) (0.465) (0.233) (0.472)

Nomadic status
0.207 -0.291 0.209 -0.301

(0.135) (0.187) (0.138) (0.189)

Radio ownership
-0.078 -0.165 -0.082 -0.193

(0.070) (0.149) (0.071) (0.151)

Cooking source
-0.190 0.073 -0.193 0.077

(0.148) (0.430) (0.149) (0.442)

Land farmed [hectares]
0.005 0.003 0.005 0.001

(0.008) (0.016) (0.008) (0.016)

Herd size [TLU]
0.002** 0.003* 0.002** 0.003*

(0.001) (0.002) (0.001) (0.002)

Education [years]
0.051 -0.198* 0.051 -0.200*

(0.035) (0.102) (0.036) (0.099)

Gender
-0.051 0.250 -0.050 0.258

(0.064) (0.175) (0.065) (0.178)

Age
0.000 -0.002 0.000 -0.002

(0.002) (0.005) (0.002) (0.005)

Household size
0.025*** 0.053** 0.024*** 0.053**

(0.008) (0.023) (0.008) (0.023)

Division 1 round 1
-0.728*** -1.240* -0.718*** -1.282*

(0.158) (0.656) (0.162) (0.671)

Division 1 round 2
0.041 -0.939 0.054 -0.981

(0.220) (0.602) (0.225) (0.612)

Division 1 round 3
-0.517* -0.802*** -0.509* -0.845***
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(0.256) (0.167) (0.262) (0.185)

Division 1 round 4
-0.026 -0.506*** -0.015 -0.547***

(0.018) (0.046) (0.014) (0.065)

Division 1 round 5
0.501*** -0.182* 0.510*** -0.210**

(0.109) (0.089) (0.100) (0.092)

Division 2 round 1
-1.222*** -0.196 -1.217*** -0.220

(0.162) (0.311) (0.143) (0.293)

Division 2 round 2
-0.951*** 0.763 -0.946*** 0.705

(0.031) (0.451) (0.037) (0.449)

Division 2 round 3
-1.297*** 0.476*** -1.303*** 0.470***

(0.107) (0.106) (0.095) (0.094)

Division 2 round 4
-0.356 0.162 -0.361 0.146*

(0.243) (0.094) (0.234) (0.076)

Division 2 round 5
0.240* 0.739*** 0.240* 0.728***

(0.132) (0.095) (0.122) (0.084)

Division 3 round 1
-0.242*** -0.248 -0.219*** -0.313

(0.049) (0.205) (0.049) (0.185)

Division 3 round 2
0.015 -0.238 0.034 -0.292

(0.073) (0.276) (0.074) (0.300)

Division 3 round 3
-0.207** -1.458*** -0.194** -1.502***

(0.085) (0.185) (0.086) (0.189)

Division 3 round 4
-0.077 0.226 -0.066 0.202

(0.058) (0.133) (0.058) (0.126)

Division 3 round 5
0.106 -0.123** 0.110 -0.152**

(0.076) (0.054) (0.075) (0.056)

Division 4 round 1
-0.301*** -1.632*** -0.276*** -1.658***

(0.034) (0.427) (0.029) (0.437)

Division 4 round 2
0.061 -0.733 0.079 -0.745

(0.175) (0.463) (0.176) (0.456)

Division 4 round 3
0.125 -1.266*** 0.143 -1.310***

(0.099) (0.361) (0.094) (0.375)

Division 4 round 4
0.222** -0.093 0.237** -0.138

(0.097) (0.212) (0.098) (0.198)

Division 4 round 5
0.226* 0.193** 0.236** 0.166*

(0.116) (0.084) (0.107) (0.079)

Division 5 round 1
-0.187 -1.468*** -0.167 -1.517***

(0.120) (0.191) (0.119) (0.195)

Division 5 round 2
-0.071 -1.065*** -0.053 -1.101***

(0.125) (0.167) (0.123) (0.161)

Division 5 round 3
0.167 -1.660*** 0.186 -1.714***

(0.127) (0.171) (0.129) (0.175)

Division 5 round 4
0.269 -0.658*** 0.290 -0.715***

(0.186) (0.108) (0.186) (0.095)
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Division 5 round 5
0.064 -0.417** 0.086 -0.456**

(0.058) (0.160) (0.060) (0.172)

Constant
0.496*** 5.951*** 0.465*** 6.053***

(0.146) (0.434) (0.145) (0.433)

Model statistics:

R2 0.443 0.607 0.442 0.606

Notes: Estimates are based on an unbalanced panel data set with 5,506 observations and

1,062 groups. The dependent variable for columns (1) and (3) is the number of food groups

that the household consumed coming from self-production. The dependent variable for

the columns (2) and (4) is the number of food groups that the household consumed coming

from food purchases. Errors shown in parentheses are robust and clustered at the sub-

location level. HDDS = household dietary diversity score. HH = household head. MP =

mobile phone. TLU = Tropical Livestock Unit. ∗,∗∗,∗∗∗ denote statistical significance at

the 10%, 5%, 1% level respectively.
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Table C4: Full Table for the effect duration of mobile phone access on dietary out-
comes (5 year time span)

Mobile phone usage Mobile phone ownership

HDDS12 HHDS9

Food

groups

from

purchase

HDDS12 HHDS9

Food

groups

from

purchase

(1) (2) (3) (4) (5) (6)

Before 5
0.162 0.199 0.127 0.022 0.084 -0.280

(0.162) (0.146) (0.218) (0.102) (0.118) (0.225)

Before 4
0.116 0.132 0.121 -0.070 -0.004 -0.180

(0.143) (0.143) (0.201) (0.107) (0.096) (0.129)

Before 3
0.089 0.113 -0.013 0.006 0.039 0.082

(0.093) (0.095) (0.115) (0.101) (0.113) (0.107)

Before 2
0.058 0.073 0.013 0.055 0.100 0.063

(0.059) (0.079) (0.089) (0.074) (0.070) (0.090)

Before 1 ——Reference Year——

After 0
0.214** 0.188** 0.258*** 0.136* 0.094 0.264***

(0.076) (0.077) (0.087) (0.073) (0.084) (0.085)

After 1
0.192* 0.112 0.197 0.077 0.035 0.252**

(0.095) (0.095) (0.135) (0.072) (0.086) (0.096)

After 2
0.226** 0.229*** 0.337** 0.042 -0.040 0.243*

(0.102) (0.071) (0.127) (0.145) (0.157) (0.134)

After 3
0.252** 0.234** 0.330*** -0.080 -0.112 0.233

(0.087) (0.080) (0.104) (0.210) (0.199) (0.154)

After 4
0.289** 0.262 0.393 0.019 0.024 0.094

(0.124) (0.174) (0.314) (0.267) (0.299) (0.389)

After 5
0.433** 0.467** 0.818*** -0.010 0.109 0.375*

(0.169) (0.178) (0.216) (0.253) (0.228) (0.204)

Nomadic status
-0.031 0.017 -0.304 -0.037 0.008 -0.315

(0.228) (0.230) (0.195) (0.227) (0.227) (0.192)

Radio ownership
-0.108 -0.112 -0.142 -0.117 -0.108 -0.188

(0.150) (0.158) (0.150) (0.147) (0.156) (0.154)

Cooking source
0.212 0.031 0.085 0.218 0.049 0.091

(0.205) (0.179) (0.416) (0.225) (0.196) (0.449)

Income

[KSh1,000,000]

2.370*** 2.524*** 2.384*** 2.380*** 2.534*** 2.393***

(0.445) (0.448) (0.484) (0.446) (0.455) (0.475)

Land farmed

[hectares]

0.017*** 0.019*** 0.004 0.016*** 0.018*** 0.002

(0.004) (0.004) (0.016) (0.004) (0.004) (0.015)

Herd size [TLU]
0.005*** 0.005*** 0.003* 0.005*** 0.005*** 0.003*

(0.001) (0.002) (0.002) (0.001) (0.002) (0.002)

Education [years]
-0.051 -0.086 -0.196* -0.061 -0.093 -0.216*
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(0.074) (0.083) (0.106) (0.072) (0.080) (0.102)

Gender
0.211* 0.246** 0.247 0.209* 0.238** 0.252

(0.103) (0.091) (0.175) (0.103) (0.091) (0.178)

Age
-0.001 0.001 -0.002 -0.001 0.001 -0.002

(0.003) (0.003) (0.005) (0.003) (0.003) (0.005)

Household size
0.075*** 0.079*** 0.052** 0.077*** 0.080*** 0.052**

(0.019) (0.017) (0.022) (0.020) (0.019) (0.022)

Division 1 round 1
-0.948*** -0.962*** -1.216 -0.995*** -1.008*** -1.247*

(0.307) (0.286) (0.753) (0.262) (0.233) (0.648)

Division 1 round 2
-0.249 -0.336 -0.939 -0.286 -0.379 -0.974

(0.297) (0.340) (0.681) (0.265) (0.302) (0.597)

Division 1 round 3
-0.927*** -0.704*** -0.753*** -0.981*** -0.759*** -0.866***

(0.182) (0.165) (0.228) (0.172) (0.144) (0.206)

Division 1 round 4
-0.680*** -0.602*** -0.490*** -0.741*** -0.666*** -0.583***

(0.061) (0.095) (0.104) (0.063) (0.092) (0.092)

Division 1 round 5
-0.092 -0.071 -0.155 -0.153* -0.131 -0.232*

(0.085) (0.098) (0.133) (0.086) (0.090) (0.112)

Division 2 round 1
-0.113 -0.133 -0.006 -0.236 -0.245 -0.171

(0.154) (0.194) (0.339) (0.148) (0.184) (0.326)

Division 2 round 2
0.444 0.314 0.901* 0.304 0.181 0.709

(0.625) (0.618) (0.499) (0.636) (0.619) (0.492)

Division 2 round 3
0.324*** 0.316** 0.658*** 0.200* 0.193 0.474***

(0.101) (0.127) (0.151) (0.102) (0.119) (0.117)

Division 2 round 4
0.014 0.024 0.296** -0.092* -0.090** 0.146

(0.049) (0.051) (0.120) (0.043) (0.036) (0.093)

Division 2 round 5
0.668*** 0.718*** 0.823*** 0.594*** 0.642*** 0.720***

(0.159) (0.176) (0.123) (0.150) (0.164) (0.097)

Division 3 round 1
-0.587*** -0.609*** -0.171 -0.714*** -0.737*** -0.288

(0.100) (0.103) (0.193) (0.085) (0.092) (0.180)

Division 3 round 2
-0.307 -0.466* -0.151 -0.428 -0.590* -0.291

(0.337) (0.256) (0.261) (0.350) (0.280) (0.309)

Division 3 round 3
-0.478*** -0.470*** -1.352*** -0.602*** -0.598*** -1.537***

(0.062) (0.087) (0.139) (0.068) (0.083) (0.185)

Division 3 round 4
-0.241*** -0.239** 0.313** -0.347*** -0.350*** 0.167

(0.080) (0.097) (0.108) (0.083) (0.079) (0.112)

Division 3 round 5
-0.214** -0.195*** -0.067 -0.284** -0.262*** -0.174*

(0.082) (0.063) (0.104) (0.100) (0.089) (0.092)

Division 4 round 1
-0.801 -0.861* -1.622*** -0.870* -0.941** -1.639***

(0.463) (0.429) (0.373) (0.438) (0.400) (0.406)

Division 4 round 2
-0.261 -0.397 -0.705 -0.335 -0.484* -0.755

(0.251) (0.241) (0.429) (0.244) (0.239) (0.446)

Division 4 round 3
-0.405 -0.391** -1.243*** -0.498** -0.488** -1.353***

(0.234) (0.164) (0.338) (0.227) (0.168) (0.372)



125

Table C4 – continued from previous page –

Division 4 round 4
0.214 0.221 -0.060 0.109 0.113 -0.169

(0.230) (0.203) (0.212) (0.225) (0.211) (0.208)

Division 4 round 5
0.347* 0.379* 0.218** 0.272 0.302* 0.140

(0.175) (0.187) (0.084) (0.160) (0.172) (0.084)

Division 5 round 1
-1.487*** -1.445*** -1.566*** -1.474*** -1.448*** -1.438***

(0.210) (0.223) (0.176) (0.221) (0.238) (0.208)

Division 5 round 2
-0.927*** -0.998*** -1.153*** -0.898** -0.993*** -1.055***

(0.310) (0.298) (0.202) (0.305) (0.299) (0.188)

Division 5 round 3
-0.792*** -0.695*** -1.728*** -0.802*** -0.715*** -1.763***

(0.075) (0.067) (0.159) (0.085) (0.086) (0.168)

Division 5 round 4
-0.659*** -0.613*** -0.733*** -0.694*** -0.662*** -0.760***

(0.161) (0.178) (0.105) (0.174) (0.183) (0.077)

Division 5 round 5
-0.527*** -0.423*** -0.477*** -0.562*** -0.463*** -0.489**

(0.121) (0.135) (0.147) (0.141) (0.150) (0.170)

Constant
6.556*** 4.199*** 6.042*** 6.694*** 4.334*** 6.196***

(0.314) (0.289) (0.443) (0.292) (0.267) (0.443)

Model statistics:

R2 0.590 0.570 0.605 0.589 0.570 0.606

Notes: Estimates are based on an unbalanced panel data set with 5,506 observations and

1,062 groups. The dependent variable for columns (1) and (4) is household dietary diversity

score with twelve food groups. The dependent variable for columns (2) and (5) is the dietary

diversity score with nine food groups. The dependent variable for columns (3) and (6) is

the number of food groups that the household consumed coming from food purchases. The

independent variables shown here refer to the number of rounds before or after a household

first gained access to a mobile phone relative to the year before first access. Errors shown in

parentheses are robust and clustered at the sub-location level. HDDS = household dietary

diversity score. HH = household head. MP = mobile phone. TLU = Tropical Livestock

Unit. ∗,∗∗,∗∗∗ denote statistical significance at the 10%, 5%, 1% level respectively.
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Table C5: Full Table for the effect duration of mobile phone access on dietary out-
comes (3 year time span)

Mobile phone usage Mobile phone ownership

HDDS12 HHDS9

Food

groups

from

purchase

HDDS12 HHDS9

Food

groups

from

purchase

(1) (2) (3) (4) (5) (6)

Before 3
0.016 0.029 -0.084 0.019 0.020 0.180

(0.075) (0.079) (0.071) (0.099) (0.105) (0.107)

Before 2
-0.020 -0.012 -0.075 0.066 0.082 0.138

(0.058) (0.071) (0.078) (0.071) (0.071) (0.099)

Before 1 ——Reference Year——

After 0
0.112 0.082 0.115 0.144* 0.075 0.298**

(0.072) (0.068) (0.073) (0.075) (0.072) (0.104)

After 1
0.099 0.019 0.050 0.079 0.020 0.236*

(0.089) (0.083) (0.131) (0.076) (0.086) (0.126)

After 2
0.103 0.106 0.141 0.046 -0.057 0.216

(0.112) (0.072) (0.088) (0.139) (0.150) (0.124)

After 3
0.112 0.093 0.094 -0.078 -0.132 0.192

(0.086) (0.089) (0.103) (0.202) (0.182) (0.173)

Nomadic status
-0.042 0.005 -0.321 -0.038 0.006 -0.315

(0.225) (0.227) (0.191) (0.226) (0.227) (0.188)

Radio ownership
-0.111 -0.117 -0.143 -0.116 -0.108 -0.177

(0.148) (0.154) (0.154) (0.143) (0.151) (0.150)

Cooking source
0.233 0.055 0.120 0.218 0.050 0.089

(0.215) (0.191) (0.421) (0.223) (0.194) (0.441)

Income

[KSh1,000,000]

2.378*** 2.534*** 2.389*** 2.387*** 2.536*** 2.399***

(0.443) (0.449) (0.482) (0.445) (0.455) (0.476)

Land farmed

[hectares]

0.017*** 0.019*** 0.004 0.016*** 0.018*** 0.002

(0.004) (0.004) (0.015) (0.004) (0.004) (0.015)

Herd size [TLU]
0.005*** 0.005*** 0.004** 0.005*** 0.005*** 0.003**

(0.001) (0.002) (0.002) (0.001) (0.002) (0.002)

Education [years]
-0.055 -0.089 -0.206* -0.060 -0.095 -0.214**

(0.071) (0.078) (0.099) (0.070) (0.077) (0.099)

Gender
0.205* 0.241** 0.240 0.208* 0.237** 0.242

(0.105) (0.092) (0.177) (0.104) (0.092) (0.178)

Age
-0.001 0.001 -0.002 -0.001 0.001 -0.002

(0.003) (0.003) (0.005) (0.003) (0.003) (0.005)

Household size
0.077*** 0.079*** 0.054** 0.078*** 0.080*** 0.054**

(0.020) (0.019) (0.022) (0.020) (0.019) (0.023)

Division 1 round 1
-0.972*** -0.977*** -1.293* -0.992*** -1.000*** -1.300*
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(0.259) (0.228) (0.699) (0.261) (0.232) (0.684)

Division 1 round 2
-0.284 -0.369 -1.014 -0.297 -0.385 -1.008

(0.263) (0.300) (0.626) (0.269) (0.305) (0.616)

Division 1 round 3
-0.973*** -0.748*** -0.838*** -0.983*** -0.761*** -0.888***

(0.158) (0.136) (0.189) (0.171) (0.144) (0.220)

Division 1 round 4
-0.720*** -0.641*** -0.563*** -0.743*** -0.668*** -0.598***

(0.043) (0.073) (0.069) (0.062) (0.094) (0.098)

Division 1 round 5
-0.151* -0.132 -0.246** -0.153* -0.135 -0.235*

(0.075) (0.086) (0.112) (0.084) (0.092) (0.112)

Division 2 round 1
-0.188 -0.195 -0.159 -0.239 -0.245 -0.224

(0.124) (0.162) (0.307) (0.136) (0.173) (0.311)

Division 2 round 2
0.349 0.226 0.735 0.299 0.175 0.671

(0.609) (0.595) (0.482) (0.625) (0.609) (0.477)

Division 2 round 3
0.229** 0.227** 0.499*** 0.199** 0.188 0.447***

(0.081) (0.101) (0.112) (0.093) (0.111) (0.105)

Division 2 round 4
-0.072** -0.057 0.158* -0.093** -0.094** 0.125

(0.033) (0.037) (0.082) (0.038) (0.033) (0.083)

Division 2 round 5
0.589*** 0.643*** 0.704*** 0.594*** 0.637*** 0.706***

(0.147) (0.158) (0.089) (0.144) (0.158) (0.088)

Division 3 round 1
-0.677*** -0.688*** -0.356* -0.715*** -0.736*** -0.388**

(0.082) (0.081) (0.174) (0.070) (0.066) (0.170)

Division 3 round 2
-0.408 -0.561* -0.335 -0.440 -0.601** -0.363

(0.335) (0.268) (0.297) (0.338) (0.272) (0.294)

Division 3 round 3
-0.581*** -0.570*** -1.531*** -0.605*** -0.606*** -1.590***

(0.048) (0.073) (0.192) (0.044) (0.060) (0.199)

Division 3 round 4
-0.333*** -0.329*** 0.156 -0.350*** -0.358*** 0.123

(0.077) (0.092) (0.129) (0.076) (0.072) (0.114)

Division 3 round 5
-0.303*** -0.284*** -0.211** -0.284*** -0.272*** -0.201**

(0.072) (0.057) (0.076) (0.090) (0.076) (0.074)

Division 4 round 1
-0.829* -0.879* -1.708*** -0.872* -0.935** -1.727***

(0.458) (0.426) (0.415) (0.445) (0.412) (0.433)

Division 4 round 2
-0.302 -0.433 -0.793* -0.346 -0.491* -0.814*

(0.254) (0.249) (0.452) (0.243) (0.239) (0.463)

Division 4 round 3
-0.458* -0.440** -1.341*** -0.500** -0.494*** -1.390***

(0.236) (0.170) (0.356) (0.226) (0.167) (0.373)

Division 4 round 4
0.164 0.172 -0.148 0.107 0.109 -0.199

(0.236) (0.215) (0.223) (0.227) (0.215) (0.217)

Division 4 round 5
0.294 0.325 0.132 0.272 0.295 0.127

(0.180) (0.196) (0.092) (0.160) (0.176) (0.080)

Division 5 round 1
-1.472*** -1.419*** -1.578*** -1.466*** -1.429*** -1.524***

(0.210) (0.225) (0.183) (0.207) (0.223) (0.184)

Division 5 round 2
-0.924*** -0.992*** -1.163*** -0.918*** -1.000*** -1.108***

(0.292) (0.285) (0.173) (0.290) (0.283) (0.169)
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Division 5 round 3
-0.806*** -0.707*** -1.759*** -0.804*** -0.715*** -1.790***

(0.075) (0.070) (0.167) (0.078) (0.079) (0.171)

Division 5 round 4
-0.670*** -0.623*** -0.758*** -0.695*** -0.663*** -0.776***

(0.163) (0.182) (0.105) (0.175) (0.185) (0.074)

Division 5 round 5
-0.565*** -0.463*** -0.532*** -0.560*** -0.469*** -0.480**

(0.137) (0.148) (0.162) (0.143) (0.150) (0.172)

Constant
6.660*** 4.306*** 6.198*** 6.688*** 4.349*** 6.191***

(0.300) (0.271) (0.443) (0.285) (0.259) (0.443)

Model statistics:

R2 0.590 0.570 0.605 0.589 0.570 0.606

Notes: Estimates are based on an unbalanced panel data set with 5,506 observations and

1,062 groups. The dependent variable for columns (1) and (4) is household dietary diversity

score with twelve food groups. The dependent variable for columns (2) and (5) is the dietary

diversity score with nine food groups. The dependent variable for columns (3) and (6) is

the number of food groups that the household consumed coming from food purchases. The

independent variables shown here refer to the number of rounds before or after a household

first gained access to a mobile phone relative to the year before first access. Errors shown in

parentheses are robust and clustered at the sub-location level. HDDS = household dietary

diversity score. HH = household head. MP = mobile phone. TLU = Tropical Livestock

Unit. ∗,∗∗,∗∗∗ denote statistical significance at the 10%, 5%, 1% level respectively.
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(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)

Daily MP use
0.000 0.054** 0.039 0.048* 0.004 0.081** 0.020** 0.043*** 0.035 0.028** 0.018 0.013

(0.016) (0.021) (0.030) (0.025) (0.006) (0.030) (0.009) (0.013) (0.029) (0.012) (0.026) (0.009)

Weekly MP use

(excl. daily use)

0.034** -0.019 0.019 -0.022 -0.020** 0.043** 0.013 0.012 0.101*** 0.034** 0.014 0.025***

(0.014) (0.022) (0.030) (0.023) (0.008) (0.019) (0.010) (0.013) (0.022) (0.014) (0.032) (0.007)

At most monthly

MP use

0.022 0.030 0.029 0.011 0.001 0.047** 0.004 0.013 0.026** 0.019 0.019 0.014

(0.019) (0.020) (0.019) (0.022) (0.009) (0.021) (0.009) (0.013) (0.011) (0.011) (0.020) (0.009)

Nomadic status
0.047* -0.018 -0.108** 0.037 0.001 -0.052 -0.022 -0.035 -0.097 -0.013 -0.041 0.005

(0.024) (0.028) (0.046) (0.072) (0.009) (0.039) (0.016) (0.034) (0.062) (0.021) (0.027) (0.014)

Radio ownership
-0.008 0.011 -0.143*** 0.072 -0.013 -0.004 0.005 -0.014 -0.018 -0.008 -0.045 -0.000

(0.018) (0.030) (0.041) (0.050) (0.024) (0.047) (0.022) (0.031) (0.044) (0.016) (0.037) (0.008)

Cooking source
-0.025 -0.002 0.085 -0.040 0.118 -0.015 -0.010 -0.010 -0.013 0.004 -0.067 0.051

(0.036) (0.056) (0.059) (0.023) (0.099) (0.083) (0.065) (0.039) (0.130) (0.008) (0.043) (0.040)

Income

[KSh1,000,000]

0.096** 0.404*** 0.474** 0.332*** 0.216 0.302** 0.028 0.230* 0.010 0.014 0.152 0.043*

(0.041) (0.125) (0.165) (0.097) (0.168) (0.130) (0.050) (0.129) (0.106) (0.023) (0.090) (0.023)

Land farmed

[hectares]

0.003 0.004 0.001 0.009*** -0.004 -0.003 0.004 -0.002 -0.004 -0.002 -0.003 -0.000

(0.003) (0.005) (0.005) (0.003) (0.003) (0.004) (0.005) (0.004) (0.005) (0.002) (0.004) (0.002)

Herd size [TLU]
-0.000 0.000 0.000 0.001** -0.000 0.001*** 0.000 0.001** -0.000 0.000 0.000 0.000*

(0.000) (0.000) (0.001) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)

Education [years]
-0.021 0.005 -0.018 -0.021 -0.025 -0.032 0.001 0.005 -0.054 -0.002 -0.033 -0.002

(0.020) (0.033) (0.022) (0.014) (0.020) (0.031) (0.013) (0.021) (0.033) (0.002) (0.025) (0.002)



1
3
0Table C6 – continued from previous page –

Gender
-0.010 0.042 0.003 0.020 0.041*** 0.060 0.003 0.024 0.042 -0.023 0.047 -0.000

(0.023) (0.027) (0.051) (0.035) (0.013) (0.044) (0.016) (0.029) (0.058) (0.018) (0.044) (0.018)

Age
-0.001 0.000 -0.001 -0.000 0.001* 0.002** 0.000* -0.001 0.000 -0.001 0.000 -0.002**

(0.001) (0.001) (0.001) (0.001) (0.000) (0.001) (0.000) (0.000) (0.001) (0.001) (0.002) (0.001)

Household size
-0.001 0.016** 0.002 0.005 0.001 0.012 0.007 -0.002 0.007 0.001 0.006 -0.001

(0.004) (0.006) (0.004) (0.005) (0.003) (0.008) (0.004) (0.003) (0.008) (0.003) (0.006) (0.002)

Division 1 round 1
-0.188* -0.203 -0.038 -0.280 -0.151 -0.196** 0.068 0.169*** 0.066*** -0.075** -0.319* -0.094***

(0.097) (0.126) (0.186) (0.167) (0.112) (0.082) (0.083) (0.022) (0.011) (0.030) (0.167) (0.027)

Division 1 round 2
-0.249 -0.118 -0.227*** -0.202 -0.062 -0.229 0.042*** 0.375 -0.070 0.005 -0.191** -0.015*

(0.162) (0.113) (0.065) (0.154) (0.055) (0.227) (0.014) (0.229) (0.092) (0.007) (0.067) (0.007)

Division 1 round 3
-0.077* -0.103 -0.005 -0.155 -0.132 -0.107 -0.024** 0.014** 0.084 -0.029 -0.214*** -0.057

(0.042) (0.113) (0.011) (0.111) (0.114) (0.097) (0.010) (0.006) (0.074) (0.018) (0.011) (0.035)

Division 1 round 4
-0.028 -0.143 0.151*** -0.115 -0.171 -0.345** -0.011 0.183* 0.015 0.015 -0.056* -0.002

(0.030) (0.115) (0.051) (0.100) (0.131) (0.141) (0.026) (0.097) (0.058) (0.012) (0.030) (0.015)

Division 1 round 5
0.008 -0.027 0.204*** -0.150 -0.078 -0.133 0.023 0.137*** -0.140*** -0.007 -0.011 -0.010

(0.025) (0.105) (0.018) (0.099) (0.051) (0.105) (0.015) (0.040) (0.008) (0.005) (0.012) (0.009)

Division 2 round 1
-0.115*** 0.081 0.030 0.073** -0.117*** -0.085*** -0.038*** 0.069*** 0.169*** 0.002 -0.225*** -0.042

(0.023) (0.050) (0.108) (0.027) (0.033) (0.027) (0.010) (0.012) (0.033) (0.019) (0.029) (0.040)

Division 2 round 2
0.035* 0.063 0.335*** 0.148 -0.043 0.136 0.024** 0.061 0.076 0.030*** -0.076** -0.030

(0.017) (0.200) (0.072) (0.150) (0.075) (0.123) (0.011) (0.067) (0.120) (0.009) (0.034) (0.041)

Division 2 round 3
-0.059*** 0.111*** 0.046 0.231*** 0.054 -0.029** -0.028*** -0.016 0.327*** 0.018 -0.164*** -0.016***

(0.008) (0.015) (0.087) (0.012) (0.060) (0.013) (0.007) (0.015) (0.030) (0.014) (0.034) (0.004)

Division 2 round 4
0.018 -0.048*** 0.243** 0.169*** -0.060*** -0.203*** -0.047*** 0.095*** -0.052* 0.034*** 0.020 -0.008**

(0.014) (0.008) (0.091) (0.009) (0.014) (0.011) (0.008) (0.007) (0.026) (0.008) (0.017) (0.003)

Division 2 round 5
0.015*** 0.158*** 0.086 0.257*** -0.014 -0.003 -0.001 0.238*** -0.052 0.038*** 0.012 0.004

(0.004) (0.027) (0.136) (0.006) (0.018) (0.043) (0.004) (0.021) (0.083) (0.008) (0.020) (0.005)

Division 3 round 1
-0.121*** -0.126** 0.090*** -0.287** 0.005 -0.025 0.008 0.071** 0.159*** 0.022 -0.032 -0.013

(0.018) (0.044) (0.021) (0.100) (0.007) (0.072) (0.012) (0.028) (0.031) (0.020) (0.048) (0.022)

Division 3 round 2
-0.083*** -0.029 0.123*** -0.226* -0.003 0.060 0.007 0.015 -0.012 0.026 -0.132* 0.012
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(0.021) (0.060) (0.034) (0.113) (0.009) (0.101) (0.013) (0.010) (0.094) (0.021) (0.064) (0.015)

Division 3 round 3
-0.156*** -0.204*** -0.262*** -0.236*** 0.018 -0.089** 0.007 0.020** 0.058 -0.138*** -0.404*** -0.060**

(0.014) (0.055) (0.022) (0.045) (0.018) (0.038) (0.011) (0.008) (0.057) (0.006) (0.024) (0.027)

Division 3 round 4
0.026 -0.092** 0.229*** -0.084** -0.007 -0.080** 0.007 0.016** 0.079 0.035** 0.065* 0.030**

(0.018) (0.032) (0.030) (0.032) (0.007) (0.028) (0.007) (0.007) (0.052) (0.014) (0.031) (0.013)

Division 3 round 5
-0.029 0.033 0.195*** -0.204*** 0.001 -0.020 0.009 0.015 -0.135 -0.016 0.030 -0.001

(0.022) (0.045) (0.015) (0.037) (0.006) (0.049) (0.010) (0.011) (0.080) (0.017) (0.018) (0.007)

Division 4 round 1
-0.191*** -0.198** -0.099 -0.278*** -0.040*** -0.139** -0.069 0.055** -0.063 -0.038 -0.530*** -0.045

(0.054) (0.085) (0.109) (0.064) (0.013) (0.055) (0.043) (0.024) (0.165) (0.045) (0.075) (0.040)

Division 4 round 2
-0.024 -0.162* 0.124 -0.227*** -0.022* -0.084 -0.070 0.033 -0.083** 0.028 -0.228 -0.022

(0.030) (0.084) (0.159) (0.058) (0.012) (0.070) (0.042) (0.043) (0.032) (0.029) (0.150) (0.040)

Division 4 round 3
-0.236* -0.162** -0.053 -0.229*** -0.004 -0.115*** -0.077 0.087 -0.066 -0.010 -0.393*** -0.010

(0.114) (0.057) (0.161) (0.059) (0.024) (0.038) (0.046) (0.063) (0.040) (0.036) (0.097) (0.032)

Division 4 round 4
-0.009 -0.144*** 0.344*** -0.141** -0.025** 0.000 -0.074 0.085 -0.078 0.023 -0.093 0.018

(0.012) (0.044) (0.100) (0.056) (0.010) (0.073) (0.053) (0.064) (0.065) (0.020) (0.064) (0.012)

Division 4 round 5
0.005 -0.105** 0.418*** -0.137*** -0.012 -0.053 -0.075 0.075 0.041 0.025 -0.010 0.019

(0.009) (0.049) (0.054) (0.045) (0.017) (0.043) (0.045) (0.065) (0.048) (0.019) (0.028) (0.012)

Division 5 round 1
-0.050 -0.341*** -0.120 -0.376*** -0.040 0.010 -0.040*** 0.031** -0.105 -0.015** -0.356*** -0.068***

(0.029) (0.058) (0.156) (0.031) (0.029) (0.047) (0.013) (0.014) (0.067) (0.007) (0.121) (0.019)

Division 5 round 2
-0.216* -0.165*** 0.011 -0.200** -0.041 0.045 -0.026* 0.013 -0.176*** -0.013 -0.285** -0.014

(0.119) (0.021) (0.141) (0.084) (0.028) (0.065) (0.014) (0.009) (0.047) (0.012) (0.109) (0.015)

Division 5 round 3
-0.099*** -0.354*** -0.157*** -0.399*** -0.027 -0.059* -0.039*** 0.017** -0.176*** 0.006 -0.375*** 0.001

(0.024) (0.052) (0.038) (0.036) (0.019) (0.029) (0.013) (0.008) (0.051) (0.016) (0.061) (0.014)

Division 5 round 4
-0.013 -0.319*** 0.194*** -0.298*** -0.045 -0.063 -0.024 0.061*** -0.119*** 0.013* -0.042 -0.004

(0.011) (0.050) (0.046) (0.027) (0.031) (0.042) (0.017) (0.017) (0.033) (0.007) (0.038) (0.015)

Division 5 round 5
-0.007 -0.332*** 0.376*** -0.345*** -0.046 -0.042 -0.025* 0.035*** -0.031 0.006 -0.012 0.003

(0.010) (0.051) (0.024) (0.033) (0.030) (0.031) (0.013) (0.010) (0.042) (0.006) (0.030) (0.005)

Constant
1.073*** 0.240*** 0.621*** 0.430*** 0.049 0.074 -0.028 0.026 0.483*** 0.990*** 0.932*** 1.072***

(0.094) (0.069) (0.082) (0.080) (0.033) (0.092) (0.051) (0.046) (0.117) (0.047) (0.134) (0.041)



1
3
2Table C6 – continued from previous page –

Model statistics:

R2 0.304 0.574 0.367 0.607 0.350 0.368 0.301 0.369 0.412 0.247 0.389 0.242

Notes: Estimates are based on an unbalanced panel data set with 5,506 observations and 1,062 groups. It is important to note that the items included in the two food

groups meat and fish and seafood and seafood are slightly altered. Instead of having one group for meat, poultry and offal, and one group for fish and seafood, we have

one group for goat and sheep meat and one group for fish, seafood, offal and all other meat. Errors shown in parentheses are robust and clustered at the sub-location

level. MP = mobile phone. TLU = Tropical Livestock Unit. ∗,∗∗,∗∗∗ denote statistical significance at the 10%, 5%, 1% level respectively.
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laubte Hilfe angefertigt wurde.

Göttingen, den 21.03.2020

(Unterschrift)

133



Martin C. Parlasca 
Curriculum Vitae 
 

 

COMPETENCY PROFILE 

    - Profound analytical and quantitative methodological skills 

    - Communicative team player 

    - Several working positions in East Africa within multinational teams 

    - Experience in conducting household surveys and economic experiments 

    - Ability to write for a variety of audiences 

 

EDUCATION 

07/2017 – 03/2020  Doctoral Candidate in Agricultural Economics  

    Göttingen University, degree: Dr. rer. pol (05/2020) 

    Thesis: Essays on Trust, Phones, and Nutrition among Pastoralists in Northern Kenya. 
 

10/2014 - 12/2016  Agricultural and Food Economics M.Sc. 

    Bonn University, Degree: Master of Science: 12/2016. (1,2) 

    Focus: Agricultural and Development Policies, and Agribusiness 

    Thesis: Motivation for Bilateral Development Assistance in the 21
st
 Century. 

 

08/2012 - 12/2012  Exchange semester at Korea University in Seoul, Korea. 
     

10/2010 - 07/2014  Business Administration B.Sc.  

    Cologne University, Degree: Bachelor of Science: 07/2014 (1,6). 

    Major: International Management, and Corporate Organization. 

    Thesis: Chances and Challenges of Employability Enhancement. 
 

2000-2009    Otto Pankok Gymnasium in Mülheim an der Ruhr.  

    Degree: Secondary School Diploma 06/2009 (1,7) 
 

08/2006 - 06/2007   Hargrave High School Huffman, TX, USA. 
 

 

WORK EXPERIENCE 

Since 04/2020  Post-doctoral Researcher  

Chair of International Food Economics and Rural Development,  

Georg-August University Göttingen, Germany 
 

07/2017 – 03/2020  Research Associate 

Research Training Group: Transformation of Global Agri-Food Systems GlobalFood, 

Chair of Farm Management, Georg-August University Göttingen, Germany 
 

 

01/2017 – 06/2017  Agricultural Trainer  

Arava Institute of Sustainable Development within the project Furrows in the Desert  

in Lobur, North Turkana, Kenya. 
 

08/2016 – 11/2016  Secondary level Teacher  

for the subjects Biology and Natural Phenomena, at the German Embassy School Addis 

Ababa, Ethiopia.  
 

05/2015 - 08/2016  Research assistant  

    German Development Institute, Department of World Economics and Development 

Finance in Bonn, Germany.   

 
 



09/2015 - 01/2016  Student research assistant  

    Bonn University, Institute for Food and Resource Economics, Chair of Production 

Economics. 

    Project: Risk Preferences and Risk Management of Farmers in the Münsterland. 
 

09/2014    Freelance coach  

    Starkmacher e.V., within the project “sICHtbar” about intercultural learning, conflict 

management and identity development in German schools. 
 

07/2009 - 06/2010   Civil Service Abroad with the Focolare Movement e.V. at the International Youth 

Institution in Loppiano, Italy. 

 

 

HONORARY WORK 

10/2015 - 04/2016  City of Köln, Drehscheibe Köln/Bonn  

    Honorary staff member in the refugee work. 
 

12/2014 - 04/2015  Starkmacher e.V., International Youth and Ecology Project PRESET 

    In Germany and Argentina as a participant and assistant to the project management. 

 

 

SCIENTIFIC PUBLICATIONS 

Parlasca, Martin C., Daniel Hermann, and Oliver Mußhoff. 2020. “Can mobile phones build social trust? 

Insights from rural Kenya.” Journal of Rural Studies (forthcoming) 
 

Parlasca, Martin C., Oliver Mußhoff, and Matin Qaim. 2020. "Can mobile phones improve nutrition among 

pastoral communities? Panel data evidence from Northern Kenya." Agricultural Economics, 51(3), 475-488. 
 

Parlasca, Martin C., Daniel Hermann, and Oliver Mußhoff. 2019. “A Radius of trust? Contrasting insights from 

experiments and survey data.” cege disucssion paper, 383. 
 

 

 

CONFERENCE PRESENTATIONS (ORAL) 

Parlasca, Martin C., Daniel Hermann, and Oliver Mußhoff. 2019. “Interactive social distance and trust. Different 

measuring approaches among semi-nomadic pastoralists in Northern Kenya.” AAEA Annual Meeting July 

21-23, Atlanta, GA, USA. 
 

Parlasca, Martin C., Daniel Hermann, and Oliver Mußhoff. 2019. “Interactive social distance and trust. Different 

measuring approaches among semi-nomadic pastoralists in Northern Kenya.” 93rd AES Annual Conference, 

April 15-17, 2019, Warwick University, Coventry, UK. 
 

Parlasca, Martin C., Daniel Hermann, and Oliver Mußhoff. 2019. “Interactive social distance and trust. Different 

measuring approaches among semi-nomadic pastoralists in Northern Kenya.” EAAE Seminar 168: 

Behavioural Perspectives in Agricultural Economics and Management, February 06-07, Uppsala, Sweden. 

 

 

NON-SCIENTIFIC PUBLICATIONS AND OUTREACH 

Parlasca, Martin C., Video 2019. GlobalFood: Trust but verify: How mobile phones increase trust among 

pastoralists in rural Kenya. https://agrardebatten.blog/2019/03/25/globelfood-trust-but-verify-how-mobile-

phones-increase-trust-among-pastoralists-in-rural-kenya/ 
 

Parlasca, Martin C., 2020. Vielfältigere Ernährung durch Handynutzung? Wie Hirten in Kenia von 

Mobiltelefonen profitieren. https://agrardebatten.blog/2020/04/15/ernahrung-handynutzung-hirten-kenia/ 
 

Parlasca, Martin C., Lena Parlasca 2019. “Bittere Not, süßer Überfluss“, Neue Stadt, 2, 15-17 
 

Parlasca, Martin C., Lena Parlasca 2017. “Ein schönes Land, aber kein gutes“, Neue Stadt, 1, 23-25. 

https://agrardebatten.blog/2019/03/25/globelfood-trust-but-verify-how-mobile-phones-increase-trust-among-pastoralists-in-rural-kenya/
https://agrardebatten.blog/2019/03/25/globelfood-trust-but-verify-how-mobile-phones-increase-trust-among-pastoralists-in-rural-kenya/
https://agrardebatten.blog/2020/04/15/ernahrung-handynutzung-hirten-kenia/

