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Abstract 

Aberrant endocannabinoid (eCB) signaling has been implicated in the pathophysiology of 

different stress-related psychiatric diseases, such as schizophrenia, depression, and anxiety 

disorders. Such eCB signaling is triggered in postsynaptic neurons and serves to transiently 

suppress presynaptic neurotransmitter release by activating presynaptic cannabinoid type-1 

(CB1) receptors. CB1 receptors are most abundantly expressed in a subpopulation of cortical 

GABAergic interneurons (INs), which serve to fine-tune cortical information flow by exerting 

inhibitory control over excitatory networks. Thus, CB1 receptor-expressing (CB1+) INs may 

represent a substrate linking changes in eCB signaling with stress-induced disease states. 

However, their function is only poorly understood.  

I therefore characterized the properties of CB1+ INs in neocortex and compared them with 

parvalbumin-expressing (PV+) INs, a well-characterized IN type with an established role in 

network refinement. To this end, I used a combination of fluorescent imaging, patch-clamp 

electrophysiology, and pharmacology in double reporter mice, in which CB1+ and PV+ INs are 

genetically labeled with tdTomato and YFP, respectively. I found that cortical hierarchy strongly 

shaped the expression of inhibitory circuit motifs made by the two IN types. Specifically, CB1+ 

INs were considerably less abundant and made considerably fewer GABAergic synapses onto 

glutamatergic pyramidal neurons compared with PV+ INs in the primary somatosensory cortex, 

a representative cortical region for primary sensory processing. In contrast, the abundance 

and inhibitory connectivity was largely balanced between the two IN types in the prefrontal 

cortex, a higher-order associative cortical structure that serves an important function in 

cognitive control and stress regulation.  

I further characterized the inhibitory circuit properties of the two IN types in the prefrontal cortex 

across development and assessed their vulnerability towards glucocorticoid-mediated 

developmental stress. To this end, mice were chronically treated with the stress hormone 

corticosterone during adolescence, a developmental period of heightened stress vulnerability. 

I found that GABAergic synapses made by the two IN types onto prefrontal pyramidal neurons 

reached functional maturity early, before the onset of the adolescent phase. Only their 

glutamatergic inputs seemed to undergo some form of synapse pruning during adolescence, 

but these developmental changes were mostly restricted to PV+ INs. Remarkably, GABAergic 

synapses made by both prefrontal PV+ and CB1+ INs were highly resistant to chronic 

corticosterone treatment during adolescence, despite inducing a prominent stress- and 

anxiety-related phenotype. Indeed, basal synaptic transmission was completely preserved at 

both types of synapses in mice chronically treated with corticosterone. However, GABAergic 

synapses made by CB1+ INs displayed a deficiency in depolarization-induced suppression of 

synaptic inhibition, an eCB-dependent form of short-term synaptic plasticity. These results thus 
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indicate a specific corticosterone-induced deficit in eCB-mediated regulation of synaptic 

transmission at these synapses.  

Together, these findings suggest an important role of cortical hierarchy in shaping inhibitory 

circuit motifs and point to an increased importance of CB1+ INs in regulating excitatory network 

activity in higher-order cortical structures, such as the prefrontal cortex.  Moreover, my results 

highlight a specific dysfunction in eCB-dependent plasticity at synapses of prefrontal CB1+ INs 

following chronic glucocorticoid exposure. Thus, CB1+ INs might represent a promising new 

target for the study of stress-related psychiatric disorders. Future studies should determine to 

what extent the observed deficit in eCB-dependent plasticity is causally related to stress-

induced disease states. 

Keywords: Endocannabinoid, cannabinoid type-1 receptor, parvalbumin, interneuron, GABAergic 

synapse, prefrontal cortex, stress, corticosterone 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

IX 

 

List of figures 

Figure 1: PV+ and CB1+ interneurons represent functionally distinct cell types in prefrontal 

cortex ....................................................................................................................30 

Figure 2: The abundance of PV+ and CB1+ interneurons converges from somatosensory 

towards prefrontal cortex ........................................................................................31 

Figure 3: PV+ and CB1+ interneurons form GABAergic synapses onto neocortical 

pyramidal neurons .................................................................................................33 

Figure 4: CB1+ but not PV+ interneurons exhibit endocannabinoid-dependent 

depolarization-induced suppression of synaptic inhibition ........................................34 

Figure 5: The inhibitory connectivity of PV+ and CB1+ interneurons converges from 

somatosensory to prefrontal cortex. ........................................................................36 

Figure 6: CB1+ interneurons form distinct subtypes of GABAergic synapses in 

somatosensory but not prefrontal cortex .................................................................39 

Figure 7: CB1+ and PV+ interneurons form functional GABAergic synapses onto 

pyramidal neurons in prefrontal cortex before the adolescent phase.........................41 

Figure 8: Developmental changes in mEPSCs during adolescence are more prominent in 

PV+ than in CB1+ interneurons in prefrontal cortex .................................................43 

Figure 9: Chronic corticosterone treatment induces stress-related physiological and 

behavioral changes ................................................................................................45 

Figure 10: Chronic corticosterone treatment does not affect synaptic transmission at 

GABAergic synapses made by PV+ interneurons in prefrontal cortex .......................46 

Figure 11: Chronic corticosterone treatment affects depolarization-induced suppression 

of synaptic inhibition but not basal synaptic transmission at GABAergic synapses 

made by CB1+ interneurons in prefrontal cortex ......................................................47 

Figure 12: A cortical hierarchy for endocannabinoid-regulated stress-sensitive inhibitory 

circuits in neocortex ...............................................................................................69 

 

 

 

 

 



 

 

X 

 

List of supplementary figures 

Supplementary Figure S1: The neutral CB1 receptor-selective antagonist NESS0327 

does not affect basal synaptic strength and release properties at synapses made 

by CB1+ interneurons in prefrontal cortex ...............................................................84 

Supplementary Figure S2: PV+ and CB1+ interneurons form GABAergic synapses with 

different kinetic properties in somatosensory and prefrontal cortex ...........................84 

Supplementary Figure S3: Dimensionality reduction of the kinetic properties of GABAergic 

synapses made by CB1+ interneurons....................................................................85 

Supplementary Figure S4: Dimensionality reduction of the kinetic properties of GABAergic 

synapses made by PV+ interneurons ......................................................................85 

Supplementary Figure S5: PV+ interneurons do not form distinct subtypes of GABAergic 

synapses in either somatosensory or prefrontal cortex ............................................86 

Supplementary Figure S6: Synaptic properties of hierarchical cluster solutions obtained 

for synapses made by CB1+ and PV+ interneurons in somatosensory and 

prefrontal cortex .....................................................................................................87 

Supplementary Figure S7: Cluster membership does not correlate with the firing 

properties of CB1+ interneurons in either somatosensory or prefrontal cortex ...........88 

List of tables 

Table 1: PCR conditions for genotyping of PV-Cre, iYFP, and CB1-tdTomato.....................20 

Table 2: Primer sequences and band sizes for PV-Cre, iYFP, and CB1-tdTomato ..............21 

 

 

 

 

 

 



 

 

XI 

 

List of abbreviations 

2-AG   2-arachidonoylglycerol 

5-HT3a receptor serotonin 3a receptor 

5-HT3a+  serotonin 3a receptor-expressing 

ACSF   artificial cerebrospinal fluid 

AEA   N-arachidonoylethanolamine 

AMPA   α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid 

ANOVA  analysis of variance 

AP   action potential 

art-ANOVA  aligned-rank transform analysis of variance 

cAMP   cyclic adenosine monophosphate 

bp   base pair 

BLA   basolateral amygdala 

CC   current-clamp 

CCK   cholecystokinin 

CCK+   cholecystokinin-expressing 

CB1 receptor  cannabinoid type-1 receptor 

CB1ir   irregular-spiking cannabinoid type-1 receptor-expressing interneuron 

CB1rs   regular-spiking cannabinoid type-1 receptor-expressing interneuron 

CB1+   cannabinoid type-1 receptor-expressing 

CB2 receptor  cannabinoid type-2 receptor 

Cg   cingulate 

CORT   corticosterone 

DAGL   diacylglycerol lipase 

DMSO   dimethyl sulfoxide 

DSI   depolarization-induced suppression of synaptic inhibition 

eCB   endocannabinoid 

E/I balance  excitation/inhibition balance  

EPSP   excitatory postsynaptic potential 

EPSC   excitatory postsynaptic current 

EtOH   ethanol 

FAAH   fatty acid amide hydrolase 

fwd   forward 

GABA   gamma-aminobutyric acid 



 

 

XII 

 

GAD   glutamic acid decarboxylase 

GAT   plasma membrane GABA reuptake transporter 

HPA axis  hypothalamus-pituitary-adrenal axis 

IL   infralimbic 

IN   interneuron 

IPSP   inhibitory postsynaptic potential 

IPSC   inhibitory postsynaptic current 

ir   immunoreactive 

I-V curve  current-voltage curve 

iYFP   inducible yellow fluorescent protein 

KI   knock-in 

L2/3   layer 2/3 

L4   layer 4 

L5/6   layer 5/6 

LTDi   long-term depression at inhibitory synapses 

MAGL   monoacylglycerol lipase 

mEPSC  miniature excitatory postsynaptic current 

mGlu receptor  metabotropic glutamate receptor 

mPFC   medial prefrontal cortex 

NAc   nucleus accumbens 

NAT   N-acyl transferase 

NMDA   N-methyl D-aspartic acid 

NMDG   N-methyl-D-glucamine 

NOS   nitric oxide synthase 

NOS+   nitric oxide synthase-expressing 

P   postnatal day 

PBS   phosphate-buffered saline 

PC   principal component 

PCR   polymerase chain reaction 

PFA   paraformaldehyde 

PLC   phospholipase C 

PLD   phospholipase D 

PKA   protein kinase A 

PPR   paired-pulse ratio 

PN   pyramidal neuron 



 

 

XIII 

 

Pr   presynaptic release probability 

PrL   prelimbic 

PTX   picrotoxin 

PV   parvalbumin 

PV+   parvalbumin-expressing 

rev   reverse 

rm-ANOVA  repeated-measures analysis of variance 

RMP   resting membrane potential 

rpm   revolutions per minute 

SEM   standard error of the mean 

sIPSC   spontaneous inhibitory postsynaptic current 

SST   somatostatin 

SST+   somatostatin-expressing 

S1   primary somatosensory cortex 

TTX   tetrodotoxin 

uIPSC   unitary inhibitory postsynaptic potential 

VC   voltage-clamp 

VEH   vehicle 

VIP   vasoactive-intestinal peptide 

VIP+   vasoactive-intestinal peptide-expressing 

V1   primary visual cortex 

VGCC   voltage-gated Ca2+ channel 

WT   wildtype 

YFP   yellow fluorescent protein 

 

 

 



 

 

XIV 

 

  



 

 

1 

 

 

 

 

 

 

 

 

 

 

 

 

1. Introduction 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

2 

 

 



Introduction 

 

3 

 

1.1. The neocortical circuitry 

The mammalian neocortex is a complex network of billions of functionally connected neurons 

that form specialized neuronal circuits. These neocortical circuits are thought to mediate most 

forms of higher-order neural information processing and give rise to the vast majority of our 

perceptions, thoughts, emotions, and behavior (Rakic, 2009).  

Neocortical circuits are by no means hardwired or stereotyped in their function. On the 

contrary, they are dynamically regulated and prone to undergo various forms of experience- 

dependent circuit remodeling, thereby allowing us to adapt to the ever-changing demands of 

the environment. One of the most striking examples of such cortical circuit remodeling is the 

potential for topographical reorganization of cortical maps following brain injury through 

rehabilitative training where, under certain conditions, neighboring regions can even take over 

the function of lesioned tissue to enable functional recovery (e.g. Nudo et al., 1996; for review 

see: Xerri, 2012). However, this high degree of plasticity also confers vulnerability towards 

environmental insult, e.g. psychosocial stress, particularly during critical periods in postnatal 

development, possibly leading to long-lasting neural circuit dysfunction and increasing the risk 

of developing psychiatric disorders (Caspi et al., 2003; Andersen et al., 2008; Marco et al., 

2011). Understanding the cellular substrates and operating principles of neocortical network 

function, as well as their disruption by stress, may thus ultimately help us gain deeper insights 

into the pathophysiology of psychiatric diseases. 

1.1.1. General anatomy and organizing principles 

The neocortex is a phylogenetically young structure that emerged during the evolution of 

mammalian species (Rakic, 2009). Many species-specific differences can be found between 

neocortex of humans and rodents, including size, complexity, or the presence of convolutions. 

However, the basic circuit organization and functional anatomy are largely homologous 

(Douglas and Martin, 2004; Rakic, 2009; Harris and Shepherd, 2015).  

The neocortex is a multilayered structure that is composed of six different layers. These layers 

are populated by distinct neuronal cell types and participate in a largely defined flow of cortical 

information processing (Douglas and Martin, 2004). Sensory information is conveyed from our 

sensory organs to different thalamic nuclei and then further relayed into different parts of the 

neocortex. In a basic circuit model originally developed by Gilbert and Wiesel (1979), thalamic 

inputs mainly reach excitatory projection neurons in the thalamocortical recipient layer 4 (L4). 

L4 neurons in turn forward the information to so-called pyramidal neurons in supragranular 

input layers L2/3. The supragranular layers L2/3 are considered the main input source of the 

neocortical circuitry, where information is further processed, integrated with inputs from other 

cortical and subcortical regions, and forwarded to other cortical structures in order to enable 

signal processing in parallel, functionally segregated information streams. L2/3 pyramidal 

neurons in turn transfer the information to pyramidal neurons in infragranular output layers 
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L5/6, which project to subcortical structures including the basal ganglia, brainstem nuclei, and 

spinal cord to generate a behavioral output. These neurons additionally have recurrent 

feedback projections to layers L4 and L2/3 and also project to thalamic relay nuclei to adjust 

the ongoing cortical information flow. At all neocortical layers, information processing is fine-

tuned by locally acting inhibitory neurons (for review see: Douglas and Martin, 2004; Harris 

and Shepherd, 2015; Shepherd and Rowe, 2017). 

A central feature of the neocortex is its hierarchical organization (Harris and Shepherd, 2015). 

In a simplified scheme of bottom-up processing, different types of sensory input are first 

processed in primary sensory cortices, such as visual inputs in the primary visual cortex (V1) 

and somatosensory inputs in primary somatosensory cortex (S1). From there, information is 

usually forwarded to secondary sensory cortices and finally to higher-order parietal and frontal 

association centers, which serve to integrate inputs from different sensory modalities and 

perform higher-order cortical functions, such as executive control. In addition, higher-order 

cortical regions send feedback projections to lower-level structures for top-down modulation of 

sensory processing, such as filtering task-irrelevant information via selective attention (Gilbert 

and Li, 2013; Gregoriou et al., 2014). The basic circuit motifs are largely conserved between 

these regions (Douglas and Martin, 2004; Harris and Shepherd, 2015). However, several 

variations in anatomy and circuit properties can be found between the different neocortical 

areas (Harris and Shepherd, 2015). 

1.1.2. The prefrontal cortex 

The prefrontal cortex is the most prominent higher-order cortical structure. It serves as a major 

association center that integrates various sources of information in order to guide different 

forms of goal-directed behavior (Miller, 2000; Brown and Bowman, 2002; Arnsten, 2009). 

Indeed, the prefrontal cortex is strongly enlarged in primate species, including humans, and 

therefore believed to underlie our most unique human mental abilities (Rakic, 2009).  

In rodents, the prefrontal cortex is commonly referred to as medial prefrontal cortex (mPFC).   

It is located at the medial wall of the frontal lobe and often subdivided into cingulate (Cg), 

prelimbic (PrL), and infralimbic (IL) portions (Heidbreder and Groenewegen, 2003; Laubach et 

al., 2018). The anatomical homologies between rodent and primate prefrontal cortex are still a 

matter of active scientific debate, but many functional similarities exist (Brown and Bowman, 

2002; Laubach et al., 2018). The rodent mPFC is anatomically distinguished from primary 

sensory regions by the absence of a distinctive thalamocortical recipient layer L4. However, it 

is heavily interconnected with the mediodorsal thalamus, particularly its input layers L2/3 (e.g. 

Collins et al., 2018; for a thorough review see: Heidbreder and Groenewegen, 2003). 

Moreover, the mPFC exhibits dense long-range reciprocal connectivity with the vast majority 

of neocortical regions and various subcortical and limbic structures, such as hypothalamus, 

amygdala, nucleus accumbens, and hippocampus (Miller, 2000; Heidbreder and 
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Groenewegen, 2003). The mPFC is thus strategically positioned to integrate various 

converging neocortical and subcortical inputs and to exert hierarchical control over different 

lower-level targets to modulate brain-wide circuit activity during ongoing behavior (Miller, 

2000). These properties enable the prefrontal cortex to govern and maintain various higher-

order cognitive processes, such as executive control, working memory, behavioral flexibility, 

abstract reasoning, social behavior, and mood regulation (Miller, 2000; Brown and Bowman, 

2002; Heidbreder and Groenewegen, 2003).  

The prefrontal cortex undergoes a protracted phase of circuit remodeling during postnatal 

development in order to reach its functional maturity (Huttenlocher and Dabholkar, 1997; 

Petanjek et al., 2011). This protracted development spans throughout adolescence, the 

presumed critical developmental period for higher-order cognitive abilities, and is thought to 

render the prefrontal cortex particularly vulnerable to environmental insult (Gee and Casey, 

2015; Caballero and Tseng, 2016). Indeed, the prefrontal cortex is highly stress-susceptible 

compared to other cortical regions (Arnsten, 2009). This vulnerability is especially pronounced 

during adolescence and has been implicated in the etiology of various psychiatric disorders, 

including schizophrenia, major depression, and anxiety disorders (Arnsten, 2009; Caballero 

and Tseng, 2016). 

1.2. Synaptic communication 

Synapses are specialized structures that enable electrochemical signaling and thus 

information transfer between neurons. Two main synapse classes can be distinguished: 

electrical and chemical synapses.  

Electrical synapses are established through membrane-associated ion channel pores, which 

directly connect the intracellular milieu of two neurons. They are commonly referred to as gap 

junctions and allow rapid, bidirectional current flow between neurons through direct 

intercellular diffusion of ions and other molecules (Jessell and Kandel, 1993; Alcamí and 

Pereda, 2019). Electrical coupling helps synchronize neuronal networks, which is assumed to 

improve neural signal processing (Tamás et al., 2000; Alcamí and Pereda, 2019). 

Chemical synapses represent the majority of synapses in the mammalian brain and use the 

additional release of a neurotransmitter for signal transduction (Jessell and Kandel, 1993). 

They consist of a pre- and a postsynaptic site, which are separated by a thin gap called the 

synaptic cleft. Activation of a presynaptic neuron generates an action potential (AP), which 

travels along the axon, depolarizes the presynaptic terminal, and triggers the opening of 

voltage-gated Ca2+ channels (VGCCs). The resulting Ca2+ influx causes presynaptic vesicles, 

containing neurotransmitter molecules, to fuse with the presynaptic membrane and to release 

their content into the synaptic cleft. The released neurotransmitters bind to ligand-gated ion 

channel receptors on the postsynaptic membrane, which convert the chemical back to an 

electrical signal (Jessell and Kandel, 1993; Sabatini and Regehr, 1999). Chemical synapses 
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come at a remarkable molecular and functional diversity (Nusser, 2018). They can be broadly 

divided into two distinct types formed by two main classes of neurons: excitatory synapses, 

which are formed by glutamatergic principal neurons, and inhibitory synapses, which are 

formed by gamma-aminobutyric acid (GABA)ergic neurons. 

1.2.1. Glutamatergic neurotransmission 

Neural information processing is largely mediated by excitatory activity generated within 

networks of synaptically connected principal neurons. Principal neurons are the most abundant 

cell type in the cerebral cortex and usually distinguished by their pyramidal-like morphology, 

extensive dendritic arborization, and long-range projecting axons that innervate different 

regions of the brain. They are therefore often referred to as pyramidal projection neurons. 

These neurons mediate the majority of information transfer between different neocortical layers 

and regions (Harris and Shepherd, 2015; Shepherd and Rowe, 2017). 

Principal neurons enable signal propagation by forming excitatory synapses onto their target 

neurons. These excitatory synapses are usually located on small protrusions along the 

dendrites of postsynaptic principal neurons called dendritic spines and release the 

neurotransmitter glutamate (Yuste and Denk, 1995). Synaptically released glutamate activates 

postsynaptic glutamate receptors, most notably α-amino-3-hydroxy-5-methyl-4-

isoxazolepropionic acid (AMPA) and N-methyl-D-aspartic acid (NMDA) receptors, which are 

ionotropic receptors with gated, cation-permeable ion channel pores. Receptor activation 

causes these channels to open with a net flow of cations (primarily Na+) into the postsynaptic 

cell, triggering a local membrane depolarization called excitatory postsynaptic potential 

(EPSP). These EPSPs can be electrotonically or actively conducted along the dendrite towards 

the soma, where they summate with other EPSPs to increase the probability of a postsynaptic 

neuron to fire APs. Such fast excitatory synaptic transmission is largely mediated by AMPA 

receptors. By contrast, NMDA receptors have slower conductance and only transmit at 

depolarized potentials (Stern et al., 1992; Scannevin and Huganir, 2000). Additionally, synaptic 

function at excitatory synapses can be permanently modulated by the activity of metabotropic 

glutamate (mGlu) receptors, which are G-protein-coupled receptors acting through second-

messenger pathways (Conn and Pin, 1997).  

1.2.2. GABAergic neurotransmission 

GABAergic neurons only make up ~15% of the total neuronal population in neocortex (Meyer 

et al., 2011). However, they are an integral part of excitatory circuits and serve an important 

function in regulating cortical information flow by fine-tuning the activity of their target neurons 

(Freund and Katona, 2007; Rudy et al., 2011; Fino et al., 2013; Tremblay et al., 2016). 

GABAergic neurons are mostly locally-projecting and form synapses preferentially onto nearby 

neurons. They are therefore often referred to as interneurons (INs).  
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GABAergic INs fine-tune cortical information flow by forming inhibitory synapses onto their 

target neurons. These synapses release the inhibitory neurotransmitter GABA, which activates 

Cl--permeable ionotropic GABAA receptors on postsynaptic sites. Their opening at resting 

potential typically results in an inward Cl- conductance, which hyperpolarizes the postsynaptic 

membrane and generates an inhibitory postsynaptic potential (IPSP), thereby decreasing the 

AP firing probability of postsynaptic neurons (Isaacson and Scanziani, 2011; Sigel and 

Steinmann, 2012). Activation of GABAergic synapses can also reduce cell excitability even 

without net current flow if the membrane potential is close to the Cl - reversal potential through 

so-called shunting (or silent) inhibition (Isaacson and Scanziani, 2011). Unlike hyperpolarizing 

inhibition, shunting inhibition is a form of non-linear or divisive inhibition, in which the mere 

opening of GABAA receptors can short-cut EPSPs just by increasing the ionic leak 

conductance of postsynaptic cells. Such shunting inhibition is believed to have an important 

function in gain control by adjusting a neuron´s sensitivity range towards synaptic inputs 

(Mitchell and Silver, 2003; Prescott and Koninck, 2003). 

GABAA receptors mediate the vast majority of phasic synaptic inhibition in neocortex (Farrant 

and Nusser, 2005). They are pentameric ion channel pores composed of different subunits. 

The major subunit families are the α, β, and γ subunits, each containing several family 

members. The most common subunit assembly of the GABAA receptor is made up of two α1 

subunits, two β2 subunits, and one γ2 subunit (Sigel and Steinmann, 2012). However, many 

other subunits can be found e.g. depending on subcellular localization. GABAA receptors 

exhibit two GABA binding sites and an additional allosteric benzodiazepine binding site that 

modulates channel activity and is the site of action of a class of sedative and anxiolytic drugs 

called benzodiazepines (Sigel and Steinmann, 2012). They are anchored and clustered at 

postsynaptic sites through different scaffolding proteins, most notably gephyrin (Kneussel et 

al., 1999; Krueger-Burg et al., 2017). However, they can also be located at extrasynaptic sites, 

where they mediate tonic inhibition (Stell et al., 2003). Inhibitory synapses further express 

metabotropic GABAB receptors. Postsynaptically, these receptors mediate slowly conducting 

inhibitory responses through activation of inwardly rectifying K+ channels. Moreover, they can 

serve as autoreceptors on presynaptic sites to block transmitter release during excess 

presynaptic activity (Isaacson and Scanziani, 2011). 

GABA is synthesized from glutamate at presynaptic sites by the glutamic acid decarboxylases 

GAD67 and GAD65 and is further packaged into synaptic vesicles via the vesicular GABA 

transporter (Jin et al., 2003). Synaptic clearance is carried out by different plasma membrane 

GABA reuptake transporters (GATs). In neocortex, reuptake is mostly mediated via GAT1 

(Keros and Hablitz, 2005). 
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1.3. Endocannabinoid signaling 

The endocannabinoid (eCB) system is an evolutionarily old neuromodulator system in 

vertebrate species that can already be found in amphibians (Soderstrom et al., 2000). eCBs 

act as retrograde messengers, which distinguishes them from most other neurotransmitter 

systems (Hashimotodani et al., 2007). They are released from postsynaptic neurons in a 

retrograde manner and function to suppress presynaptic neurotransmitter release by activating 

endogenous cannabinoid receptors on presynaptic nerve terminals. Such eCBs are 

considered powerful modulators of synaptic function and mediate various forms of short- and 

long-term synaptic plasticity at both excitatory and inhibitory synapses (Pitler and Alger, 1992; 

1994; Kreitzer and Regehr, 2001; Wilson and Nicoll, 2001; Ohno-Shosaku et al., 2001; 

Gerdeman et al., 2002; Chevaleyre and Castillo, 2003). 

eCBs are lipophilic molecules that are synthesized from phospholipid precursors. Two main 

types of eCBs exist in the brain: N-arachidonoylethanolamine (AEA, or “anandamide”) and 2-

arachidonoylglycerol (2-AG). They are produced and degraded through different metabolic 

pathways (Hashimotodani et al., 2007; Kano et al., 2009). AEA is predominantly synthesized 

from phosphatidylethanolamine in different bioenzymatic steps by N-acyl transferase (NAT) 

and phospholipase D (PLD). AEA is in turn degraded by fatty acid amide hydrolase (FAAH), 

which is the major AEA-degrading enzyme in the brain and is mostly found at the site of 

production in neuron somata and dendrites (Egertová et al., 1998; 2003; Gulyas et al., 2004). 

By contrast, 2-AG is mostly synthesized from phosphatidylinositol by phospholipase C (PLC) 

and diacylglycerol lipase (DAGL). 2-AG is then primarily catabolized by the degrading enzyme 

monoacylglycerol lipase (MAGL). In contrast to FAAH, MAGL is present in presynaptic neuron 

terminals as well as astrocytes (Gulyas et al., 2004; Uchigashima et al., 2011). It has been 

proposed that synaptically released 2-AG first enters the presynaptic phospholipid bilayer and 

in turn activates CB1 receptors via lateral diffusion. Such lipid-bound 2-AG can be degraded 

by MAGL either before or after reaching CB1 receptors (Kano et al., 2009). AEA and 2-AG are 

not stored in synaptic vesicles and are instead synthesized and released on demand from 

postsynaptic neurons in an activity-dependent manner (e.g. Wilson and Nicoll, 2001; Kreitzer 

and Regehr, 2001; Chevaleyre and Castillo, 2003; 2004; for review see: Hashimotodani et al., 

2007; Kano et al., 2009; Castillo et al., 2012). 

Retrograde eCB signaling is mediated through two main types of endogenous Gi/o-coupled 

metabotropic cannabinoid receptors: cannabinoid type-1 (CB1) receptors, which are 

predominantly expressed in neurons, and cannabinoid type-2 (CB2) receptors, which are 

mainly found in immune cells, such as microglia (Kano et al., 2009). CB1 receptors mediate 

the vast majority of synaptic effects produced by retrograde eCB signaling (Hashimotodani et 

al., 2007; Kano et al., 2009; Castillo et al., 2012). They are mostly located on presynaptic 

terminals (Katona et al., 1999; 2006). Activation of CB1 receptors leads to G protein-dependent 



Introduction 

 

9 

 

inhibition of presynaptic VGCCs, thereby blocking AP-dependent Ca2+ influx and thus 

neurotransmitter release (Mackie and Hille, 1992; Wilson et al., 2001; Kreitzer and Regehr, 

2001). However, their activation can also have a long-lasting effect on the presynaptic release 

machinery by modulating cyclic adenosine monophosphate/protein kinase A (cAMP/PKA) 

signaling (Chevaleyre et al., 2007) 

1.3.1. Endocannabinoid-mediated plasticity at GABAergic synapses 

CB1 receptors are located on both glutamatergic and GABAergic axon terminals. However, 

they are most abundantly expressed at GABAergic synapses (Marsicano and Lutz, 1999; Hill 

et al., 2007; Steindel et al., 2013). This has been convincingly demonstrated in studies using 

cell type-specific knockout of CB1 receptors. Indeed, conditional deletion of CB1 receptors 

from GABAergic neurons leads to a profound loss of CB1 receptor immunoreactivity and 

protein levels in the hippocampus (Steindel et al., 2013). In contrast, immunoreactivity and 

protein levels are largely preserved following conditional deletion of CB1 receptors from 

glutamatergic projection neurons, suggesting that the majority of functional CB1 receptors is 

localized on GABAergic terminals (Steindel et al., 2013). At these GABAergic synapses, CB1 

receptors function to down-regulate inhibitory presynaptic inputs following phasic retrograde 

eCB signaling (Wilson and Nicoll, 2001; Ohno-Shosaku et al., 2001). Such phasic eCB 

signaling seems to be largely mediated by the synthesis and release of 2-AG, which is 

triggered in postsynaptic pyramidal neurons during increased neuronal activity and serves to 

mediate different forms of short- and long-term inhibitory synaptic plasticity (Chevaleyre et al., 

2006; Kano et al., 2009; Castillo et al., 2012).  

A well-studied example of eCB-dependent inhibitory plasticity is called depolarization-induced 

suppression of synaptic inhibition (DSI), a form of short-term synaptic depression triggered by 

depolarization-induced postsynaptic Ca2+ signaling. During DSI, Ca2+ influx following short 

postsynaptic depolarization stimulates DAGL-mediated 2-AG signaling in pyramidal neurons. 

Retrograde 2-AG signaling then transiently suppresses GABA release at inhibitory synapses 

by activating presynaptic CB1 receptors, resulting in a G protein-dependent inhibition of 

VGCCs and thus decreased presynaptic, AP-dependent Ca2+ influx (Wilson and Nicoll, 2001; 

Ohno-Shosaku et al., 2001; Wilson et al., 2001; Gao et al., 2010; Tanimura et al., 2010; but 

see: Chevaleyre and Castillo, 2003). Such CB1 receptor-expressing GABAergic synapses can 

also undergo a long-term form of eCB-dependent plasticity called long-term depression at 

inhibitory synapses (LTDi). LTDi is triggered by activation of postsynaptic group I mGlu 

receptors following repetitive stimulation of excitatory glutamatergic synapses, which 

stimulates PLC and subsequently DAGL-mediated 2-AG signaling. This 2-AG signaling 

activates CB1 receptors at adjacent inhibitory synapses, thereby leading to a lasting reduction 

in GABA release (Chevaleyre and Castillo, 2003, 2004).  
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DSI and LTDi can be considered different forms of heterosynaptic metaplasticity, which can 

gate excitatory activity in postsynaptic pyramidal neurons through disinhibition (Chevaleyre 

and Castillo, 2003; 2004; Fortin et al., 2004). For instance, pyramidal neuron excitability is 

enhanced during DSI (Fortin et al., 2004). Such eCB-dependent disinhibitory gating has also 

been demonstrated for long-term potentiation (LTP) at glutamatergic excitatory synapses in 

pyramidal neurons, which is facilitated by the induction of eCB-dependent LTDi (Chevaleyre 

and Castillo, 2004). Indeed, LTP is severely impaired in mice with a conditional deletion of CB1 

receptors from GABAergic forebrain neurons, which thus generally lack the ability to undergo 

eCB-dependent inhibitory synaptic plasticity (Monory et al., 2015). Hence, retrograde eCB 

signaling serves an important function in synaptic crosstalk between excitatory and inhibitory 

synapses by detecting changes in the overall activity of pyramidal neurons to adjust the 

strength of GABAergic inputs. By these means, eCB signaling can powerfully modulate cortical 

circuit excitability (Hájos et al., 2000; Chevaleyre and Castillo, 2003; 2004; Fortin et al., 2004; 

Monory et al., 2015). 

1.3.2. Endocannabinoid-sensitive and -insensitive neocortical GABAergic circuits 

CB1 receptors seem to be targeted to specific IN subpopulations. Indeed, neocortical INs are 

highly diverse and many different subtypes can be distinguished based on various features, 

such as their morphology, firing properties, molecular expression patterns, and connectivity 

motifs (Rudy et al., 2011; Kepecs and Fishell, 2014; Tremblay et al., 2016). The nomenclature 

and classification systems are still debated. However, three main cardinal classes are currently 

distinguished: parvalbumin-expressing (PV+) INs, somatostatin-expressing (SST+) INs, and 

serotonin receptor 3a-expressing (5-HT3a+) INs (Rudy et al., 2011; Tremblay et al., 2016). 

Combined, these three cardinal IN types represent almost 100% of the total IN population in 

neocortex (Lee et al., 2010a). They exhibit distinct physiological properties and serve different 

functions in the regulation of neocortical circuit activity (Rudy et al., 2011; Tremblay et al., 

2016). PV+ INs form dense GABAergic synapses onto the perisomatic region of pyramidal 

neurons, allowing them to control the firing output and AP timing of their target neurons and 

thereby enabling the generation of synchronous network activity (Sohal et al., 2009; Tremblay 

et al., 2016). By contrast, SST+ INs innervate the distal dendrites of pyramidal neurons (Nigro 

et al., 2018). They are therefore able to control the synaptic inputs of their target neurons and 

thus regulate local synaptic integration (Lovett-Barron et al., 2012). However, SST+ INs have 

also been shown to innervate different GABAergic IN types in addition to pyramidal neurons 

(Pfeffer et al., 2013). 5-HT3a+ INs are a highly heterogeneous IN category that can be further 

divided into numerous subtypes (Lee et al., 2010a). A major subtype are the so-called 

vasoactive-intestinal peptide-expressing (VIP+) INs (Lee et al., 2010a). These INs 

preferentially innervate other IN types rather than pyramidal neurons, particularly SST+ INs 

(Pfeffer et al., 2013; Lee et al., 2013). Therefore, VIP+ INs are more specialized in disinhibitory 
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control by inhibiting other IN types, thereby releasing the inhibitory brake onto glutamatergic 

pyramidal neurons (Lee et al., 2013). CB1 receptor-expressing (CB1+) INs seem to represent 

a rather broad subcategory of 5-HT3a+ INs and could so far only be studied indirectly due to 

the lack of reporter lines to directly target these neurons. However, they considerably overlap 

with another subtype of mostly perisoma-targeting, cholecystokinin-expressing (CCK+) INs 

(Freund, 2003; Freund and Katona, 2007). 

1.3.2.1. Endocannabinoid-insensitive parvalbumin-expressing interneurons 

PV+ INs represent the probably best characterized IN type in the cerebral cortex and have 

received considerable attention over the past decades (Tremblay et al., 2016). They express 

the calcium-binding protein PV and can be readily distinguished from other IN types by their 

fast-spiking firing properties, which allow them to generate APs at very high firing rates and 

virtually no frequency adaptation (e.g. Galarreta and Hestrin, 1999).  

Fast-spiking PV+ INs in neocortex and hippocampus are negative for CB1 receptors and thus 

insensitive to retrograde eCB signaling (Marsicano and Lutz, 1999; Katona et al., 1999; Wilson 

et al., 2001; Bodor et al., 2005; Galarreta et al., 2008; but see: Jiang et al., 2010a). However, 

a special case exists in the nucleus accumbens (NAc). Indeed, we previously showed that a 

large fraction of PV+ INs expresses functional CB1 receptors in NAc, indicating a substantial 

overlap of PV+ and CB1+ INs in subcortical structures (Winters et al., 2012).  

PV+ INs form mostly α1 subunit-containing perisomatic GABAergic synapses onto pyramidal 

neurons (Freund, 2003). They can be divided into two main subtypes: basket cells, which form 

dense, basket-like synapses onto pyramidal somata and proximal dendrites, and chandelier 

cells, which exclusively target the axon initial segment of pyramidal neurons (Tremblay et al., 

2016). Thus, GABAergic synapses made by PV+ INs are strategically positioned to control the 

output and temporal fidelity of AP firing in pyramidal neurons. Indeed, PV+ INs usually synapse 

onto a large territory of nearby pyramidal neurons (e.g. Packer and Yuste, 2011; Pfeffer et al., 

2013). Additionally, they are electrically coupled to each other via gap junctions and receive 

strong and fast AMPA receptor-mediated excitatory inputs from glutamatergic projection 

neurons (Galarreta and Hestrin, 1999; Gabernet et al., 2005; Sun et al., 2006). All these 

properties enable PV+ INs to exert fast, synchronous, and remarkably precise feedforward 

inhibition over a large set of postsynaptic target neurons, creating narrow time “windows of 

opportunity” for their activation (Pinto et al., 2000; Tremblay et al., 2016). A well-studied 

example of feedforward inhibition exists in the thalamocortical L4 pathway in primary sensory 

regions, such as S1. Thalamic neurons innervate both L4 excitatory neurons and local PV+ 

INs. However, excitatory thalamocortical inputs onto PV+ INs are considerably stronger and 

faster, which readily drive them to fire and inhibit the activity of nearby L4 excitatory neurons 

via their GABAergic output synapses (Gabernet et al., 2005; Sun et al., 2006). This strong and 

fast feedforward inhibition can only be overcome by synchronously timed thalamocortical 
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inputs to rapidly trigger the firing of L4 excitatory neurons before the onset of synaptic inhibition. 

These circuit properties thus favor the selection of synchronous, coincident activity over 

asynchronous, spontaneous activity (Pinto et al., 2000; Gabernet et al., 2005; Tremblay et al., 

2016). PV+ INs are therefore often thought to act as coincidence detectors and pace makers 

in neocortical circuits that can synchronize the activity of large ensembles of pyramidal neurons 

to enhance the signal-to-noise ratio in a given network and thus improve neocortical 

information processing (e.g. Freund and Katona, 2007).  

PV+ INs are often considered the most abundant IN type in neocortex (Rudy et al., 2011; Fino 

et al., 2013; Tremblay et al., 2016). Indeed, they make up ~40% of the total IN population (Lee 

et al., 2010a; Xu et al., 2010; Whissell et al., 2015) and have been associated with a wide 

range of cortical functions, including network synchrony, critical period plasticity, and 

excitation/inhibition balance (e.g. Sohal et al., 2009; Kuhlman et al., 2013; Xue et al., 2014). 

However, such findings are often derived from studies conducted at the primary sensory 

systems levels. Moreover, many other IN types can be found with specialized functions in the 

regulation of cortical network activity. 

1.3.2.2. Endocannabinoid-sensitive cholecystokinin-expressing interneurons 

Another important IN type are CCK+ INs. These neurons express the neuropeptide CCK and 

are considered a subtype of 5-HT3a+ INs (Tremblay et al., 2016). They usually have regular-

firing or fast-accommodating/irregular-firing properties and thus generate APs with strongly 

adapting firing rates (Neu et al., 2007; Galarreta et al., 2008; Lee et al., 2010b).  

CCK+ INs abundantly express the CB1 receptor on their presynaptic terminals and are thus 

often distinguished by a pronounced sensitivity towards retrograde eCB signaling (Marsicano 

and Lutz, 1999; Katona et al., 1999; Bodor et al., 2005). Indeed, they are sometimes 

interchangeably referred to as CCK/CB1+ INs and readily identified based on the presence of 

eCB-dependent modulation of their GABAergic output synapses (Földy et al., 2006; Neu et al., 

2007; Lee et al., 2010b; 2015). However, there has been a paucity of studies on the function 

and properties of CCK+ INs in neocortex. This is presumably due to the rather non-selective 

expression of CCK in various cortical neuron types, including glutamatergic projection neurons 

(Hill et al., 2007), which limits the ability to selectively target CCK+ GABAergic neurons using 

conventional genetic labeling approaches, such as Cre recombinase driver lines (Taniguchi et 

al., 2011). CCK+ INs have been therefore mostly studied in the hippocampus, where they can 

be more readily localized based on additional criteria, such as their anatomical distribution (e.g. 

Neu et al., 2007; Földy et al., 2007; Lee et al., 2010b; 2011). 

CCK+ INs mainly form α2 subunit-containing basket-like perisomatic GABAergic synapses 

onto pyramidal neurons (Freund, 2003; Freund and Katona, 2007). However, they can also 

form dendrite-targeting synapses depending on subtype, such as Schaffer collateral-

associated CCK+ INs in hippocampus (Cope et al., 2002; Lee et al., 2010b). A prominent 
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feature of inhibitory synapses made by eCB-sensitive CCK+ INs is the rather unreliable, highly 

asynchronous mode of synaptic transmission. Specifically, these synapses often display only 

weak GABA release during single activation, but robust, largely asynchronous GABA release 

during repetitive stimulation. This asynchronous release persists even after the cessation of 

presynaptic activity, allowing CCK+ INs to exert long-lasting synaptic inhibition over their target 

principal neurons (Losonczy et al., 2004; Hefft and Jonas, 2005). Moreover, CCK/CB1+ INs 

receive rather weak excitatory glutamatergic inputs, but are able to integrate these inputs over 

long time scales, as opposed to PV+ INs (Glickfeld and Scanziani, 2006). They further express 

receptors for different neuromodulators, such as acetylcholine and serotonin, and are therefore 

believed to be under strong neuromodulatory control by various subcortical afferents (Porter 

et al., 1999; Morales and Bäckman, 2002; Férézou et al., 2002; Morales et al., 2004; Cea-del 

Rio et al., 2010). Due to these properties, eCB-sensitive CCK+ INs have been suggested to 

integrate different types of motivational and emotional input in order to modulate basic cortical 

information processing according to the physiological state of the animal (Freund, 2003; 

Freund and Katona, 2007). Such a function might be particularly important in higher-order 

associative structures, such as the prefrontal cortex. In fact, Whissell et al. (2015) recently 

showed that CCK+ INs are considerably less abundant compared to PV+ INs in various 

primary and secondary sensory cortical regions. However, they observed a higher incidence 

of CCK+ compared to PV+ INs in the mPFC (Whissell et al., 2015), indicating an increased 

importance of eCB-sensitive CCK+ INs in regulating cortical circuit activity with relevance to 

higher-order processes. 

1.3.3. Role of endocannabinoid signaling in stress regulation 

The eCB system is widely distributed throughout almost all regions of the brain (Herkenham 

et al., 1990; 1991; Glass et al., 1997). Indeed, CB1 receptors are considered one of the most 

abundant G-protein coupled receptors in the central nervous system and have been implicated 

in the modulation of a wide range of emotional, motivational, and cognitive processes (Kano 

et al., 2009; McLaughlin et al., 2014; Lutz et al., 2015). 

Retrograde eCB-CB1 receptor signaling has been especially linked to mood and stress 

regulation (McLaughlin et al., 2014; Lutz et al., 2015). Indeed, cannabinoid drugs, such as 

Cannabis, belong to the most popular recreational drugs worldwide and are consumed 

primarily because of their relaxing and euphorigenic properties (Williams and Parker, 2001; 

Terry-McElrath et al., 2009). However, cannabinoid drugs seem to exert dose-dependent 

biphasic effects on stress and anxiety, with low doses producing anxiolytic and high doses 

producing anxiogenic behavioral responses, respectively (Patel and Hillard, 2006; Rubino et 

al., 2007). These biphasic effects are mediated by central activation of CB1 receptors and can 

be mimicked by local cannabinoid microinfusions into the mPFC, revealing this structure as a 

central site of action (Rubino et al., 2007; 2008). Indeed, the prefrontal cortex is particularly 
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enriched in CB1 receptors (Herkenham et al., 1991; Glass et al., 1997; Eggan and Lewis, 

2007) and has an important function in mediating feedback inhibition over stress signaling 

pathways under normal physiological conditions (McLaughlin et al., 2014; Herman et al., 

2016). Upon acute stress, activation of the hypothalamus-pituitary-adrenal (HPA) axis leads to 

the release of stress hormones, such as glucocorticoids, into the blood stream. These 

glucocorticoids are in turn transported to different cortical and subcortical stress-regulatory 

centers, including the prefrontal cortex (Herman et al., 2016). Glucocorticoids activate stress-

sensitive prefrontal microcircuits, which serve to down-regulate HPA axis activity and terminate 

stress signaling through different direct and indirect projection pathways, thereby leading to 

stress recovery following cessation of stressors (Duncan et al., 1993; McKlveen et al., 2013; 

for review see: Heidbreder and Groenewegen, 2003; McLaughlin et al., 2014; Herman et al., 

2016). It has been suggested that retrograde eCB signaling at GABAergic synapses may act 

as an important gatekeeper of prefrontal feedback inhibition (McLaughlin et al., 2014). Hill et 

al. (2011b) found that acute stress leads to glucocorticoid-mediated stimulation of prefrontal 2-

AG signaling, thereby leading to a depression of local synaptic inhibition and possibly gating 

of stress-regulatory prefrontal circuit activity. Consistently, systemic pharmacological or 

genetic blockade of CB1 receptors as well as local prefrontal CB1 receptor blockade all lead 

to enhanced secretion of corticosterone (CORT), the major glucocorticoid stress hormone in 

rodents (Patel et al., 2004; Hill et al., 2010; 2011b).  

The stress-regulatory functions of the prefrontal cortex collapse under conditions of chronic 

stress. For instance, a considerable body of evidence suggests that chronic exposure to stress 

or glucocorticoids leads to severe prefrontal circuit dysfunction, homeostatic dysregulation of 

HPA axis activity, and the development of anxiety- and depression-like phenotypes (Wellman, 

2001; Mizoguchi et al., 2003; Cook and Wellman, 2004; Radley et al., 2006; Cerqueira et al., 

2007; Yuen et al., 2012; Chiba et al., 2012; Moda-Sava et al., 2019; for review see: Arnsten, 

2009; Popoli et al., 2011). These changes have also been linked to a dysfunction in prefrontal 

eCB signaling (McLaughlin et al., 2014). Indeed, there are several reports of eCB system 

alterations in the mPFC in animal models of chronic stress, including reduced AEA signaling, 

altered 2-AG signaling, and upregulation of CB1 receptor binding affinity (Rademacher et al., 

2008; Hill et al., 2008; Hill et al., 2010; McLaughlin et al., 2013; Gray et al., 2016). Moreover, 

some stress-induced cellular and behavioral phenotypes can be mimicked in CB1 receptor 

knockout mice, such as prefrontal dendritic atrophy and increased anxiety-like behavior (Hill 

et al., 2011a). Similar findings have been obtained in humans. For example, post-mortem and 

functional imaging studies revealed changes in the prefrontal eCB system in different 

psychiatric diseases characterized by stress-induced mood and cognitive dysfunction, 

including schizophrenia, major depression, posttraumatic stress disorder, and suicide victims 

(Hungund et al., 2004; Eggan et al., 2008; 2010; Choi et al., 2012; Neumeister et al., 2013). 
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These findings suggest an important role of prefrontal eCB-CB1 receptor signaling in stress-

related psychiatric disorders. 

1.4. Scope of the thesis 

The prefrontal cortex has an important role in integrating various cortical and subcortical inputs 

and mediating top-down control over downstream targets to guide different forms of goal-

directed behavior (Miller, 2000; Brown and Bowman, 2002). The prefrontal cortex is highly 

stress-vulnerable (Arnsten, 2009). This stress vulnerability has been linked to aberrant eCB 

signaling through presynaptic CB1 receptors and is thought to contribute to the development 

of stress-related psychiatric diseases (McLaughlin et al., 2014).  

CB1 receptors are abundantly expressed in a subpopulation of locally-acting GABAergic INs, 

so-called CB1+ INs, thus possibly representing an important cellular substrate for stress-

induced changes in eCB signaling (Hill et al., 2011b; McLaughlin et al., 2014). However, their 

function is only poorly understood, partly due to the lack of reporter lines for target-selective 

analysis. Moreover, previous studies mainly focused on the function and properties of fast-

spiking, eCB-insensitive PV+ INs. Indeed, PV+ INs are frequently considered the most 

abundant IN type in neocortex (Rudy et al., 2011; Fino et al., 2013; Tremblay et al., 2016). 

However, the idea of PV+ INs as a dominant source of inhibition is largely based on findings 

obtained at the primary sensory systems level and it is conceivable that other inhibitory network 

motifs operate in higher-order neocortical structures. In support of this view, there is evidence 

suggesting that circuit recruitment of PV+ and CB1+ INs is strongly shaped by cortical 

hierarchy. Whissell et al. (2015) showed that PV+ INs represent the most abundant IN type in 

primary and secondary sensory cortical regions. However, a different scenario emerges at the 

level of the mPFC, which was found to be characterized by a higher abundance CCK+ INs, a 

putative subtype of CB1+ INs (Whissell et al., 2015).  

Together, these findings raise the possibility that cortical hierarchy has an important role in 

shaping the formation of cell type-specific inhibitory circuit motifs of PV+ and CB1+ INs with 

relevance to stress-induced disease states. Importantly, we recently generated a reporter 

mouse for CB1+ INs, allowing a direct targeting of these neurons (Winters et al., 2012). We 

crossed these mice with PV-Cre reporter mice to generate double reporter mice for CB1+ and 

PV+ INs. In the present study, I sought to determine the distribution and functional circuit 

properties of these two IN types in mouse mPFC, using a combination of fluorescent imaging 

and patch-clamp electrophysiology. To assess the role of cortical hierarchy, I compared the 

inhibitory connectivity of the two IN types in the mPFC with that in primary somatosensory 

cortex S1 as a representative cortical region for basal sensory processing. Finally, I assessed 

the developmental trajectories and glucocorticoid-mediated stress vulnerability of prefrontal 

CB1+ and PV+ INs during adolescence as a critical developmental period of heightened 

prefrontal stress susceptibility.  
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2.1. Animal housing conditions 

Mice were housed in groups of 2-5 in standard Blue Line 1285L Type II L cages (32.5 x 17.0 

x 14.0 cm; Tecniplast) under controlled laboratory conditions (23°C temperature, 60-70% 

humidity, and 12/12 h day/night cycle, with lights on at 05:00). Cages were equipped with 

bedding material. Tissue papers and wood wool served as nesting material. Food and water 

were provided ad libitum. All mice were weaned and separated into same-sex littermate groups 

at three weeks of age. Both males and females were used for experiments. The experimental 

procedures were in accordance with the current European guidelines (Directive 2010/63/EU) 

and approved by the ethics committee of the local government (Laves, Niedersächsisches 

Landesamt für Verbraucherschutz und Lebensmittelsicherheit). 

2.2. Mouse lines 

Transgenic PIYCBR double reporter mice (B6;129P2-Pvalbtm1(cre)Arbr/J x B6.Cg-

Gt(ROSA)26Sortm3(CAG-EYFP)Hze/J x CB1-tdTomato) were bred in the animal facilities of 

the European Neuroscience Institute and the Max-Planck-Institute for Experimental Medicine, 

Göttingen. They were triple-transgenic mice generated on a mixed Agouti x C57Bl6/J 

background, in which PV+ and CB1+ INs were tagged with yellow fluorescent protein (YFP) 

and tdTomato, respectively. PV+ INs were labeled through cell type-specific expression of Cre 

recombinase under the Pvalb promoter (PV-Cre), which triggered the loxP site-restricted 

expression of an inducible YFP (iYFP) in the Rosa26 locus (Srinivas et al., 2001; Hippenmeyer 

et al., 2005; Madisen et al., 2010). CB1+ INs were labeled through a direct insertion of 

tdTomato as a second cistron into the Cnr1 gene (CB1-tdTomato) (Winters et al., 2012). Only 

mice heterozygous for all transgenes were used for experiments. To this aim, male 

homozygous PIYCBR double reporter mice were always crossed with female C57Bl6/J mice. 

C57Bl6/J mice were purchased from Charles River. 

2.3. Genotyping 

Genotyping of PIYCBR double reporter mice was performed using polymerase chain reaction 

(PCR), followed by agarose gel electrophoresis. First, genomic DNA was isolated from small, 

1-2 mm tail samples or ear punches collected after birth or weaning. To this aim, tissue 

samples were lysed in PBND buffer (10 mM Tris, 50 mM KCl, 2.5m M MgCl2 * 6 H2O, 0.1 mg/ml 

gelatine, 0.45% (v/v) Nonident P40 (NP40) and 0.45% (v/v) Tween20; pH 8.3) supplemented 

with 1:100 Proteinase K solution (20 mg/ml, Ambion) at 55°C for at least 3 h and constant 

shaking of 800-1000 revolutions per minute (rpm). Subsequently, lysed samples were 

incubated at 99°C for 10 min to inactivate Proteinase K and centrifuged at maximum speed 

(14680 rpm) for 2 min. Supernatants were collected and stored at 4°C and served as DNA 

templates for the following PCR reactions. 
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PCR reactions were carried out in FastGene® Optima HotStart ReadyMix (NIPPON Genetics 

Europe), a ready-to-use 2x PCR reaction buffer containing a DNA polymerase blend (0.2 U 

per μl reaction), FastGene® Optima buffer, dNTPs (0.4 mM of each at 1x), MgCl2 (4 mM at 

1x), stabilizers, and an inert loading dye. The ready mix was diluted in ddH2O and the primers 

and the DNA template were added. Specific PCR conditions, primer sequences and band sizes 

of the resulting PCR products are listed in Table 1 and 2. 

PCR products were analyzed using agarose gel electrophoresis. Gels were prepared with 1% 

agarose in sodium tetraborate buffer (5 mM sodium tetraborate decahydrate, Sigma) 

supplemented with Midori Green Xtra (3 μl/100 ml buffer solution; NIPPON Genetics Europe) 

to stain DNA fragments. PCR products were run at a voltage of 140-160 mV for ~40 min. Band 

size was determined by adding a 100 base pair (bp) DNA ladder to the gel (GeneRuler 100 bp 

PlusDNA Ladder, Thermo Scientific). DNA bands were visualized and imaged with the FAS-V 

gel documentation system (NIPPON Genetics). 

Table 1: PCR conditions for genotyping of PV-Cre, iYFP, and CB1-tdTomato 

PCR mixture PCR program 

 
2x FastGene® Optima 
HotStart ReadyMix 
 

12.5 μl 
 

Cycle step 

 

Temp. 

 

Time 

 

Cycles 

50 μM fwd WT primer  0.2 μl     

50 μM rev WT primer  0.2 μl Initial denaturation 95°C 3 min  

50 μM fwd KI primer  0.2 μl Denaturation 95°C 15 s  

50 μM rev KI primer  0.2 μl Annealing 59°C 30 s x 35 

ddH2O 11.7 μl / Extension 72°C 45 s  

 12.1 μl Final extension 72°C 2 min  

DNA template 2.0 μl 
 

    

Total volume 27.0 μl     

Notes: For genotyping of PV-Cre and iYFP, all four primers for the WT and KI alleles were combined in 
the same reaction. Genotyping of the CB1-tdTomato WT and KI alleles was performed in separate 
reactions (with KI primers highlighted in gray), because the amplified DNA sequences shared the same 
band size. The amount of ddH2O for the CB1-tdTomato WT and KI reactions was therefore increased 
to 12.1 μl (highlighted in gray) to reach a 1x concentration of the FastGene® Optima HotStart ReadyMix. 

Abbreviations: fwd = forward; rev = reverse; WT = wildtype; KI = knock-in. 
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Table 2: Primer sequences and band sizes for PV-Cre, iYFP, and CB1-tdTomato 

Gene Allele Primer sequence (5`- 3`) Band size (bp) 

PV-Cre WT fwd: CAGAGCAGGCATGGTGACTA 

rev: AGTACCAAGCAGGCAGGAGA 

600 

 KI fwd: GCGGTCTGGCAGTAAAAACTATC 

rev: GTGAAACAGCATTGCTGTCACTT 

170 

iYFP WT fwd: AAGGGAGCTGCAGTGGAGTA 

rev: CCGAAAATCTGTGGGAAGTC 

297 

 KI fwd: ACATGGTCCTGCTGGAGTTC 

rev: GGCATTAAAGCAGCGTATCC 

212 

CB1-tdTomato WT fwd: GACCTGAGACATGCTTTCC 

rev: ACCGATGAGACAACAGACTTC 

300 

 KI fwd: GACCTGAGACATGCTTTCC 

rev: CGCAATACCGGAGTACTAGC 

300 

Abbreviations: WT = wildtype; KI = knock-in; fwd = forward; rev = reverse. 

2.4. Electrophysiology 

2.4.1. Acute slice preparation 

Mice were deeply anesthetized with isoflurane (100% Forene, Abbvie) and decapitated. The 

brains were quickly removed and immediately submerged in ice-cold N-methyl-D-glucamine 

(NMDG) cutting buffer (135 mM NMDG, 1 mM KCl, 1.2m M KH2PO4, 1.5 mM MgSO4 * 7 H2O, 

0.5 mM CaCl2 * 2 H2O, 10 mM D-glucose, and 20 mM choline bicarbonate) saturated with 

carbogen (95% O2 and 5% CO2). Coronal 300 μm brain sections were cut in NMDG buffer 

using a vibrating microtome (Leica VT-1200S) and then transferred to artificial cerebrospinal 

fluid (ACSF; 119 mM NaCl, 2.5 mM KCl, 1 mM NaH2PO4, 26 mM NaHCO3, 11 mM D-glucose, 

1.3 mM MgSO4 * 7 H2O, 2.5 mM CaCl2 * 2 H2O; carbogenated) for recovery at 35°C for 15 min. 

Thereafter, slices were stored in carbogenated ACSF at room temperature for at least another 

45 min before start of electrophysiological recordings.  

2.4.2. Whole-cell patch-clamp recordings 

Standard whole-cell patch-clamp recordings were performed between postnatal days (P) 50-

80 unless otherwise indicated. Recordings were carried out at 31 ± 1°C in a recording chamber 

continuously perfused with carbogenated ACSF at a 2 ml/min flow rate. Patch pipettes (3-5 

MΩ) were pulled from borosilicate glass (KG-33, outer/inner diameter: 1.50/1.00 mm, King 

Precision Glass Inc) using a micropipette puller (P-1000, Sutter Instruments) and filled with 

different internal solutions depending on the recording.  

Current-clamp (CC) recordings to trigger APs and assess the intrinsic cell excitability were 

made with K-gluconate-based internal solution (130 mM K-gluconate, 10 mM KCl, 10 mM 
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phosphocreatine-Na2, 10 mM HEPES, 0.2 mM EGTA, 4 mM Mg-ATP, 0.5 mM Na-GTP; pH 

adjusted to 7.2-7.3 with KOH; 285-290 mOsm). For voltage-clamp (VC) recordings of 

GABAergic inhibitory postsynaptic currents (IPSCs), pipettes were filled with Cl--based internal 

solution (120 mM CsCl, 15 mM CsMeS, 4 mM TEA-Cl, 5 mM QX314-Br, 20 mM HEPES, 0.4 

mM EGTA, 3 mM Mg-ATP, 0.25 mM Na-GTP; pH adjusted to 7.2-7.3 with CsOH, 280-

290mOsm). VC recordings of glutamatergic excitatory postsynaptic currents (EPSCs) were 

made with Cs-gluconate-based internal solution (130 mM Cs-gluconate, 3 mM TEA-Cl, 4 mM 

QX314-Cl, 20 mM HEPES, 0.4 mM EGTA, 4 mM Mg-ATP, 0.3 mM Na-GTP, pH adjusted to 

7.2-7.3 with CsOH, 285-295 mOsm). 

Patch-clamp recordings were made from PV+ INs, CB1+ INs, and pyramidal neurons (PNs) in 

S1 and mPFC, with the latter including both PrL and IL subdivisions. PV+ and CB1+ INs were 

identified in PIYCBR reporter mice based on their fluorescence using a fixed-stage, infrared-

differential interference contrast microscope (Axio Examiner D1, Zeiss). PNs were identified 

based on their morphology, lack of fluorescence, and electrophysiological signatures. Input 

and series resistance were continuously monitored by applying short, hyperpolarizing voltage 

or current steps. For VC recordings, cells with a series resistance of >30 MΩ or a change in 

series resistance of >20% were discarded from quantitative analysis. The liquid junction 

potential was not corrected. Voltage-drops in CC recordings were compensated via bridge 

balance. The inter-sweep stimulation frequency was always set at 0.2 Hz. Signals were 

recorded with a differential ELC-03XS amplifier (npi electronic), filtered at 3 kHz, and digitized 

at 20 kHz using an ITC-18 A/D converter (HEKA). Data were collected with custom-written 

routines in Igor Pro 7.2 (WaveMetrics) and analyzed with AxoGraph 1.7.4 (John Clemens) and 

Minianalysis (Synaptosoft).  

2.4.3. Drugs 

Glutamatergic transmission was blocked with the AMPA receptor antagonist NBQX (2,3-

dihydroxy-6-nitro-7-sulfamoyl-benzo[f]quinoxaline; 10 μM) and the NMDA receptor antagonist 

AP5 ((2R)-amino-5-phosphonovaleric acid; 50 μM). GABAergic transmission was blocked with 

the GABAA receptor antagonist picrotoxin (PTX; 50 μM). eCB signaling was blocked with the 

neutral CB1 receptor-selective antagonist NESS0327 (8-chloro-1-(2,4-dichlorophenyl)-1,4,5,6-

tetrahydro-N-1-piperidinyl-benzo[6,7]cyclohepta[1,2-c]pyrazole-3 carboxamide; 1 μM). For 

miniature EPSC recordings, AP-dependent synaptic neurotransmitter release was blocked 

using the voltage-gated sodium channel blocker tetrodotoxin (TTX; 1 μM). NBQX, AP5, PTX, 

and TTX were dissolved in ddH2O, while NESS0327 was dissolved in dimethyl sulfoxide 

(DMSO). The different drugs were purchased from Hello Bio, Abcam/Ascent Scientific, Tocris, 

and Cayman Chemical. 
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2.4.4. Electrophysiological assays 

2.4.4.1. Intrinsic Excitability 

Intrinsic excitability recordings were performed in CC mode, with resting membrane potential 

(RMP) normalized to -70 mV. Intrinsic excitability was assessed by injecting 500 ms long 

current pulses into the cell from -200 pA to 600 pA in 50 pA steps. AMPA and NMDA receptor-

mediated glutamatergic transmission was blocked with NBQX and AP5. GABAA receptor-

mediated inhibitory synaptic transmission was blocked with PTX. The number of APs at each 

current step was assessed and the first current step eliciting at least one AP was operationally 

defined as the rheobase current. Current-voltage (I-V) curves were obtained by measuring the 

change in membrane potential at steady-state induced by each current step until reaching the 

rheobase current. 

2.4.4.2. Pairwise recordings 

To study the local inhibitory connectivity, pairwise patch-clamp recordings were made between 

a presynaptic IN and an adjacent postsynaptic PN, according to a protocol previously used in 

the NAc (Winters et al., 2012). The presynaptic IN was stimulated in CC mode to elicit APs, 

while the postsynaptic PN was held at -70 mV in VC mode to assess whether IN activation 

triggered unitary IPSCs (uIPSCs) in the PN. I used a paired-pulse ratio (PPR) assay, in which 

two consecutive APs were elicited in the presynaptic IN with a 50 ms delay in order to evoke 

two paired uIPSCs in postsynaptic PNs. The PPR is thought to be inversely correlated to the 

presynaptic release probability (Pr) (Dobrunz and Stevens, 1997; Zucker and Regehr, 2002) 

and was measured by dividing the amplitude of the second uIPSC by that of the first. At high 

Pr synapses, the second synaptic response is typically smaller than the first, leading to paired-

pulse depression. At low Pr synapses, the second response is usually larger than the first, 

leading to paired-pulse facilitation. Presynaptic APs were induced through 2-3 ms long, 900-

1000 pA current pulses. GABAergic responses were isolated in the presence of NBQX. PNs 

were randomly sampled within a 100 μm radius around the IN soma. Several synaptic 

parameters were assessed. The connection probability of the two IN types onto PNs was 

calculated by dividing the number of connected pairs by the number of total pairwise 

recordings. At connected pairs, the following uIPSC parameters were additionally determined, 

using averaged responses of 15-30 sweeps: (1) the uIPSC amplitude (including failures), (2) 

the uIPSC potency (excluding failures), (3) the failure rate (percentage of sweeps, in which the 

first presynaptic AP failed to trigger uIPSCs in postsynaptic PNs), (4) the PPR, (5), the synaptic 

delay (i.e., latency between the AP peak and uIPSC onset), (5) the rise time, (6) the half-width, 

and (7) the decay time constant tau. The rise time was measured at the 10-90% fragment of 

the uIPSC rising phase. The decay time constant tau was derived by fitting a single exponential 

decay function to the decaying element of the uIPSC. Synaptic properties were determined 

using the average uIPSC induced by the first AP.  
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2.4.4.3. Depolarization-induced suppression of synaptic inhibition 

DSI is a form of eCB-dependent short-term synaptic plasticity that was used in IPSC recordings 

to study the sensitivity of GABAergic synapses to retrograde eCB signaling. DSI was triggered 

at connected pairs as described previously (Winters et al., 2012). After a 1min baseline period, 

postsynaptic PNs were depolarized from -70 mV to 0 mV for 5 s to trigger eCB release, followed 

by another 2 min recording. Such depolarization-induced retrograde eCB signaling will 

transiently suppress GABA release by activating presynaptic CB1 receptors, resulting in a 

lower Pr and reduced uIPSC amplitudes. Therefore, the DSI assay was combined with PPR 

recordings to assess concomitant changes in Pr. Only reliable pairs with failure rates < 0.5 

during baseline were used for analysis. Whenever possible, two such DSI runs were averaged 

to yield a robust estimate for the strength of DSI. The relative uIPSC amplitude and relative 

PPR were calculated by normalizing averaged responses from two sweeps immediately after 

the depolarizing pulse to the 1 min baseline period. However, sometimes, only failures 

occurred after postsynaptic PN depolarization and therefore, no PPR could be computed. 

Always two successive sweeps were averaged. 

2.4.4.4. Miniature EPSCs 

Miniature EPSCs (mEPSCs) were recorded at -70 mV in the presence of the voltage-gated 

sodium channel blocker TTX to assess spontaneous AMPA receptor-mediated synaptic 

transmission. Under these conditions, glutamatergic events detected in the postsynaptic 

neuron are caused by spontaneous vesicle fusions with the presynaptic membrane (Wall and 

Usowicz, 1998; Hsia et al., 1998). The mEPSC amplitude is therefore determined by the 

quantal size and reflects the postsynaptic response driven by single vesicle fusion events. It 

can be used therefore as a readout for the strength of AMPA receptor-mediated transmission 

at single excitatory synapses. The mEPSC frequency represents the number of activated 

synapses in a given time interval and constitutes a composite measure determined by the 

vesicle fusion propensity and the number of AMPA receptor-containing synapses. 400 events 

were analyzed for each neuron. Cumulative probability distributions of mEPSC inter-event 

intervals and amplitudes were calculated for each individual neuron. To this end, mEPSC inter-

event intervals and amplitudes were ranked in ascending order and binned into a total of 20 

fractions (corresponding to 5% cumulative fractions of all events per neuron), with each fraction 

thus containing 20 data points. These raw values were averaged in order to obtain the mean 

mEPSC inter-event interval and amplitude per fraction. Additionally, the mean mEPSC 

frequency (the inverse of the inter-event interval) and the mean mEPSC amplitude were 

calculated from all 400 events per neuron. 
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2.5. In vivo manipulations 

2.5.1. Chronic corticosterone treatment 

The effects of glucocorticoid signaling on inhibitory synaptic function were tested using 

exposure to the stress hormone CORT. Mice were chronically treated with CORT through the 

drinking water using a modified protocol established by Karatsoreos et al. (2010). CORT 

(HelloBio) was administered at a dose of 0.1 mg/ml drinking water. To this end, the drug was 

dissolved in 100% ethanol (EtOH) at 10 mg/ml and then further diluted with regular tap water 

to a final 1% concentration (Karatsoreos et al., 2010). After delivery, mice were first habituated 

to the new housing conditions for ~5 days and then treated with CORT from P30 for a period 

of at least 20 days before start of behavioral and electrophysiological experiments. Drug 

treatment was continued throughout the experiments. Vehicle controls received drinking water 

containing 1% EtOH during the same time frame. Water bottles were regularly exchanged 

every 5-7 days in order to account for possible changes in drug stability. The body weight of 

the mice was assessed every 5 days.  

2.5.2. Open field test 

Stress-related behavioral changes in CORT-treated mice were examined after a treatment 

phase of 20 days at P50 using the open field test, a standard assay for anxiety-related behavior 

in rodents (Prut and Belzung, 2003). The open field test was conducted in a squared 40 x 40 

x 40 cm chamber with a white floor and gray side walls under dim-light conditions. Mice were 

carefully positioned in the center of the arena and allowed to freely explore the open field arena 

during a 10 min session. Behavior was recorded by a USB video camera mounted centrally 

above the arena and captured with IC capture software 2.4 (The Imaging Source). Videos were 

analyzed off-line using ANY-maze software (Stoelting). The time spent in the center of the 

open field was used to assess CORT-induced changes in anxiety-related behavior, with lower 

scores indicating higher anxiety-like behavior (Simon et al., 1994; Choleris et al., 2001). The 

center was defined as the inner 30 x 30 cm zone of the arena. Total distance traveled served 

as a measure for general locomotor activity. 

2.6. Histology 

2.6.1. Transcardial perfusion 

PIYCBR reporter mice were deeply anesthetized with isoflurane and perfused through the left 

ventricle. The blood was washed with ~40 ml phosphate-buffered saline (PBS; 137 mM NaCl, 

2.7 mM KCl, 10 mM Na2HPO4; 1.8 mM KH2PO4; pH ~7.4), followed by ~40 ml 4% 

paraformaldehyde (PFA) in PBS (pH ~6.9). The brains were carefully removed and stored in 

4% PFA overnight for 24 h post-fixation. Thereafter, brains were transferred to PBS and cut 

into 100 μm slices using a vibrating microtome (Leica VT-1200S). Slices were mounted onto 
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glass slides (Labsolute/Th.Geyer) using MOWIOL-DABCO mounting medium (0.1 M Tris, 

2.5% Glycerol, 10% MOWIOL, and 2.5% DABCO) and stored at -20°C until further use. 

2.6.2. Fluorescence microscopy 

For cell density analysis of CB1+ and PV+ INs, epifluorescent images were acquired at 10x 

using an ECLIPSE Ts2R microscope equipped with NIS-Elements AR imaging software 

(Nikon). PV+ and CB1+ IN cell bodies were detected automatically with the NIS-Elements AR 

spot detection function, using the following parameters: method: “Bright, Different Sizes”; 

output: circular area; diameter: 12 μm, contrast: 130. Detection parameters were kept constant 

throughout experimental conditions. Cell densities were calculated for individual mice by 

averaging values from six different images per cell type and cortical region. High-magnification 

images were acquired at 40x with a confocal LSM710 microscope (Carl Zeiss) using ZEN black 

imaging software. 

2.7. Statistical analysis 

Data were analyzed using a combination of different parametric and non-parametric analyses. 

Whenever possible, data were analyzed with parametric t-tests or one-, two-, or three-way 

between-subject and repeated-measures (rm-) analyses of variance (ANOVAs), followed by 

post-hoc tests when indicated. Degrees of freedom for the F-tests in rm-ANOVAs were 

adjusted using Huyn-Feldt correction in case sphericity was violated. However, the uIPSC 

parameters at synaptically connected pairs usually displayed non-normal error distributions 

and heterogeneity of variance and were therefore always analyzed with non-parametric two-

way aligned-rank transform- (art-) ANOVAs (Wobbrock et al., 2011), which were followed by 

post-hoc Mann-Whitney U tests whenever indicated. The connection probability was analyzed 

with binary logistic regression and/or Fisher´s exact tests. Hierarchical cluster analysis was 

performed on z-standardized variables using Ward fusion algorithm and the squared Euclidian 

distance as linkage distance. Normality and homogeneity of variance were tested with Shapiro-

Wilk and Levene tests. Post-hoc tests were always adjusted for alpha-error accumulation using 

Bonferroni-Holm correction. Data are presented as box plots (with whiskers representing the 

10th and 90th percentile) or as mean ± the standard error of the mean (SEM). Hierarchical 

clustering results are reported using dendrograms and corresponding heat maps depicting 

properties of individual cluster members as color-coded z-values. For electrophysiological 

recordings, n indicates the number of cells or synaptically connected pairs and m the number 

of mice per experimental group. For the connection probability, the number of synaptically 

connected pairs relative to all recorded pairs per condition is given in parenthesis. All statistical 

tests were performed two-tailed, except for one-sample t-tests in DSI experiments. Nominal 

alpha error was set to α = 0.05. 
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3.1. CB1+ and PV+ interneurons represent distinct cell types in neocortex 

In neocortex, CB1 receptors preferentially localize onto presynaptic terminals of CCK+ INs, 

while no expression is seen in PV+ INs (e.g. Marsicano and Lutz, 1999), suggesting that CB1+ 

and PV+ INs represent distinct IN types. However, we previously found that the two IN types 

substantially overlap in the NAc (Winters et al., 2012), raising the question as to whether they 

indeed represent separate neuron populations. 

I therefore first confirmed that CB1+ and PV+ INs represent distinct cell types in neocortex. To 

this end, I prepared forebrain slices from double reporter mice, in which PV+ INs are tagged 

with YFP and CB1+ INs with tdTomato. I then performed confocal imaging in the mPFC, an 

important higher-order neocortical structure for cognitive functioning (Miller, 2000; Figure 1A). 

The tdTomato-positive CB1+ INs and YFP-positive PV+ INs populated similar regions within 

the mPFC (Figure 1B). However, there were no cells simultaneously expressing both tdTomato 

and YFP. Thus, the two reporter signals did not co-localize, indicating that the two IN types 

represent non-overlapping neuron classes (Figure 1C).  

Next, I performed whole-cell patch-clamp recordings in mPFC L2/3 and assessed the intrinsic 

membrane and firing properties of the two IN types in response to sustained current injections 

(Figure 1D). As expected, PV+ INs showed fast-spiking behavior with high AP firing rates and 

virtually no frequency adaptation (Figure 1E). By contrast, CB1+ INs were either regular-

spiking or irregular-spiking/fast-accommodating and thus characterized by a strongly adapting 

firing pattern (Figure 1F-G). This was also reflected in the cell type-specific changes in the AP 

firing rates in response to current injections of increasing intensity. PV+ INs showed a near-

linear increase in their AP frequency with increasing current step intensity, indicating little firing 

rate adaptation (Figure 1H). In contrast, the AP frequency was substantially lower in CB1+ INs 

and rapidly reached a plateau, indicating strong firing rate adaptation (current intensity: F(2.68, 

58.90)=60.73, p<0.001; current intensity x cell type: F(2.68, 58.90)=33.71, p<0.001; two-way rm-

ANOVA; n/m=12/5 per cell type; Figure 1H). In order to assess the intrinsic excitability, I further 

obtained I-V curves for the two IN types by measuring the change in membrane potential in 

response to hyper- and depolarizing current steps. In both IN types, increasing the current step 

intensity led to near-linear changes in the magnitude of the resulting membrane potential 

deflection (Figure 1I). However, at hyperpolarizing current steps, CB1+ INs showed stronger 

changes in membrane potential and thus steeper I-V curves compared to PV+ INs, indicating 

higher excitability (-200 to 0 pA; current intensity: F(1.09, 23.87)=376.46, p<0.001; current intensity 

x cell type: F(1.09, 23.87)=11.17, p=0.002; two-way rm-ANOVA; Figure 1I). Additionally, they 

required less depolarizing current to fire APs, as evidenced by a lower rheobase current 

(t(18.58)=3.47, p=0.003; Figure 1J), and were generally more depolarized at resting potential 

compared to PV+ INs (t(22)=-10.79, p<0.001; Figure 1K).  
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Together, these data demonstrate that PV+ and CB1+ INs represent non-overlapping and 

physiologically distinct IN types in neocortex. Of note, CB1+ INs were either regular- or 

irregular-spiking, possibly indicating that at least two different subtypes can be distinguished 

based on their firing properties. 

Figure 1: PV+ and CB1+ interneurons represent functionally distinct cell types in prefrontal cortex. A) 
Schematic illustration of the mPFC (highlighted in gray). B) Confocal forebrain image from a double reporter mouse, 
in which CB1+ and PV+ INs are tagged with tdTomato (red) and YFP (green), respectively. The position of the 
mPFC is indicated by the dotted line. C) High-magnification confocal images from different positions within the 
mPFC. D) Illustration of intrinsic excitability recordings. CB1+ and PV+ INs were recorded in current-clamp (CC) 

mode and stimulated with hyper- and depolarizing 500 ms current steps. Resting potential was always normalized 
to -70 mV. Recordings were performed in mPFC L2/3 in the presence of NBQX (10 μM), AP-5 (50 μM), and PTX 
(50 μM) to block glutamatergic and GABAergic transmission. E-G) Example traces showing the firing patterns of 
(E) a fast-spiking PV+ IN, (F) a regular-firing CB1+ IN, and (G) an irregular-firing CB1+ IN in response to 500 ms 
suprathreshold current steps. H) Summary graph depicting the change in action potential (AP) frequency with 
increasing current step intensity, using a 50 pA step size. I) I-V curves depicting the change in membrane potential 
V in response to hyper- and depolarizing current steps I, using a 50 pA step size. Inset: Example traces depicting 

the change in membrane potential in a PV+ and CB1+ IN induced by 50 pA current steps from -200 pA to 100 pA. 
J) Rheobase current, i.e., the minimal current intensity eliciting at least one AP. K) Resting membrane potential. 
Data are presented as mean ± SEM. Dots in J and K represent individual data points. n/m = 12/5 for both cell types. 

Data were analyzed with two-way rm-ANOVA or unpaired t-tests. * p<0.05. 

3.2. The distribution of CB1+ and PV+ interneurons varies across cortical regions 

PV+ INs are widely considered the most abundant IN type in neocortex. Indeed, they can make 

up to 40% of the whole IN population (Lee et al., 2010a; Whissell et al., 2015). However, such 

estimates are usually derived from analyses in sensory cortices, e.g. the primary 
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somatosensory cortex S1, while a different scenario might exist in other cortical regions. In 

fact, Whissell et al. (2015) observed a higher proportion of CCK+ INs in the mPFC and other 

higher-order structures. Importantly, CCK+ INs strongly express the CB1 receptor (Marsicano 

and Lutz, 1999), suggesting that CB1+ and PV+ INs are differentially distributed in sensory 

and higher-order neocortical regions. Using double reporter mice, I therefore assessed the cell 

densities of CB1+ and PV+ INs in layers L2/3 and L5/6 of S1 and mPFC. 

Figure 2: The abundance of PV+ and CB1+ interneurons converges from somatosensory towards prefrontal 
cortex. A-B) Schematic illustration of A) the S1 and B) mPFC (highlighted in gray). C-D) Example bright-light 
images of (C) S1 and (D) mPFC obtained from double reporter mice. The different layers are indicated by dotted 
lines. E-F) Epifluorescence images of C-D) showing the distribution of PV+ (green) and CB1+ INs (red) in the 
different layers of S1 and mPFC. G-F) Summary graphs comparing the cell density of PV+ and CB1+ INs between 
S1 and mPFC for supragranular layers L2/3 and infragranular layers L5/6. Data are presented as mean ± SEM. 
Dots represent individual data points. n = 4 mice for both cell types. Data were analyzed with two-way rm-ANOVA 
followed by Bonferroni-Holm adjusted paired and unpaired t-tests. * p<0.05. 

In line with findings by Whissell et al. (2015), I found that PV+ INs heavily populated most 

layers of S1. In contrast, CB1+ INs were generally sparse. The pattern completely changed in 

the mPFC, where the number of the two IN types was highly comparable (Figure 2A-F). This 

equilibration was most pronounced in layer L2/3 (cell type: F(1,6)=64.24, p<0.001; region: 

F(1,6)=120.09, p<0.001; cell type x region: F(1,6)=140.33, p<0.001; two-way rm-ANOVA with 

region as within-subject factor; m=4 mice; Figure 2G). Specifically, while PV+ INs were at least 

threefold more abundant than CB1+ INs in S1 L2/3 (p<0.001), the number was more balanced 

between the two IN types in mPFC L2/3 (p=0.297; post-hoc Bonferroni-Holm adjusted unpaired 

t-tests), with CB1+ INs descriptively showing even higher numbers (Figure 2G). The 

equilibrating effect was mainly driven by a regional decrease in PV+ IN density between S1 

and mPFC (p=0.002), while CB1+ INs stayed nearly identical across regions (p>0.999; post-

hoc Bonferroni-Holm adjusted paired t-tests; Figure 2G). An almost identical picture emerged 

when comparing the density of the two IN types in L5/6 between the two regions (cell type: 

F(1,6)=1235.43, p<0.001; region: F(1,6)=338.45, p<0.001; cell type x region: F(1,6)=589.51, 
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p<0.001; two-way rm-ANOVA; Figure 2H). In fact, CB1+ INs were almost absent in S1 layer 

L5/6 and hence ~30-fold less abundant than PV+ INs (p<0.001). In the mPFC, the density of 

CB1+ INs was still twofold lower, but strongly converged with that of PV+ INs (p<0.001; post-

hoc Bonferroni-Holm adjusted unpaired t-tests). This was driven by both a strong decrease in 

the density of PV+ INs (p<0.001) and a prominent increase in the density of CB1+ INs across 

regions (p<0.001; post-hoc Bonferroni-Holm-adjusted paired t-tests; Figure 2H). Together, 

these data suggest that while CB1+ INs only represent a secondary cell type compared to PV+ 

INs in sensory cortices, their relative abundance largely converges with that of PV+ INs at the 

level of higher-order structures, such as the mPFC. 

3.3. The number and properties of GABAergic synapses formed by CB1+ and PV+ 

interneurons vary across cortical regions 

Besides their high abundance, PV+ INs are also known to densely innervate neocortical 

excitatory networks via perisomatic GABAergic synapses and are therefore often considered 

a dominant source of inhibitory control in neocortex (e.g. Packer and Yuste, 2011; Pfeffer et 

al., 2013). However, such findings are usually restricted to sensory areas. My results so far 

indicate that a different circuit motif might exist in the prefrontal cortex, which seems to be 

populated by another significant IN type besides PV+ INs, namely CB1+ INs. Specifically, while 

PV+ INs represented a more abundant cell type compared to CB1+ INs in S1, their occurrence 

was largely balanced in the mPFC. Using patch-clamp electrophysiology, I sought to determine 

whether the regional differences in the abundance of the two IN types are also mirrored by 

corresponding differences in their inhibitory connectivity. I focused on L2/3 since CB1+ INs in 

S1 only occurred in sufficiently high number in this layer.  

3.3.1. CB1+ and PV+ interneurons form GABAergic synapses 

I first confirmed that the two IN types formed GABAergic synapses onto glutamatergic PNs. To 

this end, I performed pairwise patch-clamp recordings between a presynaptic IN type and an 

adjacent PN in S1 and mPFC L2/3. The IN was held in CC mode to trigger APs through short 

depolarizing current injections, while the PN was held in VC mode to record IPSCs in order to 

test whether the recorded pair was synaptically connected (Figure 3A).  

In unconnected pairs, postsynaptic IPSCs occurred randomly and were not associated with 

presynaptic IN firing. In synaptically connected pairs, IN firing instead systematically triggered 

so-called uIPSCs in PNs, which were time-locked to the occurrence of presynaptic APs and 

usually characterized by fast kinetics, irrespective of whether PV+ or CB1+ INs served as 

presynaptic partners (Figure 3B, C). Importantly, these uIPSCs were completely blocked at 

both types of synapses and in both cortical regions following bath application of the GABAA 

receptor antagonist PTX (0.1 mM) (time: F(4.68, 46.77)=64.60, p<0.001; time x cell type: F(4.68, 

46.77)=0.70, p=0.616; time x region: F(4.68, 46.77)=0.91, p=0.475; time x cell type x region: F(4.68, 
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46.77)=0.64, p=0.659; three-way rm-ANOVA; n=3-4 cells from m=2-4 mice per cell type / region; 

Figure 3B-E). Together, these results demonstrate that CB1+ and PV+ INs form GABAergic 

synapses onto PNs in neocortex. 

Figure 3: PV+ and CB1+ interneurons form GABAergic synapses onto neocortical pyramidal neurons. A)  
Illustration of recording configuration. A presynaptic IN was stimulated in current-clamp (CC) mode to elicit action 
potentials (APs), while an adjacent PN was held at -70 mV in voltage-clamp (VC) mode to record IPSCs. Recordings 
were performed in S1 and mPFC L2/3 in the presence of NBQX (10 μM) to block AMPA receptor-mediated 
glutamatergic transmission. B) Example traces of unconnected and synaptically connected PV-to-PN pairs (upper 
panel) and CB1-to-PN pairs (lower panel). PV+ (green) and CB1+ INs (red) were stimulated to fire two consecutive 
APs, while IPSCs were recorded in PNs (black: average of 20-30 sweeps; gray: individual sweeps). At synaptically 
connected but not unconnected pairs, IN firing triggered unitary IPSCs (uIPSCs) in PNs, which were time-locked to 
the occurrence of presynaptic APs and fully blocked by PTX bath application (0.1 mM; highlighted in blue). C-D) 
Summary graphs depicting the blockade of uIPSCs following PTX bath application at (C) synaptically connected 
PV-to-PN and (D) CB1-to-PN pairs in S1 (black) and mPFC (gray). Shown is the change in the baseline-normalized, 

relative uIPSC amplitude. Data are presented as mean ± SEM. PV-to-PN pairs: n/m = 3/3 for S1, n/m = 4/3 for 
mPFC; CB1-to-PN pairs: n/m = 4/4 for S1, n/m = 3/2 for mPFC. 

3.3.2. GABAergic synapses made by CB1+ but not PV+ interneurons are sensitive to 

retrograde endocannabinoid signaling 

A distinguishing feature of CB1+ INs is their sensitivity to retrograde eCB signaling. Therefore, 

I tested a subset of connected pairs for DSI, an eCB-dependent form of short-term plasticity, 

in which short postsynaptic depolarization triggers retrograde eCB signaling in PNs to 

transiently suppress GABA release from presynaptic terminals that express CB1 receptors 

(e.g. Wilson et al., 2001; Wilson and Nicoll, 2001; Figure 4A).  

At CB1-to-PN pairs, PN depolarization transiently decreased the relative uIPSC amplitude by 

25.0% (t(13)= -2.24, p=0.022 vs. baseline; one-tailed one-sample t-test collapsed across 

regions; n/m=14/11; Figure 4B-D), indicating DSI. Consistently, the decrease was short-lived 

(Figure 4B) and associated with a concomitant increase in the relative PPR (t(12)= 1.91, p=0.041 

vs. baseline; n/m=13/10), indicating a reduced Pr and thus a presynaptic mode of action 

(Figure 4E). Moreover, the decrease in relative uIPSC amplitudes was completely  
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Figure 4: CB1+ but not PV+ interneurons exhibit endocannabinoid-dependent depolarization-induced 
suppression of synaptic inhibition. A) Illustration of DSI induction protocol. A pairwise recording was made from 

a synaptically connected IN-to-PN pair. The postsynaptic PN was transiently depolarized from -70 mV to 0 mV for 
a duration of 5 s in order to trigger retrograde eCB signaling. B) Summary graph depicting the time course of DSI 
in synaptically connected CB1-to-PN pairs (recorded in standard ACSF), CB1-to-PN pairs + NESS0327 (1 μM), and 
PV-to-PN pairs. Postsynaptic PN depolarization was performed after a 60 s baseline period (indicated by the gray 
bar). Shown is the baseline-normalized, relative uIPSC amplitude averaged over two consecutive sweeps, 
collapsed across S1 and mPFC. C) Example traces of average uIPSCs recorded in PNs during the 60 s baseline 
period (1, black) and the 10 s period immediately after PN depolarization (2, gray) for a CB1-to-PN pair, CB1-to-PN 
pair + NESS0327, and a PV-to-PN pair. D-E) Change in (D) the relative uIPSC amplitude and (E) the relative PPR 

from the 60 s baseline period (1) to the 10 s period following PN depolarization (2), shown separately for pairs 
recorded in S1 (black) and mPFC (gray). Values were obtained by normalizing to the 60 s baseline period before 
PN depolarization. Data are presented as mean ± SEM. Dots in D and E represent individual data points. CB1-to-

PN pairs: n/m = 8/6 for S1, n/m = 6/5 for mPFC; CB1-to-PN pairs + NESS0327: n/m = 6/3, recordings in mPFC 
only; PV-to-PN pairs: n/m = 7/5 for S1, n/m = 7/4 for mPFC. Of note, one CB1-to-PN pair in mPFC only showed 
failures following PN depolarization and therefore had to be excluded from the PPR analysis. Data were analyzed 
with one-tailed one-sample t-tests, unpaired t-tests, or two-way ANOVA. * p<0.05. 

blocked in the presence of the CB1 receptor-selective antagonist NESS0327 (1 μM; n/m=6/3, 

recordings in mPFC only), suggesting that the effect was mediated by retrograde eCB signaling 

(t(5)=0.62, p>0.999 vs. baseline; Figure 4C-D). However, the difference did not reach 

significance compared to standard ACS recordings (t(18)=-1.71, p=0.104; unpaired, two-tailed 

t-test), possibly due to high variability. NESS0327 also blocked the relative increase in PPR 

(t(5)=0.02, p=0.491 vs. baseline), but again no significant difference compared to standard 

ACSF recordings was seen (t(17)=1.09, p=0.293; Figure 4E). Interestingly, the basal synaptic 

strength and release properties at CB1-to-PN pairs remained largely unaffected in the 

presence of NESS0327 (Supplementary Figure 1). No DSI was induced at PV-to-PN pairs, 

only showing a minimal increase in PPR but no change in the uIPSC amplitude (relative uIPSC 

amplitude: t(13)=1.54, p>0.999 vs. baseline; relative PPR: t(13)=2.01, p=0.033 vs. baseline; 

n/m=14/9 collapsed across regions; Figure 4B-E). Importantly, this synapse-specific presence 
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of DSI at GABAergic synapses made by CB1+ but not PV+ INs was consistently seen in both 

cortical regions (cell type: F(1,24)=6.68, p=0.016; region: F(1,24)=0.06, p=0.804; cell type x region: 

F(1,24)=0.15, p=0.705; two-way ANOVA for relative uIPSC amplitude; n/m= 6-7 pairs from 4-6 

mice per cell type / region; Figure 4D). Descriptively, similar differences between the two IN 

types were evident for the relative PPR, but the between-group effects were not significant (as 

opposed to the within-group comparisons), again probably due to the high variability (cell type: 

F(1,23)=1.37, p=0.207; region: F(1,23)=0.83, p=0.321; cell type x region: F(1,23)=1.44, p=0.196; two-

way ANOVA; n/m= 6-7 pairs from 4-6 mice per cell type / region; Figure 4E). Together, these 

results demonstrate a circuit-wide selective sensitivity to retrograde eCB signaling at 

neocortical synapses made by CB1+ but not PV+ INs. 

3.3.3. The inhibitory connectivity of CB1+ and PV+ interneurons varies between 

cortical regions 

Besides the differences in eCB sensitivity, inhibitory synapses made by CB1+ INs differed from 

those made by PV+ INs in several other basal properties. In both cortical regions, CB1+ INs 

formed weaker GABAergic synapses onto PNs compared to PV+ INs, as evidenced by lower 

uIPSC amplitudes (cell type: F(1,128)=17.13, p<0.001; region: F(1,128)=0.08, p=0.773; cell type x 

region: F(1,128)=0.03, p=0.853; two-way art-ANOVA; n/m= 30-34 connected pairs from 14-18 

mice per cell type / region; Figure 5A-C). This reduced synaptic strength was also reflected in 

a lower uIPSC potency (uIPSC amplitude without failures; cell type: F(1,128)=9.98, p=0.002; 

region: F(1,128)=0.03, p=0.866; cell type x region: F(1,128)=0.02, p=0.894; two-way art-ANOVA; 

Figure 5D). Moreover, CB1+ INs frequently formed highly unreliable synapses, characterized 

by a high incidence of transmission failures, while PV+ INs almost exclusively formed reliable 

synapses without transmission failures (cell type: F(1,128)=26.45, p<0.001; region: F(1,128)=0.94, 

p=0.334; cell type x region: F(1,128)=0.55, p=0.459; two-way art-ANOVA; Figure 5E), indicating 

a lower Pr at synapses made by CB1+ INs. In large agreement, uIPSCs at CB1-to-PN pairs 

exhibited a rather high PPR, often reflecting paired-pulse facilitation (PPR >1.0), while PV-to-

PN pairs almost only displayed paired-pulse depression (PPR <1.0; Figure 5F). However, the 

difference in PPR was region-specific (cell type: F(1,127)=2.17, p=0.143; region: F(1,127)=2.40, 

p=0.124; cell type x region: F(1,127)=11.23, p=0.001; two-way art-ANOVA) and seen only in 

mPFC (p=0.009), but not S1 (p=0.299). This was driven by a trend for a higher PPR in mPFC 

compared to S1 for CB1-to-PN pairs (p=0.086) and a trend for a lower PPR for PV-to-PN pairs 

(p=0.071; post-hoc Bonferroni-Holm adjusted Mann-Whitney U tests; Figure 5F). Moreover, 

uIPSCs occurred with a longer synaptic delay at CB1-to-PN than PV-to-PN pairs (cell type: 

F(1,128)=79.64, p<0.001; region: F(1,128)=0.24, p=0.622; cell type x region: F(1,128)=0.18, p=0.673; 

two-way art-ANOVA; Figure 5G), indicating a lower fidelity of GABA transmission. Finally, the 

two synapse types also differed in their kinetic properties. Specifically, GABAergic responses 

had longer rise times, broader half-widths, and longer decay time constants at CB1-to-PN 
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compared to PV-to-PN pairs (Supplementary Figure S2). These results demonstrate that CB1+ 

INs generally form weaker, less reliable, and less precise GABAergic synapses onto PNs 

compared to PV+ INs in neocortex.  

Figure 5: The inhibitory connectivity of PV+ and CB1+ interneurons converges from somatosensory to 
prefrontal cortex. A) Illustration of pairwise recording configuration between a presynaptic IN and a postsynaptic 

PN. Pairwise IN-to-PN recordings performed in S1 and mPFC L2/3 in the presence of the glutamatergic AMPA 
receptor blocker NBQX (10 μM). B) Example traces of synaptically connected PV-to-PN pairs (green) and CB1-to-
PN pairs (red) in S1 (upper panel) and mPFC (lower panel). C-G) Summary graphs depicting the (C) uIPSC 
amplitude, (D) uIPSC potency, (E) the failure rate, (F) the PPR, and (G) the synaptic delay of uIPSCs for PV-to-PN 

and CB1-to-PN pairs in S1 and mPFC. Data are presented as box plots. Whiskers represent the 10 th and 90th 
percentile. Dots represent individual data points. H) Bar graph showing the connection probability of PV+ and CB1+ 
INs onto PNs in S1 and mPFC. The number of connected pairs / all pairwise recordings is given in the parentheses. 
Panels C-G); PV-to-PN pairs: n/m = 35/15 for S1, n/m = 33/18 for mPFC; CB1-to-PN pairs: n/m = 30/15 for S1, n/m 
= 34/18 for mPFC. Data were analyzed with two-way art-ANOVAs or binary logistic regression followed by post-hoc 

Bonferroni Holm-adjusted Mann-Whitney U tests or Fisher´s exact tests. * p<0.05. 

An important estimate of inhibitory control is the probability with which different IN types form 

GABAergic synapses onto PNs. This connection probability serves as a measure of the 

inhibitory innervation density and can be derived by dividing the number of connected pairs by 

the number of all pairwise recordings. Importantly, I found that the connection probability 

strongly converged between the two IN types across regions (cell type: W=16.57, p<0.001; 

region: W=10.36, p=0.001; cell type x region: W=9.74, p=0.002; binary logistic regression 

followed by post-hoc Bonferroni-Holm adjusted Fisher´s exact tests; Figure 5H). In S1, PV+ 

INs formed GABAergic synapses onto PNs with a high connection probability of 68.6% (35/51 

recorded pairs). By contrast, the connection probability of CB1+ INs only reached 32.3% (30/93 
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recorded pairs) and thus was more than twofold lower compared to that of PV+ INs (p<0.001). 

However, the connection probability was balanced between the two IN types in the mPFC 

(p>0.999). This equilibration was largely driven by an almost twofold decrease in the 

connection probability to 39.8% for PV+ INs in the mPFC (35/88 recorded pairs; p=0.004 vs. 

S1). The connection probability of CB1+ INs was instead largely stable between regions, 

although a modest, non-significant increase to 39.2% was seen in the mPFC (38/97 recorded 

pairs; p=0.730; Figure 5H). Together, these results demonstrate that while CB1+ INs form 

considerably fewer and generally less powerful GABAergic synapses in S1, their inhibitory 

connectivity fully converges with that PV+ INs in the mPFC. These findings thus resonate well 

with the regional differences in the abundance of the two IN types and suggest that a PV+ IN-

dominated inhibitory circuit motif in sensory cortices is replaced by a more symmetrical circuit 

motif in higher-order associative cortices, in which inhibitory control is largely balanced 

between PV+ and CB1+ INs.  

3.3.4. CB1+ interneurons form region-specific subtypes of GABAergic synapses 

Interestingly, I noticed that a fraction of CB1+ INs formed GABAergic synapses with unusually 

slow kinetics. These slow synapses could be easily distinguished from the majority of fast 

GABAergic synapses and seemed to be exclusively formed by CB1+ INs in S1 but not mPFC. 

Consistently, I found that the kinetic parameters of uIPSCs, i.e. the rise time, half width, and 

decay time constant tau, showed broader distributions and a higher incidence of unusually 

large values at CB1-to-PN pairs in S1 compared to mPFC (Supplementary Figure S1). These 

differences usually did not reach significance, possibly due to a high variability. Nonetheless, 

these observations raised the possibility that CB1+ INs might indeed form different subtypes 

of GABAergic synapses in different cortical regions.  

I therefore tested whether CB1-to-PN pairs can be grouped into different synapse clusters 

based on their kinetic and other synaptic properties using hierarchical cluster analysis. Of note, 

the rise times, half-widths, and decay time constants tau were highly intercorrelated 

(Supplementary Figure S3), which could possibly bias the hierarchical clustering due to 

overrepresentation of closely related variables. Therefore, I first reduced these kinetic 

parameters to a single dimension using principal component analysis (Figure 6A; 

Supplementary Figure S3). The extracted principal component was then fed into a hierarchical 

cluster analysis together with the uIPSC potency, failure rate, and synaptic delay (Figure 6A). 

In S1, this approach resulted in a clear two-cluster solution with two highly distinctive clusters 

of synapses that considerably differed in their signaling kinetics (Figure 6B-D; Supplementary 

Figure S6). Cluster 1 represented the majority of CB1-to-PN pairs and contained synapses 

with typical fast synaptic properties, which I therefore classified as fast type-I synapses. In 

sharp contrast, cluster 2 contained a fraction of synapses that were characterized by 

remarkably slow and untypical signaling kinetics, as evidenced by their significantly longer rise 
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times (U=-3.66, p<0.001), half widths (U=-4.13, p<0.001), and decay time constants tau 

compared to fast type-I synapses (U=-4.08, p<0.001; Mann-Whitney U tests; Figure 6B-D; 

Supplementary Figure S6). I therefore termed these slow type-II synapses. Besides their 

signaling kinetics, these slow type-II synapses also substantially differed from fast type-I 

synapses in all of their other synaptic properties. Type-II synapses were generally stronger, as 

evidenced by a higher uIPSC potency (U=-2.35, p=0.019). In contrast to type-I synapses, they 

were further characterized by a complete absence of transmission failures (U=-3.66, p<0.001). 

Moreover, slow type-II synapses exclusively exhibited paired-pulse depression and hence 

showed a reduced PPR compared to fast type-I synapses (U=-1.97, p=0.049). Finally, they 

also displayed a shorter synaptic delay (U=-2.02, p=0.044; Mann-Whitney U tests; Figure 6B; 

Supplementary Figure S6). Together, these results suggest that GABAergic synapses made 

by CB1+ INs in S1 can be grouped into fast type-I and slow type-II synapses with highly 

distinctive synaptic signaling properties.  

The same procedure also yielded a two-cluster solution for synapses made by CB1+ INs in 

the mPFC. However, this solution was less clear, with the resulting synapse clusters being 

considerably less distinctive compared to those obtained in S1 (Figure 6B). Indeed, the two 

clusters in mPFC only differed in their failure rates (U=-4.83, p<0.001), reflecting a larger 

cluster 1 composed of mostly reliable synapses with low failure rates and a smaller cluster 2 

containing only unreliable synapses with high failure rates (Figure 6B, C). Besides this, their 

synaptic properties were largely comparable (uIPSC potency: U=-1.68, p=0.094; PPR: U=-

1.80, p=0.073; synaptic delay: U=-1.93, p=0.053). Most importantly, the two clusters generally 

displayed fast and highly similar signaling kinetics (rise time: U=-0.28, p=0.782; half width: U=-

0.57, p=0.568; decay tau: U=-0.28, p=0.782; Mann-Whitney U tests; Figure 6B-D; 

Supplementary Figure S6). Thus, synapses made by CB1+ INs in mPFC seemed to represent 

fast type-I synapses only and were therefore clustered mainly according to their failure rates 

as their most prominent distinguishing feature. Only a small fraction of synapses in cluster 1 

showed rather high values for the kinetic parameters and thus possibly slow signaling kinetics 

(Figure 6B). However, these synapses also displayed very small uIPSC amplitudes, which 

generally complicates the isolation of kinetic parameters from background noise even after 

averaging, particularly in recordings with high spontaneous activity. Thus, while synapses 

made by CB1+ INs could be grouped into highly distinct fast type-I and slow type-II synapses 

in S1, no distinctive clusters emerged in the mPFC, presumably due to the presence of fast  

type-I synapses only. Interestingly, these two synapse types were formed by both regular- and 

irregular-firing CB1+ INs (Supplementary Figure S7) and were not only region- but also cell 

type-specific, with no distinctive synapse clusters resulting for PV-to-PN pairs in both cortical 

regions (Supplementary Figures S5-S6). Indeed, synapses made by PV+ INs almost 

exclusively showed very fast signaling kinetics (Supplementary Figure S2, S6) and always 
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clustered into a large population of strong, highly reliable synapses and a minor fraction of 

extremely weak and unreliable synapses (Supplementary Figures S5, S6). These clusters 

therefore strongly resembled those formed by CB1+ INs in the mPFC. Together, these results 

suggest that CB1+ but not PV+ INs form different subtypes of GABAergic synapses in sensory 

but not higher-order associative cortices. 

Figure 6: CB1+ interneurons form distinct subtypes of GABAergic synapses in somatosensory but not 
prefrontal cortex. A) Illustration of analysis strategy. The kinetic parameters of uIPSCs at connected CB1-to-PN 
pairs, i.e. the rise time, half width, and decay time constant tau, were first condensed into a single principle 
component (1. PC) using principal component analysis. This 1. PC was next fed into a hierarchical cluster analysis 
together with the uIPSC potency, the failure rate, and the synaptic delay. B) Two-cluster solutions for synapses 

made by CB1+ INs in S1 (left) and mPFC (right). Upper part: Dendrograms. The two clusters are denoted by 1 and 
2. Lower part: Heat maps depicting the synaptic properties of individual CB1-to-PN pairs from clusters 1 and 2. 
Synaptic parameters were z-transformed and then color-coded, with blue representing minimum and red colors 
representing maximum values. C) Example traces of connected CB1-to-PN pairs from cluster 1 and 2 in S1 and 
mPFC. D) Average uIPSCs recorded in PNs in response to the first presynaptic action potential at CB1-to-PN pairs 
shown in C), overlaid and scaled between cluster 1 (black) and cluster 2 (blue). Synapses made by CB1+ INs in S1 

were categorized into fast type-I (cluster 1) and slow type-II (cluster 2) synapses. Synapses made by CB1+ INs in 
mPFC were generally fast type-I, with a sub-clustering into reliable (cluster 1) and unreliable (cluster 2) synapses. 
S1: n/m = 22/14 for cluster 1, n/m = 8/5 for cluster 2; mPFC: n/m = 23/16 for cluster 1, n/m = 11/7 for cluster 2. 
Hierarchical cluster analysis was performed using Ward fusion algorithm and squared Euclidian distance as linkage 
distance. Clusters were compared with Mann-Whitney U tests. * p<0.05. 
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3.4. Prefrontal inhibitory networks formed by CB1+ and PV+ interneurons reach 

functional maturity early in development 

Neocortical circuits undergo a prolonged developmental process of experience-dependent 

network remodeling in order to reach their functional maturity, commonly referred to as critical 

period plasticity (Hensch, 2005). In sensory systems, the onset of such critical period plasticity 

is believed to be largely driven by the maturation of PV+ INs (Hensch, 2005). Consistent with 

this, I found that they represent an abundant and dominant IN type in these regions. However, 

my results also showed that a different network motif operates at the level of the prefrontal 

cortex, where inhibitory control is largely balanced between PV+ and CB1+ INs, raising the 

possibility that developmental circuit remodeling in higher-order associative cortices is driven 

not only by PV+ INs but rather the concerted activity of both IN types. Prefrontal critical period 

plasticity is assumed to occur during adolescence, a transitional phase between the juvenile 

stage and early adulthood (Spear, 2000; Caballero and Tseng, 2016). I therefore sought to 

characterize the developmental trajectories of inhibitory networks made by CB1+ and PV+ INs 

in prefrontal cortex during the adolescent phase. 

3.4.1. GABAergic synapses of prefrontal CB1+ and PV+ interneurons are formed early 

in development  

I first assessed whether GABAergic synapses made by PV+ and CB1+ INs in prefrontal cortex 

undergo functional developmental changes during adolescence. In rats and mice, the 

adolescent phase roughly spans from P30-45 (Spear, 2000). Therefore, I performed pairwise 

patch-clamp recordings in mPFC L2/3 before and after on P20-30 and P50-70, i.e. during the 

juvenile stage and early adulthood (Figure 7A).  

Remarkably, I found that inhibitory connectivity patterns of both prefrontal CB1+ and PV+ INs 

were highly stable between the two age points. For instance, there were no developmental 

changes in the connection probability of the two IN types (PV: 36.4% [16/44] for P20-30, 37.1% 

[23/62] for P50-70; CB1: 34.7% [17/49] for P20-30; 43.4% [36/83] for P50-70; age: W=0.01, 

p=0.939; cell type: W=0.03, p=0.867; age x cell type: W=0.37, p=0.546; binary logistic 

regression; Figure 7D). This suggests that CB1+ and PV+ INs formed most, if not all, their 

GABAergic synapses onto PNs already by P20-30, i.e. during the juvenile stage. Moreover, 

these synapses already displayed typical adult-like properties, with only some modest non-

significant developmental differences (Figure 7B). Descriptively, GABAergic signaling at both 

CB1-to-PN and PV-to-PN pairs appeared slightly weaker at P20-30 compared to P50-70, as 

evidenced by their uIPSC amplitudes and potencies (Figure 7B, E, F). However, these 

differences were only modest and non-significant (age: F(1,87)=0.04, p=0.840; age x cell type: 

F(1,87)=0.38, p=0.541; for uIPSC amplitude; age: F(1,87)=0.01, p=0.905; age x cell type: 

F(1,87)=0.63, p=0.430; for uIPSC potency; two-way art-ANOVA; n/m= 16-35 connected pairs 

from 6-17 mice per cell type / age point). Interestingly, the uIPSC amplitudes and potencies 
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also did not substantially differ between CB1-to-PN and PV-to-PN pairs in general (cell type: 

F(1,87)=3.08, p=0.083; for uIPSC amplitude; F(1,87)=0.80, p=0.373; for uIPSC potency; Figure 

7E), indicating that their synaptic strength is largely comparable. In line with my previous 

findings, synapses made by CB1+ but not PV+ INs were characterized by high failure rates 

and this pattern was highly stable throughout development (age: F(1,87)=0.73, p=0.397; cell 

type: F(1,87)=21.01, p<0.001; age x cell type: F(1,87)=0.30, p=0.588; two-way art-ANOVA; Figure 

7G). Consistently, uIPSCs at CB1-to-PN pairs showed a higher PPR compared to those at PV-

to-PN pairs across development, indicating a lower Pr at synapses made by CB1+ INs (age: 

F(1,87)=0.27, p=0.602; cell type: F(1,87)=22.78, p<0.001; age x cell type: F(1,87)=0.84, p=0.363; 

two-way art-ANOVA; data not shown). Together, these results show that GABAergic synapses 

made by CB1+ and PV+ INs in the mPFC reach functional maturity already during the juvenile 

stage and thus before adolescence. 

Figure 7: CB1+ and PV+ interneurons form functional GABAergic synapses onto pyramidal neurons in 
prefrontal cortex before the adolescent phase. A) Illustration of experimental protocol. Pairwise IN-to-PN 

recordings were conducted between P20-30 (juvenile stage) or between P50-70 (young adulthood), i.e. before and 
after the adolescent phase. Recordings were made in mPFC L2/3 in the presence of the glutamatergic AMPA 
receptor blocker NBQX (10 μM). B) Example traces of synaptically connected PV-to-PN pairs (green, upper panel) 
and CB1-to-PN pairs (red, lower panel) at P20-30 (left) and P50-70 (right). D) Bar graph showing the connection 

probability of PV+ and CB1+ INs onto PNs in S1 and mPFC. The number of connected pairs / all pairwise recordings 
is given in the parentheses. E-F) Summary graphs depicting (E) the uIPSC amplitude, (F) the uIPSC potency, and 
(G) the failure rate for PV-to-PN and CB1-to-PN pairs at P20-30 and P50-70. Data are presented as box plots. 
Whiskers represent the 10th and 90th percentile. Dots represent individual data points. PV-to-PN pairs: n/m = 16/6 
for P20-30, n/m = 23/12 for P50-70; CB1-to-PN pairs: n/m = 17/7 for P20-30, n/m = 35/17 for P50-70. Data were 
analyzed with two-way art-ANOVAs or binary logistic regression followed by post-hoc Bonferroni Holm-adjusted 
Mann-Whitney U tests or Fisher´s exact tests. * p<0.05. 
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3.4.2. Glutamatergic inputs onto prefrontal PV+ but not CB1+ interneurons undergo 

synaptic remodeling during development  

The functionality of inhibitory networks also depends on their glutamatergic excitatory inputs. 

Therefore, I next assessed whether the excitatory input synapses onto prefrontal PV+ and 

CB1+ INs undergo some form of synaptic remodeling during adolescence. To this end, I 

recorded mEPSCs in the two IN types in mPFC L2/3 in the presence of the voltage-gated 

sodium-channel blocker TTX (1 µM) at selected time points before, during, and after the 

adolescent phase, i.e. P21, P35, and P56 (Figure 8A). 

I found prominent differences in mEPSCs between the two IN types, but only modest 

developmental changes. PV+ INs generally displayed a two- to threefold higher mEPSC 

frequency compared to CB1+ INs, indicating that they receive more glutamatergic inputs 

(Figure 8B-C). Specifically, mEPSCs occurred with considerably shorter inter-event intervals 

in PV+ compared to CB1+ INs at all developmental time points, as reflected by their cumulative 

distributions (fraction: F(1.07,110.42)=129.42, p<0.001; fraction x cell type: F(1.07,110.42)=44.12, 

p<0.001; fraction x age: F(2.14,110.42)=0.33, p=0.737; fraction x cell type x age: F(2.14,110.42)=0.46, 

p=0.646; three-way rm-ANOVA with fraction as within-subject factor; n/m = 16-20 cells from 4-

5 mice per cell type / age; Figure 8C). This pattern was largely stable across development, 

with only modest cell type-specific changes in the mEPSC frequency being evident (age: 

F(2,103)=3.55, p=0.032; cell type: F(1,103)=126.85, p<0.001; age x cell type: F(2,103)=6.85, p=0.002; 

two-way ANOVA; Figure 8D). While there were no developmental changes in CB1+ INs (age: 

F(2,56)=0.54, p=0.59; one-way ANOVA), I observed a modest decrease in mEPSC frequency in 

PV+ INs from P21 to P35 (age: F(2,47)=6.07, p=0.005; P21 vs. P35: p=0.003; P21 vs. P56: 

p=0.012; P35 vs. P56: p>0.999; one-way ANOVA followed by post-hoc Bonferroni-Holm 

adjusted unpaired t-tests). These data suggest that the number of and/or spontaneous vesicle 

fusion propensity at functional AMPA receptor-positive glutamatergic input synapses onto PV+ 

but not CB1+ INs decreases towards adolescence.  

PV+ INs further exhibited a higher mEPSC amplitude compared to CB1+ INs at all age points. 

This was reflected in their right-shifted cumulative amplitude distributions, suggesting that they 

also receive stronger glutamatergic inputs compared to CB1+ INs (fraction: F(1.27,130.44)=740.30, 

p<0.001; fraction x cell type: F(1.27,130.44)=13.04, p<0.001; fraction x age: F(2.53,130.44)=0.49, 

p=0.661; fraction x cell type x age: F(2.53,130.44)=1.07, p=0.358; three-way rm-ANOVA; Figure 

8E). Again, this pattern was highly stable across development, with only small cell type-

independent changes being evident (age: F(2,103)=7.61, p=0.001; cell type: F(1,103)=38.03, 

p<0.001; age x cell type: F(2,103)=0.41, p=0.665; two-way ANOVA; Figure 8F). Specifically, the 

mEPSC amplitude slightly decreased between P21 and P56 in both IN types (P21 vs. P35: 

p=0.156; P21 vs. P56: p<0.001; P35 vs. P56: p=0.102; post-hoc Bonferroni-Holm adjusted 

unpaired t-tests). The decrease in the mEPSC amplitude may indicate a decline in postsynaptic 
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AMPA receptor content and thus a weakening of glutamatergic synapses during development. 

The developmental changes in the mEPSC frequency in PV+ INs may be partly driven by 

changes in the spontaneous presynaptic vesicle fusion propensity. However, a more likely 

mechanism is developmental pruning of excitatory synapses, as shown for PV+ INs in the 

adolescent monkey prefrontal cortex (Chung et al., 2017). Together, these results indicate that 

excitatory synapses onto prefrontal INs undergo a form of remodeling during adolescence that 

is mainly driven by synapse elimination and weakening. However, these changes are only 

modest and mostly restricted to PV+ INs. 

 

Figure 8: Developmental changes in mEPSCs during adolescence are more prominent in PV+ than in CB1+ 
interneurons in prefrontal cortex. A) Illustration of experimental protocol. An IN was held at -70 mV in voltage-

clamp (VC) mode and glutamatergic mEPSCs were recorded in the presence of the voltage-gated sodium channel 
blocker TTX (1 μM). GABAergic transmission was blocked with PTX (50 μM). Recordings were made in mPFC L2/3 
at three developmental time points (indicated by arrows): P21 ± 1 (juvenile stage), P35 ± 2 (adolescent phase), and 
P56 ± 2 (young adulthood). B) Example mEPSC traces recorded in PV+ INs (green; upper panel) and CB1+ INs 

(red; lower panel) at P21, P35, and P56. Shown are 4 s traces, together with an enlarged 500 ms segment below 
the original trace (indicated by the dotted boxes). C) Cumulative probability distributions for mEPSC inter-event 
intervals for PV+ and CB1+ INs at P21, P35, and P56. D) Summary graph depicting the mEPSC frequency at the 
three different age points for PV+ and CB1+ INs. E) Cumulative probability distributions for mEPSC amplitudes for 
PV+ and CB1+ INs at P21, P35, and P56. F) Summary graph depicting the mEPSC amplitude at the three different 
age points for PV+ and CB1+ INs. Data are presented as mean ± SEM. Dots in D and F represent individual data 

points. PV+ INs: n/m = 17/4 for P21, n/m = 17/5 for for P35, n/m = 16/5 for P56; CB1+ INs: n/m = 20/4 for P21, n/m 
= 19/5 for P35, n/m = 20/5 for P56. Data were analyzed with two- or one-way rm-ANOVAs followed by post-hoc 
Bonferroni Holm-adjusted unpaired t-tests. * p<0.05. 
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3.5. Prefrontal inhibitory networks formed by CB1+ but not PV+ interneurons show 

specific changes in response to developmental stress 

The prefrontal cortex is highly susceptible to the adverse effects of chronic stress. This stress 

vulnerability is particularly pronounced during adolescence and is assumed to contribute to the 

development of stress-related neurodevelopmental disorders, such as schizophrenia and 

major depression (Caballero and Tseng, 2016). Exposure to stress or stress hormones 

directly, such as the CORT, alters eCB signaling in the prefrontal cortex (e.g. Hill et al., 2011b; 

Gray et al., 2016), indicating that chronic glucocorticoid-mediated stress might exert its effects 

at least partly by dysregulating GABAergic transmission at synapses made by CB1+ INs. I 

therefore sought to determine whether chronic stress during adolescence affects the 

functionality of prefrontal inhibitory networks formed by CB1+ or PV+ INs. I induced stress via 

chronic administration of CORT through the drinking water, which has previously been shown 

to trigger robust anxiety- and depression-related phenotypes in mice (Karatsoreos et al., 2010; 

Moda-Sava et al., 2019).  

3.5.1. Chronic corticosterone treatment induces a stress-related phenotype 

I first validated whether chronic CORT treatment during adolescence induces stress-related 

physiological and behavioral alterations. Male and female mice were treated with CORT (0.1 

mg/ml) or vehicle (VEH; 1% EtOH) through the drinking water for a duration of 20 days from 

P30 to P50 (Figure 9A).  

Consistent with a stress-related phenotype, mice chronically treated with CORT gained less 

weight during the treatment phase. This effect was especially pronounced in male mice (age: 

F(2.97,47.57)=302.19, p<0.001; age x drug: F(2.97,47.57)=19.73, p<0.001; two-way rm-ANOVA; m=9 

for CORT, m=9 for VEH; Figure 9B). Specifically, CORT-treated males showed a strongly 

delayed weight gain and thus exhibited a lower body weight compared to VEH-treated controls 

at all age points after the beginning of the treatment protocol (P30: p>0.999, P35: p=0.003, 

P40: p=0.001, P45: p=0.002, P50: p=0.012; post-hoc Bonferroni-Holm adjusted unpaired t-

tests). Such a delayed weight gain was also seen in CORT-treated females, but the effect was 

only transient (age: F(2.17,43.29)=153.75, p<0.001; age x drug: F(2.17,43.29)=18.81, p<0.001; two-

way rm-ANOVA; m=9 for CORT, m=13 for VEH; Figure 9C). Specifically, CORT-treated 

females showed a lower body weight compared to VEH controls at P35 and P40, but reached 

a similar body weight by P45 (P30: p=0.600, P35: p=0.024, P40: p=0.001, P45: p=0.225, P50: 

p>0.999; post-hoc Bonferroni-Holm adjusted unpaired t-tests).  

At young adulthood (P50), I further tested possible CORT-induced changes in anxiety-related 

behavior using the open field test (Figure 9A). I found that CORT-treated mice spent 

significantly less time in the center of the open field compared to VEH controls, indicating 

increased anxiety-like behavior (drug: F(1,36)=7.75, p=0.008; Figure 9D-E). Descriptively, these 

changes were more pronounced in females than in males, but the effect was not significant 



Results 

 

45 

 

(drug x sex: F(1,36)=2.46, p=0.125). Moreover, females generally spent less time in the center 

compared to males, irrespective of drug treatment (sex: F(1,36)=6.69, p=0.014; two-way 

ANOVA; m=9-13 per drug treatment / sex). Importantly, there were no differences in the 

distance traveled (drug: F(1,36)=1.28, p=0.265; sex: F(1,36)=2.20, p=0.147; drug x sex: 

F(1,36)=0.72, p=0.400; two-way ANOVA; Figure 9F), ruling out that CORT effects on center time 

were secondary to changes in locomotor activity. Together, these results confirm that chronic 

CORT treatment during adolescence leads to sex-dependent, stress-related physiological and 

behavioral abnormalities.  

Figure 9: Chronic corticosterone treatment induces stress-related physiological and behavioral changes. 
A) Illustration of experimental protocol. Mice received CORT (0.1 mg/ml through the drinking water) for 20 days 

from P30 throughout adolescence and were subjected to an open field test at P50. VEH-treated controls received 
1% EtOH. B-C) Growth curves depicting the change in body weight over development in VEH- (white fill) and CORT-
treated mice (blue fill) for (B) males (black line color) and (C) females (gray line color). D) Representative heat maps 
depicting the relative time spent in different locations of the open field for a VEH- and CORT-treated male and 
female. The open field center is indicated by the black line. Blue represent minimum and red colors maximum 
values. E-F) Summary graphs showing (E) the time spent in the center of the open field and (F) the distance traveled 

for VEH- and CORT-treated males and females. Data are presented as mean ± SEM. VEH males: m = 9; VEH 
females: m= 13; CORT males: m = 9; CORT females: m = 9; Dots in E and F represent individual data points. Data 

were analyzed with two-way rm-ANOVAs or two-way ANOVAs followed by post-hoc Bonferroni Holm-adjusted 
unpaired t-tests. * p<0.05. 

3.5.2. Chronic corticosterone treatment does not affect GABAergic synapses made 

by PV+ interneurons in prefrontal cortex 

I next assessed whether chronic CORT treatment during adolescence induces alterations at 

GABAergic synapses made by PV+ INs in prefrontal cortex. To this end, mice were chronically 

treated with CORT or vehicle from P30 for at least 20 days. I then performed pairwise 

recordings between PV+ INs and PNs in mPFC L2/3 between P50-70, with drug treatment 

being continued throughout this period (Figure 10A). 
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Figure 10: Chronic corticosterone treatment does not affect synaptic transmission at GABAergic synapses 
made by PV+ interneurons in prefrontal cortex. A) Illustration of experimental protocol. Mice received CORT 

(0.1 mg/ml through the drinking water) for at least 20 days from P30 throughout adolescence, followed by pairwise 
PV-to-PN recordings in mPFC L2/3 between P50-70 under continued drug treatment. VEH-treated controls received 
1% EtOH. Pairwise recordings were made in the presence of the glutamatergic AMPA receptor blocker NBQX (10 
μM). B) Example traces of synaptically connected PV-to-PN pairs from a VEH- and CORT-treated mouse. C) Bar 

graph showing the connection probability of PV+ INs onto PNs for VEH- and CORT-treated mice. The number of 
connected pairs / all pairwise recordings is given in the parentheses. D-G) Summary graphs depicting (D) the uIPSC 
amplitude, (E) the uIPSC potency, (F) the failure rate, and (G) the PPR for connected PV-to-PN pairs obtained from 
VEH (white) and CORT-treated mice (blue). Data are presented as box plots. Whiskers represent the 10 th and 90th 
percentile. Dots represent individual data points, with males highlighted in black and females highlighted in gray. 
VEH: n/m = 16/8 for males, n/m = 16/6 for females; CORT: n/m = 15/7 for males, n/m = 17/8 for females. Data were 
analyzed with Fisher´s exact test and two-way art-ANOVAs. * p<0.05. 

I found that GABAergic synapses made by PV+ INs remained largely unaffected by CORT 

treatment. There were no observable differences in the connection probability of PV+ INs 

between CORT-treated mice (40.0% [32/80 recorded pairs]) and VEH controls (42.1% [32/76 

recorded pairs]; χ2=0.07, p=0.871; Fisher´s exact test; Figure 10C), indicating that chronic 

CORT treatment does not affect the number of GABAergic synapses made by PV+ INs. 

Moreover, synapses made by PV+ INs in CORT-treated mice were highly comparable in their 

properties to those seen in VEH-treated mice (Figure 10B, D-G). In both sexes, chronic CORT 

treatment neither affected the uIPSC amplitude (drug: F(1,60)=0.10, p=0.753; sex: F(1,60)=0.01, 

p=0.946; drug x sex: F(1,60)=0.01, p=0.939; two-way art-ANOVA; n/m=15-17 connected pairs 

from 6-8 mice per drug treatment / sex; Figure 10D) nor the uIPSC potency (drug: F(1,60)=0.08, 

p=0.783; sex: F(1,60)=0.01, p=0.926; drug x sex: F(1,60)=0.00, p=0.972; two-way art-ANOVA; 

Figure 10E). There were also no effects on the failure rate (drug: F(1,60)=0.80, p=0.376; sex: 

F(1,60)=0.90, p=0.346; drug x sex: F(1,60)=2.47, p=0.121; two-way art-ANOVA; Figure 10F) or the 

PPR (drug: F(1,60)=0.35, p=0.577; sex: F(1,60)=0.00, p=0.998; drug x sex: F(1,60)=0.03, p=0.871; 

two-way art-ANOVA; Figure 10G). Together, these results demonstrate that GABAergic 

synapses made by PV+ INs in the mPFC are highly resilient against the effects of CORT 

treatment during adolescence. 
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3.5.3. Chronic corticosterone treatment disrupts endocannabinoid signaling at 

GABAergic synapses made by CB1+ interneurons in prefrontal cortex 

Using the same experimental protocol, I further examined whether chronic CORT treatment 

during adolescence leads to functional alterations at GABAergic synapses made by CB1+ INs 

in mPFC L2/3 (Figure 11A). Of note, CB1-to-PN recordings were carried out in the same mice 

as used for the PV-to-PN recordings. 

Figure 11: Chronic corticosterone treatment affects depolarization-induced suppression of synaptic 
inhibition but not basal synaptic transmission at GABAergic synapses made by CB1+ interneurons in 
prefrontal cortex. A) Illustration of experimental protocol. Mice received CORT (0.1 mg/ml through the drinking 

water) for at least 20 days from P30 throughout adolescence, followed by pairwise CB1-to-PN recordings in mPFC 
L2/3 between P50-70 under continued drug treatment. VEH-treated controls received 1% EtOH. Pairwise 
recordings were made in the presence of the glutamatergic AMPA receptor blocker NBQX (10 μM). B) Example 
traces of synaptically connected CB1-to-PN pairs from a VEH- and CORT-treated mouse. C) Bar graph showing 

the connection probability of CB1+ INs onto PNs for VEH- and CORT-treated mice. The number of connected pairs 
/ all pairwise recordings is given in the parentheses. D-G) Summary graphs depicting (D) the uIPSC amplitude, (E) 
the uIPSC potency, (F) the failure rate, and (G) the PPR for connected CB1-to-PN pairs obtained from VEH (white) 

and CORT-treated mice (blue). Data are presented as box plots. Whiskers represent the 10th and 90th percentile. 
H) Summary graph depicting the time course of DSI in connected CB1-to-PN pairs obtained from VEH- and CORT-
treated mice. Postsynaptic PN depolarization was performed after a 60 s baseline period (indicated by the gray 
bar). Shown is the baseline-normalized, relative uIPSC amplitude averaged over two consecutive sweeps, 
collapsed across sexes. I) Example traces of average uIPSCs recorded in PNs during the 60 s baseline period (1, 

black) and the 10 s period immediately after PN depolarization (2, gray) for a CB1-to-PN pair obtained from a VEH- 
and CORT-treated mouse. J) Change in the relative uIPSC amplitude from the 60 s baseline period (1) to the 10 s 
period following PN depolarization (2). Dots in panels D-G) and J) represent individual data points, with males 
highlighted in black and females highlighted in gray. Panels D-G): VEH: n/m = 15/7 for males, n/m = 15/6 for 
females; CORT: n/m = 13/7 for males, n/m = 16/7 for females. Panels H, J): VEH: n/m = 7/4 for males, n/m = 7/5 
for females; CORT: n/m = 9/7 for males, n/m = 8/5 for females. Data were analyzed with Fisher´s exact test, two-
way art-ANOVAs, two-way ANOVAs, and one-tailed one-sample t-tests. * p<0.05. 
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Similar to synapses made by PV+ INs, GABAergic synapses made by CB1+ INs in mPFC were 

largely intact following chronic CORT treatment. The connection probability of CB1+ INs was 

highly comparable between CORT-treated mice (34.9% [29/83 recorded pairs]) and VEH 

controls (34.9% [30/86 recorded pairs]; χ2=0.00, p>0.999; Fisher´s exact test; Figure 11C), 

indicating that the number of GABAergic synapses made by CB1+ INs remained unaltered by 

CORT exposure. Chronic CORT treatment during adolescence also did not affect the basal 

synaptic properties of these synapses, irrespective of sex (Figure 11B, D-G). There were no 

changes in the uIPSC amplitude (drug: F(1,55)=0.58, p=0.448; sex: F(1,55)=0.06, p=0.808; drug x 

sex: F(1,55)=0.04, p=0.837; two-way art-ANOVA; n/m=13-16 connected pairs from 6-7 mice per 

drug treatment / sex; Figure 11D) and uIPSC potency (drug: F(1,55)=2.70, p=0.106; sex: 

F(1,55)=0.40, p=0.530; drug x sex: F(1,55)=0.21, p=0.645; two-way art-ANOVA; Figure 11E). 

Moreover, no changes were seen in the failure rate (drug: F(1,55)=0.68, p=0.413; sex: 

F(1,55)=0.31, p=0.580; drug x sex: F(1,55)=0.00, p=0.948; two-way art-ANOVA; Figure 11F) and 

PPR (drug: F(1,55)=0.05, p=0.823; sex: F(1,55)=1.12, p=0.294; drug x sex: F(1,55)=0.03, p=0.863; 

two-way art-ANOVA; Figure 11G). Together, these results demonstrate that basal synaptic 

transmission at GABAergic synapses made by CB1+ INs in the mPFC is not affected by 

chronic CORT treatment during adolescence.  

I further tested DSI in a subset of connected CB1-to-PN pairs to assess whether chronic CORT 

treatment affected retrograde eCB signaling at GABAergic synapses made by CB1+ INs. At 

CB1-to-PN pairs obtained from VEH controls, postsynaptic depolarization of PNs transiently 

decreased the relative uIPSC amplitude by 36.1% compared to baseline (t(13)=-3.42, p=0.002; 

one-tailed one-sample t-test collapsed across sexes; n/m=14/9; Figure 11H-J), indicating DSI. 

This effect was robust and consistently seen in the majority of tested pairs (Figure 11J). By 

contrast, such DSI was overall absent at synapses made by CB1+ INs in CORT-treated mice, 

as evidenced by the unchanged relative uIPSC amplitude following PN depolarization (t(16)=-

0.38, p=0.355 vs. baseline; one-tailed one-sample t-test collapsed across sexes; n/m=17/12; 

Figure 11H-J). Notably, the disrupting effect of CORT on DSI was highly variable, with some 

tested pairs showing a prominent decrease, others showing no change, and again others even 

showing an increase in the relative uIPSC amplitude following PN depolarization (Figure 11J). 

As such, DSI sensitivity overall did not differ between drug treatment groups and also no sex-

dependent effects were evident (drug: F(1,27)=1.89, p=0.181; sex: F(1,27)=0.81, p=0.376; drug x 

sex: F(1,27)=1.10, p=0.303; two-way ANOVA; n/m= 7-9 pairs from 4-7 mice per drug treatment 

/ sex; Figure 11G). The increased DSI variability at synapses made by CB1+ INs in CORT- 

compared to VEH-treated mice yet did not reach significance (F(1,29)=2.01, p=0.196, Levene 

test). Moreover, the strength of DSI at individual synapses should be interpreted with caution. 

However, in most cases, two DSI runs were averaged, including the pairs that showed an 

increase in the relative uIPSC amplitude rather than a decrease following PN depolarization. 
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It is therefore unlikely that the high variance seen in CORT-treated mice is exclusively driven 

by a stochastic process. Collectively, these results suggest that chronic CORT treatment 

during adolescence disrupts phasic retrograde eCB signaling in a subset of GABAergic 

synapses made by CB1+ INs in the mPFC. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

50 

 

  



 

 

51 

 

 

 

 

 

 

 

 

 

 

 

 

4. Discussion 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

52 

 

 



Discussion 

 

53 

 

4.1. Summary of main findings 

Stress-induced dysfunctions in eCB signaling have been proposed to contribute to the etiology 

of psychiatric disorders, including schizophrenia, major depression, and anxiety disorders 

(McLaughlin et al., 2014; Lutz et al., 2015). On a cellular level, eCB signaling occurs in a 

retrograde manner and serves to modulate synaptic function through activation of presynaptic 

CB1 receptors (Castillo et al., 2012). These receptors are heavily expressed in certain 

neocortical IN types, so-called CB1+ INs, implicating them as potential cellular substrates of 

stress-induced disease states. However, their function and properties especially in the 

neocortex are poorly understood. I therefore studied the distribution, connectivity, and stress 

susceptibility of CB1+ INs in mouse neocortex. To this end, I compared them with fast-spiking 

PV+ INs, a well-studied IN type with an established role in cortical network refinement (Freund 

and Katona, 2007; Tremblay et al., 2016).  

This study has several main findings. First, I showed that CB1+ and PV+ INs represent 

anatomically and physiologically distinct IN types in neocortex, which considerably differ with 

respect to their intrinsic and synaptic properties. Secondly, I demonstrated that cortical 

hierarchy strongly determines how CB1+ and PV+ INs are recruited by different cortical regions 

to exert inhibitory control over excitatory networks. Specifically, I found that PV+ INs were 

considerably more abundant and formed more GABAergic synapses onto pyramidal neurons 

compared to CB1+ INs in primary somatosensory cortex. By contrast, the abundance and 

inhibitory connectivity was largely balanced between PV+ and CB1+ INs in the prefrontal 

cortex, a higher-order associative cortical structure that has been implicated in the etiology of 

various psychiatric diseases (Arnsten, 2009; Popoli et al., 2011; Page and Coutellier, 2019). 

Interestingly, further experiments revealed that GABAergic synapses made by the two IN types 

in prefrontal cortex matured rather early in development. Moreover, these synapses were 

highly resistant to the effects of stress-related glucocorticoid signaling, using chronic CORT 

treatment during adolescence, the presumed critical period of prefrontal development (Spear, 

2000; Caballero and Tseng, 2016). However, chronic CORT exposure during adolescence 

selectively impaired retrograde eCB-dependent synaptic plasticity at GABAergic synapses 

made by CB1+ INs. Together, these findings point to an important role of CB1+ INs in higher-

order cortical structures such as the prefrontal cortex and suggest them as potential targets of 

stress-induced alterations in eCB signaling. 

4.2. CB1+ and PV+ interneurons represent anatomically and physiologically distinct 

cell types in neocortex 

Previous studies suggested that CB1 receptors mainly localize onto presynaptic terminals of 

CCK+ INs, while PV+ INs are almost completely devoid of these receptors (Katona et al., 1999; 

Marsicano and Lutz, 1999; Bodor et al., 2005; Hill et al., 2007). Consistently, using double 

reporter mice, I showed that CB1+ and PV+ INs represent anatomically non-overlapping, 
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mutually exclusive cell types in neocortex (Figure 1, 2). Patch-clamp recordings in the mPFC 

further revealed that the two IN types exhibit distinct intrinsic physiological properties. PV+ INs 

showed the typical fast-spiking behavior, while CB1+ INs were either regular-spiking or fast-

accommodating (with occasional irregular firing). Interestingly, prefrontal CB1+ INs required 

less current to fire APs and were more depolarized at resting potential compared to PV+ INs 

(Figure 1). Although not systematically assessed, I observed similar properties for CB1+ and 

PV+ INs in S1. Of note, the properties of CB1+ INs found in the present study are largely 

comparable with those that have been described for CCK+ INs in the hippocampus (e.g. Neu 

et al., 2007; Ali, 2007; Lee et al., 2010b) and more recently the mPFC (Nguyen et al., 2020). 

They thus resonate well with studies showing that CB1 receptors are preferentially expressed 

in CCK+ INs (Katona et al., 1999; Marsicano and Lutz, 1999; Bodor et al., 2005; Hill et al., 

2007). Together, these data demonstrate that CB1+ and PV+ INs represent anatomically and 

physiologically distinct cell types in neocortex.   

Remarkably, my data are in sharp contrast with our previous characterization of CB1+ INs in 

the NAc. In fact, we demonstrated that NAc CB1+ INs exhibit fast-spiking-like firing properties 

and also co-express PV in ~40% of cases (Winters et al., 2012), indicating a substantial overlap 

between CB1+ and PV+ INs in subcortical areas. These results suggest that CB1+ INs can 

fully switch their physiological profile depending on target structure and thus point to a 

differential cell type-specific targeting of CB1 receptors in neocortical and subcortical regions. 

The mechanisms for this are not known, but potential candidates could be cell type-specific 

differences in the post-transcriptional regulation of CB1 receptor expression. Indeed, CB1 

receptor mRNA is abundantly expressed in various other neuron types besides CCK+ INs, 

including SST+ and VIP+ INs (Hill et al., 2007). However, most of these transcripts are 

apparently not translated into functional protein (Bodor et al., 2005). Together, these findings 

point to the existence of different region- and cell type-specific post-transcriptional programs 

that govern the recruitment of CB1 receptors to specific neuron populations. Future studies 

should therefore assess the protein expression patterns of CB1+ INs in different brain regions 

using immunostainings for various IN marker proteins in order to determine their exact 

molecular identity. 

4.2.1. CB1+ interneurons display a high intrinsic excitability but receive only weak 

excitatory glutamatergic inputs compared to PV+ interneurons 

CB1+ INs displayed a higher intrinsic excitability compared to PV+ INs in the present study. 

Specifically, they showed steeper I-V curves, required less current to fire APs, and displayed 

substantially more depolarized resting potentials compared to PV+ INs (Figure 1), suggesting 

that they can be readily recruited during cortical network activity. Inconsistent with this notion, 

they yet received considerably fewer and weaker glutamatergic synaptic inputs compared to 

PV+ INs, as evidenced by the lower frequency and amplitude of AMPA receptor-mediated 
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mEPSCs (Figure 7). These data are in line with findings demonstrating a rather weak excitatory 

glutamatergic drive onto CB1+ INs in the hippocampus (Glickfeld and Scanziani, 2006). What 

inputs then drive these neurons to fire? 

Several lines of evidence suggest that CCK+ INs in neocortex and hippocampus are under 

strong regulatory control by different neuromodulators, such as acetylcholine and serotonin 

(Freund, 2003; Freund and Katona, 2007). For instance, CCK+ INs express different nicotinic 

and muscarinic acetylcholine receptors (Porter et al., 1999; Cea-del Rio et al., 2010). Activation 

of these receptors can strongly excite these cells and thereby increase their functional output 

(Porter et al., 1999; Karson et al., 2009; Cea-del Rio et al., 2010). Indeed, the cholinergic 

agonist carbachol potently increases the frequency of spontaneous IPSCs (sIPSCs) in 

pyramidal neurons, presumably through activation of CCK+ INs (Kawaguchi, 1997; Martin and 

Alger, 1999). These carbachol-induced sIPSCs are highly prone to undergo CB1 receptor-

dependent DSI (Martin and Alger, 1999; Wilson and Nicoll, 2001; Trettel et al., 2004; Bodor et 

al., 2005; Yoshino et al., 2011), indicating that a similar cholinergic control of excitation is 

present at CB1+ INs. Moreover, the activity of CB1+ INs is possibly under serotonergic 

regulation. For instance, many CCK+ INs are strongly excited by serotonin, presumably 

through activation of serotonergic 5-HT3a receptors (Férézou et al., 2002), which are 

frequently co-expressed together with CB1 receptors (Morales and Bäckman, 2002; Morales 

et al., 2004). Future studies should therefore examine the cholinergic and serotonergic 

excitability of CB1+ INs. Furthermore, it would be interesting to assess whether such 

modulatory activity acts in concert with glutamatergic activity, e.g. by gating the recruitment of 

CB1+ INs through specific feedforward excitatory glutamatergic inputs. This could be tested 

e.g. by determining the change in EPSP-spike coupling in CB1+ INs following bath application 

of different neuromodulators.  

It should be noted that both cholinergic and serotonergic activity have been associated with 

different motivational and emotional states (Freund, 2003; Freund and Katona, 2007). Hence, 

such experiments would possibly also shed light on the role of CB1+ INs in different affective 

states, with possible implications for the study of mood disorders, such as depression and 

anxiety disorders. 

4.2.2. CB1+ interneurons form less reliable and precise GABAergic synapses 

compared to PV+ interneurons 

A central observation of the present study was that CB1+ INs often formed highly unreliable 

GABAergic synapses, which were characterized by a high incidence of transmission failures 

(Figure 5, 7, 11). In sharp contrast, PV+ INs almost exclusively formed strong and highly 

reliable synapses, which were usually characterized by a complete absence of transmission 

failures, as described previously (Hefft and Jonas, 2005; Galarreta et al., 2008). This pattern 

was evident throughout the neocortex and frequently associated with corresponding 
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differences in the PPR, indicating a lower Pr at GABAergic synapses made by CB1+ compared 

to PV+ INs. Similar properties have been described for inhibitory synapses made by 

electrophysiologically identified irregular-firing CB1+ INs in somatosensory cortex (Galarreta 

et al., 2008) and CCK/CB1+ INs in hippocampus (Losonczy et al., 2004; Hefft and Jonas, 2005; 

Neu et al., 2007; Karson et al., 2009; Lee et al., 2010b; 2015).  

The lower fidelity of synaptic transmission at synapses made by CB1+ INs could be caused by 

less precise presynaptic Ca2+ signaling. Indeed, CCK/CB1+ and PV+ INs in hippocampus 

express different VGCCs on their presynaptic terminals, which are sensitive to different 

neurotoxins and endow them with different exocytotic release properties. PV+ INs express 

P/Q-type Ca2+ channels, which are sensitive to ω-agatoxin. They are typically located close to 

the presynaptic active zone and thus associated with a tight coupling between Ca2+ influx and 

the Ca2+ sensor, thereby allowing PV+ INs to exert fast, synchronous synaptic inhibition with a 

high Pr (Hefft and Jonas, 2005). By contrast, CCK/CB1+ INs express N-type Ca2+ channels, 

which are sensitive to ω-conotoxin. They are usually located more distal to the presynaptic 

active zone and thus associated with a loose coupling between Ca2+ influx and the Ca2+ sensor, 

resulting in a low Pr and largely asynchronous GABA release at these synapses (Wilson et al., 

2001; Hefft and Jonas, 2005; Földy et al., 2006; Karson et al., 2009). Consequently, the high 

failure rates at synapses made by neocortical CB1+ INs seen in the present study could be 

due to presynaptic N-type VGCCs conferring a looser coupling between presynaptic Ca2+ 

signaling and the Ca2+ sensor. Consistently, GABAergic responses occurred at longer and 

more variable synaptic delays at these synapses (Figure 5), which is in line with other studies 

(Hefft and Jonas, 2005; Neu et al., 2007; Galarreta et al., 2008).  

Additionally, the high incidence of transmission failures at synapses made by CB1+ INs could 

be driven by persistent activity of CB1 receptors. Such persistent receptor activity has been 

demonstrated at GABAergic synapses made by CCK/CB1+ INs in hippocampus (Neu et al., 

2007; Lee et al., 2010b; 2015). Indeed, some of these synapses are under such strong control 

through persistently active CB1 receptors that they are almost completely muted (Losonczy et 

al., 2004). Pharmacological blockade of CB1 receptors with AM251 can release this brake and 

convert these synapses into highly reliable ones (Losonczy et al., 2004; Neu et al., 2007; Lee 

et al., 2010b; 2015). AM251 acts as a CB1 receptor antagonist / inverse agonist and is thus 

able to block constitutive receptor activity in addition to eCB-mediated activation. Indeed, 

several lines of evidence indicate that CB1 receptors can be constitutively active and thus 

could potentially suppress GABA release even in the absence of eCB signaling. For instance, 

Lee et al. (2015) demonstrated that the failure rates of GABAergic responses at synaptically 

connected pairs of CB1+ INs and CA1 pyramidal neurons were reduced only in the presence 

of AM251 but not the neutral CB1 receptor antagonist NESS0327, which selectively blocks the 

receptor-binding site without modulating constitutive receptor activity. However, NESS0327 
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effectively blocked DSI and thus phasic eCB signaling (Lee et al., 2015). Although an additional 

role of tonic eCB signaling cannot be ruled out (Neu et al., 2007; Lee et al., 2010b; 2015), 

these findings suggest that the high rates of transmission failures are strongly driven by 

constitutive CB1 receptor activity. Consistently, I found that the basal synaptic properties, 

including the failure rates, at synapses made by prefrontal CB1+ INs were completely 

unaffected in the presence of NESS0327 (Supplementary Figure 1), although it successfully 

blocked DSI (Figure 4). It would be therefore interesting to record from synaptically connected 

pairs in the presence of AM251 to assess whether a similar regulation through constitutively 

active CB1 receptors operates in neocortex. 

Notably, the failure rates were not uniform across individual GABAergic synapses. On the 

contrary, I observed substantial variability, ranging from high-fidelity synapses with low failure 

rates to extremely unreliable, almost silent synapses with only few successful responses 

(Figure 5). It is possible that the variability in failure rates is the expression of a certain form of 

experience-dependent synaptic plasticity induced at individual GABAergic synapses. Indeed, 

synapses made by CB1/CCK+ INs have a high propensity to undergo different forms of 

plasticity. The most prominent example is DSI, a short-term form of eCB-dependent synaptic 

plasticity, which was also observed in the present study (e.g. Wilson et al., 2001; Wilson and 

Nicoll, 2001; Földy et al., 2006; Lee et al., 2010b; Figure 4). Additionally, these synapses have 

the ability to undergo so-called LTDi, a long-term form of CB1 receptor-dependent depression 

of presynaptic GABA release that is triggered by group I mGlu receptor-mediated retrograde 

eCB signaling following repetitive activation of excitatory glutamatergic synapses (Chevaleyre 

and Castillo, 2003; 2004; Chevaleyre et al., 2006). Once induced, LTDi becomes independent 

of CB1 receptor activation and is expressed via a reduction in presynaptic cAMP/PKA signaling 

(Chevaleyre and Castillo, 2003; Chevaleyre et al., 2007). Interestingly, previous studies 

suggested that such eCB-dependent long-term plasticity can be induced by experience in vivo 

(Jiang et al., 2010a; Huang et al., 2010) and is expressed at individual synapses in the form of 

reduced uIPSC amplitudes and an increased incidence of transmission failures (Heifets et al., 

2008). These findings raise the possibility that the high failure rates at some GABAergic 

synapses made by CB1+ INs might reflect the expression of an experience-dependent LTDi in 

vivo. This could be tested by assessing whether the induction of eCB-dependent LTDi is 

occluded at unreliable synapses and whether unreliable synapses can be converted into 

reliable ones by reverting eCB-dependent LTDi, e.g. by enhancing presynaptic cAMP/PKA 

signaling. Importantly, all these mechanisms are not mutually exclusive, but could operate in 

parallel to determine the fidelity of synaptic transmission at individual GABAergic synapses 

made by CB1+ INs. 
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4.3. Cortical hierarchy shapes inhibitory network motifs formed by CB1+ and PV+ 

interneurons  

It is widely believed that PV+ INs represent the major perisomatic IN type in neocortex (Rudy 

et al., 2011; Fino et al., 2013; Tremblay et al., 2016). Indeed, PV+ INs show a dense inhibitory 

connectivity onto neocortical pyramidal neurons and have been estimated to make up ~40% 

of the total IN population (Lee et al., 2010a; Xu et al., 2010; Packer and Yuste, 2011; Pfeffer 

et al., 2013; Whissell et al., 2015). However, these findings are largely restricted to primary 

sensory systems. By contrast, information about higher-order associative structures is often 

lacking and other IN types are frequently neglected. In the present study, I sought to bridge 

this gap of knowledge by assessing the distribution and inhibitory connectivity of PV+ and 

CB1+ INs in S1 and mPFC as representative cortical regions for basal sensory and higher-

order cognitive functions.  

I found that PV+ INs were considerably more abundant and made substantially more 

GABAergic synapses onto pyramidal neurons compared to CB1+ INs in S1. By contrast, both 

the abundance and inhibitory connectivity were largely balanced between PV+ and CB1+ INs 

in mPFC. These data challenge the traditional view of a dominant function of PV+ INs in cortical 

network refinement and reveal that cell type-specific inhibitory circuit motifs are strongly 

shaped by cortical hierarchy.  

4.3.1. Inhibitory control is dominated by PV+ interneurons in primary somatosensory 

cortex 

Consistent with previous studies (Xu et al., 2010; Lee et al., 2010a; Whissell et al., 2015), I 

found that PV+ INs heavily populated most layers of S1, suggesting that they represent an 

abundant IN type in this region. By contrast, CB1+ INs were generally sparse throughout the 

different S1 layers and almost absent in S1 output layer L5/6 (Figure 2). My findings are in line 

with the lower density of CCK+ compared to PV+ INs in primary sensory and motor systems 

(Whissell et al., 2015). These results suggest that CB1+ INs only represent a secondary IN 

type compared to PV+ INs in these cortical regions.  

Remarkably, the differences in the abundance of the two IN types were closely mirrored by 

corresponding differences in their functional inhibitory connectivity as obtained through 

pairwise patch-clamp recordings (Figure 5). Specifically, I found that PV+ INs formed 

GABAergic synapses onto pyramidal neurons in S1 L2/3 with a high connection probability of 

~70%, which supports previous findings in S1 and other primary sensory areas (Holmgren et 

al., 2003; Oswald et al., 2009; Packer and Yuste, 2011; Pfeffer et al., 2013; Xue et al., 2014). 

By contrast, CB1+ INs showed a substantially lower connection probability of only ~30%. My 

results are highly consistent with a study by Galarreta et al. (2008), who found a significantly 

lower connection probability onto pyramidal neurons in electrophysiologically identified 

irregular-firing, presumably CB1+ INs compared to fast-spiking, presumably PV+ INs in 
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somatosensory cortex. These irregular-firing INs displayed eCB-dependent DSI at their 

GABAergic synapses onto pyramidal neurons and showed CB1 receptor immunoreactivity in 

~78% of cases, as opposed to fast-spiking INs (Galarreta et al., 2004; 2008). My findings also 

resonate well with immunocytochemical evidence that pyramidal cell somata in somatosensory 

cortex are more densely innervated by PV- compared to CB1-immunoreactive (-ir) axon 

terminals (Bodor et al., 2005). Indeed, Bodor et al. (2005) estimated that the proportion of CB1- 

relative to all CB1- and PV-ir terminals onto individual pyramidal cell somata usually ranges 

between 30-40%. These authors further observed pronounced laminar differences by showing 

that many pyramidal neurons in output layer 5B were nearly devoid of CB1-ir perisoma-

targeting terminals, which is in line with the layer-specific distribution of CB1+ INs observed in 

the present study (Figure 2). Consistently, using patch-clamp recordings, Bodor et al. (2005) 

further showed that inhibitory inputs on a large fraction of L5B pyramidal neurons display little 

to no CB1 receptor-dependent synaptic modulation. Fortin and Levine (2007) acquired similar 

findings. Collectively, these results suggest that perisomatic inhibitory control and cortical 

network refinement in primary sensory areas are largely governed by the activity of PV+ INs. 

Conversely, CB1+ INs only seem to serve a secondary function in perisomatic inhibition in 

primary sensory regions. 

4.3.2. Inhibitory control is balanced between PV+ and CB1+ interneurons in prefrontal 

cortex 

A completely different picture emerged at the level of the mPFC, an important higher-order 

associative cortical structure implicated in executive control and mood regulation (Miller, 2000; 

Arnsten, 2009). Specifically, I found that the abundance of PV+ and CB1+ INs was largely 

balanced in the mPFC (Figure 2). These results are in agreement with the findings by Whissell 

et al. (2015), who found that CCK+ INs were only outnumbered by PV+ INs in sensory and 

motor cortices, but not the mPFC. Indeed, these authors showed that CCK+ INs even 

represented a larger fraction of the total IN population compared to PV+ INs in mPFC (Whissell 

et al., 2015; Nguyen et al., 2020). Interestingly, this pattern was maintained throughout the 

different prefrontal cortical layers (Nguyen et al., 2020). In contrast, I found that the abundance 

was largely comparable between CB1+ and PV+ INs in the mPFC, especially in L2/3. 

Moreover, I observed prominent laminar differences, as evidenced by a lower density of CB1+ 

compared to PV+ INs in mPFC layers L5/6 (Figure 2). These differences might be due to 

several reasons. Firstly, there is only partial overlap between CB1+ and CCK+ INs (Marsicano 

and Lutz, 1999; Bodor et al., 2005; Hill et al., 2007). Secondly, CCK-Cre driver lines, as 

employed by Whissell et al. (2015) and Nguyen et al. (2020), strongly lack specificity since 

CCK is also abundantly expressed in glutamatergic pyramidal neurons (Hill et al., 2007). The 

authors partially overcame this problem by using an intersectional, dual Flipase/Cre 

recombinase approach to selectively label GABAergic neurons. However, Nguyen et al. (2020) 
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observed that their strategy still non-specifically co-labeled a substantial subset of PV+ INs. 

Indeed, they found that a ~20% fraction of putative prefrontal CCK+ GABAergic neurons co-

expressed PV and displayed fast-spiking properties, thus rather representing a subpopulation 

of PV+ INs, which likely biased their results. By contrast, the labeling approach employed here 

was highly specific, with zero overlap between CB1+ and PV+ INs. Despite these differences, 

these data provide strong anatomical support for the idea that cell type-specific inhibitory circuit 

motifs are governed by cortical hierarchy.  

In support of this notion, using pairwise patch-clamp recordings, I further found that the relative 

inhibitory connectivity of the two IN types completely changed between S1 and mPFC. While 

PV+ INs formed considerably more GABAergic synapses onto pyramidal neurons compared 

to CB1+ INs in S1, the inhibitory connection probability was largely balanced between the two 

IN types in mPFC, generally ranging between 30-40%. Importantly, this pattern was highly 

robust and could be replicated in three independent data sets, at two different developmental 

time points, and in mice chronically treated with CORT (Figure 5, 8, 10, 11). Consistently, a 

30-40% connection probability has been observed before for PV+ INs in mPFC output layers 

L5/6 (Yang et al., 2014). Of note, this balanced mode of cell type-specific prefrontal inhibition 

was primarily driven by a regional decrease in the abundance and inhibitory connectivity of 

PV+ INs from S1 to mPFC. By contrast, the density and inhibitory connectivity of CB1+ INs 

were rather stable between the two cortical regions (Figure 2, 5). However, the decrease in 

PV+ IN-mediated inhibitory control likely also recalibrates the functional significance of CB1+ 

INs, by conferring a higher relative synaptic weight to these neurons. Collectively, my data 

suggest that a PV+ IN-dominated circuit motif in sensory systems is replaced by a more 

symmetrical motif in the mPFC, where inhibitory control is largely balanced between PV+ and 

CB1+ INs. These findings are in line with studies showing strong cannabinoid modulation of 

prefrontal GABA transmission and circuit function (Chiu et al., 2010; Kucewicz et al., 2011; 

Cass et al., 2014; Szkudlarek et al., 2019) and point to an increased importance of CB1+ INs 

in regulating cortical circuit activity with relevance to higher-order processes, such as cognitive 

control and mood regulation. 

4.3.3. CB1+ interneurons form distinct subtypes of GABAergic synapses in primary 

somatosensory but not prefrontal cortex  

I found that a fraction of CB1+ INs formed a region-specific subtype of atypical GABAergic 

synapses onto pyramidal neurons, which were characterized by unusually slow signaling 

kinetics. These so-called slow type-II synapses could be easily distinguished from the majority 

of typical, fast type-I synapses, were only formed by CB1+ but not PV+ INs, and were 

exclusively seen in S1, but not mPFC (Figure 6; Supplementary Figure S5, S6). Transmission 

at slow type-II synapses was likely mediated by ionotropic GABAA receptors, as postsynaptic 

GABA responses were recorded in the presence of CsCl and QX-314 in the internal solution 
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to prevent GABAB receptor-mediated potassium signaling and completely depressed by PTX 

(1 connected pair; data not shown). Similar distinctions of fast and slow GABAergic synapses 

have been made in hippocampus (Pearce, 1993; Banks et al., 2000). These results 

demonstrate that CB1+ INs form region-specific subtypes of fast type-I and slow type-II 

GABAergic synapses in neocortex.  

Only speculations can be made about their identity. However, the different signaling kinetics 

point to differences in the subcellular targeting of synapses and/or subunit composition of 

postsynaptic GABAA receptors. Evidence suggests that CCK/CB1+ INs usually form α2 

subunit-containing perisomatic GABAergic synapses onto postsynaptic pyramidal neurons 

(Thomson et al., 2000; Nyíri et al., 2001). These α2-containing perisomatic synapses made by 

CCK/CB1+ INs present rather fast signaling kinetics (Hefft and Jonas, 2005; Földy et al., 2006; 

Neu et al., 2007; Galarreta et al., 2008; Ali and Thomson, 2008; Lee et al., 2010b), 

corresponding to the signaling properties of fast type-I synapses as the predominant synapse 

type made by CB1+ INs in the present study. By contrast, slow type-II synapses might 

preferentially express α5 subunit-containing GABAA receptors, which have previously been 

associated with slow signaling properties at both hippocampal and neocortical GABAergic 

synapses (Ali and Thomson, 2008; Schulz et al., 2018). Interestingly, these receptors seem to 

be preferentially localized at synapses made by dendrite-targeting, nitric oxide synthase-

expressing (NOS+)  and SST+ INs (Ali and Thomson, 2008; Schulz et al., 2018), pointing to 

the existence of a subpopulation of NOS+ and/or SST+ CB1+ INs in S1 that form dendritic, 

α5-containing GABAergic synapses. Notably, α5-containing GABAergic synapses exhibit 

strongly outwardly-rectifying channel properties (Schulz et al., 2018). Thus, the presence of 

α5-containing GABAA receptors at slow type-II synapses could be tested by examining 

rectification indices at synaptically connected pairs of CB1+ INs and pyramidal neurons. These 

recordings could be further combined with single-cell RNA sequencing to determine the 

molecular identity of CB1+ INs that form slow type-II synapses.  

Interestingly, slow type-II synapses also considerably differed from fast type-I synapses with 

respect to their presynaptic release properties. As outlined in previous sections, CB1+ INs 

often form highly unreliable GABAergic synapses characterized by high failure rates and more 

variable synaptic delays, which has been linked to the expression of presynaptic N-type 

VGCCs and persistent CB1 receptor activity (Losonczy et al., 2004; Hefft and Jonas, 2005; 

Neu et al., 2007; Lee et al., 2010b; 2015). Remarkably, the present results suggest that these 

properties might be exclusive to fast type-I synapses. Indeed, I found that unreliable synapses 

were only present among fast type-I synapses. By contrast, slow type-II synapses displayed a 

complete absence of transmission failures and exhibited considerably shorter synaptic delays 

(Figure 6, Supplementary Figure S5). In addition to possible differences in postsynaptic GABAA 

receptor subunit composition, slow type-II synapses may thus potentially also express different 
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types of presynaptic VGCCs and/or only phasically active CB1 receptors. Indeed, Wilson et al. 

(2001) identified a subtype of slow GABAergic synapses in hippocampus with similar kinetic 

properties as the slow type-II synapses observed here, which seemed to express a 

combination of N-type and P/Q-type VGCCs. Interestingly, these slow synapses were 

insensitive to DSI (Wilson et al., 2001). It would therefore be also important to characterize the 

presynaptic properties of slow type-II synapses, such as their eCB sensitivity. Taken together, 

these data suggest that slow type-II synapses represent a unique subpopulation of GABAergic 

synapses exclusively formed by CB1+ INs in S1 but not mPFC. These findings thus add further 

support to the notion that cortical hierarchy shapes the properties of inhibitory networks made 

by different IN types.  

4.4. Stress-related glucocorticoid signaling during adolescence induces selective 

alterations in endocannabinoid signaling at synapses made by CB1+ 

interneurons in prefrontal cortex 

The prefrontal cortex is highly susceptible to the disrupting effects of chronic stress. This stress 

vulnerability is particularly pronounced during adolescence, a transitional phase between the 

juvenile stage and adulthood that is considered the critical developmental period for prefrontal 

network refinement (Spear, 2000; Gee and Casey, 2015; Caballero and Tseng, 2016). 

Interestingly, stress alters eCB signaling in prefrontal cortex and aberrant prefrontal eCB 

signaling has been implicated in various stress-related disorders, including schizophrenia, 

major depression, and anxiety disorders. These findings suggest prefrontal CB1+ INs as an 

important substrate of stress-induced dysfunction (McLaughlin et al., 2014). I therefore 

assessed the developmental trajectories and stress susceptibility of inhibitory networks made 

by CB1+ compared to PV+ INs in the mPFC during adolescence.  

I found that the inhibitory output connectivity and excitatory input connectivity of prefrontal PV+ 

and CB1+ INs was established early in development before the onset of the adolescent phase. 

Remarkably, I found that stress-related glucocorticoid signaling using chronic CORT treatment 

during adolescence did not affect basal synaptic transmission at GABAergic synapses made 

by both IN types, but induced a selective impairment in eCB-dependent retrograde control of 

synaptic inhibition through prefrontal CB1+ INs. Collectively, these results indicate that 

prefrontal CB1+ INs may act as an important cellular substrate linking changes in eCB 

signaling with stress-induced disease states. 

4.4.1. Inhibitory networks made by prefrontal PV+ and CB1+ interneurons mature 

early during development 

In sensory systems, inhibitory circuits undergo pronounced developmental changes during so-

called critical periods in order to reach their functional maturity (Hensch, 2005). I therefore 

sought to determine possible developmental changes in GABAergic synaptic transmission 
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through CB1+ and PV+ INs in the mPFC during adolescence, the presumed critical period of 

prefrontal cortical development (Spear, 2000; Gee and Casey, 2015; Caballero and Tseng, 

2016). Surprisingly, I found that the inhibitory connectivity of PV+ and CB1+ INs in the mPFC 

was largely matured before the onset of the adolescent phase. Indeed, GABAergic synapses 

made by the two IN types onto prefrontal pyramidal neurons seemed to be fully established 

and exhibited adult-like properties already during the juvenile stage (Figure 7). Similarly, I 

found only moderate developmental changes in the frequency and amplitude of AMPA 

receptor-mediated mEPSCs in the two IN types, suggesting that also their excitatory 

glutamatergic input synapses were mostly matured before adolescence (Figure 8). However, 

I observed some decrease in the mEPSC frequency in prefrontal PV+ INs during adolescence, 

consistent with synapse pruning. Together, these findings suggest that both the inhibitory 

output and excitatory input connectivity of the two IN types are largely established in mPFC 

before the onset of the adolescent phase. 

The observed lack of developmental changes in prefrontal PV+ INs seemingly contradicts with 

studies on the maturation of these neurons in primary sensory systems, where they are thought 

to govern the onset and duration of critical period plasticity, such as in the primary visual cortex 

V1 (Hensch et al., 1998; Huang et al., 1999; Jiang et al., 2010b; Kuhlman et al., 2013; for 

review see: Hensch, 2005; Le Magueresse and Monyer, 2013). However, it has been 

suggested that the formation of glutamatergic inputs onto PV+ INs drives PV expression, which 

ultimately promotes the maturation of their GABAergic output synapses (Caballero and Tseng, 

2016). Since I identified neurons based on their PV expression using a PV-Cre driver line, it is 

therefore possible that I generally recorded only from mature PV+ INs. Indeed, I noticed a 

lower number of PV+ INs during the P20-30 recordings, indicating that not all PV+ INs in the 

mPFC expressed PV yet during the juvenile stage, which is consistent with previous findings 

(Caballero et al., 2014). It would be therefore interesting to determine the developmental 

trajectories of PV expression in prefrontal PV+ INs in more detail by assessing their cell density 

across postnatal development. Moreover, possible maturational changes in the excitatory input 

and inhibitory output connectivity of prefrontal PV+ INs could be investigated in G42 reporter 

mice, which label fast-spiking PV+ INs independently of PV expression and hence 

independently of their maturational state (Chattopadhyaya et al., 2004). Of note, previous 

studies in G42 reporter mice suggested that GABAergic synapses between PV+ INs and 

pyramidal neurons in both V1 and mPFC are mostly established by ~P15 and thus before the 

onset of the critical period (Pangratz-Fuehrer and Hestrin, 2011; Yang et al., 2014). However, 

these findings were obtained in output layers L5/6, as opposed to the input layers L2/3 

examined in the present investigation. 

Moreover, the observed lack of developmental changes at GABAergic synapses made by 

prefrontal CB1+ INs seems contradictory to studies on eCB-dependent LTDi in visual cortex 
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during development. Jiang et al. (2010a) showed that the maturation of the V1 cortical 

GABAergic circuitry is regulated by a progressive, experience-dependent induction of eCB-

dependent LTDi at GABAergic synapses during the critical period. This putative in vivo LTDi 

occurs between the 3rd and 4th postnatal week, seems to be mediated by an experience-driven 

release of eCBs, and is associated with a developmental reduction in the presynaptic Pr at V1 

GABAergic inputs (Huang et al., 2010; Jiang et al., 2010a). It has been further shown that eCB-

dependent LTDi is expressed at individual GABAergic synapses in the form of reduced uIPSC 

amplitudes and increased failure rates (Heifets et al., 2008). By contrast, in the present study, 

I did not observe a developmental decrease in the strength or reliability of synapses made by 

prefrontal CB1+ INs during the critical period of adolescence (Figure 7). However, a lack of 

changes in these basal synaptic properties does not necessarily imply an absence of a 

developmental form of eCB-dependent LTDi in the mPFC as compared to V1. For instance, 

several independent development changes could occur in parallel, which could mask or cancel 

out possible effects of LTDi at GABAergic synapses, such as a parallel increase in presynaptic 

release sites and/or postsynaptic GABAA receptor density (Jiang et al., 2010b). Indeed, the 

induction of eCB-dependent LTDi during V1 maturation is accompanied by a paradoxical 

enhancement of cortical inhibition rather than depression, whereas the ability for LTDi in 

immature V1 neurons is associated with reduced cortical inhibition (Jiang et al., 2010b; Huang 

et al., 2010). Moreover, it has been shown that eCB-dependent LTDi in V1 is not necessarily 

permanent, but can be reversed through experience, indicating that GABAergic synapses can 

rejuvenate and regain their ability to undergo LTDi (Huang et al., 2010). Such a process might 

be particularly important in the mPFC, which possibly has to maintain a high degree of juvenile-

like plasticity in order to perform higher-order cognitive functions.  

The developmental induction of LTDi in V1 was unexpectedly reported to occur at GABAergic 

synapses of PV+ INs (Jiang et al., 2010a). It would be therefore highly interesting to assess 

possible developmental changes in the sensitivity of GABAergic synapses of both prefrontal 

PV+ and CB1+ INs to undergo eCB-dependent LTDi. 

4.4.2. Chronic corticosterone treatment during adolescence does not affect basal 

synaptic transmission at GABAergic synapses made by prefrontal PV+ and 

CB1+ interneurons 

Stress-induced prefrontal circuit dysfunction has been assumed to be partly mediated by a 

malfunctioning in the local GABAergic circuitry. However, reported findings are often conflicting 

and the role of specific cell types has remained elusive (Ma et al., 2016; McKlveen et al., 2016; 

Shepard et al., 2016; Czéh et al., 2018; Ghosal et al., 2020; for review: Page and Coutellier, 

2019). I therefore assessed possible cell type-specific changes in synaptic inhibition mediated 

by PV+ and CB1+ INs in mPFC following chronic CORT treatment during adolescence as a 

model of glucocorticoid-mediated stress (Moda-Sava et al., 2019).  
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I found that both the number and strength of GABAergic synapses made by prefrontal PV+ 

and CB1+ INs onto pyramidal neurons were largely preserved in CORT-treated mice, as 

evidenced by the unchanged connection probability and basal synaptic properties (Figure 10, 

11). Moreover, there were also no sex-dependent effects of chronic CORT treatment on 

synaptic inhibition in either of the two IN types (Figure 10, 11). This lack of effects was likely 

not due to the lack of a stress-related phenotype, as CORT-treated mice showed clear 

physiological and behavioral signs of stress, such as reduced weight gain and increased 

anxiety-like behavior in the open field (Figure 9), in line with previous findings (Moda-Sava et 

al., 2019). A potential confounding factor could have been the additional treatment of mice with 

low doses of EtOH as vehicle, which can enhance GABA function (Roberto et al., 2003). 

However, the final concentration was only 1%. Moreover, the basal synaptic properties of 

GABAergic synapses made by both PV+ and CB1+ INs in EtOH-treated vehicle controls were 

highly comparable to those seen in untreated, naïve mice of similar age (Figure 7, 10, 11), thus 

rather ruling out an additional effect of EtOH that could have masked possible CORT effects 

on synaptic function. Together, these findings suggest that basal synaptic transmission at 

GABAergic synapses made by prefrontal PV+ and CB1+ INs is highly resistant to the effects 

of stress-related glucocorticoid signaling during adolescence. However, the present findings 

do not rule out possible CORT-induced changes at other IN types or other aspects of IN 

functionality, such as intrinsic excitability. 

In sharp contrast, a wealth of studies consistently showed that chronic exposure to stress or 

glucocorticoids induces severe structural and functional impairments at the level of excitatory 

synapses in mPFC pyramidal neurons (Wellman, 2001; Radley et al., 2006; Cerqueira et al., 

2007; Yuen et al., 2012; for review see: Popoli et al., 2011). Indeed, using a similar protocol 

as employed here, Moda-Sava et al. (2019) demonstrated severe excitatory synapse loss in 

mPFC pyramidal neurons in mice chronically treated with CORT, thereby leading to profound 

prefrontal circuit dysfunction and depression- and anxiety-like behavior. It has been shown that 

changes in the excitatory glutamatergic drive onto cortical principal neurons are compensated 

– or balanced – by corresponding adaptations in the strength of their local inhibitory inputs 

(Okun and Lampl, 2008; Xue et al., 2014). This so-called excitation/inhibition (E/I) balance is 

an equilibrating, homeostatic type of control that is thought to enable optimal network stability 

and functionality, with aberrations in either direction being implicated in pathological disease 

states (Isaacson and Scanziani, 2011; Turrigiano, 2011; Ferguson and Gao, 2018). In visual 

cortex, this E/I balance is largely mediated by homeostatic adaptations in the strength of 

perisomatic GABAergic synapses made by PV+ INs (Xue et al., 2014). Thus, the lack of CORT-

induced changes at GABAergic synapses made by PV+ and CB1+ INs in the mPFC, despite 

the presence of a severe loss of excitatory inputs onto pyramidal neurons (Moda-Sava et al., 

2019), could possibly indicate a glucocorticoid-induced dysfunction in the homeostatic 
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plasticity of inhibitory synapses to balance changes in excitation. This impaired homeostatic 

inhibitory plasticity may consequently lead to prefrontal hypoactivity and E/I imbalance, thereby 

causing anxiety- and depression-like phenotypes (Page and Coutellier, 2019). It would be 

therefore interesting to assess possible CORT-induced changes in the prefrontal E/I balance, 

e.g. by recording AMPA/GABA ratios in pyramidal neurons. Moreover, it would be of value to 

disentangle the individual contributions of PV+ and CB1+ INs in maintaining such E/I balance. 

Finally, future studies should also examine possible homeostatic adaptations at other levels of 

IN functionality that could serve to preserve prefrontal network activity in the face of 

glucocorticoid-induced dysfunction, such as changes in the intrinsic excitability or excitatory 

glutamatergic drive (Turrigiano, 2011). 

4.4.3. Chronic corticosterone treatment during adolescence impairs 

endocannabinoid-mediated retrograde control of synaptic inhibition by 

prefrontal CB1+ interneurons  

Strikingly, I found that chronic CORT treatment during adolescence led to impaired DSI at 

GABAergic synapses made by CB1+ INs in mPFC, indicating a deficiency in eCB-dependent 

inhibitory synaptic plasticity (Figure 11). Different mechanisms could account for the observed 

deficit in eCB-dependent DSI at these synapses.  

The impairment could have been due to occlusion. DSI is mediated by the phasic retrograde 

release of 2-AG (Tanimura et al., 2010; Gao et al., 2010). Previous studies showed that acute 

stress or treatment with glucocorticoids can increase 2-AG signaling in the mPFC (Hill et al., 

2011b; McReynolds et al., 2018). Thus, such tonic signaling could have occluded any 

additional effects of depolarization-induced phasic 2-AG signaling and thus DSI. However, the 

impairment in DSI observed here was likely not mediated by an occlusive mechanism via 

glucocorticoid-induced tonic eCB signaling for several reasons. Firstly, chronic stress exposure 

does not consistently elevate tonic 2-AG signaling in the mPFC (Hill et al., 2005; 2008; Hill et 

al., 2010; Rademacher et al., 2008; Gray et al., 2016). Secondly, the deficiency in DSI was 

highly selective, while basal synaptic transmission was completely preserved at GABAergic 

synapses made by prefrontal CB1+ INs (Figure 11). By contrast, occlusion of DSI via 

glucocorticoid-induced tonic eCB signaling should have also been accompanied by a reduced 

strength of basal transmission at these synapses. Thus, the observed deficit likely reflected a 

specific deficit in phasic 2-AG signaling. Of note, I observed a substantial heterogeneity in DSI 

between individual synapses in CORT-treated mice. This variability should be interpreted with 

caution, but possibly indicates that CORT treatment impaired DSI only in a subset of 

GABAergic synapses. Together, these data suggest that chronic stress-related glucocorticoid 

signaling induces a selective impairment in phasic eCB-dependent retrograde control over 

synaptic inhibition through prefrontal CB1+ INs. This impairment in inhibitory plasticity may 

reduce the ability of postsynaptic pyramidal neurons to down-regulate their inhibitory synaptic 
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inputs during excitatory activity and could thus lead to a dysfunctional disinhibitory gating of 

prefrontal circuit activity. Such a dysfunction in eCB-mediated disinhibitory gating is consistent 

with the concept of prefrontal hypoactivity introduced before (see section 4.4.2) and may impair 

the recruitment of stress-relevant prefrontal microcircuits that serve to promote adaptive coping 

strategies during exposure to stress (McLaughlin et al., 2014). Such CORT-induced changes 

in eCB-dependent disinhibitory gating should be further investigated using EPSP-spike 

coupling recordings in prefrontal pyramidal neurons. 

Interestingly, evidence suggests that chronic stress exerts opposing effects on eCB-dependent 

disinhibitory gating in different regions of the brain. In the hippocampus, similar stress-induced 

deficits in DSI have been seen as in the present study. Hu et al. (2011) found that eCB-

dependent DSI of carbachol-induced sIPSCs was impaired in hippocampal CA1 pyramidal 

neurons following 21 days of chronic restraint stress. Moreover, Zhong et al. (2014) 

demonstrated impaired DSI of electrically evoked IPSCs in CA1 pyramidal neurons following 

five weeks of chronic unpredictable stress in adult male mice. This deficit seemed to be 

mediated by enhanced 2-AG degradation. Indeed, chronic inhibition of the 2-AG degrading 

enzyme MAGL restored DSI and rescued stress-induced depression-like phenotypes in a CB1 

receptor-dependent manner (Zhong et al., 2014). It would be therefore interesting to examine 

whether restoring eCB-dependent DSI at synapses made by prefrontal CB1+ INs would rescue 

the increased anxiety-like behavior in CORT-treated mice. By contrast, opposite effects have 

been reported in the amygdala, an important subcortical region implicated in affective 

processing and the regulation of stress and anxiety (Roozendaal et al., 2009). Patel et al. 

(2009) found that eCB-dependent DSI was prolonged in principle neurons of the basolateral 

amygdala (BLA) following 10 days of restraint stress in male adolescent mice due to enhanced 

2-AG signaling. Using the same protocol, Sumislawski et al. (2011) showed that this stress-

induced enhancement of 2-AG signaling also reversibly gated the induction of eCB-dependent 

LTDi in BLA neurons, thus leading to a facilitation of long-term depression of inhibitory inputs. 

These findings suggest that chronic stress-induced glucocorticoid signaling has opposing 

effects on eCB-dependent disinhibitory gating of circuit activity in amygdala, hippocampus, and 

mPFC. It facilitates disinhibitory gating in amygdala circuits but impairs disinhibitory gating in 

hippocampal and prefrontal circuits. Importantly, these regions have opposing functions in the 

regulation of the stress response. While hippocampus and mPFC exert a negative feedback 

function serving to down-regulate HPA axis activity in order to enable stress adaptation, the 

amygdala exerts a positive feedback function, further enhancing HPA axis activity following 

exposure to stress (Herman et al., 2016). Therefore, these findings favor a working model 

according to which the opposing effects of chronic stress on eCB-dependent inhibitory 

plasticity may impair the stress-buffering capacity of hippocampal and prefrontal circuits, while 
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boosting the stress-potentiating function of the amygdala, ultimately leading to a homeostatic 

dysregulation of HPA axis activity.  

Together, the present results point to a selective glucocorticoid-induced deficiency in eCB-

dependent retrograde control of synaptic inhibition through CB1+ INs in the prefrontal cortex, 

thus implicating them as a major target for stress-induced dysfunctions in eCB signaling. The 

impaired plasticity at GABAergic synapses made by CB1+ INs may lead to a dysfunctional 

disinhibitory gating of prefrontal circuit activity, possibly resulting in impaired prefrontal stress 

regulation and cognitive performance. Such impaired eCB-dependent inhibitory synaptic 

plasticity could increase the risk of developing psychiatric disorders characterized by stress-

induced cognitive dysfunction and mood disturbances, such as schizophrenia, major 

depression, and anxiety disorders. 

4.5. Conclusions and Outlook 

In this study, I demonstrated that the expression of cell type-specific inhibitory network motifs 

is strongly shaped by cortical hierarchy. While PV+ INs represent the major source of 

perisomatic inhibition in primary sensory cortices such as S1, inhibitory control is largely 

balanced between PV+ and CB1+ INs in the mPFC, a higher-order associative cortical 

structure linked to cognitive processing (Figure 12A, B). These results challenge the traditional 

view of a dominant function of PV+ INs in network refinement throughout neocortex and point 

to an increased importance of CB1+ INs in regulating prefrontal network activity linked to 

cognitive control and mood regulation. In support of this, I further showed that chronic stress-

related glucocorticoid signaling during adolescence induces a selective deficiency in eCB-

dependent retrograde suppression of synaptic inhibition through CB1+ INs in the mPFC 

(Figure 12C). These results implicate CB1+ INs as a major cellular target for stress-induced 

dysfunctions in eCB signaling and point to a specific impairment in eCB-dependent 

disinhibitory gating of prefrontal circuit activity as a correlate of stress-related phenotypes. 

Together, these findings suggest CB1+ INs as a promising new candidate for studying eCB-

dependent processes with relevance to stress-related psychiatric diseases, such as 

schizophrenia, major depression, and anxiety disorders. 

Many open questions remain. Do PV+ and CB1+ INs innervate the same target neurons or do 

they form distinct prefrontal microcircuits? Is the balanced mode of inhibitory control between 

PV+ and CB1+ INs also evident in other higher-order cortical structures, such as the entorhinal 

cortex? What is the functional role of CB1+ INs in stress-induced prefrontal circuit dysfunction? 

Does the glucocorticoid-induced deficit in eCB-dependent plasticity at GABAergic synapses of 

CB1+ INs lead to impaired gating of prefrontal circuit activity in vivo and is it causally linked to 

stress-induced behavioral alterations? How permanent are the synaptic changes and can they 

also be seen following exposure to physical and psychosocial stress? Are the deficits specific 

to GABAergic synapses? What are the mechanisms leading to the glucocorticoid-induced 
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impairment in eCB-dependent DSI? Is it caused by changes in the number or affinity of 

presynaptic CB1 receptors or by changes in the number or functionality of 2-AG synthesizing 

or degrading enzymes (Figure 12D)? In light of the opposing effects of chronic glucocorticoid 

signaling on eCB-dependent inhibitory plasticity in prefrontal and amygdala circuits, it would 

be worthwhile to contrast CORT-induced synaptic changes in the prefrontal cortex with those 

in the amygdala. Answering these questions will help us gain a deeper understanding into 

eCB-dependent control of cortical inhibition and the pathomechanisms of stress-related 

psychiatric disorders. 

 

Figure 12: A cortical hierarchy for endocannabinoid-regulated stress-sensitive inhibitory circuits in 
neocortex. A) In primary sensory cortices such as S1, inhibitory control of glutamatergic pyramidal neurons (black) 
is dominated by PV+ INs (green), while eCB-sensitive CB1+ INs (red) only serve a secondary function. B) By 

contrast, inhibitory control is balanced between PV+ and CB1+ INs in higher-order associative cortices such as the 
mPFC. C) Chronic glucocorticoid-mediated stress does not affect basal inhibitory drive, but selectively impairs 
retrograde eCB-mediated suppression of synaptic transmission at GABAergic synapses made by CB1+ INs in the 
mPFC, possibly leading to dysfunctional disinhibitory gating of prefrontal circuit activity and thus impaired stress 
regulation. D) Possible mechanisms leading to the chronic stress-induced deficit in eCB-mediated retrograde 

suppression of synaptic inhibition. Ca2+ influx during postsynaptic depolarization of pyramidal neurons activates 
DAGL, which triggers the synthesis of 2-AG from lipid precursors. 2-AG is then released into the synaptic cleft to 
activate presynaptic CB1Rs. CB1R activation inhibits VGCCs and thereby transiently suppresses GABA release. 
2-AG is catabolized at the presynaptic site by the degrading enzyme MAGL. Chronic stress could disrupt this eCB-
dependent retrograde control of inhibition [1] by impairing DAGL-mediated 2-AG synthesis, [2] by enhancing MAGL-
mediated 2-AG degradation, or [3] by reducing the number or affinity of CB1Rs. These three mechanisms are not 
mutually exclusive, but could principally operate in parallel. Abbreviations: eCB = endocannabinoid; CB1R = 
cannabinoid type-1 receptor; DAGL = diacylglycerol lipase; MAGL = monoacylglycerol lipase; 2-AG = 2-
arachidonoylglycerol; VGCC = voltage-gated calcium Ca2+ channel; GABAAR = GABAA receptor. Panel D has been 
adapted from Kano et al. (2009). 
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6. Appendix 

6.1. Supplementary Figures 

 
Supplementary Figure S1: The neutral CB1 receptor-selective antagonist NESS0327 does not affect basal 
synaptic strength and release properties at synapses made by CB1+ interneurons in prefrontal cortex. A)  

Illustration of recording configuration. Pairwise recordings were made between a presynaptic CB1+ IN and a 
postsynaptic PN in mPFC L2/3. B) Example traces of synaptically connected CB1-to-PN pairs in ACSF only and in 
the presence of the neutral CB1 receptor-selective antagonist NESS0327 (1 μM). C-F) Summary graphs depicting 
(C) the uIPSC amplitude, (D) the uIPSC potency, (E) the failure rate, and (F) the PPR of uIPSCs at connected CB1-

to-PN pairs in the presence of ACSF only or NESS0327. The presence of NESS0327 did not affect the basal 
synaptic strength and release properties at CB1-to-PN pairs, as evidenced by the unchanged uIPSC amplitude (U=-
0.03, p=0.976), uIPSC potency (U=-0.33, p=0.743), and failure rate (U=-0.03, p=0.975). There was only a trend for 
a lower PPR in the presence of NESS0327 compared to ACSF only (U=-1.79, p=0.073). ACSF: n/m = 34/18; 
NESS0327: n/m = 9/5; Data were analyzed with Mann-Whitney U tests. * p<0.05. 

 
Supplementary Figure S2: PV+ and CB1+ interneurons form GABAergic synapses with different kinetic 
properties in somatosensory and prefrontal cortex. A-B) Summary graphs depicting (A) the rise time, (B) the 
half width, and (C) the decay time constant tau of uIPSCs at connected PV-to-PN pairs (green) and CB1-to-PN 

pairs (red) in S1 and mPFC. uIPSCs generally had longer rise times at CB1-to-PN pairs compared to PV-to-PN 
pairs in both S1 (p<0.001) and mPFC (p<0.001). However, the differences were smaller in mPFC compared to S1 
(cell type: F(1,128)=77.62, p<0.001; region: F(1,128)=8.39, p=0.004; cell type x region: F(1,128)=9.49, p=0.003), due to 
significantly shorter rise times of uIPSCs in mPFC compared to S1 at CB1-to-PN pairs (p=0.035) but not PV-to-PN 
pairs (p=0.927). Moreover, uIPSCs of CB1-to-PN pairs generally exhibited longer half widths, irrespective of cortical 
region (cell type: F(1,128)=14.81, p<0.001; region: F(1,128)=1.70, p=0.195; cell type x region: F(1,128)=2.97, p=0.087). 

Finally, there was a region-independent trend for a longer decay time constant tau of uIPSCs at CB1-to-PN pairs 
compared to PV-to-PN pairs (cell type: F(1,128)=3.57, p=0.061; region: F(1,128)=0.49, p=0.485; cell type x region: 
F(1,128)=0.00, p=0.933). However, note the broader parameter distributions for the half width and the decay time 
constant tau with a higher incidence of large values for CB1-to-PN pairs in S1 compared to mPFC. Data are 
presented as box plots. Whiskers represent the 10th and 90th percentile. Dots represent individual data points. PV-
to-PN pairs: n/m = 35/15 for S1, n/m = 33/18 for mPFC; CB1-to-PN pairs: n/m = 30/15 for S1, n/m = 34/18 for 
mPFC. Data were analyzed with two-way art-ANOVAs followed by post-hoc Bonferroni Holm-adjusted Mann-
Whitney U tests. * p<0.05. 
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Supplementary Figure S3: Dimensionality reduction of the kinetic properties of GABAergic synapses made 
by CB1+ interneurons. A-C) Scatterplots depicting the relationships between the different kinetic parameters at 

CB1-to-PN pairs, collapsed across S1 and mPFC. Significant correlations were obtained between all three kinetic 
parameters, i.e. (A) the rise time and half width (Pearson´s r = .70, p<0.001), (B) the rise time and the decay time 
constant tau (Pearson´s r = .64, p<0.001), and (C) the half width and the decay time constant tau (Pearson´s r = 
.96, p<0.001). D) Scree plot depicting the Eigenvalues of principal components obtained from a principal component 

analysis of the three kinetic parameters. The first principal component with an Eigenvalue > 1.0 was extracted, 
which explained 84.6% of the total variance in the data set. E) Loading diagram depicting the factor loadings of the 
three kinetic parameters onto the extracted principal component (1. PC). Factor loadings correspond to bivariate 
Pearson correlations and are indicated at the arrows. n/m = 64/33. * p<0.05. 

 

Supplementary Figure S4: Dimensionality reduction of the kinetic properties of GABAergic synapses made 
by PV+ interneurons. A-C) Scatterplots depicting the relationships between the different kinetic parameters at PV-
to-PN pairs, collapsed across S1 and mPFC. Significant correlations were obtained between all three kinetic 
parameters, i.e. (A) the rise time and half width (Pearson´s r = .71, p<0.001), (B) the rise time and the decay time 
constant tau (Pearson´s r = .59, p<0.001), and (C) the half width and the decay time constant tau (Pearson´s r = 
.87, p<0.001). D) Scree plot depicting the Eigenvalues of principal components obtained from a principal component 
analysis of the three kinetic parameters. The first principal component with an Eigenvalue > 1.0 was extracted, 
which explained 81.8% of the total variance in the data set. E) Loading diagram depicting the factor loadings of the 

three kinetic parameters onto the extracted principal component (1. PC). Factor loadings correspond to bivariate 
Pearson correlations and are indicated at the arrows. n/m = 68/33. * p<0.05. 
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Supplementary Figure S5: PV+ interneurons do not form distinct subtypes of GABAergic synapses in either 
somatosensory or prefrontal cortex. A) Two-cluster solutions obtained from hierarchical cluster analysis for 

synapses made by PV+ INs in S1 (left) and mPFC (right). Hierarchical cluster analysis was performed using the 
uIPSC potency, the failure rate, and the synaptic delay, together with the first principal component derived from a 
principal component analysis of the rise times, half widths, and decay time constants of uIPSCs at PV-to-PN pairs. 
Upper part: Dendrograms. The two clusters are denoted by 1 and 2. Lower part: Heat maps depicting the synaptic 
properties of individual PV-to-PN pairs from clusters 1 and 2. Synaptic parameters were z-transformed and then 
color-coded, with blue representing minimum and red colors representing maximum values. B) Example traces of 
connected PV-to-PN pairs from cluster 1 and 2 in S1 and mPFC. C) Average uIPSCs recorded in PNs in response 
to the first presynaptic action potential at PV-to-PN pairs shown in B), overlaid and scaled between cluster 1 (black) 

and cluster 2 (blue). In both cortical regions, the resulting synapse clusters were generally not very distinctive. PV-
to-PN pairs were mainly clustered based on their failure rates and generally felt either into a large cluster of reliable 
synapses (cluster 1) or a very small cluster of weak and highly unreliable synapses (cluster 2) in both S1 and mPFC. 
In S1, clusters 1 and 2 only significantly differed in the uIPSC potency (U=-1.99, p=0.047), failure rate (U=-3.19, 
p=0.001), rise time (U=-2.35, p=0.019), and half width of uIPSCs (U=-2.13, p=0.033; all other p-values >0.05).  In 
mPFC, clusters 1 and 2 only significantly differed in the uIPSC potency (U=-2.81, p=0.005) and failure rate (U=-
4.67, p<0.001; all other p-values >0.05). Note that although some cluster differences in the kinetic parameters were 

detected, the shape of scaled uIPSCs was highly comparable between synapses from clusters 1 and 2 in both S1 
and mPFC, indicating that their kinetic properties were largely similar (C). S1: n/m = 33/15 for cluster 1, n/m = 2/1 

for cluster 2; mPFC: n/m = 28/16 for cluster 1, n/m = 5/4 for cluster 2. Hierarchical cluster analysis was performed 
using Ward fusion algorithm and squared Euclidian distance as linkage distance. Clusters were compared with 
Mann-Whitney U tests. * p<0.05. 
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Supplementary Figure S6: Synaptic properties of hierarchical cluster solutions obtained for synapses made 
by CB1+ and PV+ interneurons in somatosensory and prefrontal cortex. A-G`) Summary graphs depicting (A-
A`) the uIPSC potency, (B-B`) the failure rate, (C-C`) the PPR, (D-D`) the synaptic delay, (E-E`) the rise time, (F-
F`) the half width, and (G-G`) the decay time constant tau for (A-G) connected CB1-to-PN pairs (red) and (A`-G`) 

PV-to-PN pairs (green) belonging to synapse clusters 1 and 2 in S1 and mPFC. Note that CB1-to-PN pairs in mPFC 
were clustered in a similar manner as PV-to-PN pairs in both cortical regions, with the resulting synapse clusters 1 
and 2 mainly differing in their uIPSC potency and failure rate. Data are presented as box plots. Whiskers represent 
the 10th and 90th percentile. Dots represent individual data points, with synapse cluster 1 highlighted in black and 
synapse cluster 2 highlighted in blue. CB1-to-PN pairs: n/m = 22/14 for S1 cluster 1, n/m = 8/5 for S1 cluster 2, n/m 
= 23/16 for mPFC cluster 1, n/m = 11/7 for mPFC cluster 2; PV-to-PN pairs: n/m = 33/15 for S1 cluster 1, n/m = 2/1 
for S1 cluster 2, n/m = 28/16 for mPFC cluster 1, n/m = 5/4 for mPFC cluster 2. Clusters were compared with Mann-
Whitney U tests. * p<0.05. 
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Supplementary Figure S7: Cluster membership does not correlate with the firing properties of CB1+ 
interneurons in either somatosensory or prefrontal cortex. A-B) Pie charts depicting the proportion of synapses 
made by regular-spiking CB1+ INs (CB1rs; magenta) and irregular-spiking CB1+ INs (CB1ir; orange) for A) fast type-
I (cluster 1) and slow type-II synapses (cluster 2) in S1 and B) fast type-I reliable synapses (cluster 1) and fast type-

I unreliable synapses (cluster 2) in mPFC. The percentage values are depicted in the slices. Absolute numbers are 
given below in the parentheses. In both cortical regions, the proportion of synapses made by CB1 rs and CB1ir was 
comparable between clusters 1 and 2 (χ2=0.54, p=0.646, for S1; χ2=0.80, p=0.412, for mPFC). Data were analyzed 
with Fisher´s exact test. * p<0.05. 
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6.2. List of chemicals and reagents 

Adenosine 5′-triphosphate magnesium salt   

(Mg-ATP) 

Sigma-Aldrich, St. Louis, USA 

Agarose  Carl Roth, Karlsruhe, Germany 

Calcium chloride dihydrate (CaCl2 * 2 H2O)  Carl Roth, Karlsruhe, Germany  

Cesium chloride (CsCl) Carl Roth, Karlsruhe, Germany 

Cesium gluconate (Cs-gluconate) Hello Bio, Bristol, UK 

Cesium hydroxide solution (CsOH)                  

(50 wt. % in H2O) 

Sigma-Aldrich, St. Louis, USA 

Cesium methanesulfonate (CsMeS) Sigma-Aldrich, St. Louis, USA 

Choline bicarbonate (~80% in H2O) Sigma-Aldrich, St. Louis, USA 

DABCO  Sigma-Aldrich, St. Louis, USA  

Dimethyl sulfoxide (DMSO) Carl Roth, Karlsruhe, Germany 

D-(+)-Glucose  Merck, Kenilworth, USA  

Ethanol (100%) Carl Roth, Karlsruhe, Germany 

EGTA Carl Roth, Karlsruhe, Germany  

FastGene® Optima HotStart ReadyMix NIPPON Genetics Europe, Düren, 

Germany 

Forene 100% (Isoflurane)  AbbVie, North Chicago, USA 

Gelatine  Carl Roth, Karlsruhe, Germany  

GeneRuler 100 bp Plus DNA Ladder  Thermo Fischer Scientific, Waltham, 

USA  

Glycerol Carl Roth, Karlsruhe, Germany 

Guanosine 5′-triphosphate sodium salt 

hydrate (Na-GTP) 

Sigma-Aldrich, St. Louis, USA 

HEPES  Carl Roth, Karlsruhe, Germany  

Hydrochloric acid fuming 37%  Carl Roth, Karlsruhe, Germany 

Magnesium chloride hexahydrate               

(MgCl2 * 6 H2O)  

Carl Roth, Karlsruhe, Germany  

Magnesium sulfate heptahydrate               

(MgSO4 * 7 H2O)  

Carl Roth, Karlsruhe, Germany 
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Midori Green Xtra NIPPON Genetics Europe, Düren, 

Germany  

MOWIOL  AppliChem, Darmstadt, Germany  

N-methyl-D-glucamine (NMDG) Sigma-Aldrich, St. Louis, USA 

Nonident P40 (NP40)  Fluka, Buchs, Switzerland  

Paraformaldehyde (PFA)  Carl Roth, Karlsruhe, Germany  

Phosphocreatine disodium salt 

(phosphocreatine-Na2) 

Sigma-Aldrich, St. Louis, USA 

Potassium chloride (KCl)  Sigma-Aldrich, St. Louis, USA;  

Carl Roth, Karlsruhe, Germany 

Potassium dihydrogen phosphate (KH2PO4) Carl Roth, Karlsruhe, Germany 

Potassium gluconate (K-gluconate) Sigma-Aldrich, St. Louis, USA 

Potassium hydroxide (KOH) Carl Roth, Karlsruhe, Germany 

Primers  MPI-EM, Göttingen, Germany  

Proteinase K (20 mg/ml)  Ambion, Foster City, USA  

Sodium chloride (NaCl) Carl Roth, Karlsruhe, Germany 

Sodium phosphate monobasic monohydrate 

(NaH2PO4)  

Sigma-Aldrich, St. Louis, USA  

Sodium bicarbonate (NaHCO3)  Sigma-Aldrich, St. Louis, USA  

Sodium phosphate dibasic (Na2HPO4)  Sigma-Aldrich, St. Louis, USA  

Sodium tetraborate decahydrate             

(Na2B4O7 * 10 H2O) 

Sigma-Aldrich, St. Louis, USA 

Tetraethylammonium chloride (TEA-Cl) Fluka, Buchs, Switzerland 

Tris  Carl Roth, Karlsruhe, Germany  

Tween 20  Carl Roth, Karlsruhe, Germany  

QX 314 bromide (QX314-Br) Hello Bio, Bristol, UK 

Lidocaine N-ethyl chloride (QX314-Cl) Sigma-Aldrich, St. Louis, USA 
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6.3. List of drugs 

Corticosterone Hello Bio, Bristol, UK 

D-AP5 Hello Bio, Bristol, UK 

NBQX disodium salt Hello Bio, Bristol, UK 

NESS0327 Caymen Chemical, Ann Arbor, USA 

Picrotoxin Abcam/Ascent Scientific, Cambridge, UK 

Tetrodotoxin citrate Hello Bio, Bristol, UK 
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