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There’s nothing wrong with occasionally staring out of the window
and thinking nonsense, as long as the nonsense is yours.

Lemony Snicket
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1 Introduction

1.1 Groups and Lie Algebras

Many people have an intuitive understanding of symmetry. For example, a square
may seem more symmetric to us than a generic rectangle or a trapezoid. The rea-
son for that is, that the square has four axes of symmetry (namely the diagonals
and the bisections of its sides), while the rectangle has only the bisections of its
sides, and the trapezoid has non at all in the general case. Also, a rotation by
90˝ around the midpoint turns the square into itself, while only a rotation by 180˝
does so for the rectangle, and no rotation at all (or only the trivial rotation by
360˝) for the trapezoid.
Mathematically, one can formalize the concept of symmetry using so-called sym-
metry groups. The symmetry group of an object is the set of all rotations and
reflections that map the object into itself. The symmetry group of a square has
then 8 elements, 4 rotations and 4 reflections, while the rectangle has a symmetry
group of 4 elements, and the trapezoid a symmetry group of only one element. This
justifies the intuitive idea that the square is “more symmetric” than the trapezoid.
Now the circle is one of the most symmetric objects one can think of. Namely every
single rotation around its center, by 90˝, 108.65˝,

?
2˝, or whatever real number

you can think of, maps the circle into itself. Also, the reflection by every diameter
does so. Thus the symmetry group of the circle is infinite. Also, the group is not
discrete, i.e. for any two different rotations by angles α and β, there is a rotation
“in between” those, e.g. the rotation by pα ` βq{2. This is not the case for the
square, where there is no rotation between those by 90˝ and 180˝, for example.
One may now want to look at transformations “infinitesimally close” to a given
transformation to get a better understanding of the symmetry group of the circle.
For example, a rotation infinitesimally close to the trivial rotation (i.e. rotation
by 0˝) of the circle maps a point p to an infinitesimal neighborhood of p, so one
can think of it as being a shift along the line tangent to the circle at p. To
be slightly more mathematical, the unit circle in the complex plane is given by
S1 “ tz P C : zz̄ “ 1u. Now a rotation of the unit circle is just the multiplication
by an element of S1, so a map of the type z ÞÑ rz with r P S1. The trivial rotation
then corresponds multiplication by r “ 1. The tangent line at 1 is a vertical line
given by the set t1 ` it : t P Ru, or in other words the set of translations of 1 on
the vertical line. Now suppose 1` εi on the tangent line is “infinitesimally close”
to 1. Imagine ε being very small, so ε2 is very very small and can be thought of as
zero. Then p1` εiqpĞ1` εiq “ 1` εi´ εi` ε2 « 1, so 1` εi is very close to being
a rotation. Lie algebras were introduced as exactly that, transformations that are
“infinitesimally small“ or infinitesimally close to the identity. So we can say now
that the Lie algebra of the rotations of the circle is the set of translations along
a vertical line. As maps, these are given by addition by an imaginary number, so
maps of the type z ÞÑ z ` t with t P iR, in other words t` t̄ “ 0.
The advantage of Lie algebras is now that they may be easier to analyze. The
multiplicative relation rr̄ “ 1 of the rotation group becomes an additive relation
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t ` t̄ “ 0, and addition is somewhat easier than multiplication. This becomes
even more clear when looking at symmetry groups in higher dimensions, where
the multiplications will be matrix multiplications, and the additions just matrix
additions, which are much easier to calculate.
Apart from the geometric intuition, groups can also be defined abstractly, as
just a set G with an operation ˝, such that the operation is associative (i.e.
px ˝ yq ˝ z “ x ˝ py ˝ zq for all x, y, z P G), has a neutral element e P G with
e ˝ x “ x ˝ e “ x for all x P G, and every element x P G has an inverse
x´1 P G with the property that x ˝ x´1 “ x´1 ˝ x “ e. One then readily ver-
ifies that symmetry groups are indeed groups. But abstract groups can be used
in many other branches of mathematics. For example, group theory can be used
to show that a generic quintic polynomial equation (i.e. an equation of the form
x5 ` ax4 ` bx3 ` cx2 ` dx ` e “ 0) cannot be algebraically solved, or to analyze
knots. Now abstract groups do not have a concept of infinitesimality, so one may
now wonder if a concept of an abstract Lie algebra exists.

1.2 What are abstract Lie Algebras?
To define the notion of an abstract Lie algebra, one may want to see what abstract
rules Lie algebras with the geometrical interpretation as above satisfy, and then
define an abstract Lie algebra via these rules.
We will recall how the concept of infinitesimality is introduced in high school
mathematics. For a real valued differentiable function f : R Ñ R, its differential
f 1 : R Ñ R is another function which describes the behavior of f infinitesimally
close to a given point x P R. One can now wonder how to calculate the differential
of a given function. In order to do that, it is helpful to know certain rules, for
example how to differentiate the sum of two functions, multiples of a function,
or the product of two functions. For example, one easily verifies that for two
differentiable functions f and g, and a real number λ P R, one has

pf ` gq1 “ f 1 ` g1 and (1.1)
pλfq1 “ λf 1. (1.2)

In other words, the map f ÞÑ f 1 is R-linear.
If one wants to calculate the derivative of the product of two differentiable functions
f and g, there is a little more complicated rule, called the Leibniz rule, given by

pfgq1 “ f 1g ` fg1. (1.3)

Now we have found a set of rules for the derivative, which do not require the
initial motivation of the concept of a derivative. Indeed, all we need in the above
equations is an addition in (1.1) and (1.3), a multiplication with a scalar from a
given ring k in (1.2), and a multiplication of two functions in (1.3), so altogether
a k-algebra. Then, for a given k-algebra A, we will call a map D : A Ñ A a
derivation, if D is k-linear and Dpabq “ Dpaqb` aDpbq for all a, b P A. Note that
we do not need to assume A to be commutative, nor even associative, to define
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what a derivation is. Then for example if k “ R and A “ C8pRq “ tf : R Ñ R :
f is differentiable arbitrary oftenu, the map d{dx : AÑ A, f ÞÑ f 1 is a derivation.
If D1 and D2 are derivations of the same algebra A, then their composition
D1D2 : A Ñ A, a ÞÑ D1pD2paqq is not necessarily a derivation, as it may not
satisfy the Leibniz rule (for example, pfgq2 ‰ f2g` fg2 in general). However, one
can verify that the map rD1, D2s “ D1D2 ´D2D1, called the commutator or Lie
bracket of D1 and D2, is always a derivation (even if A is not commutative, or not
associative).
Now the Lie bracket in itself has some properties. Namely, it is bilinear, i.e.
rλD1`D2, D3s “ λrD1, D3s` rD2, D3s for all λ P k and all derivations D1, D2 and
D3, and similarly in the second argument. It is also anti-symmetric, i.e. rD,Ds “ 0
for all derivations D, and satisfies the Jacobi identity, that is rrD1, D2s, D3s `

rrD2, D3s, D1s ` rrD3, D1s, D2s “ 0 for all derivations D1, D2 and D3.
Then we can abstractly define a Lie algebra as a k-module L equipped with a
bilinear map r¨, ¨s : L ˆ L Ñ L, which is anti-symmetric and satisfies the Jacobi
identity. Thus, for all k-algebras A, the set DerpAq of all derivations of A is a Lie
algebra with the above bilinear map. Also one can check that every associative
algebra A becomes a Lie algebra with the operation rx, ys “ xy ´ yx for x, y P A.
The example of infinitesimal transformations can be generalized as follows. A Lie
group is a group G, which is also a smooth manifold, such that the group operation
pg, hq ÞÑ gh and inversion g ÞÑ g´1 are both smooth. Basic examples of Lie groups
are the group GLnpRq of invertible n ˆ n matrices over the real numbers, and its
closed subgroups, e.g. the group SLnpRq of matrices with determinant 1, the group
of matrices of SLnpRq that satisfy AAT “ 1, denoted by SOnpRq, etc. As smooth
manifold, every Lie group has a tangent space at the identity element TepGq, which
is a real vector space. Now the group structure of G induces a structure of a Lie
algebra on TepGq via the group commutator px, yq “ x´1y´1xy.
For example, if the Lie group G is a subgroup of GLnpRq, the tangent space at
the identity matrix is a copy of the set of all n ˆ n-matrices with real entries,
Rnˆn. As such, it can be shown that it consists of all matrices A P Rnˆn, such
that expptAq P G for all t P R, where

exppAq “
8
ÿ

i“0
1{i!Ai

is the matrix exponential. The Lie bracket is given by rA,Bs “ AB ´BA. Thus,
for example, the Lie algebra of GLnpRq is the set Rnˆn equipped with the Lie
bracket above, denoted by glnpRq, and the Lie algebra of SLnpRq, denoted by
slnpRq, is the subalgebra of glnpRq of all matrices with trace zero.
But also abstract groups and abstract Lie algebras are deeply connected. For a
given group G, define the group commutator by pg, hq “ g´1h´1gh. Furthermore,
for two subgroupsH1 andH2 of G, let pH1, H2q denote the subgroup of G generated
by all commutators ph1, h2q with h1 P H1 and h2 P H2. Then the lower central
series of G is defined inductively by

γ1pGq “ G, γn`1pGq “ pG, γnpGqq for n ě 1.
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It can be easily shown that γnpGq is a normal subgroup of G for every n ě 1, and
and that γnpGq{γn`1pGq is central in G{γn`1pGq, so in particular these successive
quotients are abelian. Therefore, the object

grpGq :“
à

ně1
γnpGq{γn`1pGq

is an abelian group, i.e. a Z-module. However, it also carries a (non-trivial)
stucture of a Lie algebra by setting

rgγn`1pGq, hγm`1pGqs “ pg, hqγn`m`1pGq

for g P γnpGq and h P γmpGq.

Lie algebras are an interesting subject to study in their own right from an algebraic
point of view. The algebraic structure can be defined over any ring, and one can
start asking purely algebraic questions about this structure. In this thesis, we will
translate some group theoretical questions into the language of Lie algebras and
attempt to solve them.

1.3 Dimension and Ore Problems
The algebra structure of a Lie algebra offers similarities with the group commu-
tator. Thus, a group theoretic problem involving commutators can be translated
into the theory of Lie algebras in the following way.

1. Replace every group commutator by the Lie bracket of the Lie algebra,

2. replace the group operation by addition in the Lie algebra.

For example, the question if every element of a group can be written as a product
of at most 2 commutators translates to the question if every element of a Lie al-
gebra can be written as a sum of at most two Lie brackets.
Furthermore, problems about the group ring of a group can be translated into
problems about the universal enveloping algebra of a Lie algebra. The augmenta-
tion ideal of a group ring kG, which is the ideal generated by all g ´ 1 for g P G
then translates to the ideal in the universal enveloping algebra generated by the
image of L under the map ι : L Ñ UL, which will be called augmentation ideal
as well. Thus for example the problem of characterizing the intersection of the
powers of the augmentation ideal can be investigated in group rings as well as in
Lie algebras.
The original group theoretical problems, whose translations are dealt with in this
thesis, are the following.
Problem 1.1 (Dimension Subgroup Problem). Given a group G and a commutative
ring k, let $kpGq Ď kG be the augmentation ideal. For n ě 1, characterize the
subgroups

δn,kpGq :“ GX p1`$n
k pGqq.

9



Problem 1.2 (Ore conjecture). Given a non-abelian finite simple group G, can
every element of G be written as a commutator?
The translations then are:
Problem 1.3 (Lie Dimension Problem). Given a Lie algebra L over a commutative
ring k, let $kpLq Ď UL be the augmentation ideal. For n ě 1, characterize the
subalgebras

δn,kpLq :“ ι´1
pιpLq X$n

k pLqq.

Problem 1.4. Given a finite dimensional simple Lie algebra L, can every element
of L be written as a commutator?
In the first part of this thesis, the preliminaries necessary to understand the rest
of the thesis will be given. We will start with basic definitions, so even a reader
without much knowledge beyond an elementary algebra course shall be able to read
the following sections of the thesis. At the end of the preliminaries, an overview
of the current state of the art of the Dimension Subgroup Problem will be given,
and the techniques used to obtain those results will be explained. In the following
part, we try to apply those techniques to the Lie Dimension Problem. It will turn
out that some of the known results can be achieved with this. However, for various
reasons, there are theorems about Dimension Subgroups whose translation could
not be proven, or were even disproven in Lie rings. The last part of the thesis
deals with the Ore Conjecture for the generalized Jacobson-Witt algebras, a class
of finite dimensional simple Lie algebras over fields of positive characteristic. Here,
we were able to prove the Ore Conjecture for some of them.

1.4 Previous Results
The Ore Conjecture was established by Oystein Ore in 1951 [34]. In the same pa-
per, he proved it for the alternating groups An, n ě 5. Subsequently, Thompson
proved it for the projective special linear groups groups PSLnpqq (with pn, qq ‰
p2, 2q, p2, 3q) [49, 50, 51], and for various other classes of finite simple groups in
[5, 11, 13] et al. Finally, in 2010 the proof of the Ore conjecture for groups has
been completed by Liebeck, O’Brien, Shalev and Tiep [27].
The Ore Conjecture for Lie algebras was first proven for the class of simple Lie
algebras slnpkq, n ě 2, of nˆn-matrices with trace zero. The case if k is a field of
characteristic zero was handled by Shoda [44], and his result was later extended to
arbitrary fields by Albert and Muckenhoupt [1]. Later on, in 1963, G. Brown com-
pleted the proof for all classical finite dimensional simple Lie algebras, provided
that the cardinality of the ground field k is sufficiently large [6]. In particular, if
charpkq “ 0 or k is algebraically closed, and hence infinite, the Ore Conjecture
holds for all classical finite dimensional simple Lie algebras.
Contrary to that, there is still no complete answer known to the Dimension Sub-
group Problem. While it is easily seen that for every commutative ring k, we have
γnpGq Ď δn,kpGq, where as above γnpGq denotes the n-th term of the lower central
series of G, a complete characterization of δn,kpGq (or the quotient δn,kpGq{γnpGq)
is not known. However, if the commutative ring k happens to be a field, a complete
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characterization of the Dimension Subgroups is given in [23] for fields of charac-
teristic zero, and in [26] for fields of positive characteristic. But even for k “ Z
(where we omit the index k and just write δnpGq), the dimension subgroups are
not fully characterized, and only partial results are known. Therefore, one hopes
that for Lie algebras, the problem will be easier accessible, and that the results
will give inspiration to solve the original problem.
The characterization δn,QpGq “

a

γnpGq “ tg P G : gi P γnpGq for some i ě 1u in
[23] gives of course information about the n-th integral dimension subgroups. One
can conclude from this that the quotient δnpGq{γnpGq is a torsion group for every
group G. It was actually conjectured that δnpGq “ γnpGq for every n ě 1. While
this holds for example for free groups [29] and for groups of prime exponent [9],
and also for arbitrary groups if n ď 3 [35], E. Rips gave an example of a 2-group
G with δ4pGq ‰ γ4pGq [39], which was later generalized by N. Gupta, who found
a group Gpnq for every n ě 4 with δnpGpnqq ‰ γnpGpnqq [19].
As mentioned above, the quotient δnpGq{γnpGq is a torsion group for every group
G. We have also seen that for n ě 4 this group may not be trivial, and one can
start wondering about its group structure, particularly its exponent. This was
done later, in 1979, by J.A. Sjogren [45], who gave constants depending only on
n, but not on the group G, bounding the exponent of δnpGq{γnpGq. The bound
he gave is still the best known for general groups.

Theorem 1.5 (Sjogren’s Theorem [45, 8]). For every n ě 1, there is a constant
cn with prime divisors at most n´ 2, such that for every group G, we have

δnpGq
cn Ď γnpGq.

The constants cn are explicitly given in the cited papers. By the condition on the
prime divisors of cn, it follows again that δnpGq “ γnpGq for n ď 3. Also, if G is a
p-group for some prime p, it follows that δnpGq “ γnpGq for all n ď p` 1.
For n “ 4, the constant provided by Sjogren’s Theorem is c4 “ 2, which is optimal
by the example of Rips mentioned above. For n “ 5, we have c5 “ 48. It was shown
by Tahara [48] that this can be improved and we actually have δ5pGq

6 Ď γ5pGq.
Thus one expects that for n ě 6, the cn given by Sjogren’s Theorem are not opti-
mal, though no improvement on this has been made.
As the computations by Tahara for the fifth dimension quotient are very hard, one
may make further assumptions on the group. A lot of work has been done on study-
ing dimension subgroups of metabelian groups, i.e. groupsG with rrG,Gs, rG,Gss “
t1u. The bound on the exponent of the dimension quotient was improved by
Gupta [18], though no improvement was made regarding the prime divisors. In
the same paper, Gupta showed that for metabelian groups, all dimension quo-
tients are abelian groups. In a subsequent paper, Gupta was able to show that
for a metabelian group G the exponent of δnpGq{γnpGq is a power of 2 [20]. Also,
Gupta, Hales and Passi showed that for every finitely generated metabelian group
G there exists n0pGq ě 1, such that δnpGq “ γnpGq for all n ě n0pGq [15].
The techniques to obtain most of the above results are similar. Some results on
free groups are known, so one writes the given group G as quotient G » F {R
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of a free group F by a normal subgroup R Ď F . To get some control over the
presentation, one takes a certain kind of presentation, called pre-abelian presenta-
tion, and then uses some commutator calculus and certain identities in the group
ring ZF to obtain the results. While this procedure is rather straightforward, the
calculations sometimes become very long, as e.g. in Tahara’s paper on the fifth
dimension subgroup. In [45], to prove his theorem Sjogren applied a more sophisti-
cated method for investigating dimension quotients using spectral sequences arising
from filtrations of groups. This approach was further developed by Grünenfelder
[14], who constructed two spectral sequences arising from a so-called simplicial
resolution of a group. Using this method and the theorems he proves about the
spectral sequences, it is possible to reprove that the exponent of δ4pGq{γ4pGq di-
vides 2 for every group G. Also one can give certain conditions on G, under which
δ4pGq “ γ4pGq holds. For a detailed description of these methods, see [33, Chapter
5].
For Lie algebras, the dimension problem was first attacked by Riley [38]. He was
able to prove that if k is a field of arbitrary characteristic, then δn,kpLq “ γnpLq for
every n ě 1. It follows again that for k “ Z, the dimension quotients δnpLq{γnpLq
are torsion modules for every n ě 1. Bartholdi and Passi started investigating
the dimension problem for k “ Z [3]. In their work, they get remarkably paral-
lel results to the ones known for groups. Namely, they were able to prove that
δnpLq “ γnpLq if L is a free Lie ring, and also if n ď 3. They also gave an example
of a Lie ring L with δ4pLq ‰ γ4pLq. Furthermore, a precise description of the fourth
dimension quotient of a finitely generated Lie ring is given. Finally, the simpli-
cial approach is handled, and it turns out that the theorems by Grünenfelder also
translate smoothly. A second proof for δ3pLq “ γ3pLq is given using this approach.

1.5 New Contributions
In the fourth section, some further investigation of the Lie dimension subrings is
dealt with. A new proof for the equality of γnpF q and δnpF q for free Lie rings F
is given. So, as in groups, we will write a Lie algebra L as quotient of a free Lie
algebra L » F {R. As the universal enveloping algebra of a free Lie algebra on a
set X is the free associative algebra ZxXy on the same set, one can view F as the
Lie subalgebra of ZxXy generated by X.
In Cliff and Hartley’s paper [8], where they reprove Sjogren’s Theorem in a more
elementary way, a lot of theory about free Lie algebras and free associative algebras
is used. Therefore it is no big surprise that their approach can be used for the Lie
dimension problem as well, giving us eventually exactly the same bound that is
known for groups.

Theorem 1.6. For every Lie ring L, we have

cnδnpLq Ď γnpLq,

where the constants cn are exactly those from Theorem 1.5.
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We will also look more closely into metabelian Lie algebras. Here, it turns out
that applying the method of Gupta [18] works much better than in the group case,
as some binomial coefficients do not appear. The reason for this is that the Lie
bracket is bilinear, i.e. rax, ys “ arx, ys for all a P Z, x, y P L, while the group
commutator does not satisfy such an easy equation. Consequently, in a joint work
with I.B.S Passi, we were able to significantly improve the bound for groups.

Theorem 1.7. [36] Let L be a metabelian Lie ring. Then, for every n ě 1, we
have

2δnpLq Ď γnpLq.

Also, the examples of Gupta given in [19] have a Lie algebra equivalent. Thus, for
every n ě 4 there is a Lie ring Lpnq with δnpLpnqq ‰ γnpLpnqq. As these Lie rings
are also metabelian, the above bound is the best possible.

The last part of the thesis is about the Ore conjecture for Lie algebras. For groups,
as mentioned above, the conjecture was finally proven in 2010 [27]. The proof de-
pends on the classification of finite simple groups, and the conjecture is shown for
all classes of finite simple groups separately.
For the classical finite dimensional Lie algebras (over the complex numbers, but
also over sufficiently large ground fields of arbitrary characteristic), the Ore con-
jecture was proven by Brown [6] already in 1963. In contrast to the Ore conjecture
for groups, the proof does not depend on the classification of finite dimensional
simple Lie algebras over C, but only on the existence and some properties of Car-
tan subalgebras. Thus the proof is significantly shorter than the one for groups.
We will make an attempt to prove the Ore conjecture for a class of simple Lie al-
gebras over field of positive characteristic, namely the generalized Jacobson-Witt
algebras W pm,nq, which are roughly speaking derivation algebras of polynomial
rings in m variables. Though we were not able to prove the Ore conjecture for
all those algebras, we have managed to prove it for the generalized Jacobson-Witt
algebras in one variable.

Theorem 1.8. Every element of W p1, nq can be written as a commutator.

Also, under the assumption that the base field is algebraically closed, we managed
to prove the Ore conjecture for the Witt algebra W p2, 1q.

Theorem 1.9. Every element of the Witt algebra W p2, 1q over an algebraically
closed field can be written as a commutator.

The method used here was unfortunately not easy to generalize to the Witt alge-
bras W pm, 1q with m ą 2. Therefore, we tried a different method to prove the
conjecture for those Witt algebras, but did not quite get there. However, we came
as close as possible.

Theorem 1.10. Every element of the Witt algebra W pm, 1q over a field of suffi-
ciently large cardinality can be written as sum of at most 2 commutators.
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2 Preliminaries
We will start by setting up the basic notations and definitions necessary to under-
stand this thesis. We will assume that the reader knows the most basic definitions
occurring in an algebra course, namely basic ring theory and module theory, though
not more should be required.

2.1 General Concepts
Let k be a commutative ring with a unit.

Definition 2.1. A k-module A is called an algebra over k, if there is a k-bilinear
map ¨ : Aˆ AÑ A satisfying

apx ¨ yq “ paxq ¨ y “ x ¨ payq

for all x, y P A and a P k. An algebra is called unital, if there is an element 1 P A
(called unit) satisfying 1 ¨ x “ x ¨ 1 “ x for all x P A.

Definition 2.2. A k-algebra A is called graded, if there is a decomposition

A “
à

iě0
Ai

with Ai ¨ Aj Ď Ai`j for all i, j ě 0. An element a P Ai for some i will be called
homogeneous of degree i, and we will sometimes write degpaq “ i.

Definition 2.3. Let A be an algebra over k. A k-submodule U of A is called a
subalgebra of A if x ¨ y P U for all x, y P U , and an ideal of A, if x ¨ y P U and
y ¨ x P U for all x P A and y P U .

Definition 2.4. A homomorphism of algebras A and B over k is a k-linear map
φ : AÑ B satisfying

φpx ¨ yq “ φpxq ¨ φpyq

for all x, y P A. If A and B are algebras with unit 1A and 1B respectively, we will
further assume that φp1Aq “ 1B for a homomorphism φ.
A homomorphism φ : AÑ B is called an endomorphism if A “ B, an isomorphism
if φ is bijective, and an automorphism if φ is both an endomorphism and an
isomorphism.
The set kerpφq :“ tx P A : φpxq “ 0u is called the kernel of φ, and is always an
ideal of A.

Proposition 2.5. If A and B are two algebras over the same ring k, then the
tensor product Abk B is an algebra over k with multiplication pab bq ¨ pa1 b b1q “
pa ¨ a1q b pb ¨ b1q for a, a1 P A, b, b1 P B on pure tensors, and extended linearly.
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Definition 2.6. An algebra A will be called associative, if

px ¨ yq ¨ z “ x ¨ py ¨ zq

holds for all x, y, z P A. In associative algebras, we will write xy instead of x ¨ y
for simplicity.
Furthermore, A will be called commutative, if

x ¨ y “ y ¨ x

for all x, y P A.

Example 2.7. Let M be a k-module. Then the set EndpMq of all k-linear maps
from M to M becomes an associative k-algebra by setting

paφqpxq “ aφpxq,

pφ` ψqpxq “ φpxq ` ψpxq, and
pφ ¨ ψqpxq “ φpψpxqq

for all a P k, x PM and φ, ψ P EndpMq. The identity map is the unit of EndpMq.
In particular, if M is a finite dimensional free k-module with basis e1, . . . , en, we
can identify EndpMq with knˆn, the set of nˆ n-matrices over k.
Example 2.8. Let tXi : i P Iu be a set of letters indexed by an index set I.
The polynomial ring krXi : i P Is is defined as the k-span of all formal products
ś

iPI X
ni
i , where ni are non-negative integers with only finitely many ni different

from 0. The product of krXi : i P Is is given by
ź

iPI

Xni
i ¨

ź

iPI

Xmi
i “

ź

iPI

Xni`mi
i ,

and extended linearly. Then krXi : i P Is becomes a commutative, associative
k-algebra. It is also graded by deg p

ś

iX
ni
i q “

ř

i ni.
Example 2.9. Let M be a k-module. For i ě 1, let TbipMq “M b ¨ ¨ ¨ bM be the
tensor product of M with itself i times, and set Tb0pMq “ k. The tensor algebra
T pMq is then defined by

T pMq “
à

iě0
TbipMq.

It becomes a graded associative algebra by defining pa1b¨ ¨ ¨baiq ¨ pb1b¨ ¨ ¨b bjq “
a1 b ¨ ¨ ¨ b ai b b1 b ¨ ¨ ¨ b bj for a1 b ¨ ¨ ¨ b ai P T

bipMq and b1 b ¨ ¨ ¨ b bj P T
bjpMq,

and extending this linearly.
As Tb1pMq “M , we have an embedding ι : M ãÑ T pMq. Then the tensor algebra
has the following universal property. For any associative k-algebra A and any
k-linear map φ : M Ñ A, there is a unique Φ: T pMq Ñ A, such that the diagram

M ι //

φ
��

T pMq

Φ
{{

A

commutes.
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Example 2.10. Let M be a k-module and I be the ideal of T pMq generated by all
elements of the form a b b ´ b b a with a, b P M . Then the symmetric algebra
SympMq is defined as the quotient SympMq “ T pMq{I. The embedding M ãÑ

T pMq induces an embedding ι : M ãÑ SympMq.
The symmetric algebra also has a universal property. Namely, for any associative,
commutative k-algebra A and any k-linear map φ : M Ñ A, there is a unique
Φ: SympMq Ñ A, such that the diagram

M
ι //

φ
��

SympMq

Φ
zz

A

commutes.
Note that if M is a free k-module with basis tei : i P Iu, then SympMq » krXi :
i P Is.
Definition 2.11. An algebra L over k is called Lie algebra if the bilinear operation
¨ satisfies

x ¨ x “ 0, (2.1)
ppx ¨ yq ¨ zq ` ppy ¨ zq ¨ xq ` ppz ¨ xq ¨ yq “ 0 (2.2)

for all x, y, z P L. If k “ Z, we will call L a Lie ring.
The operation ¨ will then be denoted by r¨, ¨s, and will be called Lie commutator,
simply commutator or Lie bracket. Equation (2.1) will be referred to as anti-
symmetry, and equation (2.2) will be called Jacobi identity. Note that the anti-
symmetry implies that 0 “ rx ` y, x ` ys “ rx, xs ` rx, ys ` ry, xs ` ry, ys “
rx, ys ` ry, xs for all x, y P L, so rx, ys “ ´ry, xs for all x, y P L. If the k-module L
has no 2-torsion, then (2.1) is equivalent to rx, ys “ ´ry, xs for all x, y P L.
Definition 2.12. A Lie algebra L is called abelian if rx, ys “ 0 for all x, y P L.
The first example of a Lie algebra which one should have in mind is the following.
Example 2.13. Let A be an algebra over k (not necessarily associative). A k-linear
endomorphism D of A is called a derivation if it satisfies the equation

Dpxyq “ Dpxqy ` xDpyq

for all x, y P A. Then the set of all derivations is a Lie algebra with the Lie bracket

rD1, D2s “ D1D2 ´D2D1.

We denote by DerpAq the Lie algebra of derivations of A.
Example 2.14. Let A be an associative algebra over k. Define

r¨, ¨s :
#

Aˆ A Ñ A,

px, yq ÞÑ rx, ys :“ xy ´ yx.

Then A becomes a Lie algebra over k with the above Lie bracket. It is abelian if
and only if A is commutative.
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Notation 2.15. If M is a k-module, we will denote by glpMq the Lie algebra
obtained from EndpMq as in Example 2.14. If M “ kn, we will also write glnpkq
for glpMq.
Let G be a group. Define the group commutator as pg, hq “ g´1h´1gh for g, h P G.
For subgroups H,K Ď G, denote by pH,Kq the subgroup of G generated by all
ph, kq with h P H, k P K. If H and K are normal subgroups, pH,Kq is contained
in both H and K.
The lower central series tγnpGquně1 of G is defined by

#

γ1pGq “ G,

γn`1pGq “ pγnpGq, Gq for n ě 1.
(2.3)

Then γnpGq is a normal subgroup of G for each n ě 1. Also, γnpGq{γn`1pGq is
contained in the center of G{γn`1pGq for each n ě 1. Therefore, the quotients
grnpGq “ γnpGq{γn`1pGq are abelian groups. Another example of a Lie algebra
can be constructed in the following way due to Magnus [30].
Example 2.16. Let G be a group. Then

grpGq :“
à

ně1
grnpGq

is a graded Lie algebra over Z with componentwise addition and Lie bracket defined
by

rgγn`1pGq, hγm`1pGqs “ pg, hqγn`m`1pGq.

for g P γnpGq, h P γmpGq, and extended linearly to grpGq.

One readily checks that this is indeed a well defined, Z-bilinear operation. In fact,
for every group G and every series of subgroups

G “ G1 Ě G2 Ě G3 ¨ ¨ ¨

with rGn, Gms Ď Gn`m for every n,m ě 1, one can define a graded Lie ring
structure on

À

ně1Gn{Gn`1 in that way.
Lemma 2.17. Let A be an algebra over k, and DerpAq the Lie algebra of its
derivations as in Example 2.13. If φ is an automorphism of A, then

φ̄ :
#

DerpAq Ñ DerpAq,
D ÞÑ φ ˝D ˝ φ´1

is an automorphism of DerpAq.

Proof. We first check that φ̄pDq is a derivation of A whenever D is a derivation of
A. Indeed, φ̄pDq is k-linear as composition of k-linear maps. Also, let a, b P A be
arbitrary. Then

φ̄pDqpabq “ φpDpφ´1
pabqqq “ φpDpφ´1

paqφ´1
pbqqq

“ φpDpφ´1
paqqφ´1

pbq ` φ´1
paqDpφ´1

pbqqq

“ φpDpφ´1
paqqqb` aφpDpφ´1

qpbqq “ φ̄pDqpaqb` aφ̄pDqpbq.
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One easily checks that φ̄ ˝Ěφ´1 “ Ěφ´1 ˝ φ̄ “ id, so φ̄ is invertible with Ěφ´1 as its
inverse.

For every Lie algebra L one can define the map

ad:
#

L Ñ DerpLq,
x ÞÑ adx,

where adxpyq “ rx, ys for all y P L. By the Jacobi identity, it follows that adx is
indeed a derivation for every x P L, and adrx,ys “ adx ady ´ ady adx for all x, y P L.

Definition 2.18. The center ZpLq of a Lie algebra L is the kernel of ad: L Ñ
DerpLq. In other words, it is the set

ZpLq “ tx P L : rx, ys “ 0 for all y P Lu.

Notation 2.19. For two subsets X, Y of a Lie algebra L, we denote by rX, Y s the
ideal of L generated by the set trx, ys : x P X, y P Y u.

Definition 2.20. In analogy to the lower central series of a group, the lower
central series tγnpLquně1 of a Lie algebra L is the descending series of ideals of L
defined as follows:

#

γ1pLq “ L,

γn`1pLq “ rγnpLq, Ls, n ě 1.

A Lie algebra is called nilpotent, if γnpLq “ 0 for some n ě 1. The nilpotency class
of a nilpotent Lie algebra is the maximal n ě 1, such that γnpLq ‰ 0.

By the Jacobi identity and induction on n, one verifies that rγnpLq, γmpLqs Ď
γn`mpLq for all n,m ě 1. Then, as in Example 2.16, for a Lie algebra L and n ě 1
set grnpLq “ γnpLq{γn`1pLq. Then

grpLq :“
à

ně1
grnpLq

becomes a graded Lie algebra with Lie bracket rx ` γn`1pLq, y ` γm`1pLqs :“
rx, ys ` γn`m`1pLq for x P γnpLq and y P γmpLq.

Definition 2.21. The derived series tLpnquně0 of a Lie algebra L is the descending
series of ideals of L defined as follows:

#

Lp0q “ L,

Lpn`1q “ rLpnq, Lpnqs, n ě 1.

We will alternatively write L1 instead of Lp1q, L2 instead of Lp2q and so on.
A Lie algebra is called solvable, if Lpnq “ 0 for some n ě 0. For a solvable Lie
algebra L, the minimal n ě 0 such that Lpnq “ 0 is called the derived length of L.

18



By induction on n, one easily verifies that Lpnq Ď γ2npLq for every n ě 1. Thus,
every nilpotent Lie algebra is solvable. Furthermore, if n is the nilpotency class of
L, then the derived length of L is at most log2 n` 1.

We will now come to the important concept of a universal enveloping algebra.
For an associative algebra A, denote by ALie the Lie algebra obtained from A by
Example 2.14.

Definition 2.22. Let L be a Lie algebra. A universal enveloping algebra of L is
an associative algebra UL with unit together with a Lie algebra homomorphism
ι : LÑ ULLie, such that for any associative algebra with unit A and any Lie algebra
homomorphism φ : L Ñ ALie, there is a unique homomorphism Φ: UL Ñ A of
associative algebras with unit, such that the diagram

L ι //

φ
��

UL

Φ}}
A

commutes.

Theorem 2.23 ([22, Theorem V.1]). The universal enveloping algebra of a Lie
algebra L has the following properties.

1. The universal enveloping algebra is unique up to unique isomorphism.

2. UL is generated as an associative algebra with unit by ιpLq.

3. Let L1, L2 be Lie algebras and ιi : Li Ñ ULi, i “ 1, 2 be their universal
enveloping algebras. Let φ : L1 Ñ L2 be a homomorphism. Then there exists
a unique homomorphism Φ of associative algebras with unit, such that the
diagram

L1
φ //

ι1
��

L2

ι2
��

UL1
Φ // UL2

commutes. If φ is surjective, then Φ is surjective too.

4. Let I be an ideal of L, and let I be the ideal of UL generated by ιpIq. Then
UL{I together with the map ῑ : x ` I ÞÑ ιpxq ` I is a universal enveloping
algebra for L{I.

Proof. We will give a proof of the second part of the third assertion, which is not
given in [22], and an alternate proof of the fourth assertion.
Assume φ : L1 Ñ L2 is surjective. Then, as ι2pL2q generates UL2, and ι2pL2q “

pι2 ˝ φqpL1q “ pΦ ˝ ι1qpL1q Ď ΦpUL1q, a generating set of UL2 is contained in the
image of Φ, and thus Φ is surjective.
For a proof of the fourth assertion, let ι : L Ñ UL and ι1 : L{I Ñ UpL{Iq be the
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canonical maps. Define ῑ : L{I Ñ UL{I, x ` I ÞÑ ιpxq ` I. By the definition of
I, this is a well defined map, therefore, by the universal property, it extends to a
homomorphism of associative algebras Ψ: UpL{Iq Ñ UL{I.
On the other hand, again by the universal property of U , the map L Ñ L{I Ñ
UpL{Iq extends to a homomorphism π : ULÑ UpL{Iq. It can easily be seen that
I Ď kerpπq, thus this gives a well defined map Φ: UL{IÑ UpL{Iq. We show that
Ψ ˝ Φ and Φ ˝Ψ are the respective identity maps.
As UL and UpL{Iq are generated by the images of ι and ι1 respectively, it suffices
to show the above on elements of the form ιpxq ` I and ι1px` Iq with x P L. For
those elements, we have

pΨ ˝ Φqpιpxq ` Iq “ Ψpι1px` Iqq “ ιpxq ` I,

and
pΦ ˝Ψqpι1px` Iqq “ Φpιpxq ` Iq “ ι1px` Iq.

Furthermore, the universal enveloping algebra has the following property.
Lemma 2.24 ([43, Chapter III]). Let L “ L1 ˆ L2 be a direct product of two Lie
algebras. Then

UL » UL1 b UL2.

If ιi : Li Ñ ULi denote the canonical homomorphisms, then the homomorphism
ι : LÑ UL1 b UL2 is given by ιpx1, x2q “ ι1px1q b 1` 1b ι2px2q.
So far, we only have only listed properties of the universal enveloping algebra
without constructing it explicitly. This can be done in the following way.
Theorem 2.25 ([43, Chapter III]). Let T pLq be the tensor algebra of the k-module
L as defined in Example 2.9, and let I Ď T pLq be the ideal generated by all elements
of the form xby´ybx´rx, ys with x, y P L. Then a universal enveloping algebra
can be constructed by

UL :“ T pLq{I, (2.4)
and ι : LÑ UL is given by x ÞÑ x` I.
Remark 2.26. From the construction, one sees that for an abelian Lie algebra L we
have UL » SympLq as associative algebras. This is also obvious from the universal
property, as the image of an abelian Lie algebra under a homomorphism LÑ ALie
is a commutative subalgebra of A. By the universal property of the symmetric
algebra, this factors through SympLq.
One would normally assume that the map ι : L Ñ UL is injective. However, this
need not be the case, as the following example due to Cartier [7] shows.
Example 2.27. Let k “ F2rX0, X1, X2s{pX

2
0 , X

2
1 , X

2
2 q, and let L be the Lie algebra

given by the presentation

L “ xe0, e1, e2 |

2
ÿ

i“0
Xiei “ 0y.

Then 0 ‰ x :“
ř

iăj XiXjrei, ejs, but ιpxq “ 0.
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Proof. We first show that x ‰ 0. Let F be the free Lie algebra over k on the
generators e0, e1, e2, and let R be the ideal of F generated by

ř

iXiei, so that
L » F {R. Then R is a homogeneous ideal, generated by one element of degree 1,
and x is homogeneous of degree 2. Suppose x P R. Then there are fi P k, such
that

x “

«

2
ÿ

i“0
Xiei,

2
ÿ

i“0
fiei

ff

“
ÿ

iăj

pXifj ´Xjfiqrei, ejs.

This (using charpkq “ 2) leads to the following three equations in k.

X0f1 `X1f0 “ X0X1, (2.5)
X0f2 `X2f0 “ X0X2, (2.6)
X1f2 `X2f1 “ X1X2. (2.7)

Now, k is an 8-dimensional F2-vector space with basis t1, X0, X1, X2, X0X1, X0X2,
X1X2, X0X1X2u, so every fi is a sum of those basis elements. By equation (2.5),
either f1 is divisible by X1 or f0 is divisible X0, but not both. By symmetry,
we can assume without loss of generality that f1 is divisible by X1. Then f0 is
not divisible by X0. Therefore, by equation (2.6), X2 divides f2. But then the
coefficient of X1X2 on the left hand side of equation (2.7) is 1` 1 “ 0, leading to
a contradiction. Thus x ‰ 0.
Let now A be an arbitrary associative algebra over k, and let φ : L Ñ ALie be a
homomorphism. Then

φpxq “
ÿ

iăj

XiXjpφpeiqφpejq ´ φpejqφpeiqq

“ pX0φpe0q `X1φpe1q `X2φpe2qq
2
“ φ

˜

ÿ

i

Xiei

¸2

“ φp0q “ 0.

Therefore, x maps to zero under every homomorphism into an associative algebra,
so in particular ιpxq “ 0.

By the above example, ι need not be a monomorphism, but in the following cases
it is:

1. L is a free k-module [52],

2. k is a principal ideal domain [7],

3. k is an algebra over the rationals [10].

So in particular, when k “ Z or k is a field, either of which will always be the case
in this thesis, ι is a monomorphism.

Proposition 2.28. Let L be a Lie algebra over a commutative ring k. Then

UL » k if and only if L “ 0.
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Proof. Suppose first L “ 0. Then T pLq » k and the ideal I as above is the zero
ideal, so UL » k.
For the converse, suppose that UL » k. Let EndpLq be the algebra of k-module
endomorphisms of L, and ad: L Ñ EndpLq the adjoint representation. Then, by
the universal property, there is a unique homomorphism Φ: k Ñ EndpLq extending
ad. This must be the map a ÞÑ a idL.
Now by anti-symmetry, it follows that ι : LÑ k is the zero map, and therefore ad
is the zero map, thus L is abelian. It follows that I is the ideal of T pLq generated
by all x b y ´ y b x with x, y P L, and t P I for all t P L. This is only possible if
L “ 0.

By the above Proposition and the universal property of UL, the map L Ñ 0
extends to a map ε : ULÑ k. This map will be called the augmentation map. We
call $pLq “ kerpεq the augmentation ideal of UL. It is the two-sided ideal of UL
generated by the image of L under ι. As k-modules, we have the decomposition
UL “ k ‘$pLq.
If L is a free k-module, there is an even stronger theorem constructing a basis of
UL from a given basis of L (see e.g. [22, Theorem V.3] for a reference).

Theorem 2.29 (Poincaré-Birkhoff-Witt). Let L be a Lie algebra over k, which is
free as k-module with basis B “ tbiuiPI . Assume that I is totally ordered by some
ordering ď. Then the set

PBWpBq “ tbi1 ¨ ¨ ¨ bin : n ě 0, i1 ď i2 ď . . . ď inu

is a basis of UL (where we identify bij with ιpbijq in UL). In particular, we have
UL » SympLq as k-modules.

2.2 Free Lie Algebras
In the third section of this thesis, the concept of a free Lie algebra will play an
important role. Therefore, we will give some basic facts about free Lie algebras
here.

Definition 2.30. Let X be a set, F a Lie algebra over k, and ι : X Ñ F a
mapping. The Lie algebra F is called free on X, if for every Lie algebra L over
k and every mapping φ : X Ñ L, there is a unique Lie algebra homomorphism
Φ: F Ñ L extending φ (i.e. φ “ Φ ˝ ι).

For every set X, there exists a free Lie algebra on X, and it is unique up to
isomorphism (see [37, Theorem 0.4]). In the same way, for every set X there exists
a free associative k-algebra on X ([37, p. 6]), denoted by kxXy, which is unique
up to isomorphism. It can be described as the set of all k-linear combinations of
(finite) words in X. By Example 2.14, we can view kxXy as a Lie algebra. Given
an arbitrary Lie (associative) algebra, it can be written as quotient of a free Lie
(associative) algebra on a set of generators of the given Lie (associative) algebra.
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Such a quotient is called a presentation. For a subset R of a free Lie algebra F on
X, we will write

L “ xX|Ry

if L » F {R, where R is the ideal of F generated by R. As every homomorphism
F Ñ ALie, where F is free on X, is just a map X Ñ A, which extends to a
homomorphism of associative algebras kxXy Ñ A, we get a connection between
free Lie algebras and free associative algebras.

Theorem 2.31 ([37, Theorem 0.5]). Let F be the free Lie algebra on a set X. Then
UF is the free associative algebra on the set X. Furthermore, F is isomorphic to
the Lie subalgebra of kxXyLie generated by X.

Thus, by Theorem 2.23, if a Lie algebra L is given by a presentation L » F {R with
a free Lie algebra F , the projection F Ñ L leads to a surjective homomorphism
UF Ñ UL, whose kernel is the ideal r of UF generated by the image of R under
the map F Ñ UF . Therefore, a presentation of a Lie algebra gives a presentation
of its universal enveloping algebra.
Every free Lie algebra has a natural grading. Namely, if F is a free Lie algebra on
a set X, then the n-th homogeneous component Fn of F is the k-module generated
by all commutators of n elements of X. By the Jacobi identity, the left-normed
commutators rXi1 . . . , Xins suffice to generate Fn.

2.3 Hopf Algebras
One can define also the notion of an associative algebra with a unit in another
way.

Definition 2.32. A k-module A is called an associative algebra with unit if there
exist k-linear maps m : Ab AÑ A, and η : k Ñ A called multiplication and unit,
such that the diagrams

Ab Ab A
idbm //

mbid
��

Ab A

m
��

Ab A m // A

and
A

idbη //

ηbid
��

id

%%

Ab A

m
��

Ab A m // A

commute. Here, for the definitions of the maps η b id and idbη, we identify A
with k b A and Ab k respectively.

This notion of an associative algebra allows us to define a coalgebra by reversing
the arrows.
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Definition 2.33. A k-module C is called a coalgebra, if there exist k-linear maps
∆: C Ñ C b C and ε : C Ñ k, called comultiplication and counit, such that the
diagrams

C
∆ //

∆
��

C b C

idb∆
��

C b C
∆bid// C b C b C

and
C ∆ //

∆
��

id

%%

C b C

idbε
��

C b C
εbid // C

commute. Here, as before, for the definition of the maps ε b id and idbε, we
identify C with k b C and C b k respectively.

Example 2.34. Let C be a free k-module with basis B. Then we can define a
coalgebra structure on C by setting

∆pbq “ bb b

and
εpbq “ 1

for all b P B, and extending the maps linearly.
An ideal of an associative algebra can be defined as follows.

Definition 2.35. A linear subspace I of an associative algebra A is called an ideal
if mpAb I ` I b Aq Ď I.

It is well known that the quotient space A{I becomes an algebra in the natural
way, by defining m̄ : pA{Iq b pA{Iq Ñ A{I, pa` Iq b pb` Iq ÞÑ mpab bq ` I, and
η̄ “ π ˝ η : k Ñ A{I, where π denotes the projection A Ñ A{I. Reversing arrows
then gives the definition of a co-ideal.

Definition 2.36. A linear subspace I of a coalgebra C is called a co-ideal if
∆pIq Ď C b I ` I b C and I Ď kerpεq.

The second condition is necessary to get a well-defined natural counit on the
quotient C{I by defining ε̄pc ` Iq “ εpcq for all c P C. The quotient space C{I
becomes then a coalgebra in the natural way.

Definition 2.37. A k-module A is called a bialgebra if A is an algebra and a
coalgebra, such that the comultiplication ∆ and the counit ε are homomorphisms
of associative algebras. Equivalently, A is a bialgebra, if the multiplication m and
the unit η are homomorphisms of coalgebras. A linear subspace I Ď A is called a
bi-ideal, if it is an ideal and a co-ideal at the same time.
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Let A be an associative algebra and C be a coalgebra with m, η,∆, ε the multipli-
cation, unit, comultiplication and counit. Denote by HompC,Aq the set of module
homomorphisms from C to A. Then one can verify that HompC,Aq becomes a
k-algebra with multiplication given by f ˚ g “ m ˝ pf b gq ˝∆, which we will call
convolution product. The unit element is ηε.
Example 2.38. Take A “ k, then HompC,Aq “ C˚, the dual space. Therefore, the
dual space of any coalgebra is an associative algebra.

Definition 2.39. Let H over k be a bialgebra, and denote by Ha and Hc the
underlying algebra and coalgebra respectively. If id P HompHc, Haq is invertible
with respect to ˚, then we will call H a Hopf algebra. The unique inverse of id will
be called antipode, and will be denoted by s.

Definition 2.40. A Hopf ideal I of a Hopf algebra H is a bi-ideal of the bialgebra
H such that spIq Ď I.

If I is a Hopf ideal of H, then the quotient becomes a Hopf algebra with antipode
s̄ : H{I Ñ H{I, h` I ÞÑ sphq ` I.
For finite dimensional Hopf algebras H, there is a canonical isomorphism φ : H˚b

H˚ Ñ pH b Hq˚, with φpf b gqph1 b h2q “ fph1qgph2q for all f, g P H˚ and
h1, h2 P H. Thus, the multiplication m : H b H Ñ H leads to the dual map
m˚ : H˚ b H˚ Ñ H˚, and similarly the comultiplication ∆: H Ñ H b H gives a
map ∆˚ : H˚bH˚ Ñ H˚. Also, the multiplication and comultiplication give maps
η˚ : H˚ Ñ k˚ » k and ε˚ : k Ñ H˚. Then all the relevant diagrams commute,
making H˚ a bialgebra with multiplication ∆˚, comultiplication m˚, unit ε˚ and
counit η˚. Also, if s is the antipode of H, the map s˚ is the antipode of H˚,
turning H˚ into a Hopf algebra.
Hopf algebras appear in various fields of mathematics. In this thesis, the most
relevant examples of Hopf algebras are the following.
Example 2.41. Let L be a Lie algebra, and let UL be its universal enveloping
algebra. Then the diagonal map LÑ LˆL, x ÞÑ px, xq, induces a homomorphism
of associative algebras ∆: UL Ñ UL b UL. Let ε : UL Ñ k be the map induced
by LÑ 0. Then UL becomes a bialgebra with comultiplication ∆ and counit ε.
By Lemma 2.24, the comultiplication is then determined by ∆pιpxqq “ ιpxq b 1`
1 b ιpxq for all x P L. Then the anti-homomorphism s : UL Ñ UL defined by
spιpxqq “ ´ιpxq for all x P L satisfies s ˚ id “ id ˚s “ ηε.
Example 2.42. By the above example, the polynomial ring krXi : i P Is is a Hopf
algebra, as it is the universal enveloping algebra of

À

iPI k, viewed as an abelian
Lie algebra. We then have, as before, ∆pXiq “ Xi b 1` 1bXi, and therefore

∆pXn
i q “ pXi b 1` 1bXiq

n
“

n
ÿ

k“0

ˆ

n

k

˙

Xk
i bX

n´k
i

for all i P I. The counit ε is just the evaluation at 0, so εpfq “ fp0q for all
f P krXi : i P Is.
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Example 2.43. Let k be a commutative ring with unit, and let G be a group. The
group ring kG is the free k-module generated by the group G. The ring structure
on kG is given by the group multiplication on the generators, and extended linearly.
The comultiplication and counit are given in the same way as in Example 2.34.
Then s : kGÑ kG defined by spgq “ g´1 for all g P G satisfies s ˚ id “ id ˚s “ ηε.
Example 2.42 will be of particular interest. Let k be a field of characteristic
p ą 0, and krXs be the polynomial ring in one variable. Then

`

pn

i

˘

” 0 mod p
for all 0 ă i ă pn. Therefore ∆pXpnq “ Xpn b 1 ` 1 b Xpn for all n ě 1. Also
spXpnq “ ´Xpn (this holds even for p “ 2, as ´1 “ 1 in that case), so the ideal
generated byXpn is a Hopf ideal, turning krXs{pXpnq into a finite (pn-)dimensional
Hopf algebra. Then, by the above discussion, its dual space, which we denote by
Op1, nq, is also a Hopf algebra.
Let tfi : 0 ď i ă pnu be the basis of Op1, nq dual to the basis tX i : 0 ď i ă pnu
of krXs{pXpnq, i.e. fipXjq “ δij. Denote by ∆˚ : Op1, nq bOp1, nq Ñ Op1, nq the
multiplication of Op1, nq. Then

∆˚
pfi b fjqpX

m
q “ pfi b fjqp∆pXm

qq

“ pfi b fjq

˜

m
ÿ

k“0

ˆ

m

k

˙

Xk
bXm´k

¸

“

m
ÿ

k“0

ˆ

m

k

˙

fipX
k
qfjpX

m´k
q “

#

`

i`j
i

˘

, if i` j “ m,

0 otherwise.

Therefore
∆˚
pfi b fjq “

ˆ

i` j

i

˙

fi`j.

The unit element of Op1, nq is then ε˚p1q “ f0, and Op1, nq is generated by f1 as
a k-algebra.
The same can be done for the polynomial ring krX1, . . . , Xms in any finite number
of variables. Choose any m-tuple n “ pn1, . . . , nmq of positive integers. Then the
ideal generated by all the Xpni

i is a Hopf ideal with finite dimensional quotient
(the dimension of the quotient is pn1 ¨ ¨ ¨ pnm). Therefore, its dual, which we denote
by Opm,nq, is also a Hopf algebra.
For an m-tuple a “ pa1, . . . , amq of non-negative integers, we will write Xa for
Xa1

1 ¨ ¨ ¨Xam
m . Then the set of all Xa with 0 ď ai ă pni is a basis for

krX1, . . . , Xms{pX
pn1
1 , . . . , Xpnm

m q.
For two m-tuples a “ pa1, . . . , amq and b “ pb1, . . . , bmq of non-negative integers,
set

ˆ

a

b

˙

“

m
ź

i“1

ˆ

ai
bi

˙

and a` b “ pa1 ` b1, . . . , am ` bmq.

Then, if tXpaq : 0 ď ai ă pniu is the basis of Opm,nq dual to tXa : 0 ď ai ă pniu,
the multiplication rule in Opm,nq is

XpaqXpbq
“

ˆ

a` b

a

˙

Xpa`bq.
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By [46, Lemma 2.1.2], we have
`

pj
j

˘

” 0 mod p for j ą 0. It follows that for
a ‰ p0, . . . , 0q, we have

pXpaq
q
p
“

ˆ

pa

a

˙

Xppaq
“ 0.

Set 1 “ p1, . . . , 1q. Then the map ψ : krX1, . . . , Xms{pX
p
1 , . . . , X

p
mq Ñ Opm, 1q, Xa ÞÑ

a!Xpaq is an isomorphism of associative algebras, as it is clearly bijective and

ψpXa
qψpXb

q “ a!b!XpaqXpbq
“ a!b!

ˆ

a` b

a

˙

Xpa`bq
“ pa` bq!Xpa`bq

“ ψpXa`b
q.

Theorem 2.44. For n “ pn1, . . . , nmq, let |n| “
ř

i ni. Then there is an isomor-
phism

Opm,nq » Op|n|, 1q.

Proof. We have Op|n|, 1q “ krX1, . . . , Xn1 , Xn1`1, . . . , Xn1`n2 , . . . , X|n|s{pX
p
i q. Let

X
p1q
1 , . . . , Xpmq

m be the generators of Opm,nq. Define

φ : Op|n|, 1q Ñ Opm,nq,

X1 ÞÑ X
p1q
1 ,

X2 ÞÑ X
ppq
1 ,

X3 ÞÑ X
p2pq
1 ,

...
Xn1 ÞÑ X

ppn1´1qpq
1 ,

Xn1`1 ÞÑ X
p1q
2 ,

...
X|n| ÞÑ Xpnm´1qp

m .

This map is well defined by the above remark, and clearly injective. As dimpOpm,nqq “
p|n| “ dimpOp|n|, 1qq, it follows that φ is an isomorphism.

2.4 Simple and Semisimple Lie Algebras
Definition 2.45. A non-abelian Lie algebra L is called simple, if the only two
ideals of L are 0 and L.
Furthermore, a Lie algebra L is said to be semisimple, if 0 is the only abelian ideal
of L.

Example 2.46. Let k be a field with charpkq ‰ 2. Set

sl2pkq “

"ˆ

a b
c d

˙

P k2ˆ2 : a` d “ 0
*

.

Then sl2pkq is a simple Lie algebra.

Indeed, set e “
ˆ

0 1
0 0

˙

, f “
ˆ

0 0
1 0

˙

and h “
ˆ

1 0
0 ´1

˙

. Then the set te, f, hu is a
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basis of sl2pkq, and their commutators are re, f s “ h, rh, es “ 2e and rh, f s “ ´2f .
Let now I Ď sl2pkq be a non-zero ideal. Note first that if h P I, then 1{2rh, es “
e P I and ´1{2rh, f s “ f P I, and therefore I “ sl2pkq.
Let x “ xee` xff ` xhh P I be a non-zero element. Then

rx, es “ ´xfh` 2xhe P I,
rx, f s “ xeh´ 2xhf P I and
rx, hs “ ´2xee` 2xff P I.

If xe “ 0, then xf ‰ 0 or xh ‰ 0. In both cases we conclude f P I, and therefore
rf, es “ h P I, thus I “ sl2pkq. If xf “ 0, we similarly conclude h P I. So assume
now xe, xf ‰ 0. Then rrx, hs, f s “ ´2xeh P I, and therefore again h P I.
It is clear from the definition that every simple Lie algebra is semisimple. Also, if
L1 and L2 are semisimple, their direct sum L1‘L2 is semisimple, for if I Ď L1‘L2
is an abelian ideal, its respective projections to L1 and L2 are abelian ideals of L1
and L2, and thus zero. Therefore I “ 0. However, if L1 and, L2 are simple (and
therefore non-zero), then L1 and L2 are ideals of L1‘L2, so L1‘L2 is not simple.

Theorem 2.47 (Structure Theorem, e.g. [22, p.71]). A finite dimensional Lie
algebra L over a field of characteristic zero is semisimple, if and only if

L »
r
à

i“1
Li

with simple Lie algebras Li.

By the Structure Theorem, characterizing all finite dimensional semisimple Lie
algebras over a field of characteristic zero reduces to characterizing the finite di-
mensional simple Lie algebras over that field.

Definition 2.48. Let L be a Lie algebra. A Cartan subalgebra is a nilpotent
subalgebra H Ď L which is self-normalizing, i.e. if rx, ys P H for all x P H, then
y P H.

Example 2.49. Using the notation of Example 2.46, H :“ spanphq is a Cartan
subalgebra of sl2pkq. Indeed, H is clearly abelian, and thus nilpotent. Also, if
y “ yee ` yff ` yhh P sl2pkq, such that rx, ys P H for all x P H, then rh, ys “
2yee´ 2yff P H, so y ` e “ yf “ 0 and thus y P H.

Theorem 2.50 ([22, Chapter IV]). Let L be a semisimple Lie algebra over an
algebraically closed field of characteristic zero. Then

1. There exists a Cartan subalgebra H of L,

2. H is unique up to automorphism,

3. H is abelian and

4. adh P EndpLq is diagonalizable for every h P H.
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The study of Cartan subalgebras plays an important role in classifying the simple
Lie algebras over algebraically closed fields of characteristic zero. One can define
a non-degenerate bilinear form on the dual space H˚, such that classifying simple
Lie algebras reduces to classifying so called root systems, which are very geomet-
rical objects, and corresponding Dynkin diagrams, which are graphs. The finite
dimensional simple Lie algebras over an algebraically closed field of characteristic
zero can then be completely classified.

Theorem 2.51 ([22, Chapter IV]). Every simple Lie algebra L over an alge-
braically closed field of characteristic zero is of one of the following forms:

1. slnpkq with n ě 2,

2. sonpkq with n ě 3 and n ‰ 4,

3. sp2npkq with n ě 4 or

4. one of the exceptional Lie algebras e6, e7, e8, f4 or g2.

If the characteristic of the base field k is positive, studying the finite dimensional
simple Lie algebras over that field becomes slightly more complicated. However,
all the Lie algebras listed above admit a certain basis, called the Chevalley basis,
such that the structure constants with respect to that basis are integers. For a
simple Lie algebra L as above, these structure constants give a Lie algebra LZ over
Z. Then Lk :“ kZ b F is a Lie algebra over k.

Theorem 2.52 ([42]). Let k be a field with charpkq “ p ą 3, and let L be a
finite dimensional simple Lie algebra over a field of characteristic zero. Let Lk be
as above. Then Lk is simple, except when L “ slnpkq with p | n. In that case,
Lk{ZpLkq is simple.

However, the list given in Theorem 2.51 is not complete if the ground field is of
positive characteristic, as the following example shows.
Example 2.53. Let k be a field with charpkq ě 5. Then the Lie algebra W p1, 1q :“
DerpkrXs{pXpqq is simple but not isomorphic to either of the above Lie algebras.
Indeed, if we set ei “ X i`1d{dX, the set tei : ´1 ď i ď p´ 2u is a basis of W p1, 1q
with the multiplication rule

rei, ejs “

#

pj ´ iqei`j, if ´ 1 ď i` j ď p´ 2,
0 else.

Now suppose I Ď W p1, 1q is a non-zero ideal. Let D “
řp´2
i“´1 λiei P I, and suppose

j is the maximal index with λj ‰ 0.
Suppose first j ‰ ´1, then I Q rD, ep´2´js “ ´2λjep´2, therefore ep´2 P I. It
follows that rep´2, e´1s “ ep´3 P I, rep´3, e´1s “ 2ep´4 P I, and so on. Thus ei P I
for all i, and I “ W p1, 1q.
If j “ ´1, then D “ λ´1e´1, so assume without loss of generality that λ´1 “ 1,
so D “ e´1 P I. Then re1, e´1s “ 2e0 P I, thus e0 P I. Then re0, eis “ iei P I for
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every i, thus ei P I for every i, and I “ W p1, 1q.
As dimpW p1, 1qq “ p ě 5, it cannot be of either of the classes given in The-
orem 2.51, as the only one of those whose dimension is a prime number is the
3-dimensional Lie algebra sl2pKq (which is isomorphic to W p1, 1q if charpkq “ 3).
The Lie algebra W p1, 1q is often called the Witt algebra. This example can be
further generalized to the generalized Jacobson-Witt algebras. Let k be a field
of characteristic p ą 3, and for m P N and n “ pn1, ¨ ¨ ¨ , nmq P Nm denote by
Opm,nq the Hopf dual of krX1, . . . , Xms{pX

pn1
1 , . . . , Xpnm

m q as above. Set ei “
p0, . . . , 0, 1, 0, . . . , 0q with the 1 in the i-th position, and for convenience we set
Xpaq “ 0 if ai ă 0 for some i.
Definition 2.54. With the notation as above, we call a derivation D of Opm,nq
special, if

DpXpaq
q “

m
ÿ

i“1
Xpa´eiqDpXpeiqq

for all a “ pa1, . . . , amq with 0 ď ai ă pni . Then the generalized Jacobson-Witt
algebra W pm,nq is the set of all special derivations of Opm,nq.
In other words, if we denote by Bi the i-th partial derivative, i.e. BipXpaqq “ Xpa´eiq,
it can be shown that W pm,nq is indeed a Lie algebra with

W pm,nq “
m
à

i“1
Opm,nqBi,

and W pm,nq “ DerpOpm,nqq if and only if n “ 1 (see [47, Chapter 3, Proposition
5.9]).
Theorem 2.55 ([47, Chapter 4, Theorem 2.4]). The Lie algebras W pm,nq are
always simple if p ě 3, and not isomorphic to any of the Lie algebras from Theorem
2.51 (except for p “ 3 and n “ 1, as mentioned above).
Some further classes of finite dimensional simple Lie algebras over fields of positive
characteristic occur as subalgebras of W pm,nq. Though they are not relevant in
this thesis, we define them here for completion.
Define the map

Bij :
#

Opm,nq Ñ W pm,nq

f ÞÑ BjpfqBi ´ BipfqBj.

Then one easily sees that Bii “ 0 and Bij “ ´Bji for all 1 ď i, j ď m. Furthermore,
Bij is k-linear, with rB`, Bijpfqs “ BijpB`pfqq for all f P Opm,nq and 1 ď ` ď m.
Then the set

Spm,nq :“ xtBijpfq : f P Opm,nq, 1 ď i ă j ď muy

is another finite dimensional simple Lie algebra (of dimension pm´1qp|n|´1) over
k, called the special algebra.
Furthermore, if m “ 2r is even, for i P t1, . . . ,mu set

σpiq “

#

1, if i ď r,

´1, if i ą r.
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Then we can define another map

BH :
#

Opm,nq Ñ W pm,nq

f ÞÑ
řm
i“1 σpiqBipfqBi.

Then the set
Hpm,nq :“ xBHpXpaq

q : 0 ď ai ă pniy

is a finite dimensional simple Lie algebra of dimension p|n|´ 2, called the hamilto-
nian algebra.
Finally, for m “ 2r ` 1 uneven, for j ď 2r set

j1 “

#

j ` r, if j ď r,

j ´ r, if j ą r.

Then, for f P Opm,nq and j ď 2r, set

fj “ XpejqBmpfq ` σpj
1
qBj1pfq,

where σ is defined as above. Also set

fm “ 2f ´
2r
ÿ

j“1
σpjqXpejqfj.

Then define a map

BK :
#

Opm,nq Ñ W pn,mq

f ÞÑ
řm
j“1 fjBj.

Then for f, g P Opm,nq, we set xf, gy “ BKpfqpgq ´ 2Bmpfq. Then one can show
that x¨, ¨y defines a Lie bracket on Opm,nq. Now if n ı ´3 mod p, then Opm,nq
becomes a simple Lie algebra of dimension p|n| with this operation, denoted by
Kpm,nq. If on the other hand n ” ´3 mod p, the set spantXpaq : Di : ai ă pni´1u,
also denoted by Kpm,nq is a simple Lie algebra of dimension p|n| ´ 1. These Lie
algebras are normally referred to as contact algebras.

2.5 Simplicial Objects
Definition 2.56. The simplicial category ∆ is the category defined in the following
way. The objects are the sets rns :“ t0, . . . , nu for n P N0, and a map f : rns Ñ rms
is a morphism, if and only if f is order preserving, i.e. fpiq ď fpjq, whenever i ď j.

In particular, for each n the maps

δi : rn´ 1s Ñ rns, j ÞÑ

#

j, if j ă i,

j ` 1, if j ě i

and

σi : rn` 1s Ñ rns, j ÞÑ

#

j, if j ď i,

j ´ 1, if j ą i
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for 0 ď i ď n are morphisms of ∆. In fact, it is shown in [32, p. 4], that the δi
and σi generate the morphisms of ∆. They satisfy the equations

δjδi “ δiδj´1, if i ă j, (2.8)
σjσi “ σiσj`1, if i ď j, (2.9)

σjδi “

$

’

&

’

%

δiσj´1, if i ă j,

id, if i “ j, j ` 1,
δi´1σj, if i ą j ` 1.

(2.10)

Definition 2.57. Let C be any category. A simplicial object in C is a contravariant
functor F : ∆ Ñ C. In other words, a simplicial object is a collection X “ tXnuně0
of objects in C together with morphisms di : Xn Ñ Xn´1 and si : Xn Ñ Xn`1 for
each n and 0 ď i ď n, satisfying

didj “ dj´1di, if i ă j, (2.11)
sisj “ sj`1si, if i ď j, (2.12)

disj “

$

’

&

’

%

sj´1di, if i ă j,

id, if i “ j, j ` 1,
sjdi´1, if i ą j ` 1.

(2.13)

The maps di will be called face maps, and the si will be called degeneracy maps.

Example 2.58. Let ∆n “ tpx0, . . . , xnq P Rn`1 : 0 ď xi ď 1,
ř

i xi “ 1u. Then
t∆nuně0 is a simplicial topological space with face maps

di : ∆n Ñ ∆n´1, px0, . . . , xnq ÞÑ px0, . . . , xi ` xi`1, . . . , xnq

and degeneracy maps

si : ∆n Ñ ∆n`1, px0, . . . , xnq ÞÑ px0, . . . , xi, 0, xi`1, . . . , xnq.

Definition 2.59. Let X “ tXnuně0 and Y “ tYnuně0 be simplicial objects in a
category C. A morphism φ : X Ñ Y is a collection of maps tφn : Xn Ñ Ynuně0,
such that all the diagrams

Xn
di //

φn
��

Xn´1

φn´1
��

Yn
di // Yn´1

and
Xn

φn
��

Xn´1

φn´1
��

sioo

Yn Yn´1
sioo

commute. In this way, the class of simplicial objects in C becomes itself a category,
which we will denote by SC.
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Definition 2.60. Let X and Y be two simplicial objects in a category C, and
φ,ψ : X Ñ Y be morphisms between them. A homotopy between φ and ψ is a
collection of maps hi : Xn Ñ Yn`1, 0 ď i ď n, for each n ě 0, satisfying

d0h0 “ φn, dn`1hn “ ψn`1

dihj “

$

’

&

’

%

hj´1di, if i ă j,

dihi´1, if i “ j ‰ 0,
hjdi´1, if i ą j ` 1,

sihj “

#

hj`1si, if i ď j,

hjsi´1, if i ą j.

The maps φ and ψ are called homotopic, if there exists a homotopy between them.

Definition 2.61. Two simplicial objects X and Y are said to be of the same
homotopy type, if there exist simplicial morphisms φ : X Ñ Y and ψ : Y Ñ X,
such that φ ˝ψ and ψ ˝ φ are homotopic to the respective identity morphisms.

If C is the category of groups, where the identity element of each group is denoted
by 0. Then every simplicial group X gives rise to a chain complex of groups in the
following way.

Definition 2.62. The Moore complex MpXq “ tMnpXquně0 of a simplicial group
X is the complex with

MnpXq “
n´1
č

i“0
kerpdi : Xn Ñ Xn´1q

and differentials dn|MnpXq : MnpXq Ñ Mn´1pXq. We will write only Mn instead of
MnpXq, when there is no danger of confusion.

Proposition 2.63. The Moore complex is indeed a chain complex, and dnpMnq is
a normal subgroup of Xn´1, so in particular of Mn´1, for every n ě 1.

Proof. Let x P Mn. Then dipxq “ 1 for all i ă n. Thus, by (2.11), didnpxq “
dn´1dipxq “ dn´1p0q “ 0 for all i ă n ´ 1, and therefore dnpxq P Mn´1. Also by
(2.11), dn´1dnpxq “ dn´1dn´1pxq “ dn´1p0q “ 0, so dn´1dn is the zero map.
Also, let y “ dnpxq P dnpMnq Ď Mn´1 with x P Mn, and let a P Xn´1. Note
that by (2.13) we have a “ dnsn´1paq. Therefore a´1ya “ dnpsn´1paq

´1xsn´1paqq,
and as Mn is normal in Xn, it follows that sn´1paq

´1xsn´1paq PMn, and therefore
a´1ya P dnpMnq as desired.

Definition 2.64. Let X be a simplicial group and n ě 0. Then the n-th homotopy
group of X is defined as

πnpXq “ kerpdn|Mnq{dn`1pMn`1q.
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Every morphism φ : X Ñ Y of simplicial groups induces morphisms φ˚ : πnpXq Ñ
πnpYq for every n ě 0 given by φ˚pxdn`1pMn`1pXqqq “ φnpxqdn`1pMn`1pYqq.
Thus πn is a covariant functor from the category of simplicial groups to the category
of groups for every n ě 0. In fact, by [32, Proposition 17.3], πnpXq is abelian for
all n ě 1, therefore in these cases, πn is actually a functor into the category of
abelian groups.

Proposition 2.65 ([32, Theorem 22.1]). Let A “ tAnuně0 be a simplicial abelian
group. Define the total differentials

Bn :“
n
ÿ

i“0
p´1qidi : An Ñ An´1

for n ě 0 (where we set A´1 “ 0 and B0 the zero-morphism).
Then Bn´1 ˝ Bn “ 0, and the inclusion MnpAq ãÑ An induces an isomorphism
between πnpAq and the n-th homology group of the resulting chain complex.

2.6 The Dimension Subgroup Problem
For a group G and a ring with unit k, one can define the group ring kG as the
free k-module with basis G, whose multiplication rule is inherited from the group
operation in G and extended linearly. Then kG is also a ring with unit (the unit
element is 1 ¨ e, where 1 is the unit of k and e the identity element of G), which is
commutative if and only if both k and G are. Write 1 for 1 ¨ e.
Now the question we may ask is: How are the normal subgroups of G and the ideals
of kG connected? Let H be a normal subgroup of G. Then one easily verifies that
kGpH ´ 1q is an ideal of kG. Thus we get a map

I :
#

tnormal subgroups of Gu Ñ tideals of kGu,
H ÞÑ kGpH ´ 1q.

Note that, as H is normal in G, so gH “ Hg for every g P G, this indeed defines
a two-sided ideal of kG.
On the other hand, for any two sided ideal a Ď kG, the set G X p1 ` aq “: Dkpaq
defines a normal subgroup of G. Therefore, we also have a map

Dk :
#

tideals of kGu Ñ tnormal subgroups of Gu,
a ÞÑ Dkpaq.

The groups Dkpaq will be called generalized dimension subgroups of a. One can
now wonder whether the two maps are inverses of each other, or more generally
how they are connected.

Proposition 2.66. With the notation as above, we have

DkpIpHqq “ H

for every normal subgroup H Ď G.
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Proof. First observe that if h P H, then obviously h P G and h ´ 1 P kGpH ´ 1q,
so h P 1` kGpH ´ 1q, and thus h P DkpIpHqq, so H Ď DkpIpHqq.
For the reverse inclusion, note that kGpH ´ 1q is the kernel of the homomorphism
π˚ : kG Ñ kpG{Hq induced by the natural projection π : G Ñ G{H. Thus, if
g P DkpIpHqq, then 0 “ π˚pg ´ 1q “ gH ´ 1, and therefore gH “ H and therefore
g P H.
As there are many more ideals in kG than just those induced by some subgroup of
G, it is not particularly surprising that the other composition is not the identity.
Take e.g. the ideals kGpG ´ 1q “: $kpGq and the trivial ideal kG. Both induce
the same subgroup, namely G, but the latter one is not induced by any subgroup.
Let us look at some examples to get a feel for it. First, let G “ Cp be the
cyclic group of order p, and let k “ Fp be the field with p elements. Then kG »
krXs{xXp´1y “ krXs{xpX´1qpy. Therefore the ideals of kG correspond to ideals
a Ď krXs with pX ´ 1qp P a. As krXs is a principal ideal domain, these are given
by xpX ´ 1qiy with 0 ď i ď p. Thus all ideals are powers of the augmentation
ideal, and $p

kpGq “ 0.
Now, if G “ Cp “ xgy as above, and k is a field not containing a primitive p-th
root of unity, then by the Chinese Remainder Theorem

kG » krXs{xXp
´1y » krXs{xX´1y‘krXs{xXp´1

`Xp´2
`¨ ¨ ¨`X`1y » k‘kpζpq,

where ζp denotes a primitive p-th root of unity in an algebraic closure of k. The
isomorphism between kG and k ‘ kpζpq is given by g ÞÑ p1, ζpq. Now, as kG
is a direct sum of two fields, the only non-trivial ideals are given by its direct
summands. One is the augmentation ideal, corresponding to the ideal 0‘ kpζpq in
the isomorphic image, and the other is the ideal generated by the norm element
N :“

řp´1
i“0 g

i.
As another example, let G be the alternating group A5, which is known to be
simple. Therefore, the only normal subgroups of A5 are teu and A5. Now let k be
an algebraically closed field with charpkq ‰ 2, 3, 5. Then by Maschke’s Theorem
(see e.g. [25, Chapter XVIII, §1, Theorem 1]) kG is a semisimple k-algebra, so by
the Artin-Wedderburn-Theorem (see e.g. [25, Chapter XVII]) we get

kG »
r
à

i“1
kniˆni ,

where r is the number of conjugacy classes of A5, which happens to be 5. Now, as
kniˆni is a simple k-algebra, all the 5 direct summands of the decomposition above
and sums of those are the ideals of kG. So, in all, the number of ideals of kG is
equal to 25 “ 32.
The general problem is now, for a given ideal a Ď kG, to identify the subgroup
Dkpaq. The following Lemma shows how the ideals behave under the group mul-
tiplication and the group commutator.
Lemma 2.67. Let a, b Ď kG be two ideals of a group ring kG. Then

DkpaqDkpbq Ď Dkpa` bq and
rDkpaq, Dkpbqs Ď Dkpab` baq.
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Proof. Let a P Dpk, aq and b P Dpk, bq, i.e. a´ 1 P a and b´ 1 P b. Then

ab´ 1 “ pa´ 1qpb´ 1q ` pa´ 1q ` pb´ 1q P a` b,

and thus ab P Dkpa` bq, proving the first assertion.
Also, as

ra, bs ´ 1 “ a´1b´1
ppa´ 1qpb´ 1q ´ pb´ 1qpa´ 1qq,

we see that ra, bs P Dpk, ab` baq, completing the proof.

Let ε : kG Ñ k be the ring homomorphism defined by g ÞÑ 1 for all g P G. Then
kerpεq “ kGpG´1q “ $kpGq. As an k-module, $kpGq is generated by all elements
g´ 1 for g P G. Then the dimension subgroup problem is to identify the subgroup
δn,kpGq :“ Dkp$

n
k pGqq. For simplicity we will omit the index k if k “ Z. For

example, we write δnpGq for δn,ZpGq.
Denote by tγnpGquně1 the lower central series of a group G as defined in (2.3).
Then by induction on n and Lemma 2.67 one easily sees that γnpGq Ď δn,kpGq for
all n and for all rings k. Furthermore, the above equation shows that the series
tδn,kpGquně1 satisfies

rδn,kpGq, δm,kpGqs Ď δn`m,kpGq

for every group G, ring k and n,m ě 1.
As we have to deal with descending series of groups, we introduce some terminology
about such series.

Definition 2.68. Let G be a group, and

G “ G1 Ě G2 Ě G3 Ě ¨ ¨ ¨

a descending series of normal subgroups. The series is called

• central series, if rG,Gis Ď Gi`1 for every i ě 1,

• N-series, if rGi, Gjs Ď Gi`j for all i, j ě 1 and

• N0-series, if it is an N -series and Gi{Gi`1 is torsion free for every i ě 1.

It is clear from the definition that every N0-series is an N -series and every N -series
is a central series. We have also seen that both the lower central series and the
dimension series tδn,kpGqu are both N -series. More generally, for every filtration

$kpGq “ a1 Ě a2 Ě a3 Ě ¨ ¨ ¨

satisfying aiaj Ď ai`j for all i, j ě 1, the series tDkpaiquiě1 is an N -series of G by
Lemma 2.67.
An importanant example of an N0 series is the following. For a group G and a sub-
group H Ď G, define the isolator of H to be

?
H “ tg P G : gi P H for some i ě

1u. Note that
?
H is not necessarily a subgroup of G, as for example

a

teu is
the set of torsion elements of G, which is not always a subgroup. However, if G
is nilpotent, the set of torsion elements of G indeed forms a subgroup. Thus, for
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every n ě 1, the set
a

γnpGq is a subgroup of G. One then easily verifies that the
series t

a

γnpGquně1 is an N0-series for every group G.
Every N -series

G “ G1 Ě G2 Ě G3 Ě ¨ ¨ ¨

defines a weight function on G by setting

wtpgq “ maxtn P N : g P Gnu P NY t8u.

By the defining property of the N -series, the weight function satisfies wtprg, hsq ě
wtpgq ` wtphq for all g, h P G. Also, every N -series of a group G induces a
descending series tInuně1 of ideals of kG by setting In to be the ideal generated
by all products pg1 ´ 1q ¨ ¨ ¨ pgr ´ 1q with

ř

i wtpgiq ě n. Then, as I1 “ $kpGq and
IiIj Ď Ii`j, we have $n

k pGq Ď In for every n ě 1. A major result was proven by
Jennings [23].

Theorem 2.69 (Jennings [23]). If k is a field of characteristic zero, and G is an
arbitrary group, then for all n ě 1 we have

δn,kpGq “
a

γnpGq.

Proof. We first prove the inclusion
a

γnpGq Ď δn,kpGq. The inclusion is clear
for n “ 1, so let n ą 1 and g P

a

γnpGq. Then there is i ě 1, such that
gi P γnpGq Ď δn,kpGq, and therefore by definition gi ´ 1 P $n

k pGq. Then, as

gi ´ 1 “
i
ÿ

j“1

ˆ

i

j

˙

pg ´ 1qj,

we conclude that

pg ´ 1qn´2
pgi ´ 1q “

i
ÿ

j“1

ˆ

i

j

˙

pg ´ 1qj`n´2
P $n

k pGq,

and as pg´ 1qj`n´2 P $n
k pGq for j ą 1, it follows that

`

i
1

˘

pg´ 1qn´1 P $n
k pGq. Now

i is invertible in the field k, so pg ´ 1qn´1 P $n
k pGq.

Now if n “ 2 we are done. Otherwise, we see that pg´ 1qn´3pgi´ 1q P $n
k pGq, and

as by the above calculation pg ´ 1qn´1 P $n
k pGq, we conclude that

`

i
2

˘

pg ´ 1qn´2 P

$n
k pGq, and therefore pg ´ 1qn´2 P $n

k pGq. Continuing that way, we see that
g ´ 1 P $n

k pGq, and thus g P δn,kpGq as required.
For the reverse inclusion, first note that it follows from the above that the descend-
ing series of ideals induced by the N0-series t

a

γnpGquně1 is precisely the series
of powers of $kpGq. Also note that it is sufficient to prove the assertion only for
finitely generated groups, and that it is equivalent to prove that δc`1,kpGq “ t1u
for every group G with

a

γc`1pGq “ t1u, so all in all we can assume that G is
finitely generated, torsion free and nilpotent. Then it can be shown that the lower
central series of such a group can be refined to a central series

G “ H1 Ě H2 Ě ¨ ¨ ¨ Ě Hr Ě Hr`1 “ t1u, (2.14)
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of normal subgroups, such that Hi{Hi`1 is infinite cyclic. Then γjpGq “ Hij for
some index ij. Choose then x1, . . . , xr P G, such that xiHi`1 generates Hi{Hi`1
for every i. Then every g P G can be uniquely written as

g “ xk1
1 ¨ ¨ ¨ x

kr
r

with k1, . . . , kr P Z.
For j ď r, set uj “ 1´ xj P kG. Fix M ě 1. For dj P Z, set

vjpdjq “

#

u
dj
j if dj ě 0,
uMj xj if dj ă 0.

Then it can be shown that the set

tv1pd1q ¨ ¨ ¨ vrpdrq : d1, . . . , dr P Zu

is a k-basis of kG. Therefore, $kpGq is spanned by all v1pd1q ¨ ¨ ¨ vrpdrq with
pd1, . . . , drq ‰ p0, . . . , 0q. Now we can define a function Ďwt on all products of
the form v1pd1q ¨ ¨ ¨ vrpdrq with d1, . . . , dr P Z by setting

Ďwtpv1pd1q ¨ ¨ ¨ vrpdrqq “

#

ř

j dj wtpxjq if dj ě 0 for all j,
M otherwise,

where wt is the weight function with respect to the lower central series. Then this
function defines a series En given by

En “

#

spantv1pd1q ¨ ¨ ¨ vrpdrq : Ďwtpv1pd1q ¨ ¨ ¨ vrpdrqq ě nu if n ďM

EM else.

Then it can be shown that En “ Jn for all n ďM , where tJnuně1 is the filtration
of $kpGq arising from the series (2.14). Therefore, DkpEnq “ Hn for all n ď M ,
and consequently if we choose M ě r ` 1, we get DkpEr`1q “ t1u. Then, as
$n
k pGq Ď En, we conclude that δc`1,kpGq “ t1u as desired.

Corollary 2.70. For every group G and every n ě 1, the n-th dimension quotient
δnpGq{γnpGq is a torsion group.

Proof. Let g P δnpGq. Then g ´ 1 P $n
ZpGq Ď $n

QpGq, so g P δn,QpGq. Therefore,
by Theorem 2.69, gi P γnpGq for some i ě 1, as required.

The next step is to understand the dimension subgroups over field of characteristic
p ą 0. So fix a prime number p. Then, for a given group G, define the series of
subgroups

Gn “
ź

ipjěn

γipGq
pj , n ě 1.

Define another series tMnpGquně1 recursively by setting

M1pGq “ G, MnpGq “ rG,Mn´1pGqsM
p
rn{ps

pGq, n ě 2.

Here, rn{ps denotes the smallest integer greater or equal to n{p.
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Theorem 2.71 (Lazard [26]). Let k be a field of characteristic p ą 0, and G be
an arbitrary group. Then, for all n ě 1,

Gn “MnpGq “ δn,kpGq.

Let us now consider k “ Z. Here it was conjectured that δnpGq “ γnpGq for every
group G and every n ě 1. If a group G satisfies this, we will say that G has the
dimension property.
We have already seen that γnpGq Ď δnpGq for every n ě 1 and every group G.
Hence the inclusion γnpGq ãÑ δnpGq induces a homomorphism of abelian groups

ι : γnpGq{γn`1pGq “ grnpGq Ñ δnpGq{δn`1pGq

for every n ě 1, and hence a Lie ring homomorphism

ῑ :
à

ně1
γnpGq{γn`1pGq Ñ

à

ně1
δnpGq{δn`1pGq,

where the Lie ring structure of both sides is as in Example 2.16. The group G
then has the dimension property, if and only if ῑ is a monomorphism.

Theorem 2.72 (Magnus [29]). Every free group F has the dimension property.

Proof. Let F be a free group on a set X. Then the Lie algebra grpF q is isomorphic
to the free Lie algebra on X (for a detailed proof of that fact see [29] or [17]). Set
ḡrnpF q “ $npF q{$n`1pF q for n ě 0, and

ḡrpF q “
à

ně0
ḡrnpF q.

Then ḡrpF q is an associative algebra with componentwise addition and multiplica-
tion defined by pu`$n`1pF qqpv`$m`1pF qq “ uv`$n`m`1pF q for u P $npF q, v P
$mpF q. Furthermore there is an algebra isomorphism ZxXy » ḡrpF q induced by
the map x ÞÑ px´ 1q `$2pF q for every x P X. Consider the sequence of maps

grpF q ῑ
Ñ

à

ně1
δnpF q{δn`1pF q Ñ ḡrpF q,

where the second map is given by uδn`1pF q ÞÑ pu ´ 1q ` $n`1pF q. Now the
composition of the two maps is precisely the embedding of the free Lie algebra
into its universal enveloping algebra, the free associative algebra, and therefore
injective by Theorem 2.29. Thus, ῑ is injective, as required.

The procedure to investigate dimension subgroups of an arbitrary group G is now
the following. Write G » F {R with a free group F and a normal subgroup R Ď F .
Set f “ $pF q, and denote by r the kernel of the canonical projection ZF Ñ ZG,
i.e. r “ ZF pR ´ 1q.
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Lemma 2.73. With the above notation, we have

γnpGq » γnpF qR{R,

$n
pGq » p1` fn ` rq{r,

δnpF q » pF X p1` fn ` rqq{R

for every n ě 1.

Proof. The proof is exactly the same as the proof of Lemma 3.7.

As for a free group F we have γnpF q “ δnpF q for all n ě 1, the strategy to
investigate dimension subgroups is as follows. Let G be a group, then write G “
F {R for a free group F and a normal subgroup R of F . Then, with the notation
above, γnpGq » γnpF qR{R, and $npGq » pfn ` rq{r for all n ě 1. Then the n-th
dimension quotient is isomorphic to pF X p1 ` fn ` rqq{γnpF qR. Thus a group G
has the dimension property if and only if F X p1 ` fn ` rq “ γnpF qR for every
presentation G » F {R.

Proposition 2.74 (Gupta [17, IV. Proposition 3.1]). A group G given by a pre-
sentation G » F {R has the dimension property for a given n ě 1, if and only
if

F X p1` fn ` frq Ď γnpF qR.

Proof. It is clear that if δnpGq “ γnpGq for a given n ě 1, we have FXp1`fn`frq Ď
F X p1` fn ` rq “ γnpF qR.
Suppose now that F X p1` fn ` frq Ď γnpF qR holds, and let u P F X p1` fn ` rq.
Then u´ 1 P fn` r, so u´ 1 “ u1`u2 with u1 P f

n and u2 P r “ ZF pR´ 1q. Then
u2 “

ř

j vjprj ´ 1q for some vj P ZF . Write vj “ εpvjq ` v1j with v1j P f. Then,
modulo fr, we can write u2 ”

ř

j njprj ´ 1q, where nj “ εpvjq P Z. Then, again
modulo fr Ď f2, we have u2 ”

ś

j r
nj
j ´ 1 “: r ´ 1.

Therefore, as ur´1 ´ 1 ” pu ´ 1q ´ pr ´ 1q mod fn ` fr, we conclude ur´1 P

F X p1` fn` frq Ď γnpF qR, and as r P R Ď γnpF qR, it follows that u P γnpF qR as
required.

Thus, the identification of F X p1 ` fn ` frq is crucial. By Lemma 2.67, we have
F X p1` fn ` frq Ě pF X p1` fnqqpF X p1` frqq “ γnpF qpF X p1` frqq. The latter
group was identified as R1 “ rR,Rs by Schumann [41] already in 1937. We include
a more general result due to Bergman and Dicks here.

Theorem 2.75 (Bergman, Dicks [4]). Let N,M Ď G be normal subgroups of a
group G, and set n “ ZGpN ´ 1q and m “ ZGpM ´ 1q. Then

GX p1`mmq “ rN XM,N XM s.

Back to the original problem, it was conjectured that γnpGq “ δnpGq holds for all
groups G and all n ě 1. However, the following counter example has been given
by Rips in [39].
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Example 2.76. Let G be the group generated by a0, a1, a2, a3, b1, b2, b3 and c with
defining relations

b64
1 “ b16

2 “ b4
3 “ c256

“ 1,
rbi, bjs “ rbi, cs “ rai, cs “ 1 for all i, j ď 3,
a64

0 “ b32
1 , a

64
1 “ b´4

2 b´2
3 , a16

2 “ b4
1b
´1
3 , a4

3 “ b2
1b2,

ra1, a0s “ b1c
2, ra2, a0s “ b2c

8, ra3, a0s “ b3c
32,

ra2, a1s “ c, ra3, a1s “ c2, ra3, a2s “ c4,

rb1, a1s “ c4, rb2, a2s “ c16, rb3, a3s “ c64,

rbi, ajs “ 1 if i ‰ j.

Then γ4pGq “ t1u, but

1 ‰ c128
“ ra1, a2s

128
ra1, a3s

64
ra2, a3s

32
P δ4pGq.

This has been further generalized by Gupta in [19], who gave for every n ě 4 an
example of a group Gpnq with δnpGpnqq ‰ γnpGpnqq.
Example 2.77. Let n ě 4, and let F be the free group freely generated by r, a, b, c.
Set x0 “ y0 “ z0 “ r, and xi “ rxi´1, as, yi “ ryi´1, bs, zi “ rzi´1, cs for i ě 1. Let
Gpnq be the quotient of F by the follwing relations.

r22n´1
“ xn´1 “ yn´1 “ zn´1 “ 1,

a2n`2
“ y4

n´3z
2
n´3, b

2n
“ x´4

n´3zn´3, c
2n´2

“ x´2
n´3y

´1
n´3,

zn´2 “ y4
n´2, yn´2 “ x4

n´2,

ra, b, gs “ rb, c, gs “ ra, c, gs “ 1 for all g P F,
rxi, bs “ rxi, cs “ ryi, as “ ryi, cs “ rzi, as “ rzi.bs “ 1 for all i ě 1,
rxi, xjs “ rxi, yjs “ rxi, zjs “ ryi, yjs “ ryi, zjs “ rzi, zjs “ 1 for all i, j ě 0.

Then Gpnq is a metabelian group with γnpGpnqq “ t1u, and

1 ‰ g “ ra, bs2
2n´1

ra, cs2
2n´2

rb, cs2
2n´3

P δnpGpnqq.

In all the examples above, we have g2 “ 1.

By Corollary 2.70 δnpGq{γnpGq is a torsion group for every group G and every
n ě 1. It was shown by Sjogren in [45] (see also [8] for another proof), that the
exponent of the n-th dimension quotient is bounded by a constant depending only
on n.

Theorem 2.78 (Sjogren [45]). Define bm “ lcmp1, . . . ,mq, and set

cn “
n´2
ź

i“1
b
pn´2

i q
i .

Then, for every group G, the exponent of δnpGq{γnpGq divides cn, in other words
δnpGq

cn Ď γnpGq.
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As all prime divisors of cn are at most n ´ 2, we easily conclude the following
corollary.

Corollary 2.79. Let G be a p-group. Then δnpGq “ γnpGq for all n ď p` 1.

We give a very brief sketch of Sjogren’s proof here, as it motivates the use of
spectral sequences, which we will use later, when we analyze the Lie dimension
subring problem.
Write a given group G as presentation G » F {R with a free group F and a normal
subgroup R Ď F . Let F be freely generated by a set txi : i P Iu, and R be
generated by trj : j P Ju. Then let F ˚R be the free product of F and R, i.e. the
free group generated by the disjoint union txi : i P Iu \ trj : j P Ju. Then there
are two group homomorphisms

α :

$

’

&

’

%

F ˚R Ñ F

xi ÞÑ xi

rj ÞÑ 1

and

β :

$

’

&

’

%

F ˚R Ñ F

xi ÞÑ xi

rj ÞÑ rj.

Then, setting K “ kerpαq, we note that K is the normal subgroup of F ˚ R
generated by trj : j P Ju. Therefore, βpKq “ R, thus G » F {βpKq. In other
words, the “chain complex” K β

Ñ F has 0-th homology isomorphic to G.
For n ě 1 set Kn “ K X γnpF ˚ Rq. Then this chain complex can be filtered as
follows.

K1 Ě

��

K2 Ě

��

K3 Ě

��

¨ ¨ ¨

γ1pF q Ě γ2pF q Ě γ3pF q Ě ¨ ¨ ¨

Here, the vertical maps are restrictions of β. Now by the construction of MacLane
[28, Chapter XI, Theorem 3.1], this leads to a spectral sequence E, where Er

p,q “ 0
for p ` q ‰ 0, 1, and Er

p,q “ 0 for p ě 0. The differential drp,q on the r-th page
of the spectral sequence has bidegree p´r, r ´ 1q, i.e. drp,q : Er

p,q Ñ Er
p´r,q`r´1. It

follows that Er
´r,r “ Er`1

´r,r “ ¨ ¨ ¨ “ E8´r,r. Also, by [28, Chapter XI, Theorem 3.1],
E8´r,r » γrpGq{γr`1pGq.
Similarly, the maps α and β above extend to maps α˚, β˚ : ZpF ˚ Rq Ñ ZF , and
we set K̃ “ kerpα˚q. Then setting K̃n “ K̃X$npF ˚Rq, we obtain another filtered
chain complex

K̃1 Ě

��

K̃2 Ě

��

K̃3 Ě

��

¨ ¨ ¨

$1pF q Ě $2pF q Ě $3pF q Ě ¨ ¨ ¨
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and another spectral sequence Ẽ with Ẽr
´r,r “ Ẽr`1

´r,r “ ¨ ¨ ¨ “ Ẽ8´r,r » $rpGq{$r`1pGq.
Now the map ι : g ÞÑ g´ 1 induces a map ῑ : E Ñ Ẽ. The kernel of the restriction
of ῑ to E8´r,r will then determine the r-th dimension subgroup. Analyzing the ker-
nels page by page leads then to the result.
The sequence tcnuně1 grows very fast, e.g. c4 “ 2, c5 “ 48, c6 “ 995328, . . . For
n “ 5, the bound on the exponent has been bettered by Tahara.

Theorem 2.80 (Tahara [48]). For every group G,

δ5pGq
6
Ď γ5pGq.

A similar approach to the dimension subgroup problem was made by Grünenfelder
[14]. For a given group G, he defined a free simplicial group F with π0pFq » G and
πnpFq “ t1u for all n ě 1. If G » F {R with a free group F , a possible choice for
such a resolution is F0 “ F and F1 “ F ˚ R, as in Sjogren’s proof. The simplicial
maps d0, d1 : F1 Ñ F0 are then α and β from Sjogren’s proof. However, there are
probably also higher non-trivial free groups F2, F3, . . . extending the diagram to a
simplicial resolution. The techniques are similar to the ones used later on in this
thesis for the Lie dimension subalgebra problem, and will be explained there in
further detail.

As for general groups, computations turn out to be quite long and hard. If one
assumes further that the group G is metabelian (i.e. G2 “ rG1, G1s “ t1u), better
results are known.
To obtain such results, it is useful to give a more specific way of a group presen-
tation.

Theorem 2.81 ([31, Theorem 3.5]). Let G be a finitely generated group. Then
there exists a free group F on X “ tX1, . . . , Xmu and a normal subgroup R Ď F ,
such G » F {R and R is given by

R “ xXe1
1 ξ1, . . . , X

em
m ξm, ξm`1, . . .y

with ξi P F 1 and integers ei satisfying ei | ei`1 for every i ă m. Such a presentation
will be called a pre-abelian presentation.

If a group G is given by a pre-abelian presentation, then its abelianization G{γ2pGq
is given by

G{γ2pGq » Z{pe1q ‘ ¨ ¨ ¨ ‘ Z{pemq.

Set S “ RF 1 “ xXe1
1 , . . . , X

em
m , F 1y. Then G{γ2pGq » F {S. If G is a metabelian

group, then by definition G2 “ t1u. Therefore, for a presentation G » F {R we
will have F 2 Ď R, and thus S 1 Ď R Ď S. Also, we can regard F 1{F 2 as ZF -module
via conjugation, i.e.

pwF 2qu “ u´1wuF 2
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for all w P F 1, u P F , extended linearly. Then, for all x, y, z P F and n ě 1, we
have modulo F 2

rrx, ys, zsrry, zs, xsrrz, xs, ys ” 1, (2.15)
rxn, ys ” rx, ys1`x`¨¨¨`x

n´1
, (2.16)

rx, ysz´1
” rx, y, zs. (2.17)

Then set

tpXi, eiq “
ei´1
ÿ

k“0
Xk
i

for 1 ď i ď m. Note that pXi ´ 1qtpXi, eiq P s for all i. Then, due to Gupta, we
have:

Theorem 2.82 (Gupta [16]). For all n ě 1, modulo rF 1, SsγnpF q the subgroup
F X p1` fn ` fsq of F is generated by all elements of the form

rXi, Xjs
tpXi,eiqaij , m ě i ą j ě 1,

with aij P ZF depending only on X1, . . . , Xj and tpXi, eiqaij P tpXj, ejqZF `s` fn.

From this description and the Artin-Rees-Theorem, one can conclude the following
result on dimension subgroups of metabelian groups.

Theorem 2.83 (Gupta, Hales and Passi [15]). Let G be a finitely generated
metabelian group. Then there is n0pG{G

1q ě 1 depending only on the abelian-
ization of G, such that δnpGq “ γnpGq for all n ě n0pG{G

1q.

Proof. Let G be a finitely generated metabelian group, and G » F {R a pre-abelian
presentation of G with a free group F on a finite set X “ tX1, . . . , Xmu. As above,
set S “ Rγ2pF q “ xX

e1
1 , . . . , X

em
m , F 1y with ei | ei`1, and s “ ZF pS ´ 1q. We will

show that there exists n0pG{G
1q ě 1, such that F X p1` fn ` fsq “ S 1γnpF q for all

n ě n0pGq. As r Ď s and S 1 Ď R, by Proposition 2.74, this implies the Theorem.
Note that F {S is abelian, and thus ZpF {Sq » ZF {s is a commutative ring. As
F is finitely generated, ZF {s is also Noetherian. Therefore, by the Artin-Rees-
Theorem (see e.g. [25, p. 429]), for any two ideals U, V of ZF {s, there exists n0
such that U X V n “ pU X V n0qV n´n0 for all n ě n0.
Now, for 1 ď i ď m, let Ui be the ideal generated by tpXi, eiq, and set V “ f{s.
Then, if aij P ZF are given such that tpXi, eiqaij P tpXj, ejqZF ` s ` fn, then
pXj´1qtpXi, eiqaij P s` fn`1, so in ZF {s we get pXj´1qtpXi, eiqaij P UiXV

n`1 “

pUi X V n0qV n`1´n0 for some n0 P N and all n ` 1 ě n0. Therefore, modulo s we
can write

pXj ´ 1qtpXi, eiqaij ”
ÿ

k

tpXi, eiqαkβk,

where βk P fn`1´n0 and the αk are such that tpXi, eiqαk P f
n0 ` s. As β P fn`1´n0 ,

there are ξk,` P fn´n0 , such that

βk “
m
ÿ

`“1
pX` ´ 1qξk,`.
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Then one can show that there are fij P rF 1, Ssγn`2pF q with

rXi, Xjs
tpXi,eiqaij ´ 1 ” fij ´ 1 mod fs

and therefore
rXi, Xjs

tpXi,eiqaijf´1
ij P F X p1` fsq “ S 1

by Schumann [41], and so rXi, Xjs
tpXi,eiqaij P S 1γn`2pF q. As by Theorem 2.82,

these elements generate F X p1` fn`1 ` fsq{rF 1, Ssγn`2pF q, the theorem follows.

Also, if G is metabelian, the exponents from Sjogren’s Theorem could be signifi-
cantly bettered, and turn out to be a power of 2.

Theorem 2.84 (Gupta [20]). Let G be a finitely generated metabelian group. Then
the exponent of δnpGq{γnpGq divides 2p

n´2
2 q.

Thus, it follows that for every metabelian group of odd order, the dimension series
and lower central series coincide.
Also, the group structure of the quotient δnpGq{γnpGq has been investigated for
metabelian groups.

Theorem 2.85 (Gupta [18]). If G is a metabelian group, then, for all n ě 1 we
have

rδnpGq, Gs “ γn`1pGq.

In particular, the quotient group δnpGq{γnpGq is abelian for all n ě 1.

Though a lot has been found out about dimension subgroups, there are still some
open problems about them given in [17] and [33], which we name here.
Problem 2.86. Does Theorem 2.83 hold for general finitely generated groups as
well?
Problem 2.87. By Theorem 2.85, all dimension quotients are abelian groups, if G
is metabelian. Does that hold for general groups as well?
Problem 2.88. Is there a group G, such that γ4pGq “ t1u, but δ5pGq ‰ t1u? Or,
more generally, given n ě 4, is there a number mpnq P N, such that δmpnqpGq Ď
γnpGq for all groups G?
Problem 2.89. Is rδ5pGq, G,Gs “ γ7pGq for all groups G?
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3 The Lie Dimension Problem
In the world of Lie algebras, a problem similar to the Dimension Subgroup Problem
can be stated. Take a Lie algebra L over a commutative ring k, and assume for
simplicity that ι : L Ñ UL is injective. Then every Lie ideal A Ď L defines a
two-sided ideal UL ¨ A of UL, so we obtain a map

I :
#

tLie ideals of Lu Ñ tideals of ULu,
A ÞÑ UL ¨ A.

On the other hand, for every ideal a Ď UL, the set L X a is an ideal in L. Thus
we get a map in the other direction

D :
#

tideals of ULu Ñ tLie ideals of Lu,
a ÞÑ LX a.

Again the question is how these maps are connected.

Proposition 3.1. With the notation as above, we have

DpIpAqq “ A

for every ideal A Ď L.

Proof. First observe that A Ď IpAq (as 1 P UL), and therefore A Ď DpIpAqq.
For the reverse inclusion, recall that by Theorem 2.23 IpAq is the kernel of the
map π˚ : ULÑ UpL{Aq induced by the canonical projection π : LÑ L{A. Thus, if
a P DpIpAqq, then a P L and πpaq “ π˚paq “ 0, and therefore a P A as desired.

Again the reverse composition is not the identity, as the trivial example a “ UL¨L,
b “ UL with Dpaq “ Dpbq “ L but a ‰ b shows.
Let us look at some examples first before examining the problem further. Let first
L be a finite dimensional abelian Lie algebra over a field k, in other words just a k-
vector space. Let X1, . . . , Xn be a basis of L. Then UL » SympLq » krX1, . . . , Xns

(here SympLq denotes the symmetric algebra of L defined in Example 2.10). Now
the Lie ideals of L are just subvectorspaces A, spanned by some Y1, . . . , Ym P L
with m ď n. Then we can write Yj “

ř

i aijXi for some aij P k. Then the ideal
SympLq ¨ A is the ideal in the polynomial ring generated by the Yj “

ř

i aijXi.
Thus the only ideals generated by a subalgebra are the homogeneous ideals of
SympLq generated in degree 1, but there are obviously many more ideals in that
algebra.
Take for example n “ 1, so there are just the two trivial ideals of L, but infinitely
many ideals in krXs. Then one easily sees that DpxXyq “ L, while Dpaq “ 0 for
every other ideal a Ď UL.

We now want to look at an analogue of the dimension subgroup problem in Lie
algebras. To do this, first of all we need to define the augmentation ideal in this
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context. By Theorem 2.23, the map LÑ 0 extends to a surjective homomorphism
of associative algebras ε : UL Ñ U0 » k. Then the augmentation ideal of UL
is defined as $pLq “ kerpεq. As the map ι : L Ñ UL is an embedding, we can
identify L with its image in UL. We then define the n-th Lie dimension subring
as

δnpLq “ LX$n
pLq.

Let tγnpLquně1 be the lower central series of L as defined in 2.20. Then in UL
we have rx, ys “ xy ´ yx for all x, y P L, so by induction on n one verifies that
γnpLq Ď δnpLq for all n ě 1. One can ask now, similar to the dimension subgroup
problem, whether these two ideals of L are equal.
First of all, it is convenient to answer the question when k is a field. This has
been done by Riley [38], who proved equality even for Lie superalgebras, a slight
generalization of Lie algebras. We will give his proof only for Lie algebras here.

Theorem 3.2 (Riley [38]). Let k be a field of arbitrary characteristic. Then

δnpLq “ γnpLq

for all n ě 1.

Proof. It is equivalent to prove δnpLq “ 0 for every Lie algebra L with γnpLq “ 0.
So let L be a Lie algebra with γnpLq “ 0. Choose a basis Bn´1 of γn´1pLq, extend
it to a basis Bn´2 of γn´2pLq, and so on, until we have a basis B :“ B1 of L.
For x P L, let wtpxq “ maxtm P N : x P γmpLqu, so that wtpbq “ m for b P
BmzBm`1. We claim that

$m
pLq “ spantx1 ¨ ¨ ¨ xt : xi P L,

t
ÿ

i“1
wtpxiq ě mu “: Em. (3.1)

It is clear that Em is contained in $mpLq. The converse inclusion is true form “ 1.
Thus, $mpLq “ Em

1 Ď Em, proving Equation (3.1).
Fix a total order on B, and let PBWpBq be the basis of UL obtained from B
according to Theorem 2.29. We claim that the subset of PBWpBq consisting of all
bα1

1 ¨ ¨ ¨ bαtt with bi P B, b1 ă ¨ ¨ ¨ ă bt and
ř

i αi wtpbiq ě m is a basis of Em.
Indeed, set Em,` “ spantx1 ¨ ¨ ¨ xt : xi P L,

ř

i wtpxiq ě m, t ď `u. We will prove
by induction on ` that Em,` is spanned by all bα1

1 ¨ ¨ ¨ bαtt with bi P B, b1 ă ¨ ¨ ¨ ă bt,
ř

i αi wtpbiq ě m and
ř

i αi ď `. For ` “ 1 observe that Em,1 “ γmpLq “ spanpBmq

by construction of B.
Now assume the statement holds for all j ă `. Consider x1 ¨ ¨ ¨ x` P Em,` with
xi P L and

ř

i wtpxiq ě m. Then x1 ¨ ¨ ¨ x`´1 P Em´wtpx`q,`´1, so by the induction
hypothesis it can be written as linear combination of bα1

1 ¨ ¨ ¨ bαtt with
ř

i αi wtpbiq ě
m ´ wtpx`q and

ř

i αi ď ` ´ 1. Also, as x` P L, it can be written as a linear
combination of elements b P Bwtpx`q. Thus, x1 ¨ ¨ ¨ x` is a linear combination of
elements of the form bα1

1 ¨ ¨ ¨ bαtt b, where bi, αi and b have the properties given
above.
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Now, if bt ď b, the monomial bα1
1 ¨ ¨ ¨ bαtt b is of the desired form. If not, use the

equation

bα1
1 ¨ ¨ ¨ bαtt b “ bα1

1 b
αt´1
t´1 bb

αt
t ` b

α1
1 ¨ ¨ ¨ b

αt´1
t´1 rbt, bsb

αt´1
t

` ¨ ¨ ¨ ` bα1
1 ¨ ¨ ¨ b

αt´1
t´1 b

αt´1
t rbt, bs.

As rbt, bs P L, all summands except the first one in the equation above are in
Em,`´1, and thus by induction hypothesis can be written as linear combination of
monomials in the desired form. Now if bt´1 ď b, we are done. Otherwise, continue
as above until the summand bα1

1 ¨ ¨ ¨ bαii bb
αi`1
i`1 ¨ ¨ ¨ b

αt
t with bi ď b ă bi`1 arises. All

the other summands are in Em,`´1, so applying the induction hypothesis verifies
the claim.
Now, let x P δnpLq “ L X $npLq “ L X En. Then as x P L, x can be written as
a linear combination of elements of B, and as x P En, all elements b in this linear
combination have to satisfy wtpbq ě n, which is not possible as γnpLq “ 0. Thus
x “ 0, and δnpLq “ γnpLq.

For k “ Z, Bartholdi and Passi started investigating the Lie dimension subrings
in [3].

3.1 Some first results
First of all, one may want to look at the problem for a free Lie ring. Here, as in
the dimension subgroup problem, both series coincide.

Theorem 3.3 (Bartholdi, Passi [3, Theorem 4.1]). Let F be a free Lie ring with
free generating set X. Then γnpF q “ δnpF q for every n P N.

Proof. By Theorem 2.31, for a free Lie ring F freely generated by X, its universal
enveloping algebra UF is isomorphic to the free associative algebra ZxXy. We can
write

F “
à

iě1
Fi,

where Fi is the Z-module generated by Lie monomials of length i in X. We then
have rFi,Fjs Ď Fi`j. Furthermore we can write

UF “
à

iě0
Ai,

where Ai denotes the Z-module generated by associative monomials of length i in
X and A0 “ Z. Then we also have AiAj Ď Ai`j, and

F1 “ A1 “
à

xPX

Zx.

For a, b P F we can again write ra, bs “ ab´ ba P UF . This shows that the natural
embedding ι : F ãÑ UF respects the grading, i.e. ιpFiq Ď Ai.
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Let now f denote the augmentation ideal in UF . Then f “
À

iě1 Ai, and more
generally

fn “
à

iěn

Ai.

This means that fnXF consists of all polynomials whose homogeneous components
are all of degree at least n, and which can be written as a Lie element. But then
this Lie element must also be a sum of Lie monomials of degree at least n. By [37,
p.12] these now can be written as a sum of left normed commutators of length at
least n, which are precisely the generators of γnpF q.
Remark 3.4. If we want to study the dimension quotient δnpLq{γnpLq for a fixed n,
we can always assume L to be finitely generated, as in every element of δnpLqzγnpLq
only finitely many generators will appear. Also we can assume L to be nilpotent
of degree at most n´ 1, i.e. γnpLq “ 0. Now a finitely generated Lie ring L on m
generators with γnpLq “ 0 will be a quotient of F {γnpF q, where F is the free Lie
ring on the set of generators tX1, . . . , Xmu. But as an abelian group F {γnpF q is
finitely generated, so as abelian groups

L » Zk ‘
à

iPI

Z{ppkii q

for some finite set I and some (not necessarily distinct) primes pi. Thus suppose
δnpLq ‰ 0 and take 0 ‰ x P δnpLq. As δnpLq is a torsion module, there is an
integer c P Z such that cx “ 0, so x has trivial torsion free part, and we can
assume k “ 0, which means that in total we can assume the Lie ring L to be
finite. Furthermore suppose x has non-zero components in Z{ppkii q and Z{ppkjj q
with pi ‰ pj. Then 0 ‰ p

kj
j x still has non trivial component in Z{ppkii q, but trivial

component in Z{ppkjj q. Thus we can assume that all pi are equal, so that we can
work in a Lie ring, whose underlying abelian group is a finite abelian p-group for
some prime p.
For an associative ring R (not necessarily with unit) we denote by Rn the subring
of R generated by all products x1 ¨ ¨ ¨ xn with xi P R. We call R nilpotent of degree
n, if Rn “ 0.
Lemma 3.5. Let L be a Lie ring. Then the following two statements are equiva-
lent.

1. γnpLq “ LX$npLq “ 0,

2. L embeds into an associative ring, nilpotent of degree n, viewed as a Lie ring.
Proof. Suppose L is a Lie ring with γnpLq “ 0. If LX$npLq “ 0, then L embeds
into $pLq{$npLq, which is an associative ring, nilpotent of degree n.
On the other hand, suppose L embeds into a ring R with Rn “ 0. Then γnpLq
embeds into Rn, so γnpLq “ 0. Then this embedding extends to a map θ : $pLq Ñ
R, so we have the commutative diagram

L �
� ι //� _

��

$pLq

θ||
R.
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Thus 0 “ kerpθ ˝ ιq “ LX kerpθq Ě LX$npLq.

The following Theorem has been proven in [3]. We give an alternative proof here.

Theorem 3.6 (Bartholdi, Passi [3, Theorem 4.8]). For every Lie ring L, we have

δ2pLq “ γ2pLq.

Proof. The statement is equivalent to proving that δ2pLq “ 0 for every abelian Lie
ring.
So let L be a finitely generated Lie ring, i.e. a finitely generated abelian group.
Then we can write

L » Z{pe1q ‘ ¨ ¨ ¨ ‘ Z{pemq

with ei | ei`1 for every i P t1, . . . ,m ´ 1u. Denote the generator of the i-th
summand by Xi. By Remark 2.26, we have

UL “ SympLq » ZrX1, . . . , Xms{xe1X1, . . . , emXmy.

As $pLq “ xX1, . . . , Xmy, we have $2pLq “ xXiXjy. Thus, we can uniquely write
every u P LX$2pLq as

u ”
ÿ

i,j

aijXiXj mod $3
pLq

with 0 ď aij ă mintei, eju. By Example 2.41, as u P L, we have ∆puq “ 1bu`ub1,
and on the other hand ∆puq “ 1bu`ub1`

ř

i,j aijpXibXj`XjbXiq. Therefore,
ÿ

i,j

aijpXi bXj `Xj bXiq “ 0 P Lb L.

Now
Lb L »

à

i,j

pZ{peiq b Z{pejqq ,

where the pi, jq-component is generated byXibXj. As Z{peiqbZ{pejq » Z{pmintei, ejuq,
the additive order of Xi b Xj is mintei, eju, so every element of L b L can be
uniquely expressed as

ř

i,j cijXibXj with 0 ď cij ă mintei, eju. As the aij satisfy
this requirement, it follows that aij “ 0 for all i, j, and thus u “ 0.

Our strategy in the following will be to write a given Lie ring L as quotient of a
free Lie ring. As the Lie dimension subrings of a free Lie ring have been identified,
this hopefully leads to results in general Lie rings.

Lemma 3.7. Let L “ F {R be a Lie ring, and let n ě 1. Let r and f denote the
ideals of UF generated by R and F respectively. Then

γnpLq » pγnpF q `Rq{R,

$n
pLq » pfn ` rq{r,

δnpLq » pF X pf
n
` rqq{R,
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and therefore
δnpLq{γnpLq » ppf

n
` rq X F q{pγnpF q `Rq.

Furthermore, there is an isomorphism

δnpLq{γnpLq » δnpF {pγnpF q `Rqq.

In particular, γnpLq “ δnpLq if and only if γnpF q ` R “ F X pfn ` rq for every
presentation L » F {R.

Proof. Because rx ` R, y ` Rs “ rx, ys ` R for x, y P F we see that γnpLq »
γnpF q{pR X γnpF qq, which is isomorphic to pR ` γnpF qq{R by the isomorphism
theorem.
For the second claim let π : F Ñ F {R be the canonical projection. Extend π
to a map π˚ : UF Ñ UpF {Rq. Its kernel is r, so UpF {Rq » UF {r. Let now
ε : UF Ñ Z be the augmentation map, so that f “ ker ε. Let further εL denote
the augmentation map UF {r Ñ Z with kernel $pF {Rq. Then ε “ εL ˝ π

˚, so
if x ` r P kerpεLq, then x P f, and therefore $pF {Rq » f{r. Thus $npF {Rq »
fn{prX fnq » pfn ` rq{r using again the isomorphism theorem.
Thus, if for f P F we have f ` r P $npF {Rq, then F Xpπ˚q´1pf ` rq Ď pfn` rqXF ,
and the third assertion follows.
For the proof of the last isomorphism, note that by the above we have δnpF {Rq »
ppfn` rqXF q{R and γnpF {Rq » pγnpF q`Rq{R. Thus by the second isomorphism
theorem

δnpF {Rq{γnpF {Rq » pppf
n
`rqXF q{Rq{ppγnpF q`Rq{Rq » pFXpf

n
`rqq{pγnpF q`Rq,

and on the other hand

δnpF {pγnpF q `Rqq » pF X pr` fn ` fnqq{pγnpF q `Rq,

completing the proof.

Proposition 3.8. Let L » F {R be a Lie ring. Then δnpLq “ γnpLq for a given
n ě 1, if and only if F X pfn ` frq Ď γnpF q `R.

Proof. Clearly, if δnpLq “ γnpLq, then F X pfn ` frq Ď F X pfn ` rq “ γnpF q `R.
Now suppose F X pfn ` frq Ď γnpF q ` R, and let u “ u1 ` u2 P F X pf

n ` rq with
u1 P fn and u2 P r. Then u2 “

ř

j vjrj with vj P UF and rj P R. Now write
vj “ εpvjq ` v1j with v1j P f and εpvjq “: nj P Z. Then u2 ”

ř

j njrj mod fr, and
thus u ”

ř

j njrj mod fn ` fr, so u ´
ř

j njrj P F X pf
n ` frq Ď γnpF q ` R by

assumption. As
ř

j njrj P R, we conclude that u P γnpF q `R, as required.

As for groups, it will be helpful to have some control of the presentation of a Lie
ring.

Definition 3.9. Let L “ F {R be a presentation of a finitely generated Lie ring,
where F is generated by X “ tX1, . . . , Xmu. We call the presentation pre-abelian,
if R is of the form R “ xe1X1 ` ξ1, . . . , emXm ` ξm, ξm`1, ξm`2, . . .y, where ei are
integers with ei | ei`1 for every i ă m, and ξi P γ2pF q for every i.
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Lemma 3.10. Let L “ F {R be a finitely generated Lie ring. Then there exists a
set of free generators X “ tX1, . . . , Xmu of F , such that L is given by a pre-abelian
presentation.

Proof. Let L be a Lie ring generated by m elements as a Lie ring. Then L{γ2pLq »
F {pγ2pF q`Rq is a finitely generated abelian group on the generators of L. By the
elementary divisor theorem there is a generating set X “ tX1, . . . , Xmu of L{γ2pLq
and elementary divisors e1, . . . , em with ei | ei`1 for every i ă m, such that

L{γ2pLq » Z{pe1q ‘ ¨ ¨ ¨ ‘ Z{pemq,

where Xi generates the i-th direct summand. This means that γ2pF q ` R “

xe1X1, . . . , emXm, γ2pF qy, so R can be given in the desired way.

As in groups, also the third terms of the two series coincide, so in all we have:

Theorem 3.11 (Bartholdi, Passi [3, Theorem 4.3]). For any Lie ring L and n ď 3
we have

δnpLq “ γnpLq.

However, for n ě 4 equality does not always hold, as the following examples show
(for n “ 4, this is exactly the example given in [3]).
Example 3.12. Let L be a Lie ring generated by the set tr, a, b, cu and fix n ě 4.
Define x0 “ y0 “ z0 “ r and xi “ rxi´1, as, yi “ ryi´1, bs, zi “ rzi´1, cs. Suppose L
is given by the following set of relations.

22n´1r “ 0, 2n`2a “ 4yn´3 ` 2zn´3, 2nb “ ´4xn´3 ` zn´3, 2n´2c “ ´2xn´3 ´ yn´3,
(3.2)

zn´2 “ 4yn´2, yn´2 “ 4xn´2,
(3.3)

xn´1 “ yn´1 “ zn´1 “ 0,
(3.4)

ra, b, us “ rb, c, us “ ra, c, us “ 0 for all u P L,
(3.5)

rxi, bs “ rxi, cs “ ryi, as “ ryi, cs “ rzi, as “ rzi, bs “ 0 for all i ě 1,
(3.6)

rxi, xjs “ rxi, yjs “ rxi, zjs “ ryi, yjs “ ryi, zjs “ rzi, zjs “ 0 for all i, j ě 0.
(3.7)

Then L is a metabelian Lie ring with γnpLq “ 0, and

0 ‰ g “ 22n´1
ra, bs ` 22n´2

ra, cs ` 22n´3
rb, cs P δ2n´4pLq Ď δnpLq. (3.8)

Proof. Observe first that in L all non-zero commutators in r, a, b, c of length i ě 3
are xi´1, yi´1, zi´1 by relations (3.5),(3.6) and (3.7). As xn´1 “ yn´1 “ zn´1 “
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0, we observe that γnpLq “ 0. Also, as an abelian group L1 is generated by
ra, bs, ra, cs, rb, cs, xi, yi, zi for 1 ď i ď n´ 2, which commute pairwise by (3.5) and
(3.7), so L is metabelian.
Now write g as an element of UL as

g “ ap22n´1b` 22n´2cq ` bp22n´3c´ 22n´1aq ´ cp22n´1a` 22n´3bq.

Applying the relations (3.2) yields

ap22n´1b` 22n´2cq “ ap´2n`2xn´3 ´ 2nyn´3 ` 2nzn´3q,

and as e.g. 2n`2xn´3 “ 4rxn´4, yn´3s ` 2rxn´4, zn´3s “ 0 we obtain ap22n´1b `
22n´2cq P $2n´4. Proceeding similarly we obtain

bp22n´3c´ 22n´1aq “ bp´2nxn´3 ` 2n´2zn´3q.

Now 2n´2zn´3 “ 0, and also 2nbxn´3 P $
2n´4pLq. Finally

cp22n´1a` 22n´3bq “ 2n´2cp´2xn´3 ` yn´3 ` zn´3q P $
2n´4

pLq,

and therefore g P δ2n´4pLq.
It remains to prove g ‰ 0. Note that we have

g “ 22n´1
ra, bs`22n´2

ra, cs`22n´3
rb, cs “ 2n´1yn´2`2n´3zn´2`2n´1yn´2 “ 2n´3zn´2.

Note also that the relation zn´2 “ 4yn´2 follows from (3.2) and (3.6) by applying
the Lie bracket with c to 2nb “ ´4xn´3 ` zn´3. Therefore we can omit that
relation.
Now consider the free Lie ring F generated by r, a, b, c. Denote by R the ideal
generated by the relators corresponding to the relations above. To prove that
g ‰ 0 in L, it suffices to prove that 2n´3zn´2 R R. So suppose that 2n´3zn´2 P R.
Then there exist integers a0, . . . , a7 such that modulo γnpF q

2n´3zn´2 “ 2n´2a0zn´2 ` a1p2n`2
ra, cs ´ 4ryn´3, cs ´ 2zn´2q

` a2p2nrb, cs ` 4rxn´3, cs ´ zn´2q ` a3p2n´2
ra, cs ´ 2xn´2 ´ ryn´3, asq

` a4p2n´ 2rb, cs ´ 2rxn´3, bs ´ yn´2q ` a5pyn´2 ´ 4xn´2q

` a6p2n`2
ra, bs ´ 4yn´2 ´ 2rzn´3, bsq

` a7p2nra, bs ´ 4xn´2 ` rzn´3, asq ` q,

where q P R does not involve ra, bs, rb, cs, ra, cs, xn´2, yn´2, zn´2. Comparing co-
efficients of basic commutators leads to the following set of linear equations.

$

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

%

´2a1 ´ a2 ` 2n´2a0 “ 2n´3

16a1 ` a3 “ 0
4a2 ` a4 “ 0

´ a4 ` a5 ´ 4a6 “ 0
´ a3 ´ 2a5 ´ 2a7 “ 0

4a6 ` a7 “ 0.
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From the last three equations we obtain a3 “ ´2a4. As a4 “ ´4a2, we obtain
a3 “ 8a2, and therefore, because of the second equation, 2a1 ` a2 “ 0. But
now, the first equation becomes 2n´2a0 “ 2n´3, which does not have an integer
solution.

If L is a graded Lie ring generated in degree 1, the dimension series and lower
central series will coincide, as the following theorem shows. Therefore, taking
Gupta’s examples 2.77 of groups without the dimension property, and defining the
Lie ring by 2.16 from them, will not lead to Lie rings without dimension property.

Theorem 3.13. Let a Ď UF be a homogeneous ideal of a free associative algebra.
Define A :“ F X a. Then

F X pfn ` aq “ γnpF q ` A

for every n P N.

Proof. It is clear that γnpF q`A Ď F Xpfn` aq. For the reverse inclusion, assume
that a P F X pfn ` aq. Then modulo fn we can uniquely write a “ a0 ` ¨ ¨ ¨ ` an´1,
where ai is the homogeneous component of degree i of a. As a is homogeneous, it
follows that ai P a for all i ď n´1. On the other hand, as a P F , we may uniquely
write a ” f1`¨ ¨ ¨`fn´1 mod γnpF q with fi homogeneous of degree i. Thus a0 “ 0
and ai “ fi for i ě 1, and therefore ai P F X a “ A. Thus a P A ` γnpF q, as
desired.

Corollary 3.14. Let L be a graded Lie ring generated in degree 1. Then δnpLq “
γnpLq for all n P N.

Proof. If L is graded and generated in degree 1, we can write L “ F {R, where R
is a homogeneous ideal of F . It follows that r is homogeneous, and by Theorem
3.13 we have F X pfn ` rq “ γnpF q `R.

3.2 Sjogren’s Theorem for the Lie Dimension Problem
We now analyze n-th dimension quotient δnpLq{γnpLq. It turns out that the proof
by Cliff and Hartley [8] for Sjogren’s Theorem 2.78 can be translated to Lie rings
with the same constants as in Sjogren’s Theorem for groups.

Theorem 3.15. Define bm “ lcmp1, . . . ,mq, and set

cn “
n´2
ź

i“1
b
pn´2

i q
i .

Then cnδnpLq Ď γnpLq for every Lie ring L.
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Write again L “ F {R with a free Lie ring F and an ideal R of F . Our strategy
is now to define a descending series of ideals of F such that we can bound the
exponents of the quotients to obtain a bound for the exponent of δnpγnpF q{pγnpF q`
Rqq. For this purpose define for k P N the subalgebra

Rpkq “ rR,F, . . . , F s

with k ´ 1 appearances of F , where the commutator is left-normed, and

rpkq “
k´1
ÿ

i“0
firfk´1´i

Ď UF.

Lemma 3.16. We have
Rpkq Ď rpkq X γkpF q,

so in particular
UF ¨Rpkq Ď rpkq.

Proof. For k “ 1 the statement is obvious and Rpk ` 1q “ rRpkq, F s is generated
by all commutators of the form rx, ys with x P Rpkq and y P F . In UF we
can again write rx, ys “ xy ´ yx, and by the induction hypothesis we have x P
rfk´1 ` frfk´2 ` . . .` fk´1r and y P f giving the first claim.
By taking ideals on both sides we get

UF ¨Rpkq Ď UF prpkq X γkpF qq “ rpkq X fk “ rpkq.

Now for k ď n define

En,k “ F X pfn ` rpkqq “ γkpF q X pf
n
` rpkqq,

where the last equality holds because k ď n and thus fn Ď fk and further rpkq Ď fk

and fk X F “ δkpF q “ γkpF q. Then En,k Ď Em,k for m ď n and En,k Ď En,` for
` ď n, and also En,n “ γnpF q.
We have Rpkq Ď En,k, so En,k “ En,k X γkpF q and En,k X γnpF q “ γnpF q. For
k ď j ď n set

En,j,k “ pEn,k X γjpF qq `Rpkq,

Then En,k,k “ En,k and En,n,k “ γnpF q`Rpkq, and we get the following descending
series of ideals of F :

En,k “ En,k,k Ě En,k`1,k Ě . . . Ě En,n´1,k Ě En,n,k “ γnpF q `Rpkq.

By Lemma 3.7 we see that En,1{pγnpF q `Rq “ δnpF {pγnpF q `Rqq “ δnpLq{γnpLq
with L “ F {R, so it suffices to bound the exponents of the quotients En,j,k{En,j`1,k
for k ď j ă n to obtain a bound for the exponent of δnpLq{γnpLq.
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Lemma 3.17. Let k, j, n be integers with k ď j ă n. Then the inclusion of En,j,k
into Ej`1,j,k induces an embedding

En,j,k{En,j`1,k ãÑ Ej`1,j,k{pγj`1pF q `Rpkqq.

Proof. We have to show that En,j,k X pγj`1pF q ` Rpkqq “ En,j`1,k. As En,j`1,k “

pEn,kXγj`1pF qq`Rpkq Ď pEn,kXγjpF qq`Rpkq and also pEn,kXγj`1pF qq`Rpkq Ď
γj`1pF q ` Rpkq, it is clear that En,j`1,k Ď ppEn,k X γjpF qq ` Rpkqq X pγj`1pF q `
Rpkqq “ En,j,k X pγj`1pF q `Rpkqq.
For the reverse inclusion note that by Lemma 3.16 we have Rpkq Ď rpkqXγkpF q Ď
pfn ` rpkqq X γkpF q “ En,k, so by the modular law

En,j`1,k “ pEn,k X γj`1pF qq `Rpkq “ En,k X pγj`1pF q `Rpkqq.

Now we get En,kXpγj`1pF q`Rpkq “ pEn,k`RpkqqqXpγj`1pF q`Rpkqq ě ppEn,kX
γjpF qq ` Rpkqq X pγj`1pF q ` Rpkqq “ En,j,k X pγj`1pF q ` Rpkqq, completing the
proof.

Now for k ď j, let aj,k denote the exponent of ppEj,k X γj´1pF qq `Rpkqq{pγjpF q `
Rpkqq. Then because of the above inclusion and the characterization of δnpLq{γnpLq
we get

Lemma 3.18. The exponent of En,k{pγnpF q ` Rpkqq divides
śn

j“k`1 aj,k. Thus
the exponent of δnpLq{γnpLq “ En,1{pγnpF q `Rq divides

śn
j“2 aj,1.

As En,n “ γnpF q “ γnpF q X γn´1pF q and Rpnq Ď γnpF q we obtain an,n “ 1. The
next exponent an,n´1 can also be computed.

Lemma 3.19. We have
an,n´1 “ 1.

Proof. Let tXi : i P Iu be a set of free generators of F . Then UF is isomorphic
to ZxXiy, i.e. the ring of non-commuting polynomials in the Xi with integer
coefficients. Then f is the ideal generated by the Xi, and more generally fn is the
ideal generated by all monomials in the Xi of degree n. Thus modulo fn every
element of UF can be uniquely written as a linear combination of monomials of
degree at most n´ 1.
Choose now x P pEn,n´1 X γn´1pF qq ` Rpn ´ 1q “ En,n´1. We show x P γnpF q `
Rpn´ 1q. The natural embedding F ãÑ UF embeds γkpF q into fk for every k.
As only finitely many Xi appear in the expression of x we may assume that I is
finite. Set V “

À

iPI ZXi and W “ pr ` f2q X V . The ideal rpn ´ 1q is generated
by elements of the form X1 ¨ ¨ ¨Xi´1rXi`1 ¨ ¨ ¨Xn´1, where r P r. Let Vj be the
Z-module consisting of the homogeneous polynomials of degree j and write

UF “
8
à

j“0
Vj.
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Then V1 “ V and V0 X r Ď V0 X f “ t0u, so the homogeneous part of r of degree
zero in the above expression is zero, and we can write

r “
ÿ

ją0
rj

with rj P Vj. As Vj Ď fj, we get

X1 ¨ ¨ ¨Xi´1rXi`1 ¨ ¨ ¨Xn´1 “
ÿ

ją0
X1 ¨ ¨ ¨Xi´1rjXi`1 ¨ ¨ ¨Xn´1

” X1 ¨ ¨ ¨Xi´1r1Xi`1 ¨ ¨ ¨Xn´1 mod fn,

but r1 “ r ´
ř

jě2 rj P r` f2. Thus modulo fn an element of rpn´ 1q is congruent
to a linear combination of monomials of degree n´ 1 in which n´ 2 factors are of
the form Xi and the other is in W .
The elementary divisor theorem gives us a basis y1, . . . , yt of V , such that for an
s ď t and integers e1, . . . , es with ei | ei`1 for 1 ď i ă s, zi “ eiyi, p1 ď i ď sq,
form a basis of W .
Now the yi are in V and thus they are Lie elements of UF , i.e. elements of F .
Thus x P γn´1pF q can be uniquely written as

x ” ξ1 ` ¨ ¨ ¨ ` ξt´1 mod fn,

where each ξj is a linear combination of basic commutators of weight n´ 1 in the
yi involving yj and only those yi with i ě j.
On the other hand we have x P rpn´1q` fn, so modulo fn we can (again uniquely)
write x as a linear combination of associative monomials

x ” η1 ` ¨ ¨ ¨ ` ηs mod fn,

where each ηj is a linear combination of monomials in yi and zi of degree n ´ 1
involving exactly one zi, involving yj or zj and only those yi and zi with i ě j. As
ej divides all the ei with i ě j, we can write ηj “ ejη

1
j. Because basic commutators

of weight n´ 1 lead to monomials of degree n´ 1 we obtain

ξj “

#

ejη
1
j if j ď s

0 if j ą s.

Thus we can write ξj “ ejξ
1
j for j ď s, where ξ1j is again a basic commutator

involving yj and only those yi with i ě j. By bilinearity of the Lie bracket we can
write ξj as a linear combination of commutators of weight n´1 in zj and yj, . . . , yt
involving exactly one zj.
Now zi P r ` f2 X V Ď r ` f2 X F , and by Lemma 3.7 and Theorem 3.11 we have
pr`f2qXF “ R`γ2pF q, so we can write zi “ vi`fi with vi P R and fi P γ2pF q Ď f2,
so we find vi P R with vi ” zi mod f2. So a Lie product of length n ´ 1 in the
yj and zj involving one zj is unchanged modulo fn if we replace zj by vj. So x
is congruent to a linear combination of Lie products of weight n ´ 1 in yj and vj
involving exactly one vj. As yj P F and vj P R, there is a w P Rpn´1q with x ” w
mod fn. Altogether we have x´ w P F X fn “ γnpF q, so x P γnpF q `Rpn´ 1q, as
desired.
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It remains to prove the following crucial Lemma, which allows us to bound the
exponents of the given quotients.

Lemma 3.20. Let F be freely generated by tXi : i P Iu. If k ă n and x P
En,k X γn´1pF q, then there exists r P Rpkq such that bkx ` r P En,k`1, where
bk “ lcmp1, . . . , kq.

We will now set up the machinery to prove the above Lemma. Let B be the free
associative algebra on a countably infinite alphabet Y “ ty1, y2, . . .u over Q. For
ν ě 1 set

θνpy1, . . . , ytq “
p´1qν`1

ν
ppy1 ` 1q ¨ ¨ ¨ pyt ` 1q ´ 1qν , (3.9)

and let σνpy1, . . . , ytq be the sum of those monomials of θνpy1, . . . , ytq that involve
all the generators y1, . . . , yt, and let further σ̂νpy1, . . . , ytq be the sum of those
monomials in σνpy1, . . . , ytq that involve every generator exactly once, i.e. the
homogeneous component of degree t of σν . Set now A :“ UF b Q, i.e. the free
associative algebra over Q on X “ tXi : i P Iu, and define the following maps on
the monomials of A and extend them by linearity:

ψνpXi1 ¨ ¨ ¨Xitq “ σνpy1, . . . , ytq |yj“Xij , (3.10)

ψ̂νpXi1 ¨ ¨ ¨Xitq “ σ̂νpy1, . . . , ytq |yj“Xij , (3.11)

ψ “
ÿ̀

ν“1
ψν , (3.12)

ψ̂ “
ÿ̀

ν“1
ψ̂ν , (3.13)

where ` is a fixed integer. Then b`ψ and b`ψ̂ are module endomorphisms of UF ,
and obviously

ψpXi1 ¨ ¨ ¨Xitq “ ψ̂pXi1 ¨ ¨ ¨Xitq ` u, (3.14)

where u consists only of terms of degree at least t` 1. We also see easily that

bkψpaq P UF. (3.15)

The maps ψ and ψ̂ have the following important properties.

Lemma 3.21 (Cliff, Hartley [8, Lemma 3.1]). Let A be as above. Fix j P I and
a sequence pj1, . . . , jrq in I and let δ : A Ñ A be the algebra endomorphism that
fixes all the Xi for i ‰ j and maps Xj to pXj1 ` 1q ¨ ¨ ¨ pXjr ` 1q ´ 1. Then for a
monomial ξ P A, which involves Xj exactly once, we have

δψνpξq “ ψνδpξq,

so in particular
δψpξq “ ψδpξq.
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Lemma 3.22 (Cliff, Hartley [8, Lemma 3.2]). The map ψ̂ has the following prop-
erties.

1. ψ̂paq is a Lie element of A for every a of degree at most `,

2. ψ̂paq “ a for every Lie element a of A.

Let S denote the semigroup generated by the Xi with the circle operation

a ˝ b “ ab` a` b “ pa` 1qpb` 1q ´ 1.

We want to show that every Lie element can be written as sum of elements of S,
so that an algebra endomorphism of F sending each Xi for i ‰ j to itself and Xj

to a Lie element will also commute with ψν and ψ by Lemma 3.21. We first of all
recall that according to [37, p. 12] every Lie monomial can be written as a sum of
left normed commutators.
Now define the Pólya action of the symmetric group Sn on monomials of degree n
by

Xi1 ¨ ¨ ¨Xinσ “ Xiσp1q ¨ ¨ ¨Xiσpnq

for Xij P X and σ P Sn and extend this action to the group algebra QSn by
linearity. Then by [12, p. 314] we get:

Lemma 3.23. For Xi1 , . . . .Xin P X we have

rXi1 , . . . , Xins “ Xi1 ¨ ¨ ¨Xinp1´ τ2q ¨ ¨ ¨ p1´ τnq,

where τi is the backwards i-cycle, i.e. τi “ pi, i´ 1, . . . , 1q.

Now for a (possibly empty) subsequence K of p2, . . . , nq let

τK :“
ź

iPK

τi.

Note that we then have

p1´ τ2q ¨ ¨ ¨ p1´ τnq “
ÿ

K

p´1q|K|τK ,

where the sum is taken over all subsequences K of p2, . . . , nq and |K| denotes the
length of K. Furthermore, for Xi P X, set X̃i “ Xi ` 1, and for σ P Sn set

X̃σ “ X̃σp1q ¨ ¨ ¨ X̃σpnq.

Now we are in a position to give an explicit formula how to write any left normed
commutator as sum of elements of S.

Lemma 3.24. For n ě 2 we have

rX1, . . . , Xns “
ÿ

K

p´1q|K|X̃τK ,

where the sum is taken over all (possibly empty) subsequences K of p2, . . . , nq.
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Proof. We prove by induction on n. For n “ 2 we see that

rX1, X2s “ X1X2´X2X1 “ X1X2`X1`X2`1´pX2X1`X2`X1`1q “ X̃τH`p´1q1X̃τp2q .

Now suppose we have the result for an n P N. Then we see that

rrX1, . . . , Xns, Xn`1s “ rX1, . . . , XnsXn`1 ´Xn`1rX1, . . . , Xns

“

˜

ÿ

K

p´1q|K|X̃τK

¸

Xn`1 ´Xn`1

˜

ÿ

K

p´1q|K|X̃τK

¸

“

˜

ÿ

K

p´1q|K|X̃τK

¸

X̃n`1 ` X̃n`1

˜

ÿ

K

p´1q|K|`1X̃τK

¸

.

Now τK P Sn ãÑ Sn`1, and we see that for a subsequence K 1 of p2, . . . , n ` 1q the
corresponding element τK1 P Sn`1 leaves n ` 1 fixed if and only if n ` 1 R K 1 and
sends n` 1 to 1 otherwise. Thus we get

˜

ÿ

K

p´1q|K|X̃τK

¸

X̃n`1 ` X̃n`1

˜

ÿ

K

p´1q|K|`1X̃τK

¸

“
ÿ

n`1RK1
p´1q|K1|X̃τK1

`
ÿ

n`1PK1
p´1q|K1|X̃τK1

“
ÿ

K1

p´1q|K1|X̃τK1
,

where all the sums are taken over subsequences K 1 of p2, . . . , n ` 1q, completing
the proof.

We are now in a position to prove Lemma 3.20. Let L “ F {R, where F is a free
Lie ring over X “ tXi : i P Iu, and let tr` : ` P Lu be a generating set for R. We
have to show that for every x P En,k X γn´1pF q with k ă n there exists r P Rpkq,
such that bkx` r P En,k`1.
Now let F ˚ be the free Lie ring generated by Y :“ X \ ty` : ` P Lu and let
β : F ˚ Ñ F be the homomorphism defined by βpXiq “ Xi and βpy`q “ r`. Then
we get the following commutative diagram

F ˚
β //

��

F

��
UpF ˚q δ // UF,

where the vertical maps are the natural homomorphisms, while δ is induced by β,
i.e. δpXiq “ Xi and δpy`q “ r`.
Let B “ UF b Q and B˚ “ UF ˚ b Q be the free Lie algebras on X and Y
respectively over Q. Then we have the maps ψ and ψ̂ on B and B˚ defined with
respect to the generators, and the map δ extends to a map from B˚ to B. Now
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as each r` is a Lie element of B we can write it as a sum of elements of S defined
above. By Lemma 3.21 that means that if W is the Q-subspace of B˚ spanned by
all monomials having exactly one y` and ξ P W we have

ψδpξq “ δψpξq.

Since x P rpkq ` fn we can write x as a linear combination of monomials in Xi and
r` of degree at least k, each involving exactly one r`, and so x “ δpaq, where a P W
is obtained by replacing each r` with y`. Now by (3.14) and (3.15) we see that

ψpbkaq “ ψ̂pbkaqk ` w P UF,

where w P W of degree at least k` 1, and ψ̂pbkaqk is the homogeneous component
of degree k of ψ̂pbkaq. By Lemma 3.22 ψ̂pbkaqk is a Lie element of UF ˚, so we get

ψpbkaq “ z ` w (3.16)

with z P F ˚ is a sum of commutators of weight k in Y involving exactly one y`
and w P W is a sum of monomials of degree at least k ` 1. By the definition of δ
we see that δpwq P rpk ` 1q, and so applying δ to both sides of (3.16) and using
bka P W and Lemma 3.21 we get

δψpbkaq “ δpzq ` δpwq,

where δpzq P Rpkq and δpwq P rpk ` 1q. On the other hand we have

δψpbkaq “ ψδpbkaq “ bkψpxq.

Because x is homogeneous of degree n ´ 1 we can use equation (3.14) again and
see that ψpxq “ ψ̂pxq ` f for an f P fn. But as x P γn´1pF q Ď F , Lemma 3.22
gives us ψ̂pxq “ x, and putting everything together we obtain

δpzq ` δpwq “ bkx` bkf,

and thus
bkx´ δpzq “ δpwq ´ bkf,

and as the left hand side is obviously in F , the right hand side will be in prpk `
1q ` fnq X F “ En,k`1, and as we have already seen that δpzq P Rpkq, completing
the proof of Lemma 3.20.
The Lemma enables us to finally prove

Theorem 3.25. an,k divides
śn´2

`“k b
pn´k´2
n´`´2q
` . In particular, for any Lie ring L the

exponent of δnpLq{γnpLq divides
śn´2

k“1 b
pn´2
k q

k .

Proof. Let x and r be as in Lemma 3.20 and let y “ bkx`r. Let s “
śn

j“k`3 aj,k`1.
Then, as y P En,k`1, we have sy P γnpF q`Rpk`1q Ď γnpF q`Rpkq. Thus, because
r P Rpkq Ď γnpF q `Rpkq, we have bksx P γnpF q `Rpkq. So altogether

an,k | bk

n
ź

j“k`3
aj,k`1.
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Now we can bound an,k by induction on n´k. For n´k ď 1 we have already seen
that an,k “ 1. So now let n´ k “ m and assume that for n´ k ď m´ 1 we have
an,k |

śn´2
`“k b

pn´k´2
n´`´2q
` . Then because of the above formula we get

an,k | bk

n
ź

j“k`3
aj,k`1 | bk

n
ź

j“k`3

j´2
ź

`“k`1
b
pj´k´3
j´`´2q
` ,

as j ´ pk ` 1q ď n ´ k ´ 1 “ m ´ 1. Now we have to count how often the factor
b` appears for a fixed `. Obviously bk appears with exponent 1, and only those b`
with k ď ` ď n ´ 2 appear. Those b` appear only if j ´ 2 ě `, i.e. j ě ` ` 2, and
they appear with exponent

n
ÿ

j“``2

ˆ

j ´ k ´ 3
j ´ `´ 2

˙

“

n´2
ÿ

j“`

ˆ

j ´ k ´ 1
j ´ `

˙

“

ˆ

n´ k ´ 2
n´ `´ 2

˙

by repeated application of Pascal’s rule for binomial coefficients.
By Lemma 3.18, the exponent of δnpLq{γnpLq divides

śn
j“2 aj,1. But according to

the first part of the theorem we have

n
ź

j“2
aj,1 |

n
ź

j“2

j´2
ź

`“1
b
p j´3
j´`´2q
` .

For a fixed ` the exponent of b` is
n´2
ÿ

j“`

ˆ

j ´ 1
j ´ `

˙

“

ˆ

n´ 2
`

˙

,

again by repeated application of Pascal’s rule, completing the proof of Theorem
3.15.

3.3 The Dimension Problem for Metabelian Lie Rings
As in the dimension subgroup problem, the assumption of the Lie ring L to be
metabelian (i.e. rrL,Ls, rL,Lss “ 0) helps simplifying calculations and thus getting
stronger results. The following part is joint work with I.B.S. Passi, and is more
or less identical to [36]. For notational convenience, for a Lie ring L, we denote
by L1 its derived subring rL, Ls; thus, in particular, L2 denotes the second derived
subring of L, which is trivial for metabelian Lie rings.

Theorem 3.26 ([36]). If L is a metabelian Lie ring, then 2δnpLq Ď γnpLq for all
n ě 1.

By Remark 3.4, it suffices to consider only finitely generated Lie rings. So let
L be a finitely generated metabelian Lie ring and let L – F {R be a pre-abelian
presentation of L with F a free Lie ring having basis X “ tX1, . . . , Xmu and R an
ideal of F generated by e1X1`ξ1, . . . , emXm`ξm, ξm`1, . . . such that e1, . . . , em
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are nonnegative integers with ei | ei`1 for all i P t1, . . . ,m ´ 1u, and ξi P F 1, the
derived subring of F . By Lemma 3.10 every finitely generated Lie ring has such
a pre-abelian presentation. As L2 “ 0, we have R Ě F 2. Denote by r the ideal
of UpF q generated by R. We then have UpLq – UpF q{r. Furthermore, we have
γnpLq – pγnpF q`Rq{R and δnpLq – pF Xpfn` rqq{R for all n ě 1 by Lemma 3.7.
Observe that

r “ fr`R; (3.17)
thus, for any element f P F X pfn ` rq, there exists an element f 1 P

F X pfn ` frq, such that f 1 ” f mod R.

Set S “ F 1 ` R, and denote by s the two-sided ideal of UF generated by S. We
begin by identifying the Lie ideals

M :“ F X fs and F X pfn ` fsq.

Lemma 3.27. With the notation as above, we have

piq M “ xeirXi, Xjs |m ě i ą j ě 1y ` rF 1, Ss,

piiq rM, F s Ď rF 1, Ss,

piiiq F X pfn ` fsq “ γnpF q `M for all n ě 1.

Proof. piq It is clear that rF 1, Ss is contained in F X fs. Also, for i ą j we have
ej | ei, and thus eirXi, Xjs “ XieiXj ´XjeiXi P F X fs.

To check the reverse inclusion, recall first that F acts on itself via the adjoint
action:

xy :“ adypxq “ rx, ys for x, y P F.
This action extends to an action of the universal enveloping algebra UF on F , and
for an associative monomial w “ Xi1 ¨ ¨ ¨Xid P UF and x P F , we have

xw “ rx, Xi1 , . . . , Xids,

where the Lie commutator is left normed.
Now suppose v P F X fs. Then v P F X f2 “ F 1. Therefore,

v ”
ÿ

1ďjďm´1

ÿ

mě ią j

rXi, Xjs
uij mod F 2,

with uij P UF involving only the variables Xj, . . . , Xm. Let

vj :“
ÿ

mě ią j

rXi, Xjs
uij .

For j “ 1, . . . , m ´ 1, define endomorphisms θj of UF by setting θjpXiq “ 0 for
i ă j and θjpXiq “ Xi for i ě j. Since both f and s are invariant under each θj,
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successive application of the endomorphisms θm´1, . . . , θ1 shows that vj P F X fs
for 1 ď j ď m´ 1. Write

uij “ nij ` u
1
ij with nij P Z, u1ij P f

so that
vj “

ÿ

mě ią j

nijrXi, Xjs `
ÿ

mě ią j

rXi, Xjs
u1ij . (3.18)

Note that, modulo fs, the action of UF is just right multiplication. Thus we have,
modulo fs,

0 ” vj ”
ÿ

mě ią j

nijpXiXj ´XjXiq `
ÿ

mě ią j

pXiXj ´XjXiqu
1
ij. (3.19)

The right coefficient of Xi, m ě i ą j, in this expression is Xjuij and must be
in s. As uij only involves the variables Xj, . . . , Xm, it follows that uij is divisible
by ej, so that nij is divisible by ej and

u1ij “ ejfij.

Now the right coefficient of Xj is
ř

mě ią jp´nijXi ´ Xiu
1
ijq and it must also lie

in s. Thus ei | nij for each i ą j, as the only terms of degree one in s are linear
combinations of ekXk, 1 ď k ď m. Thus it follows that

ÿ

mě ią j

Xiu
1
ij P s.

Denote by a the ideal of UF generated by F 1. As a acts trivially on rXi, Xjsmodulo
F 2, we can change u1ij modulo a, and thus assume, without loss of generality, that
u1ij and hence fij is a linear combination of ordered monomials, i.e., monomials of
the form Xk1 ¨ ¨ ¨Xkt with j ď k1 ď . . . ď kt ď m. Thus we can write

fij “
m
ÿ

k“j

Xkgijk,

with gijk involving only the variables Xk, . . . , Xm. Thus we have

ÿ

mě ią j

Xiu
1
ij “

ÿ

mě ią j

m
ÿ

k“j

ejXiXkgijk P s.

As ejXiXjgijj P s, we also have
ř

mě ią j

řm
k“j`1 ejXiXkgijk P s. Successively

applying θj`1, . . . , θi´1 it follows inductively that ek divides
ř

mě ią j ejXiXkgijk
for each k with j ď k ă i. Thus we can write

ÿ

mě ią j

Xiu
1
ij “

ÿ

mě ią j

˜

i´1
ÿ

k“j

ekXiXkg
1
ijk ` eihij

¸

,
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where hij P f involves only the variables Xi, . . . , Xm. Consequently

ÿ

mě ią j

rXi, Xjs
u1ij “

ÿ

mě ią j

i´1
ÿ

k“j

ekrXi, Xj, Xks
g1ijk `

ÿ

mě ią j

eirXi, Xjs
hij .

Now ekrXi, Xj, Xks “ rXi, Xj, ekXks P rF 1, Ss. For k ě i, using Jacobi
identity, we have eirXi, Xj, Xks P rF

1, Ss. Since hij P f is a polynomial only
in the variables Xk with k ě i, it follows that eirXi, Xjs

hij P rF 1, Ss. Since F 2 is
contained in rF 1, Ss, the proof of piq is complete.

piiq follows immediately from piq in view of the Jacobi identity.

piiiq Clearly, γnpF q `M Ď F X pfn ` fsq for all n ě 1. For n “ 1, 2, the reverse
inclusion holds trivially. Suppose n ě 3 and v P F X pfn ` fsq. Then, proceeding
as in case (i) above, we have

v ”
ÿ

mě ią jě 1
rXi, Xjs

uij “

m´1
ÿ

j“1
vj mod pF 2 ` γnpF qq.

and, modulo fn ` fs,

0 ” vj ”
ÿ

mě ią j

nijpXiXj ´XjXiq `
ÿ

mě ią j

pXiXj ´XjXiqu
1
ij. (3.20)

Therefore, the right coefficient of Xj must be in $n´1pF q ` s. Hence nij must be
divisible by ei and, modulo fn´2, u1ij must be divisible by ej. Writing u1ij “ ejfij`pij
with pij P fn´2 and decomposing fij as in the above proof of (i), we have

ÿ

mě ią j

rXi, Xjs
u1ij “

ÿ

mě ią j

i´1
ÿ

k“j

ekrXi, Xj, Xks
g1ijk

`
ÿ

mě ią j

eirXi, Xjs
hij `

ÿ

měiąj

rXi, Xjs
pij PM ` γnpF q.

Hence v P γnpF q `M .

We immediately have the following corollary.

Corollary 3.28. If L is a metabelian Lie ring, then rδnpLq, Ls “ γn`1pLq for all
n ě 1. In particular, the quotient δnpLq{γnpLq is abelian for all n ě 1.

Proof. Since γnpLq Ď δnpLq, we clearly have that γn`1pLq Ď rδnpLq, Ls for all
n ě 1.

For the reverse inclusion, let L “ F {R be a free presentation of a metabelian Lie
ring L and let S “ R ` F 1. Then rF 1, Ss Ď R, and, by Lemma 3.27, we have

rF X pfn ` frq, F s Ď rF X pfn ` fsq, F s Ď γn`1pF q `R.
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Hence, using equation (3.17), it follows that rF X pfn` rq, F s Ď γn`1pF q `R, and
the Corollary is proved.

Using the characterization above, we will now prove Theorem 3.26. Let L be a
finitely generated Lie ring and L “ F {R a pre-abelian presentation of L. Suppose
v P F X pfn ` rq. Then there exists r P R such that w :“ v ` r P F X pfn ` frq Ď
F X pfn ` fsq. By Lemma 3.27, we then have

w ”
ÿ

j

ÿ

mě ią j

dijrXi, Xjs `
ÿ

k

ekrXk, ηks mod pγnpF q ` F 2q (3.21)

with dij P Z such that ei | dij, and ηk P F 1. In UF this congruence yields

w ”
ÿ

j

ÿ

mě ią j

dijpXiXj ´XjXiq `
ÿ

k

ekXkηk mod f2s` fn.

Since w P fn ` fr, it follows that
ÿ

k

Xkpyk ` ekηkq ” 0 mod pf2s` fn ` frq,

where
yk “ ´

ÿ

měiąk

dikXi `
ÿ

1ďjăk
dkjXj P F.

So for every k we have yk`ekηk P fs` fn´1`r, and thus there exists rk P rXF “ R
with yk` ekηk` rk P fs` fn´1. Since rF 1, Ss Ď S 1 Ď R, by Lemma 3.27, we deduce
that

rXk, yk ` ekηk ` rks P γnpF q ` rF
1, Ss Ď γnpF q `R.

As rXk, rks P R and rXk, ekηks “ rekXk, ηks P R, we conclude that

rXk, yks P R ` γnpF q for every k.

Finally, the congruence (3.21) reduces, modulo γnpF q `R, to yield

w ”
ÿ

j

ÿ

mě ią j

dijrXi, Xjs “
ÿ

k

Xkyk. (3.22)

Recall that the map given by u ÞÑ ´u on F induces an anti-automorphism on UF .
Applying this anti-automorphism to the above equation yields

´ w ”
ÿ

k

ykXk. (3.23)

From the congruences (3.22) and (3.23), we have

2w “
ÿ

k

Xkyk ´ ykXk “
ÿ

k

rXk, yks P γnpF q `R,

and the proof is complete.
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3.4 Dimension Quotients of Lie rings
In this section we will try to find the structure of $npLq{$mpLq for a given Lie ring
L and n,m P N with n ď m. Knowing these structures can help identifying Lie di-
mension subrings, as the kernel of the natural map γnpLq{γmpLq Ñ $npLq{$mpLq
is precisely pγnpLq X$mpLqq{γmpLq.
For a Z-module A, let Symn

pAq denote its n-th symmetric power, that is

Symn
pAq “ Abn{xx1 b ¨ ¨ ¨ b xn ´ xσp1q b ¨ ¨ ¨ b xσpnq : xi P A, σ P Sny.

We denote by x1_ . . ._ xn the equivalence class of x1b ¨ ¨ ¨ b xn in Symn
pAq. For

a Lie ring L define the abelian group

WnpLq “
à

pa1,...,anq

n
â

i“1
SymaipγipLq{γi`1pLqq,

where the direct sum is taken over all sequences pa1, . . . , anq of non-negative in-
tegers with

ř

i iai “ n. Let G denote a finitely generated free group on a set
X “ tX1, . . . , Xmu, and let γnpGq denote the n-th term of its lower central series.
Let F be the free Lie ring on X. Then by [30], we have

F »
à

iě1
γipGq{γi`1pGq,

where the Lie structure on the right hand side is given as in Example 2.16. More-
over, the i-th homogeneous component of a free Lie ring F is precisely given by
γipGq{γi`1pGq.
Denote now by ZG the integral group ring of the free group G, and by g its aug-
mentation ideal, i.e. the ideal spanned by all g ´ 1 for g P G. Then ZG{gn is
isomorphic to the free truncated associative algebra on X, where all polynomials
of degree at least n are equated to zero. Thus we have

ZG{gn » UF {fn

for every n P N. As this isomorphism preserves degrees, we also get

gn{gm » fn{fm

for every m ě n. In [40], Sandling and Tahara proved that for a free group G we
have

gn{gn`1
» WnpGq.

Thus applying the isomorphisms given above yields

Theorem 3.29. For a free Lie ring F we have

fn{fn`1
» WnpF q

for every n P N.
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It follows by induction that for n ď m we have

fn{fm »
m´1
à

i“n

WipF q.

Now for an arbitrary Lie ring L we get a result similar to the group case.

Proposition 3.30. For every Lie ring L, there is an isomorphism

L{γ2pLq » $pLq{$2
pLq “ W1pLq.

Proof. In the case that L “ F is a free Lie ring generated by a set X, F {γ2pF q is
isomorphic to the free abelian group on X, and so is f{f2.
Now take an arbitrary Lie ring L “ F {R. Then because $2pLq » pf2` fr`Rq{r “
pf2 `Rq{r, we have

L{γ2pLq » F {pγ2pF q `Rq » f{pf2 `Rq » $pLq{$2
pLq.

The following also holds, parallel to the group case.

Theorem 3.31. For a finitely generated Lie ring L we have

$2
pLq{$3

pLq » γ2pLq{γ3pLq ‘ Sym2
pL{γ2pLqq “ W2pLq.

Proof. We have a natural map ι : γ2pLq{γ3pLq Ñ $2pLq{$3pLq, x ` γ3pLq ÞÑ
x`$3pLq. As for general Lie rings the equality γ3pLq “ LX$3pLq holds, the map
is a monomorphism of abelian groups. Now we need to prove that its cokernel is
isomorphic to Sym2

pL{γ2pLqq.
Let X “ tx1, . . . , xmu be a set of generators for L. By the Poincaré-Birkhoff-Witt-
Theorem $2pLq{$3pLq is spanned by xixj for i ď j and by rxi, xjs for i ă j.
The generators of the second type are obviously in the image of ι, so modulo
ιpγ2pLq{γ3pLqq we have xixj ” xjxi. Now

L{γ2pLq » Z{pe1q ‘ ¨ ¨ ¨ ‘ Z{pemq

with ei | ei`1, and ei is the order of xi in the additive group L{γ2pLq. Then
Sym2

pL{γ2pLqq is an abelian group generated by all xi _ xj with i ď j with the
relation eipxi _ xjq “ 0, so the map cokerpιq Ñ Sym2

pL{γ2pLqq, xixj ÞÑ xi _ xj
is surjective. Because eixi P γ2pLq, and thus eixixj P $3pLq, the inverse map
xi _ xj ÞÑ xixj is well defined, so we have an isomorphism. The short exact
sequence of abelian groups

0 Ñ γ2pLq{γ3pLq Ñ $2
pLq{$3

pLq Ñ Sym2
pL{γ2pLqq Ñ 0

splits via the splitting map xi _ xj ÞÑ xixj, so the theorem follows.
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Theorem 3.32. For a finitely generated Lie ring L “ F {R given by a pre-abelian
presentation with F “ xX1, . . . , Xmy and R “ xeiXi` ξi, ηjy with ξi, ηj P γ2pF q we
have

$3
pLq{$4

pLq » W3pLq{R3,

where R3 is the subgroup of W3pLq consisting of all elements of the form

p0,
ÿ

i

f̄
p1q
i b ξ̄i,

ÿ

j

aj η̄
p3q
j q

with fi a sum of monomials of degree one in the Xi, aj P Z and ηp3qj denoting the
third homogeneous component of ηj, satisfying the condition

ÿ

i

eif
p1q
i Xi `

ÿ

j

ajη
p2q
j “ 0,

where ηp2qj denotes the second homogeneous component of ηj.

Proof. We define a map

ϕ : W3pLq “ Sym3
pL{γ2pLqq‘pL{γ2pLqbγ2pLq{γ3pLqq‘γ3pLq{γ4pLq Ñ $3

pLq{$4
pLq

by
$

’

&

’

%

pX̄i _ X̄j _ X̄j, 0, 0q ÞÑ X̄iX̄jX̄k, pi ď j ď kq,

p0, X̄i b rX̄j, X̄ks, 0q ÞÑ X̄irX̄j, X̄ks, pj ą kq,

p0, 0, rX̄i, X̄j, X̄ksq ÞÑ rX̄i, X̄j, X̄ks, pi ą j ď kq.

Note that $3pLq{$4pLq » pf3` rq{pf4` rq » f3{pf4`pf3XRqq, so the map is onto.
Let R3 be its kernel.
Now we define a map ψ : $3pLq{$4pLq Ñ W3pLq{R3 by defining a map on f3

that vanishes on f4 ` pf3 X rq. By the Poincaré-Birkhoff-Witt-Theorem f3 is a free
abelian group generated by XiXjXk with i ď j ď k, XirXj, Xks with j ą k and
rXi, Xj, Xks with i ą j ď k and terms of degree at least four, i.e. f4. We define

ψpXiXjXkq “ pX̄i _ X̄j _ X̄j, 0, 0q `R3 pi ď j ď kq,

ψpXirXj, Xksq “ p0, X̄i b rX̄j, X̄ks, 0q `R3 pj ą kq,

ψprXi, Xj, Xksq “ p0, 0, rX̄i, X̄j, X̄ksq pi ą j ď kq `R3,

ψpf4q “ 0.

Then ψ is clearly onto and vanishes in degree at least 4. We now calculate its
image on f3 X r. Every element r P r can be written as

r “
ÿ

i

fipeiXi ` ξiq `
ÿ

j

gjηj

with fi, gj P UF . Denote by f
pkq
i , g

pkq
j , ξ

pkq
i , η

pkq
j the homogeneous component of

degree k of fi, gj, ξi, ηj respectively. As ξi, ηj P γ2pF q we have ξp1qi “ η
p1q
j “ 0. Now
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if we write r as above and assume r P f3 Then the homogeneous component of
degree 1 and 2 of r must be zero. It follows that f p0qi “ 0 for all i. For the degree
2 component we get

ÿ

i

f
p1q
i eiXi `

ÿ

j

g
p0q
j η

p2q
j “ 0. (3.24)

Under this condition we have to see the image of the third degree component of r.
It will be given by

ÿ

i

f
p2q
i eiXi `

ÿ

i

f
p1q
i ξ

p2q
i `

ÿ

j

g
p1q
j η

p2q
j `

ÿ

j

g
p0q
j η

p3q
j .

As in L we have eiX̄i P γ2pLq, we see that f̄ p2qi eiX̄i P $
4pLq, so these will map to

zero. Note further that as ηj “
ř

kě2 η
pkq
j , we have ηp2qj P R ` γ3pF q. Therefore

η̄
p2q
j P γ3pLq, so

ψpg
p1q
j η

p2q
j q “ p0, ḡ

p1q
j b η̄

p2q
j , 0q “ p0, 0, 0q.

In total we obtain
ψprq “ p0,

ÿ

i

f̄
p1q
i q b ξ̄

p2q
i ,

ÿ

j

ḡ
p0q
j η̄

p3q
j .

As eiXi ” ´ξi mod R we see that eiXi ” ´ξ
p2q
i mod R`γ3pF q, so eiX̄i`γ3pLq “

´ξ̄
p2q
i ` γ3pLq. Furthermore note that ηp2qj ` η

p3q
j P R ` γ4pF q, so η̄p2qj ` γ4pLq “

´η̄
p3q
j ` γ4pLq. Thus

ϕpψprqq “ ´
ÿ

i

f̄
p1q
i qeiXi ´

ÿ

j

ḡ
p0q
j η̄

p2q
j “ 0

by (3.24). It follows that ψprq P R3, so ψpf4 ` pf3 X rqq “ 0, and we have an
epimorphism ψ̄ : $3pLq{$4pLq Ñ W3pLq{R3. These maps are inverse to each
other by definition completing the proof.

3.5 The Simplicial Approach
As in group rings, one can also approach the Lie Dimension Subring Problem with
simplicial methods. This has been started in [3]. Let us first give some general
results for the functors we need.
Denote by Ab the category of abelian groups, by Lie the category of Lie rings
and by Ass the category of associative unital algebras over Z. Then we have the
following functors.

L : AbÑ Lie, A ÞÑ L pAq, (3.25)
T : AbÑ Ass, A ÞÑ T pAq, (3.26)
U : LieÑ Ass, L ÞÑ UpLq, (3.27)

where UpLq denotes the universal enveloping algebra of L, T pAq denotes the tensor
algebra of A and L pAq denotes the Lie subring of T pAq generated by A. The Lie
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ring L pAq has the universal property that every homomorphism of abelian groups
φ : A Ñ L extends uniquely to a Lie ring homomorphism Φ : L pAq Ñ L, such
that the diagram

A //

φ
��

L pAq

Φ
||

L

commutes. The tensor algebra has this universal property if we replace “Lie ring”
by “associative algebra over Z”, and the universal enveloping algebra has the
property if we replace “abelian group” by “Lie ring” and “Lie ring” by “associative
algebra over Z” in the above diagram.

Proposition 3.33. We have T “ U ˝ L , that is T pAq “ UpL pAqq for every
abelian group A.

Proof. We show that T pAq has the universal property for L pAq with ι : L pAq Ñ
T pAq the natural embedding. So suppose B is an associative algebra over Z and φ :
L pAq Ñ B is a Lie homomorphism. As A Ď L pAq, we obtain a homomorphism
φ |A of abelian groups. As B is an associative algebra, by the universal property
of the tensor algebra, φ |A extends uniquely to a homomorphism Φ : T pAq Ñ B.

A �
� //

φ|A ""

L pAq

φ
��

� � ι // T pAq

Φzz
B.

So T pAq has the universal property, and therefore it is the universal enveloping
algebra of L pAq.

Definition 3.34. Let C be a category and f, g : X Ñ Y two morphisms in C. Then
the coequalizer of f and g, denoted by coeqpf, gq, is an object Q of C together with
a morphism q : Y Ñ Q, such that q ˝ f “ q ˝ g and for every q1 : Y Ñ Q1 there is
a unique u : QÑ Q1, such that the diagram

X
f //
g
// Y

q //

q1 ��

Q

u
��
Q1

commutes.

Proposition 3.35 ([33, Proposition 5.2]). The functors L , T and U preserve
coequalizers.

Proof. Suppose we have two abelian groups A,B and f, g : A Ñ B. Denote by
ιA, ιB, ιQ the natural maps A Ñ L pAq, B Ñ L pBq, Q Ñ L pQq respectively. Set
pQ, qq “ coeqpf, gq. Then obviously L pq ˝ fq “ L pq ˝ gq : L pAq Ñ L pQq.
Suppose there is a Lie ring L and a morphism q1 : L pBq Ñ L with q1 ˝L pfq “
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q1 ˝L pgq. As q1 ˝ ιB ˝ f “ q1 ˝L pfqιA and ιB ˝ g “ L pgqιA, there is a unique
homomorphism of abelian groups u : QÑ L making the diagram commutative, as
Q “ coeqpf, gq. Therefore, by the universal property of L pQq, there is a unique
Lie ring homomorphism ū : L pQq Ñ L such that the diagram

A
f //
g

//

ιA
��

B
q //

ιB
��

Q

ιQ
��

u

��

L pAq
L pfq //

L pgq
//L pBq

L pqq //

q1
%%

L pQq

ū
��
L

commutes. The homomorphism ū is unique, because if there is v̄ : L pQq Ñ L
making the diagram commutative, then, as Q is the coequalizer of f and g, there
is v : Q Ñ L, but then v “ u by uniqueness, and v̄ “ ū, again by uniqueness.
Hence pL pQq,L pqqq is the coequalizer of L pfq and L pgq. The proofs for T and
U are analogue.

Let now L “ tLnuně0 be a simplicial Lie ring with Moore complex MpLq and
homotopy groups πnpLq for n ě 0 (see Definitions 2.57, 2.62 and 2.64). Some
general results about simplicial Lie rings will be needed.

Proposition 3.36. π0pLq is equal to the coequalizer of the maps d0, d1 : L1 Ñ L0.

Proof. As Lie rings are in particular abelian groups, by Proposition 2.65 the ho-
motopy groups are isomorphic to the homology groups of the chain complex

¨ ¨ ¨
Bn`1
ÝÑ Ln

Bn
ÝÑ Ln´1

Bn´1
ÝÑ ¨ ¨ ¨

with Bn “
řn
i“0p´1qidi.

By definition of B0 we have kerpB0q “ L0. Also B1 “ d0 ´ d1, so impB1q “ td0pxq ´
d1pxq : x P L1u, and therefore

π0pLq “ L0{td0pxq ´ d1pxq : x P L1u,

which is the coequalizer of the maps d0 and d1.

Lemma 3.37. For a simplicial Lie ring L “ tLnu, the abelian groups πnpLq are
naturally endowed with a Lie ring structure, i.e. impdn`1|Mn`1q is a Lie ideal in
kerpdn|Mnq.

Proof. Let x P impdn`1|Mn`1q, i.e. x “ dn`1pyq with y P Mn`1 Ď Ln`1, and let
a P kerpdn|Mnq Ď Ln. We have to show that rx, as P impdn`1|Mn`1q.
Note that by (2.13), a “ dn`1sna, so

rx, as “ rdn`1y, dn`1snas “ dn`1pry, snasq,

and ry, snas PMn`1, as Mn`1 is a Lie ideal.
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Now the snake lemma (see e.g. [28, Chapter II, Lemma 5.2]) implies that every
short exact sequence of simplicial Lie rings

0 ÝÑ L1
ι
ÝÑ L2

ρ
ÝÑ L3 ÝÑ 0

gives rise to a long exact sequence of homotopy groups

¨ ¨ ¨ ÝÑ π1pL3q ÝÑ π0pL1q ÝÑ π0pL2q ÝÑ π0pL3q ÝÑ 0,

where the homomorphisms δ : πmpL3q Ñ πm´1pL1q are given by the snake lemma,
and the others are induced by ι, ρ respectively. Thus in particular, for n P N we
have the endofunctors on Lie, the category of Lie rings,

ΓnpLq “ L{γnpLq, grnpLq “ γnpLq{γn`1pLq,

which induce functors on the category sLie of simplicial Lie rings, and thus give
rise to a short exact sequence

0 ÝÑ grnpLq
ι
ÝÑ Γn`1pLq

ρ
ÝÑ ΓnpLq ÝÑ 0

of simplicial Lie rings for every n P N. This gives a long exact sequence of homotopy
groups as described above, or equivalently, an exact couple

π˚pΓ˚pLqq
ρ // π˚pΓ˚pLqq

δww
π˚pgr˚pLqq.

ι

gg

Therefore we get a spectral sequence E whose first page is given by

E1
p,q “ πqpgrppLqq,

and the differentials d1
p,q : E1

p,q Ñ Ep`1,q´1 are defined as follows. Take x P E1
p,q “

πqpgrppLqq, then ιpxq P πqpΓp`1pLqq, and via the connecting homomorphism δ of
the “next” long exact sequence we get δpιpxqq P πq´1pgrp`1pLqq. In pictures, we
have

¨ ¨ ¨ // πqpgrppLqq
ι // πqpΓp`1pLqq // πqpΓppLqq // ¨ ¨ ¨

¨ ¨ ¨ // πqpΓp`2pLqq // πqpΓp`1pLqq δ // πq´1pgrp`1pLqq // ¨ ¨ ¨ .

Then d1d1 “ 0, as we follow two steps of the lower exact sequence when we compute
d1d1. Therefore we can define

E2
p,q “ kerpd1

p,qq{ impd1
p´1,q`1q.

The differentials d2
p,q : E2

p,q Ñ Ep`2,q´1 are defined as follows. Let rxs P E2
p,q with

x P ker d1
p,q. Therefore ιpxq P kerpδq, and by exactness there is y P πqpΓp`2pLqq
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with ρpyq “ ιpxq. Then δpyq P πq´1pgrp`2pLqq.
In general, on the r-th page we have differentials drp,q : Er

p,q Ñ Er
p`r,q´1. This can

be seen from the exact couple above. We have to compute its r-th derived couple.
This will be the following.

ρr´1pπ˚pΓ˚pLqqq
ρ // ρr´1pπ˚pΓ˚pLqqq

δprqww
Er
˚,˚,

ιprq

gg

where Er
˚,˚ “ kerpdpr´1qq{ impdpr´1qq with dpr´1q “ δpr´1q ˝ ιpr´1q the differential of

Er´1
˚,˚ . The map ιprq is induced by ιpr´1q, i.e. ιprqpx ` impdpr´1qqq “ ιpr´1qpxq `

impdpr´1qq for x P kerpdpr´1qq. The map δprq is defined in the following way. Let
x P ρr´1pπ˚pΓ˚pLqqq, then there is y P ρr´2pπ˚pΓ˚pLqqq with ρpyq “ x. Then
δprqpxq :“ δpr´1qpyq. It can be verified that these maps are well defined and lead
indeed to an exact couple. The differential on Er

˚,˚ is then dprq “ δprq ˝ ιprq. Note
that Er

p,q is a subquotient of E1
p,q.

We now want to compute the bidegree of dprqp,q. It is clear that ιprq : Er
p,q Ñ

ρr´1pπqpΓp`rpLqqq Ď πqpΓp`1pLqq. As δ : πqpΓp`1pLqq Ñ πq´1pgrp`1pLqq, it follows
that dprqp,q “ δprq ˝ ιprq : Er

p,q Ñ Er
p`r,q´1, so the bidegree of dprq is pr,´1q. Therefore,

as Er
p,q “ 0 for q ă 0 or p ď 0, we obtain that Ep

p,0 “ Ep`1
p,0 “ ¨ ¨ ¨ “ E8p,0.

Similarly we have functors Γ̄n, ḡrn : LieÑ Ass given by

γ̄npLq “ UpLq{$n
pLq, ḡrnpLq “ $n

pLq{$n`1
pLq.

For a simplicial Lie ring L, these functors give rise to a short exact sequence

0 ÝÑ ḡrnpLq
ῑ
ÝÑ Γ̄n`1pLq

ρ̄
ÝÑ Γ̄npLq ÝÑ 0

for every n P N. This gives another exact couple

π˚pΓ̄˚pLqq
ρ // π˚pΓ̄˚pLqq

δww
π˚pḡr˚pLqq

ι

gg

and therefore a spectral sequence Ẽ with

Ẽ1
p,q “ πqpḡrppLqq.

By the same argument as above the differentials d̃rp,q of Ẽr
p,q also have bidegree

pr,´1q, and therefore Ẽp
p,0 “ Ẽp`1

p,0 “ ¨ ¨ ¨ “ E8p,0.
The natural embedding i : L Ñ UpLq induces a morphism of spectral sequences
i : E Ñ Ẽ.
By definition of the functor L , it is clear that if F is a free Lie ring and Fab “ F {F 1

viewed as an abelian group, then F » L pFabq.
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Theorem 3.38. Let F “ tFnu be a free simplicial Lie ring, i.e. a simplicial Lie
ring such that each Fn is free. Let L and T be the functors defined in (3.25) and
(3.26) and E and Ẽ the spectral sequences defined above for F.

1. E1
p,q “ πqpLppFabqq and Ẽp,q “ πqpTppFabqq. In particular E1

1,q “ Ẽ1
1,q “

πqpFabq, E1
p,0 “ Lppπ0pFabqq and Ẽ1

p,0 “ π0pTppFabqq.

2. i1˚,0 : E1
˚,0 Ñ Ẽ1

˚,0 is injective.

3. E8p,0 “ Ep
p,0 “ grppπ0pFqq and Ẽ8p,0 “ Ẽp

p,0 “ ḡrppπ0pFqq.

Proof. For a free Lie ring F we see that grppF q “ LppFabq and ḡrppF q “ TppFabq,
so the first claim follows immediately. In particular we have L1pFabq “ T1pFabq “

Fab. By Lemma 3.35 L and T preserve coequalizers, and as π0pFq “ coeqpd0, d1q,
it follows that E1

p,0 “ Lppπ0pFabqq and Ẽ1
p,0 “ Tppπ0pFabqq.

Note that, as a free Lie ring has the dimension property, the maps grnpF q Ñ ḡrnpF q
and ΓnpF q Ñ Γ̄npF q induced by i are monomorphisms. Therefore we have the
commutative diagram of Lie ring homomorphisms

grnpFq �
� //

��

Γn`1pFq // //

��

ΓnpFq

��

ḡrnpFq �
� // Γ̄n`1pFq // // Γ̄npFq.

As the vertical maps are monomorphisms, the result follows.
For the last assertion we prove that Ep

p,0 “ kerpπ0pΓp`1pFq Ñ π0pΓppFqqqq. By defi-
nition Ep

p,0 “ Ep´1
p,0 { impdp´1

1,1 q “ Ep´2
p,0 {pimpdp´1

1,1 q`impdp´2
2,1 qq “ ¨ ¨ ¨ “ π0pgrppFqq{pimpd

p´1
1,1 q`

impdp´2
2,1 q ` ¨ ¨ ¨ ` impd1

p´1,1q. Note that for every q we have E1
1,q “ πqpgr1pFqq “

πqpΓ2pFqq, so the differential d1
1,q : E1

1,q Ñ E2,q´1 is precisely the connecting ho-
momorphism δ : πqpΓ2pFqq Ñ πq´1pgr2pFqq. As Ep

1,1 Ď E1
1,1 “ π1pgr1pFqq, by

construction of the differential, it follows that

Ep
p,0 “ π0pgrppFqq{ impδ : π1pΓppFqq Ñ π0pgrppFqqq,

and by exactness of the homotopy sequence we obtain

Ep
p,0 “ π0pgrppFqq{ kerpιq » impιq “ kerpπ0pΓp`1pFqq Ñ π0pΓppFqqq.

Then, as the functors Γk also preserve coequalizers, it follows that Ep
p,0 “ grppπ0pFqq.

As the universal enveloping algebra functor U also preserves coequalizers, it follows
similarly that Ẽp

p,0 “ π0pḡrppFqq “ ḡrppπ0pFqq.

Definition 3.39. Let L be a Lie ring. A free simplicial resolution of L is a
simplicial Lie ring F “ tFn : n ě 0u, such that each Fn is a free Lie ring on a set
Xn, sipXnq Ď Xn`1 for every i P t0, . . . , nu and π0pFq “ L and πnpFq “ 0 for every
n ą 0. In other words, it is a simplicial Lie ring F with the above conditions and
an epimorphism d0 : F0 Ñ L with d0d0 “ d0d1.

Theorem 3.40. Every Lie ring L admits a free simplicial resolution.
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Proof. Write L “ F {R with a free Lie ring F and define F0 :“ F and denote by
X “ X0 a set of free generators of F . Let trj : j P Ju be a set of generators of R
as a Lie ideal. Set Y “ tyj : j P Ju and define X1 “ X \ Y and F1 to be the free
Lie ring on Y1. The map s0 : F0 Ñ F1 is the natural embedding, and

d0 : F1 Ñ F0, d0pxq “ x px P Xq, d0pyjq “ 0,
d1 : F1 Ñ F0, d0pxq “ x px P Xq, d1pyjq “ rj.

Then clearly d0s0 “ d1s0 “ id, so the simplicial identities hold for these maps.
Suppose Fn and Xn have been defined for n ě 1 together with face maps di and
degeneracy maps si. Then set

Zn`1 :“ tpa0, . . . , an`1q P F
n`2
n : diaj “ dj´1ai for all i ă ju.

We can define maps

d1i : Zn`1 Ñ Fn, pa0, . . . , an`1q ÞÑ ai

for 0 ď i ď n` 1 and maps

s1i : Fn Ñ Zn`1 : a ÞÑ psi´1d0a, . . . , si´1di´1a, a, a, sidi`1a, . . . , sidnaq

for 0 ď i ď n. Then using the simplicial identities it can be shown that in-
deed s1ipaq P Zn`1, and that the simplicial identities hold for the s1i and d1i, i.e.
did

1
j “ dj´1d

1
i for i ă j etc. Now Xn`1 is given by completing

Ť

iďn s
1
iXn to a set

of generators of Zn`1, and Fn`1 is the free Lie ring on Xn`1. For x P Xn we define
sipxq “ s1ipxq P Xn`1 and extend the map to Fn. Further, for x P Xn`1, we define
dipxq “ d1ipx̃q, where x̃ P Zn`1 corresponds to x, and extend the map to Fn`1.
It remains to show that π0pFq “ L and πnpFq “ 0 for n ą 0. Consider the maps
d0, d1 : F1 Ñ F0 as defined above. Then π0pFq “ F0{td0paq ´ d1paq : a P F1u.
On the free generators of F1 we have d0pxq ´ d1pxq “ x ´ x “ 0, if x P X, and
d0pyjq ´ d1pyjq “ ´rj for yj P Y . Thus R “ xd0paq ´ d1paq : a P F1y, and thus
L “ π0pFq.
Consider now the Moore complex tMkukě0 of F. An element a P Mn corre-
sponds to an element ã P

Ş

iďn kerpd1iq. By definition of d1i, this means that
ã “ p0, . . . , 0, an`1q with dipan`1q “ 0 for all i ă n. Now the differential Mn`1 Ñ

Mn is given by dn`1, so if a P kerpdn`1q, it follows that an`1 “ 0, so that
kerpdn`1|Mn`1q “ 0, therefore in particular πn`1pFq “ kerpdn`1q{ impdn`2q “ 0
for n ě 0.

Lemma 3.41. Let L be a Lie ring and F “ tFn : n ě 0u a free simplicial resolution
of L. For n ě 1 define

ZnpFq :“ tpa0, . . . , an`1q P F
n`2
n : diaj “ dj´1ai for all i ă ju.

Then the map dpnq : Fn`1 Ñ ZnpFq, a ÞÑ pd0a, . . . , dn`1aq is surjective for all n ě 1.
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Recall Definition 2.60 of homotopy. Then we have the following theorem.

Theorem 3.42. Let L,K be two Lie rings and let F “ tFnu and G “ tGnu be free
simplicial resolutions of L and K respectively. Let f : LÑ K be a homomorphism.
Then

1. There exists a simplicial map f : F Ñ G with π0pfq “ f ,

2. If g : F Ñ G is another simplicial map with π0pgq “ f , then there exists a
homotopy h : f Ñ g.

Proof. Let Xn be the set of free generators of Fn with sipXnq Ď Xn`1. As L »
π0pFq, which is the coequalizer of d0, d1 : F1 Ñ F0, there is a natural projection
pL : G0 Ñ K. Similarly there is a natural projection pK : G0 Ñ M . Thus for any
x P X0 there is y P G0 with pKpyq “ fpLpxq. Define f0pxq “ y.
Now let n ě 1 and suppose fi have been defined for i ď n ´ 1. We want to
define fn : Fn Ñ Gn. Let x P Xn. Suppose first that x “ sipx0q with x0 P Xn´1.
Then we define fnpxq :“ sifn´1px0q. We have to show that fn is well defined.
So assume that x “ sipx0q “ sjpx1q with x0, x1 P Xn´1. If i “ j, then applying
di on both sides yields x0 “ x1 by (2.13). So suppose without loss of generality
that i ă j. Again we apply di to obtain x0 “ disjpx1q “ sj´1dipx1q by (2.13).
Therefore sifn´1px0q “ sifn´1sj´1dipx1q “ sisj´1fn´1dipx1q “ sjsifn´1dipx1q “

sjfn´1sidipx1q “ sjfn´1px1q. So fn is well defined on
Ť

i sipXn´1q. Now suppose
x P Xnz

Ť

i sipXn´1q. Then

pfn´1d0pxq, . . . , fn´1dnpxq P Zn´1pFq

with Zn´1pFq as in Lemma 3.41. Then by Lemma 3.41 there is y P Gn with
dipyq “ fn´1dipxq for all 0 ď i ď n. Then define fnpxq :“ y.
It remains to show that the diagrams given in Definition 2.59 commute. If x P
Ť

i sipXn´1q, then by definition fnpxq “ sifn´1px0q, where x0 P Xn´1 with sipx0q “

x. Suppose first j ă i. Then djfnpxq “ djsifn´1px0q “ si´1djfn´1px0q “

si´1fn´2djpx0q “ fn´1si´1djpx0q “ fn´1djsipx0q “ fn´1djpxq, where f´1 “ f if
n “ 1. Analogously we obtain the result for j “ i, j “ i ` 1 and for j ą i ` 1
using the different cases of (2.13).
Now let x P Xn´1. Then sipxq P Xn, and by definition of fn we have fnsipxq “
sifn´1pxq. Thus f “ tfnu is a simplicial map with π0pfq “ f .
The proof of the second assertion is completely analogue to the proof for groups,
which can be found in Keune [24].

By the procedure at the beginning of this section, every simplicial Lie ring gives
rise to a spectral sequence. For a Lie ring L, we denote by EpLq the spectral
sequence arising from its free simplicial resolution F. As by definition π0pFq “ L,
Theorem 3.38 implies

Theorem 3.43. Let L be a Lie ring and F its free simplicial resolution. Denote
by E, Ẽ the spectral sequences arising from F. Then these spectral sequences have
the following properties.
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1. E8p,0 “ Ep
p,0 “ grnpLq and Ẽ8p,0 “ Ẽp

p,0 “ ḡrpLq.

2. The natural embedding i : L Ñ UL induces a homomorphism i : E Ñ Ẽ.
Furthermore i1˚,0 : E1

˚,0 Ñ Ẽ1
˚,0 is injective.

3.6 Comparing the Results
Let us summarize the results we have obtained for the Dimension Problem for Lie
algebras, and compare them with the known results for the dimension subgroup
problem, and analyze, why similarities and differences occur.
One main reason why things often work parallel is that the graded structures one
obtains from a free group or a free Lie ring are isomorphic. That is, for a free group
F on a set X, the graded Lie ring grpF q obtained by Example 2.16 is isomorphic
to the free Lie ring on the same generating set X. Also, for a free Lie ring F ,
the graded Lie ring is again the free Lie ring. The same works on the level of
associative algebras; For a free group F and augmentation ideal $pF q, the graded
algebra ḡrpF q “

À

ně0 f
n{fn`1 is isomorphic to the free associative algebra, again

exactly as in the world of Lie rings.
Another strong similarity between the theory for groups and Lie algebras is cer-
tainly Sjogren’s Theorem. The constructions from the proof by Cliff and Hartley
[8] could be transferred to the Lie dimension subalgebra problem without greater
difficulties. Here, computations became somewhat easier, because the universal
enveloping algebra of a free Lie ring is the free associative algebra, which is not
(quite) the case in groups. However, modulo a power of the augmentation ideal,
in both cases one gets the free truncated associative algebra.
Also, Gupta’s counter examples and the simplicial constructions by Grünenfelder
[14] could be translated easily. Here again, the main reason is that the graded
objects of a free group and free Lie ring are isomorphic.
What worked significantly better for Lie rings was the result for metabelian Lie
rings from Theorem 3.26. Here, the bilinearity of the Lie commutator proved to
simplify calculations a lot, while in the group case one always has to worry about
binomial coefficients appearing when simplifying the term rxe, ys with e P Z. It
may still be true that metabelian groups satisfy δnpGq2 Ď γnpGq for all n, but it
has not yet been proven.
What also simplifies calculations in Lie rings is that, while one can obtain a graded
object from a free group or a free group ring, the free Lie ring and the free asso-
ciative algebra are already graded themselves. Also, the Lie commutator in the
associative algebra is homogeneous (rx, ys “ xy´yx), while in groups the equation
rx, ys ´ 1 “ x´1y´1ppx´ 1qpy´ 1q ´ py´ 1qpx´ 1qq looks more complicated and is
not homogeneous.
However, there are also some points where things work better in the theory of
groups. For example, we were not able to prove Theorem 2.83 for Lie rings. Here,
one reason is that the first so-called Fox subgroup F X p1` frq for a free group F
and a normal subgroup R can be identified as rR,Rs (see e.g. [4]). This is false for
Lie rings by Bartholdi and Passi [3, Example 5.2]. One connected fact is that every
subgroup of a free group is free (see e.g. [31, Corollary 2.9]), while a subring of a
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free Lie ring may not be free (which is the case in the aforementioned example).
Recently, some progress has been made regarding the exponents of δnpGq{γnpGq.
While in all previously known examples, the exponents of the quotient were at
most 2, Bartholdi and Mikhailov [2] found for every prime p a group, such that
some dimension quotient has p-torsion. For example, for p “ 3 a group is con-
structed whose 7-th dimension quotient has 3-torsion. It is not yet known whether
the 5-th or 6-th dimension quotients can have 3-torsion.
Thus, some interesting problems about Lie dimension subrings are still open. We
list some of them here, that may give room for future investigations.
Problem 3.44. Given a finitely generated metabelian Lie ring L (or even an arbi-
trary finitely generated Lie ring), is there n0 P N, such that δnpLq “ γnpLq for
every n ě n0?
Problem 3.45. Is the quotient δnpLq{γnpLq always abelian? We have proven this
for metabelian Lie rings (see Corollary 3.28).
Problem 3.46. Is there a Lie ring L with γ4pLq “ 0, but δ5pLq ‰ 0? Or more
generally, given n ě 4, is there a number mpnq P N, such that δmpnqpLq Ď γnpLq
for all Lie rings L?
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4 The Ore Conjecture for Lie Algebras

4.1 Introduction
We now come to a different problem in group theory, which also has an analogue
in the theory of Lie algebras. As before, for a group G we denote by rG,Gs its
commutator subgroup, i.e. the group generated by all rg, hs “ g´1h´1gh with
g, h P G. In view of the identity k´1rg, hsk “ rk, gsrg, hks, the subgroup rG,Gs is
a normal subgroup of G. Naïvely, one may think that the set of commutators is
already a group. However, there is no reason why the product of two commutators
is again a commutator, and indeed this is false for many groups, e.g. for the free
group on two generators. This motivates the notion of the commutator width of a
group G, which is the smallest number n P N Y t8u, such that every element in
rG,Gs can be written as product of at most n commutators. If G is a non-abelian
finite simple group, then obviously G “ rG,Gs. This, as written above, does not
imply that the commutator width of those groups is always 1.
In 1951, Oystein Ore conjectured that every finite simple group has indeed com-
mutator width 1, and proved it for the alternating groups An, n ě 5 [34]. After
the conjecture had been proven for various classes of finite simple groups, in 2010
Liebeck, O’Brien, Shalev and Tiep [27] finally completed the proof of Ore’s con-
jecture, a proof depending on the classification of finite simple groups.
The same question can be asked for finite dimensional simple Lie algebras. Is every
element of these algebras a commutator? We will say that a Lie algebra L has the
Ore property, if every element of rL,Ls can be written as a commutator.
The finite dimensional Lie algebras over algebraically closed fields of characteris-
tic zero have been fully classified (see Theorem 2.51). Those Lie algebras can be
transfered into Lie algebras over fields of positive characteristic and remain simple
unless the Lie algebra is slnpkq with n divisible by the characteristic of the field
(see Theorem 2.52). We will refer to those Lie algebras as classical. It has already
been proven that the classical finite dimensional simple Lie algebras have the Ore
property.

Theorem 4.1 (Brown [6]). Let L be a classical simple Lie algebra over a field k
of arbitrary characteristic and sufficiently large cardinality. Then every x P L can
be expressed as a commutator.

The proof of the above result is based on two Lemmas.

Lemma 4.2 (Brown [6]). Let L be a simple Lie algebra over a field k of sufficiently
large cardinality. Let H be a Cartan Subalgebra of L, and let L “ H‘E as vector
spaces. Then there is an h P H, such that

trh, xs : x P Lu “ E.

Lemma 4.3 (Brown [6]). Let L be a simple Lie algebra over an arbitrary field,
and let E be as above. Then for every x P L, there is an automorphism σ of L,
such that σpxq P E.
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Clearly, Theorem 4.1 follows from the two Lemmas, for if x P L is an arbitrary
element, then there is an automorphism σ of L, such that σpxq P E. Then
there are h P H, y P L, such that rh, ys “ σpxq, and therefore x “ σ´1rh, ys “
rσ´1phq, σ´1pyqs.
Therefore, the Ore conjecture has been proven for all finite dimensional simple Lie
algebras over a field of characteristic zero, as only the classical ones exist in that
case.

However, over fields of positive characteristic, there are more finite dimensional
simple Lie algebras than just the classical ones (see Theorem 2.55). We will make
an approach to prove the Ore conjecture for one class of non-classical Lie algebras,
the generalized Jacobson-Witt algebras, here. Let us first recall their definition.
Let m P N and n “ pn1, . . . , nmq P Nm. Let F be a field of characteristic p ě 3,
and let Opm,nq be the Hopf algebra dual to F rX1, . . . , Xms{pX

pn1
1 , . . . , Xpnm

m q as
in Example 2.42. Denote by tXpaq : a “ pa1, . . . , amq, 0 ď ai ă pniu the basis of
Opm,nq dual to the standard basis of F rX1, . . . , Xms{pX

pn1
1 , . . . , Xpnm

m q. Then, we
have

XpaqXpbq
“

ˆ

a` b

a

˙

Xpa`bq

for all a, b P Nm
0 .

Set ei “ p0, . . . , 1, . . . , 0q, where the 1 occurs in the i-th spot. Let Bi : Opm,nq Ñ
Opm,nq be the F -linear map defined on the basis by BipXpaqq “ Xpa´eiq (where we
set Xpa´eiq “ 0 if ai “ 0). Then

BipXpaq
qXpbq

`Xpbq
BipXpaq

q “

ˆˆ

a` b´ ei
a´ ei

˙

`

ˆ

a` b´ ei
a

˙˙

Xpa`b´eiq

“

ˆ

a` b

a

˙

Xpa`b´eiq “ BipXpaqXpbq
q.

Therefore the maps Bi, and thus every linear map of the form
ř

i fiBi with fi P
Opm,nq, are derivations of Opm,nq. The Witt algebra W pm,nq is then defined
by

W pm,nq “
m
à

i“1
Opm,nqBi Ď DerpOpm,nqq.

As mentioned earlier, these algebras are known to be finite dimensional simple Lie
algebras. The dimension of W pm,nq is mp|n|, where |n| :“

ř

i ni.

4.2 Generalized Jacobson-Witt Algebras in one Variable
In this section, we will prove that the Lie algebras W p1, nq have the Ore property.
This will be done by purely combinatorial arguments, without using any additional
assumptions on the base field. We will need a Lemma on binomial coefficients first.
Lemma 4.4. Let p be an odd prime, and let n P N. Then, for every 0 ď j ă pn´1,
we have

ˆ

pn ´ 1
j

˙

´

ˆ

pn ´ 1
j ` 1

˙

ı 0 mod p.
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Proof. By Pascal’s rule, we have
`

pn´1
j`1

˘

“
`

pn

j`1

˘

´
`

pn´1
j

˘

. Then
`

pn´1
j

˘

´
`

pn´1
j`1

˘

“
`

pn

j`1

˘

´ 2
`

pn´1
j

˘

. Now, by [46, Lemma 2.1.2], if we write a “
ř

k akp
k and b “

ř

k bkp
k with 0 ď ak, bk ď p´ 1 as p-adic expansions, we have

ˆ

a

b

˙

”
ź

k

ˆ

ak
bk

˙

mod p.

In particular, as 1 ď j ` 1 ă pn, we conclude that
`

pn

j`1

˘

” 0 mod p.
Now let j “

řn´1
k“0 akp

k be the p-adic expansion of j. Also, pn´ 1 “
řn´1
k“0pp´ 1qpk

Then
ˆ

pn ´ 1
j

˙

“

n´1
ź

k“0

ˆ

p´ 1
ak

˙

ı 0 mod p.

As p ‰ 2, we also have 2
`

pn´1
j

˘

ı 0 mod p.

Denote by BX the derivation of Op1, nq with BXpXpaqq “ Xpa´1q, so thatW p1, nq “
Op1, nqBX . For ´1 ď i ď pn ´ 2, set

dpiq “ Xpi`1q
BX .

Then the set tdpiq : ´1 ď i ď pn ´ 2u is a basis of W p1, nq, whose structure
constants are given by

rdpiq, dpjqs “

ˆˆ

i` j ` 1
j

˙

´

ˆ

i` j ` 1
i

˙˙

dpi`jq. (4.1)

Note that this makes sense, as
`

i`j`1
j

˘

“
`

i`j`1
i

˘

” 0 mod p, if i` j ą pn´ 2. We
can now prove that the Witt algebras W p1, nq have the Ore property.

Theorem 4.5. Every element of W p1, nq is a commutator.

Proof. Let D “
řpn´2
i“´1 λi`1d

piq P W p1, nq. Then

D “ λpn´1d
ppn´2q

`

»

—

—

—

–

dp´1q,
pn´2
ÿ

i“0
λid

piq

loooomoooon

D1

fi

ffi

ffi

ffi

fl

.

Thus, if λpn´1 “ 0, D is a commutator.
Also, if λi “ 0 for all i ‰ pn´1, we can writeD “ λpn´1d

ppn´2q “ p´1{2qλpn´1rd
p0q, dpp

n´2qs.
Now assume λpn´1 ‰ 0, and λi ‰ 0 for at least one i ‰ pn ´ 1. Assume with-
out loss of generality that λpn´1 “ 1. Let j be minimal with λj ‰ 0. Note that
rdpjq, dpkqs “ 0 for j ` k ą pn ´ 2. Therefore

rdpp
n´2´jq, D1s “

pn´2
ÿ

i“0
λi

loomoon

“0, if iăj
rdpp

n´2´jq, dpiqs
looooooomooooooon

“0, if iąj

“ λj

ˆˆ

pn ´ 1
j ` 1

˙

´

ˆ

pn ´ 1
j

˙˙

dpp
n´2q.
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Now by Lemma 4.4, λj
´

`

pn´1
j`1

˘

´
`

pn´1
j

˘

¯

‰ 0, so there exists E P W p1, nq with
dpp

n´2q “ rE,D1s, so altogether we conclude

D “ rE ` dp´1q, D1s.

4.3 The case when the field is algebraically closed
From now on we will assume that the field F is algebraically closed.

Definition 4.6. An element D P W pm,nq is called regular, if dimpkerpadDqq “ m.

Our strategy is as follows. Let n ě m ` 1 and ψ : F n Ñ W pm, 1q be an injective
linear map, such that ψpα1, . . . , αnq is regular for “almost all” α :“ pα1, . . . , αnq P
F n. SetMpαq “ adψpαq. Then, for those α, such that ψpαq is regular, kerpMpαqT q
is spanned by x1pαq, . . . ,xmpαq P W pm, 1q˚. Now for a given D P W pm, 1q we
have D P MpαqpW pm, 1qq if and only if kerpMpαqT q Ď xDyK. If ψpαq is regular,
this is equivalent to xipαq P xDyK for all i P t1, . . . ,mu.
Now assume that every entry of xipαq is a homogeneous polynomial in α1, . . . , αn.
Then for every i the equation xD,xipαqy “ 0 defines a subvariety of codimension 1
in the projective space Pn´1pF q. Therefore, we have m varieties of codimension 1
in the n´ 1-dimensional projective space. As n´ 1 ě m, these varieties intersect.
If for at least one point α in the intersection, the corresponding element ψpαq is
regular, we are done. The other cases have to be treated separately.
This method gives an alternative proof of Theorem 4.5 for n “ 1. Actually, even
a slightly stronger statement could be obtained.

Theorem 4.7. Suppose F is an algebraically closed field of characteristic p ě 3,
and let D P W p1, 1q. Then there are α, β P F and D1 P W p1, 1q, such that

D “ rαdp´1q
` βdp0q, D1s.

Proof. By equation (4.1), we have

rdp´1q, dpjqs “ dpj´1q and rdp0q, dpjqs “ jdpjq for ´ 1 ď j ď p´ 2.

Thus writing the linear map

adαdp´1q`βdp0q : W p1, 1q Ñ W p1, 1q, D ÞÑ rαdp´1q
` βdp0q, Ds

as a matrix Mα,β in the basis tdpiq : ´1 ď i ď p´ 2u, we see that

Mα,β “

¨

˚

˚

˚

˚

˚

˚

˚

˚

˚

˝

´β α 0 0 . . . 0
0 0 α 0 . . . 0
0 0 β α . . . 0
... 0 0 2β . . . 0
... 0 0 0 . . . ...
0 . . . ´3β α
0 . . . ´2β

˛

‹

‹

‹

‹

‹

‹

‹

‹

‹

‚

.
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This matrix has rank p ´ 1 unless α “ β “ 0. We have to show that for every
D P V :“ W p1, 1q there exist α, β P F , such that D PMα,βpV q.
Consider D “ pv0, . . . , vp´1q P V . It is known that Mα,βpV q

K “ kerpMT
α,βq. Now

kerpMT
α,βq is 1-dimensional for pα, βq ‰ p0, 0q. It is spanned by the form

fα,β :“ p0, pp´ 1q!βp´2, pp´ 2q!αβp´3, . . . , 2!αp´3β, αp´2
q.

We want to find α, β P F , such that D P Mα,βpV q, or equivalently, fα,β P xDyK.
This is equivalent to

p´1
ÿ

i“0
pp´ iq!viαi´1βp´i´1

“ 0.

Now, as F is algebraically closed, there are α, β P F satisfying this polynomial
equation.

Remark 4.8. The condition that F is algebraically closed in Theorem 4.7 is neces-
sary. Take for example F “ F5, the field with 5 elements, and let

D “

p´1
ÿ

i“1
Xpiq

BX .

Then the polynomial equation we have to solve is

´β3
` αβ2

` sα2β ` α3
“ 0.

It is clear that we have to choose α, β ‰ 0. As the polynomial is homogeneous, we
can choose α “ 1. Then β has to satisfy

´β3
` β2

` 2β ` 1 “ 0,

but this polynomial equation does not have a solution in F5.

4.4 The second Jacobson-Witt Algebra
We will use a similar method to the above to prove that every element of the
Jacobson-Witt algebra W p2, 1q can also be written as a commutator. In this
case however, it is not as straightforward, as there are non-regular points in the
intersection of the varieties we obtain. Luckily, the polynomials we get allow us to
switch from P3pF q to P1pF qˆP1pF q, thus avoiding most of the non-regular points.
In fact, there is only one non-regular point in P1pF q ˆ P1pF q, which has to be
treated separately. Here, applying an automorphism gives us the desired result.

Theorem 4.9. Every element of W p2, 1q over an algebraically closed field F can
be written as a commutator.
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Let α “ pα, β, γ, δq P F 4, and let

Dα “ αBX ` βXBX ` γBY ` δY BY .

Write again Xpiq for 1{i!X i and Y piq for 1{i!Y i. Then

rDα, X
piqY pjqBXs “ pαX

pi´1qY pjq ` γXpiqY pj´1q
` ppi´ 1qβ ` jδqXpiqY pjqqBX

and

rDα, X
piqY pjqBY s “ pαX

pi´1qY pjq ` γXpiqY pj´1q
` ppj ´ 1qδ ` iβqXpiqY pjqqBY .

Denote by I the p ˆ p identity matrix, and set Mipx, y, zq “ Mx,y ` izI, where
Mx,y is the matrix given in the proof of Theorem 4.7. Then, with respect to the
ordered basis

Xp0qY p0qBX , X
p1qY p0qBX , . . . , X

pp´1qY p0qBX , X
p0qY p1qBX , X

p1qY p1qBX , . . . , X
pp´1qY pp´1q

BX ,

Xp0qY p0qBY , X
p0qY p1qBY , . . . , X

p0qY pp´1q
BY , X

p1qY p0qBY , X
p1qY p1qBY , . . . , X

pp´1qY pp´1q
BY

the map adDα can be expressed by the matrix

Mα “

ˆ

Mα,X 0
0 Mα,Y

˙

,

where

Mα,X “

¨

˚

˚

˚

˚

˚

˝

M0pα, β, δq γI 0 ¨ ¨ ¨ 0
0 M1pα, β, δq γI ¨ ¨ ¨

...
... . . . 0

Mp´2pα, β, δq γI
0 ¨ ¨ ¨ 0 Mp´1pα, β, δq

˛

‹

‹

‹

‹

‹

‚

and

Mα,Y “

¨

˚

˚

˚

˚

˚

˝

M0pγ, δ, βq αI 0 ¨ ¨ ¨ 0
0 M1pγ, δ, βq αI ¨ ¨ ¨

...
... . . . 0

Mp´2pγ, δ, βq αI
0 ¨ ¨ ¨ 0 Mp´1pγ, δ, βq

˛

‹

‹

‹

‹

‹

‚

.

Clearly, Mα is upper triangular, and each Mα,X and Mα,Y have at least one zero
on the diagonal. Furthermore, if β and δ are linearly independent over Fp, there
are exactly two zeros on the diagonal of Mα, so the kernel of Mα is at most 2-
dimensional. In fact, one easily sees that αBX ` βXBX and γBY ` δY BY are in the
kernel of adDα , so the kernel is exactly 2-dimensional in this case.
We will now determine the “bad points” α, for which the kernel of Mα is more
than 2-dimensional. We need a Lemma on the kernels of the Mi first.
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Lemma 4.10. Let z P Fˆp . Then kerpMipx, 1, zqq X kerpMjpx, 1, zqq “ 0 if i ‰ j.

Proof. The matricesMipx, 1, zq andMjpx, 1, zq are upper triangular and have every
element of Fp exactly once on the diagonal, with 0 on the k-th spot with k ”
2 ´ iz mod p, and the k1-th spot with k1 ” 2 ´ jz respectively. As i ‰ j and
z P Fˆp , we have k ‰ k1. Assume without loss of generality k ą k1. Let 0 ‰ w “
pw1, . . . , wpq P kerpMipx, 1, zqq. Then wν “ 0 for all ν ą k, and wk ‰ 0. But then
pMjpx, 1, zqwqk “ pk ´ 2` jzqwk ‰ 0, and therefore w R kerpMjpx, 1, zqq.

Lemma 4.11. Let α “ pα, β, γ, δq P F 4, and Mα as above. Then rkpMαq ă

2p2 ´ 2, if and only if α “ 0 or the class of α in P3pF q is one of the following:

1. pα : β : 0 : 0q with pα : βq P P1pF q,

2. p0 : 0 : γ : δq with pγ : δq P P1pF q,

3. pα : 0 : γ : 0q with pα : γq P P1pF q,

4. or pα : 1 : γ : jq with j P Fˆp .

Proof. One immediately checks, that in all the above cases the kernel of Mα is more
than 2-dimensional: We have rpα` βXqBX , fpY qBY s “ 0 for all f P F rY s{pY pq, so
the kernel of Mpα,β,0,0q is at least p-dimensional, similarly for p0 : 0 : γ : δq.
If α “ pα, 0, γ, 0q, the last and the p2-th row of Mα are zero, while the second last
row is equal to p0, . . . , 0, γq, which is linearly dependent to p0, . . . , 0, αq, the p-th
last row. So again, the kernel is more than 2-dimensional.
Assume now, α “ pα, 1, γ, jq with j P Fˆp . Then, for each i P t0, . . . , p ´ 1u,
the matrices Mipα, 1, jq and Mipγ, j, 1q are upper triangular with each element of
Fp on the diagonal exactly once. Therefore, they are diagonalizable. One also
verifies that Mipα, β, δqMi1pα, β, δq “Mi1pα, β, δqMipα, β, δq for all i, i1, so the ma-
trices Mipα, β, δq are simultaneously diagonalizable, so there exists S P GLppF q
with S´1Mipα, 1, jqS “ Di for all i, where Di is a diagonal matrix with each
element of Fp on the diagonal exactly once, with 0 on the kpiq-th spot, so that
kerpDiq “ spanpekpiqq. By Lemma 4.10, it follows that kpiq ‰ kpjq for i ‰ j.
Similarly, there is T P GLppF q, such that T´1Mipγ, j, 1qT “ D1i for all i. Then
conjugating Mα with the 2p2 ˆ 2p2 block matrix S :“ diagpS, . . . , S, T, . . . , T q
gives us a block matrix with D0, . . . , Dp´1, D

1
0, . . . , D

1
p´1 on the diagonal, and

γI, . . . , γI, 0, αI, . . . , αI above the diagonal.
If γ “ 0, the kernel of Mα is obviously more than 2-dimensional. So let now
γ ‰ 0 and v “ pv0, . . . , vp´1, w0, . . . , wp´1q P kerpS´1MαSq. Then Dp´1vp´1 “ 0,
so vp´1 P spanpekpp´1qq, so p0, . . . , 0, ekpp´1q, 0, . . . , 0q P kerpS´1MαSq. As kpp´1q ‰
kpp´ 2q, we conclude that the kpp´ 1q-th term µ on the diagonal of Dp´2 is non-
zero, so p0, . . . , 0, γ{µekpp´1q, ekpp´1q, 0, . . . , 0q is another element of kerpMαq, and
so on.
For the converse, recall first that if β and δ linearly independent over Fp, then as
mentioned above, the kernel of Mα is exactly 2-dimensional, therefore rkpMαq “

2p2 ´ 2.
It remains to check the cases with β and δ linearly dependent over Fp, which are
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not one of the above. Let first β ‰ 0 and δ “ 0. Without loss of generality, let
β “ 1. If γ “ 0, we are in case 1, so let γ ‰ 0. Then Mipγ, δ, βq is invertible
for all i ‰ 0, and M0pγ, δ, βq has zeroes on the diagonal and γ ‰ 0 above the
diagonal. Therefore, if we denote by Mα,Y the bottom right p2 ˆ p2-block of Mα,
one sees that pw0, . . . , wp´1q P kerpMα,Y q if and only if w1 “ w2 “ ¨ ¨ ¨ “ wp´1 “ 0
and w0 P kerpM0pγ, δ, βqq, which is one dimensional. Also, denoting by Mα,X

the top left block of Mα, we see that it consists of M0pα, 1, 0q “ Mα,1 on the
diagonal and γI ‰ 0 above the diagonal. If pv0, . . . , vp´1q P kerpMα,Xq, it follows
that vp´1 P kerpMα,1q “ spanpα, 1, 0, . . . , 0qq, so vp´1 “ λpα, 1, 0, . . . , 0q for some
λ P F . Then Mα,1vp´2 “ ´γλpα, 1, 0, . . . , 0q. As γ ‰ 0, it follows that λ “ 0 and
vp´2 P kerpMα,1q, and so on, until we get v1 “ ¨ ¨ ¨ “ vp´1 “ 0 and v0 P kerpMα,1q.
By change of variables, the case β “ 0, δ ‰ 0 is the same.

Lemma 4.12. For 0 ď i, j ď p´ 1 and α “ pα, β, γ, δq P F 4, define

xi,jpαq “ pp´ i´ 1q!pp´ jq!αj´1βp´j´1γiδp´i´1.

Then xpαq :“ px0,0, x0,1, . . . , x0,p´1, x1,0, x1,1, . . . , xp´1,p´1q P kerpMT
α,Xq.

Proof. The xi,jpαq satisfy the equation

ppj ´ 1qβ ` iδqxi,j ` αxi,j´1 ` γxi´1,j “ 0

for all i, j (where x˚,´1 “ x´1,˚ “ 0), which is precisely what we get in the pi, jq-
coordinate of MT

α,Xxpαq.

LetWX‘WY “ W :“ W p2, 1q and v “ vX`vY P W . Let vX “ pv0,0, v0,1, . . . , v0,p´1,
v1,0, . . . , vp´1.p´1q. Then the set of pα : β : γ : δq P P3pF q, such that xpαq P xvXyK,
is given by the zero set of the homogeneous polynomial

pvpX0, X1, Y0, Y1q :“
ÿ

i,j

vijpp´ jq!pp´ i´ 1q!Xj´1
0 Xp´j´1

1 Y i
0Y

p´i´1
1

of degree 2p´ 3. Similarly, if vY “ pw0,0, . . . , wp´1,p´1q, the set of ppα : βq, pγ : δqq
with x ˝ τpαq P xvY yK is given by the zero set of

qvpX0, X1, Y0, Y1q “
ÿ

i,j

wijpp´ i´ 1q!pp´ jq!X i
0X

p´i´1
1 Y j´1

0 Y p´j´1
1

of degree 2p´ 3.
Note that both these polynomials are bihomogeneous, i.e. homogeneous in X0, X1
and homogeneous in Y0, Y1. Therefore, they actually define subvarieties of P1pF qˆ
P1pF q. Now, by [21, V. Example 1.4.3], two 1-dimensional subvarieties V1, V2 of
P1ˆP1 intersect, unless Vi “ txiuˆP1 or Vi “ P1ˆtxiu with x1 ‰ x2. But the zero
sets of pv and qv cannot be of that type, as the degrees in the Xi and in the Yi are
both nonzero. Therefore, there is a point α “ ppα : βq, pγ : δqq P P1pF q ˆ P1pF q,
such that xpαq P xvyK and px ˝ τqpαq P xvyK.
If α ‰ pp1 : 0q, p1 : 0q, then by Lemma 4.11, the kernel of MT

α is 2-dimensional,
spanned by xpαq and px ˝ τqpαq. Therefore, we have kerpMT

αq Ď xvy
K, and thus
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v P MαpV q.
The only problem we are left with is what happens if the two varieties intersect
only in the point pp1 : 0q, p1 : 0qq. Note that pvp1, 0, 1, 0q implies that vp´1,p´1 “ 0,
and similarly qvp1, 0, 1, 0q implies wp´1,p´1 “ 0. Our plan is then to apply an
automorphism ofW p2, 1q, such that the zero sets of the polynomials pv1 , qv1 defined
by the image of v under this automorphism intersect in other points.
Now every automorphism φ of F rX, Y s{pXp, Y pq induces an automorphism φ̄ of
W p2, 1q “ DerpF rX, Y s{pXp, Y pqq by conjugation, i.e.

φ̄pDqpfq “ φpDpφ´1
pfqqq

for all D P W p2, 1q and f P F rX, Y s{pXp, Y pq.
For a, b P F , let φa,b be the automorphism of F rX, Y s{pXp, Y pq with

φa,bpXq “ X ` aXpp´1qY pp´1q and
φa,bpY q “ Y ` bXpp´1qY pp´1q.

Then one checks that φ´1
a,b “ φ´a,´b, and that its induced automorphism ofW p2, 1q

is given by

φ̄a,bpX
iY j
BXq “

$

’

’

’

&

’

’

’

%

X iY jBX , if i` j ą 1,
pX ` 2aXp´1Y p´1qBX ` bX

p´1Y p´1BY , if pi, jq “ p1, 0q,
pY ` bXp´1Y p´1qBX , if pi, jq “ p0, 1q,
p1` aXp´2Y p´1qBX ` bX

p´2Y p´1BY if pi, jq “ p0, 0q.

Similarly one can calculate φ̄a,bpX iY jBY q.
Thus, if v “ pv0,0, . . . , vp´1,p´1, w0,0, . . . , wp´1,p´1q is an arbitrary element of V , and
if v1 “ pv10,0, . . . , v1p´1,p´1, w

1
0,0, . . . , w

1
p´1,p´1q denotes its image under φ̄ab, then we

have

v1p´1,p´1 “ vp´1,p´1 ` 2av0,1 ` bv1,0 ` aw0,1 and
w1p´1,p´1 “ wp´1,p´1 ` 2bw0,1 ` aw1,0 ` bv0,1.

So if v0,1 ‰ 0 or w0,1 ‰ 0, one can find a, b P F , such that v1p´1,p´1 ‰ 0, so that
pv1p1, 0, 1, 0q ‰ 0, and therefore the point pp1 : 0q, p1 : 0qq is not in the intersection
of the zero sets of pv1 and qv1 . Thus φ̄pvq, and therefore v, can be written as a
commutator. Finally, if v0,1 “ w0,1 “ 0, the element is in the image of Dα for
α “ p0, 1, 0, δq with δ R Fp, completing the proof of Theorem 4.9.

4.5 The Higher Jacobson-Witt Algebras
We will try and generalize this approach to the Witt algebrasW pm, 1q withm ą 2.
For α “ pα1, β1, α2, β2, . . . , αm, βmq P F

2m, define

Dα “

m
ÿ

j“1
pαj ` βjXjqBj.
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Then, for d “ pd1, . . . , dmq, one has

rDα,Xpdq
Bis “

m
ÿ

j“1

`

αjXpd´ejq ` pdj ´ δijqβjXpdq˘
Bi, (4.2)

where as before ej “ p0, . . . , 0, 1, 0, . . . , 0q with the 1 in the j-th place, and δij
denotes the Kornecker symbol. Here we set Xpd´ejq “ 0 if dj “ 0. So the map
adDα maps the subspaces Wi :“ tfpX1, . . . , XmqBi : f P Opm, 1qu into themselves.
Let Mα,i be the restriction of the linear map adDα to Wi.
Order the basis tXpdqBi : d P t0, . . . , p ´ 1umu in the following way: If d ‰ d1, let
j be the maximal index with dj ‰ d1j. Then d ă d1, if and only if dj ă d1j. This
gives a total ordering of the basis, such that for all i, the matrix Mα,i is upper
triangular with respect to this ordering.

Lemma 4.13. Let Bi “ tXpdqBi : d P t0, . . . , p´ 1umu Ď B be the basis of Wi, and
B˚i “ t

`

XpdqBi
˘˚ : d P t0, . . . , p´ 1umu be the dual basis of Bi. Let furthermore

fα,i “
ÿ

d

˜

m
ź

`“1
pp´ d` ´ 1` δi`q!αd`´δi`` βp´d`´1

`

¸

`

Xpdq
Bi
˘˚
P W ˚

i .

Then fα,i P kerpMT
α,iq.

Proof. We have to show that the linear form MT
α,ipfα,iq “ fα,i ˝Mα,i is the zero

form on Wi, in other words

pfα,i ˝Mα,iqpXpkq
Biq “ 0

for all k P t0, . . . , p´ 1um. Indeed, by equation (4.2),

pfα,i ˝Mα,iqpXpkq
Biq “

m
ÿ

j“1

`

fα,ipαjXpk´ejqBiq ` fα,ippkj ´ δijqβjXpkq
Biq

˘

“

m
ÿ

j“1
αj

ÿ

d

˜

m
ź

`“1
pp´ d` ´ 1` δi`q!αd`´δi`` βp´d`´1

`

¸

`

Xpdq
Bi
˘˚
pXpk´ejqBiq

`

m
ÿ

j“1
βjpkj ´ δijq

ÿ

d

˜

m
ź

`“1
pp´ d` ´ 1` δi`q!αd`´δi`` βp´d`´1

`

¸

`

Xpdq
Bi
˘˚
pXpkq

Biq.

Now, as by definition of the dual basis pXpdqBiq
˚pXpkqBiq “ 1 if and only if d “ k,

and 0 otherwise, for each i only one summand in each inner sum remains.
In the first sum, for each j only the summand with d “ k ´ ej, i.e. d` “ k` ´ δj`
remains, while in the second sum we only get a nonzero summand if d “ k. Thus
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the above is equal to
m
ÿ

j“1
αj

m
ź

`“1
pp´ k` ´ 1` δi` ` δj`q!α

k`´δj`´δi`
` β

p´k`´1`δj`
`

`

m
ÿ

j“1
βjpkj ´ δijq

m
ź

`“1
pp´ k` ´ 1` δi`q!αk`´δi`` βp´k`´1

`

“

m
ÿ

j“1

m
ź

`“1
pp´ k` ´ 1` δi` ` δj`q!αk`´δi`` β

p´k`´1`δj`
`

`

m
ÿ

j“1
pkj ´ δijq

m
ź

`“1
pp´ k` ´ 1` δi`q!αk`´δi`` β

p´k`´1`δj`
` .

For j “ i, the summand in the first sum is

pp´ ki ` 1q!αki´1
i βp´kii

ź

`‰i

pp´ k` ´ 1q!αk`` β
p´k`´1
` ,

whereas in the second sum we get

pki ´ 1qpp´ kiq!αki´1
i βp´kii

ź

`‰i

pp´ k` ´ 1q!αk`` β
p´k`´1
` .

Now, as in characteristic p, we have pp ´ ki ` 1q! “ pp ´ kiq!pp ´ ki ` 1q “
´pp´ kiq!pki ´ 1q, the summands cancel.
Also, for j ‰ i, in the first sum we get

pp´ kiq!αki´1
i βp´ki´1

i

ź

`‰i

pp´ k` ´ 1` δj`q!αk`` β
p´k`´1`δj`
` ,

while the second sum gives us

kjpp´ kiq!αki´1
i βp´ki´1

i

ź

`‰i

pp´ k` ´ 1q!αk`` β
p´k`´1`δj`
` .

As pp´ kjq! “ pp´ kj ´ 1q!pp´ kjq “ ´kjpp´ kj ´ 1q!, those summands cancel as
well.

Note that Mα is upper triangular, and that for each i, every linear combination of
the βj with coefficients in Fp occurs on the diagonal of Mα,i exactly once. There-
fore, if the βj are linearly independent, the rank of Mα,i is pm ´ 1 for every i, so
the kernel of Mα,i is spanned by fα,i.
One would try to apply the same strategy as before. For a givenD “

ř

i,d vi,dXpdqBi P

W pm, 1q, we define pv,i P F rX1, Y1, . . . , Xm, Yms by

pv,i “
ÿ

d
vi,d

m
ź

`“1
pp´ d` ´ 1` δi`q!Xd`´δi`

` Y p´d`´1
` .

Each pv,i defines a subvariety Vi of P1pF qˆ¨ ¨ ¨ˆP1pF q “ pP1pF qqm of codimension
1. The following Lemma shows that these varieties indeed intersect.
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Lemma 4.14. Let F be an algebraically closed field and let V1, . . . , Vm be subva-
rieties of pP1pF qqm, such that each Vi is the zero set of a single m-homogeneous
polynomial pi P F rX1, Y1, . . . , Xm, Yms. Denote by dij the bidegree of pi in the pair
pXj, Yjq, and assume that dii ą 0 for all i “ 1, . . . ,m. Then

m
č

i“1
Vi ‰ H.

Proof. The second cohomology ring H2pP1pF qq is given by ZrT s{pT 2q, and there-
fore

H2
ppP1

pF qqmq “ pZrT s{pT 2
qq
bm
» ZrT1, . . . , Tms{pT

2
1 , . . . , T

2
mq.

Now each Vi defines the class pdi1T1`¨ ¨ ¨`dimTmq in H2ppP1pF qmqq, and the class
of the intersection corresponds to the product of the classes. Now for i ‰ j the
coefficient of TiTj in the product is at least diidjj ą 0. Therefore, the intersection
is not empty, as it is represented by a nonzero class.

Now the problem is, that there are more non-regular points in pP1pF qqm for m ě 3.
Indeed, all points with at least 2 coordinates equal to p1 : 0q are non-regular, as
these points are already non-regular in a copy of W p2, 1q contained in W pm, 1q.
Now these are indeed the only non-regular points of pP1pF qqm, as the following
Lemma shows.

Lemma 4.15. Let α “ pα1, β1, . . . , αm, βmq P F
2m such that β1 “ 0, α1 ‰ 0, and

βj, j “ 2, . . . ,m linearly independent over Fp. Then rkpMα,iq “ pm ´ 1 for all
i “ 1, . . . ,m.

Proof. By Equation (4.2) and because β1 “ 0, the diagonal elements of Mα,i are
given by

řm
j“2pdj ´ δijqβj. If i “ 1, then because the βj are linearly independent

over Fp, this is only zero, if dj “ 0 for all j ě 2. These are exactly the first p
entries with respect to our ordering. Now above the diagonal, we get α1 ‰ 0. Thus
the first p ˆ p-block has rank p ´ 1, while the other p ˆ p-blocks on the diagonal
are invertible, thus rkpMα,1q “ pm ´ 1.
Similarly, for i ‰ 1 the only zeroes on the diagonal of Mα,i are for dj “ δij for
j ě 2 and d1 arbitrary. This is again a pˆp-block with α1 ‰ 0 above the diagonal,
so it has rank p ´ 1. All the other p ˆ p-blocks on the diagonal are invertible, so
in total rkpMα,iq “ pm ´ 1.

Thus, if less than 2 of the βj are nonzero, by choosing a suitable representative in
every coordinate of pP1pF qqm by making the βj linearly independent over Fp, the
point becomes regular.
The problem now is, that the non-regular sets become larger, and therefore one has
to be careful when applying an automorphism as we did for m “ 2. For example,
for m “ 3, the set of non-regular points is the union of three lines, for m “ 4 even
the union of six planes, etc. Therefore, the analysis becomes very hard, although
one may still expect to find a suitable automorphism if the varieties happen to
intersect only in non-regular points.

91



4.6 Brown’s Strategy
Let us now examine the strategy Brown used in [6] to prove the result for classical
Lie algebras. As seen in the introduction to this chapter, Lemmas 4.2 and 4.3
together prove that every element of a Lie algebra is a commutator.
To apply this approach to Witt algebras, we first have to fix a Cartan subalgebra.

Lemma 4.16. Let H be the span of the set tXiBi : i “ 1, . . . ,mu. Then H is a
Cartan subalgebra of W pm, 1q.

Proof. Clearly H is abelian and therefore nilpotent.
Now let D P W pm, 1q, such that rD, hs P H for all h P H. We have to show that
D P H.
First of all, by the grading of W pm, 1q, the degree of D must be zero. Thus

D “
ÿ

i,j

aijXiBj

for some aij P F . Now

rD,XkBks “
ÿ

i,j

aijrXiBj, XkBks

“

m
ÿ

i“1
aikXiBk ´

m
ÿ

j“1
akjXkBj P H

for every k P t1, . . . ,mu. From the second sum, it follows that akj “ 0 for j ‰ k,
and therefore D P H.

Now with this choice of a Cartan subalgebra, we are able to prove Lemma 4.2 for
the Jacobson-Witt algebras.

Lemma 4.17. Let H be as above, and let E be the complement of H in W pm, 1q.
Then, if |F | ě pm, there is h P H, such that

trh,Ds : D P W pm, 1qu “ E.

Proof. As |F | ě pm by assumption, there are β1, . . . , βm P F , such that βi are
linearly independent over Fp. Then, setting

h :“
m
ÿ

i“1
βiXiBi

we obtain
rh,Xpdq

Bjs “

m
ÿ

i“1
pdi ´ δijqβiXpdq

Bj.

Therefore, with respect to the standard basis, the matrix of adh is diagonal, with
every linear combination of the βi with coefficients in Fp on the diagonal exactly
m times. Thus, the only zeroes on the diagonal are at di “ δij, i.e. d “ ei. Then
adhpW pm, 1qq “ spantXpdqBi : d ‰ eiu “ E.
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From the above Lemma, we can immediately bound the commutator width of
W pm, 1q by 2.

Corollary 4.18. If |F | ě pm, every element of W pm, 1q can be written as sum of
at most two commutators.

Proof. Let D P W pm, 1q. Then we can write D “ DE ` DH with DE P E and
DH P H. By Lemma 4.17, DE can be written as a commutator. Also, as e.g.
XiBi “ rB1, X1XiBis for i ‰ 1 and X1B1 “ rB1, X

p2q
1 B1s, every element of the Cartan

subalgebra is a commutator of B1, so DH is also a commutator.

To further investigate Brown’s approach, we need to know about the automor-
phisms of W pm, 1q. By Lemma 2.17, that every automorphism of Opm, 1q induces
an automorphism of W pm, 1q. In fact, every automorphism of W pm, 1q is of that
type.

Theorem 4.19 ([46, Theorem 7.3.1]). For every automorphism φ of W pm, 1q,
there is an automorphism φ̃ of Opm, 1q, such that

φpDq “ φ̃ ˝D ˝ φ̃´1

for all D P W pm, 1q, unless p “ 3 and m “ 1.

Theorem 4.20 ([46, Theorem 7.3.2]). Let φ be an automorphism of Opm, 1q, and
φ̄ the induced automorphism of W pm, 1q. Then the assignment φ ÞÑ φ̄ defines an
isomorphism AutpOpm, 1qq » AutpW pm, 1qq.

Therefore, the problem of identifying the automorphisms ofW pm, 1q boils down to
identifying the automorphisms of Opm, 1q. As Opm, 1q is a local ring with unique
maximal ideal generated by X1. . . . , Xm, this can be done easily.

Lemma 4.21. The homomorphism

φ : Opm, 1q Ñ Opm, 1q,
Xi ÞÑ fi

with some polynomials fi P Opm, 1q is an automorphism of Opm, 1q, if and only if

fi “
m
ÿ

j“1
aijXj ` terms of degree ě 2

with detpaijq ‰ 0.

Proof. Assume first that φ is an automorphism. Denote the unique maximal ideal
of Opm, 1q by M. Then φpMq ĎM. Therefore, the degree-0-component of φpXiq

must be trivial for every i.
Also, as φpM2q Ď M2, there is an induced isomorphism φ̄ of Opm, 1q{M2 » Fm

with
φ̄pXi `M2

q “

m
ÿ

j“1
aijXj `M2.
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Therefore, detpaijq ‰ 0, as required.
For the converse, let φ be given by φpXiq “ fi with the fi as above. Let pbijq “
paijq

´1. Define ψ1 : Opm, 1q Ñ Opm, 1q by ψ1pXiq “
řm
j“1 bijXj. Then pψ1 ˝

φqpXiq “ Xi ` ri,1 with ri,1 PM2. Continue by defining ψ2 : Xi ÞÑ Xi ´ ri,1. Then
pψ2 ˝ ψ1 ˝ φqpXiq “ ψ2pXi ` ri,1q “ Xi ´ ri,1 ` ri,1 ` ri,2 “ Xi ` ri,2 with ri,2 PM3,
and so on. As Mmpp´1q`1 “ 0, we get ψmpp´1q ˝ ¨ ¨ ¨ ˝ ψ1 “ φ´1, so φ is indeed an
automorphism.

Let π : AutpOpm, 1qq Ñ GLmpF q be given by πpφq “ paijq with the notation of
the Lemma above. Then π is a surjective group homomorphism. Set H “ kerpπq.
Then H “ tφ P AutpOpm, 1qq : φpXiq “ Xi`fi, fi PM

2u, and AutpOpm, 1qq{H »

GLmpF q. Thus we have a short exact sequence

1 ÝÑ H ÝÑ AutpOpm, 1qq π
ÝÑ GLmpF q ÝÑ 1

of groups. Clearly, this exact sequence splits, thus we obtain

AutpOpm, 1qq » H ¸GLmpF q.

Now, after identifying all automorphisms ofW pm, 1q, one would hope that Lemma
4.3 holds for Witt algebras too. However, this is not the case as the following
example shows.
Example 4.22. For every automorphism φ̄ of W p1, 1q, we have φ̄pXBXq R E.

Proof. Every automorphism ofW p1, 1q is induced by an automorphism φ of Op1, 1q.
These are given by X ÞÑ

řp´1
i“1 aiX

i with a1 ‰ 0. Its inverse then is defined by
X ÞÑ

řp´1
j“1 bjX

j with b1 “ a´1
1 . Then

φ̄pXBXqpXq “ φ

˜

XBX

˜

p´1
ÿ

j“1
bjX

j

¸¸

“

p´1
ÿ

j“1
φpjbjX

j
q

“

p´1
ÿ

j“1
jbj

˜

p´1
ÿ

i“1
aiX

i

¸i

“ X ` fpXq,

where fpXq involves only monomials of degree at least 2. Therefore, φ̄pXBXq “
XBX ` fpXqBX R E.

The above example shows that the exact copy of Brown’s method does not work
for Witt algebras. However, one could still hope that there are enough automor-
phisms, such that a given element can be mapped to an element which is already
known to be a commutator, as it was done above for W p2, 1q.

Another way of describingW pm, 1q is helpful here. Let V “ Fm, and letX1, . . . , Xm

be a basis of V . Then SympV q » F rX1, . . . , Xms, so Opm, 1q » SympV q{V p “:
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SymppV q. The Bi correspond to the dual basis of the given basis of V , and thus
we have W pm, 1q » SymppV q b V

˚.
Now the natural action of GLpV q on V extends to an action on SymppV q. Also,
GLpV q acts on V ˚ by A ¨ v˚ “ pAT q´1v˚. Therefore, GLpV q acts on W pm, 1q, so
GLpV q embeds into the automorphism group of W pm, 1q. Now, using the decom-
position of SymppV q, we can write

SymppV q b V
˚
“

p´1
à

i“0
Symi

pV q b V ˚.

An element of Symi
pV q b V ˚ will be called homogeneous of degree i ´ 1. As

Sym0
pV q » F , and the action of GLpV q on V ˚zt0u is transitive, for every D P

W pm, 1q whose component in degree ´1 is nonzero, there is A P GLpV q, such that
the component of degree ´1 of A ¨D is precisely B1.
Thus assume that D “ B1 ` D0 ` Dě1, where D0 is the degree-0-part of D, and
Dě1 the part of degree ě 1. Let D0 “

ř

i,j aijXjBi. Let now φ P AutpOpm, 1qq be
the automorphism defined by

φpXiq “ Xi `

m
ÿ

j“1
a1ijX1Xj,

where

a1ij “

#

aij, if j ‰ 1,
ai1{2, if j “ 1.

Then one readily verifies that φ´1pXiq “ Xi´
ř

j a
1
ijX1Xj`gpXq with degpgq ě 3.

Therefore, for the induced automorphism φ̄, we have

φ̄pB1qpXiq “ φpB1pXi ´
ÿ

j

a1ijX1Xj ` gqq

“ φpδi1 ´ a11X1 ´
ÿ

jě2
aijXj ` g1q

“ δi1 ´ a11pX1 `
ÿ

k

a11kX1Xkq ´
ÿ

jě2
aijpXj `

ÿ

k

a1jkX1Xkq ` φpg1q.

Therefore,
φ̄pB1q “ B1 ´

ÿ

i

ÿ

j

aijXjBi ` terms of degree ě 1.

Therefore, φ̄pDq has trivial degree-0-component, and is thus in particular in the
complement of the Cartan subalgebra, and thus a commutator by Lemma 4.17.
It remains to consider D P W pm, 1q with trivial component in degree ´1. Now
Sym1

pV q b V » EndpV q, and one can calculate that the action of GLpV q on
Sym1

pV q b V is given by conjugation. This again shows that Lemma 4.3 fails
for the Witt algebras, as the trace of a matrix is invariant under conjugation.
Therefore, the degree-0-component of every conjugate of X1B1 has “trace” 1, and
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thus cannot be an element of E. However, as F is algebraically closed, we can
assume D0 to be in Jordan normal form, i.e. of the form

D0 “

m
ÿ

i“1
λiXiBi `

m´1
ÿ

i“1
ai`1,iXi`1Bi

with λi P F , ai,i`1 P t0, 1u and λi “ λi`1 if ai`1,i “ 1.
Now, as we cannot get rid of the degree-0-component of an element with D´1 “ 0,
we would like to apply an automorphism to such an element to map it to another
element which is known to be a commutator. One could for example hope to find
an automorphism φ P AutpW pm, 1qq, such that φpDq “

ř

i fiBi, where every fi
can be integrated with respect to X1. Then obviously φpDq “ rB1, D

1s for some
D1 P W pm, 1q. The way one would try to construct such an automorphism would
be to delete the components in each degree step by step, starting in degree 1 by
applying an automorphism induced by an automorphism of Opm, 1q of the type
Xi ÞÑ Xi ` fi with fi homogeneous of degree 2. However, this might not always
be possible, as the following calculation for m “ 2 shows.
Assume that, after applying an automorphism given by an element of GLpV q,
we have a diagonal D0-component, i.e. D0 “ λXBX ` µY BY for some λ, µ P
F , and arbitrary degree-1-component. We want to find an automorphism φ P
AutpOpm, 1qq given by

φpXq “ X ` f1X
2
` f2XY ` f3Y

2,

φpY q “ Y ` g1X
2
` g2XY ` g3Y

2

with some f1, f2, f3, g1, g2, g3 P F . Then one can compute that

φ̄pXBXq “ XBX`p´f1X
2
`f3Y

2
qBX`p´2g1X

2
´g2XY qBY` terms of higher degree

and analogously

φ̄pY BY q “ Y BY `pg1X
2
´g3Y

2
qBY `p´f2XY ´2f3Y

2
qBX` terms of higher degree.

Therefore, we get

φ̄pλXBX ` µY BY q “ p´λf1X
2
´ µf2XY ` pλ´ 2µqf3Y

2
qBX

`pp´2λ` µqg1X
2
´ λg2XY ´ µg3Y

2
qBY .

Thus, if λ “ 0, µ “ 0, λ ´ 2µ “ 0 etc., and the corresponding coefficient in D1
is nonzero, there is no chance of finding φ, such that the degree-1-component is
deleted after applying φ̄.

4.7 Summarizing the Results
Let us now summarize what we achieved about proving the Ore conjecture for the
Witt algebras W pm,nq.
Firstly, we were able to prove the Ore conjecture for the Witt algebras W p1, nq
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in one variable for every n ě 1, irrespective of the base field. The proof worked
in a purely combinatorial way, using only the standard basis and its structure
constants. The advantage of this proof is that it does not require a lot of back-
ground knowledge, and also it gives an explicit construction of how to write a
given element as a commutator. The downside however is, that the proof is hard
to generalize, as the calculations become too long and too many cases have to be
distinguished.
Thus, we started a different approach, using algebraic geometry and intersection
theory. As intersection theory often requires the field to be algebraically closed,
we added that assumption to our base field. We could then reprove quite easily
and in a much shorter way that every element of W p1, 1q is a commutator, though
not giving an explicit construction.
When trying to generalize this approach to the Witt algebra W p2, 1q, the first
problem occured. Namely, the element corresponding to the intersection point of
the given varieties may not be regular. However, we were able to use an appro-
priate automorphism of W p2, 1q to “push the element into the safe zone”, and the
proof of the Ore conjecture for W p2, 1q could be completed. However, for m ě 3,
the set of “bad” points becomes bigger and harder to control. Therefore, the proof
could not be eztended to a proof for the Ore conjecture for W p3, 1q.
Therefore, we tried to adapt the proof for the Ore conjecture for the classical Lie
algebras to W pm, 1q, making more use of the automorphism group of W pm, 1q.
While one of the two main Lemmas of Brown does have an equivalent for the
Witt algebras, the other Lemma is not true there. However, the first Lemma is
sufficient to prove that every element of W pm, 1q can be written as a sum of at
most two commutators. Now, as W pm, 1q is a graded Lie algebra, the srategy was
to apply automorphisms to control the element in each degree, until the element is
transformed into an element already known to be a commutator. This, however,
turned out to be not as smooth as one would have hoped, though again a large
class of elements of W pm, 1q could be proved to be a commutator.
Putting together the facts we obtained, it is hard to imagine that there is an
element of W pm, 1q, which is not a commutator. We were often quite close to
achieving the result, but the final cases which had to be analyzed turned out to
become hard to prove and hard to generalize. We do however think, that it is
possible to obtain the result in the near future.
Once this is done, one can of course ask the same question for W pm,nq and the
other finite dimensional simple Lie algebras of Cartan type, namely the hamilto-
nian algebras, the special algebras and the contact algebras.
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