The application of remote sensing, GIS, geostatiss, and
ecological modeling in rangelands assessment andgrovement

A thesis submitted in partial fulfillment of thegq@rements for the degree of
Doctor of Phylosophy (Ph.D.)

Department of Cartography, GIS, and Remote Sensing
Faculty of Mathematics and Natural Science
Georg-August-University of Géttingen

J GEORG-AUGUST-UNIVERSITAT Cartography “
A/ GOTTINGEN GIS

Remote Sensing

By:
Seyed Zeynalabedin Hosseini

Gottingen, August 2013



The application of remote sensing, GIS, geostatiss, and
ecological modeling in rangelands assessment andgrovement

Dissertation

zur Erlangung des mathematisch-naturwissenschadti©oktorgrades
(Ph.D.)

der Georg-August-Universitat Goéttingen

vorgelegt von

Seyed Zeynalabedin Hosseini

J GEORG-AUGUST-UNIVERSITAT Canagraphy v
AT GOTTINGEN 7

Remote Sensing

Gottingen, August 2013



D7
Referent: Professor Dr. Martin Kappas
Korreferent: Professor Dr. Gerhard Gerlod

Tag der mindlichen Prifun6.08.2013



To my parents, my wife, and my daughter



Table of content

LISt OF fIQUIES et e e e e e e e e e Vil
LISt Of tabIES ... e e e e e e i X
List Of @bDreVIatioNS ... ...oooir i e e e X

Acknowledgement .........cooiiiiiiiii e e e e G X

ADSTIACT ...t e Xl
Chapter 1. General INtroOdUCTION .........uieiie i e e 1
IO O O 1= V= P 1
1.2. ReSearch ODJECHIVES ..ottt e e e e e e e e e e 1.

1.2.1. General ODJECLIVE .......oeiie it e e e e e L
1.2.2. SPeCIfiCc ODJECHIVES .....eii i e e e een 2

1.3. RESEAICN QUESHIONS . ...ttt ittt e e e e e e et e e e e e e e ae e 2..
1.4. Organization Of diSSertation .............ouiriitiie i e e ee e aaas 3
1.5. Flowchart of the dissertation and the conoeaatif the different chapters .............. 5

1.6. Dryland @COSYSIEIMS ..ottt it e e ettt ee e eae e re e e eeaes DL
1.7. Importance of rangelands in Iran ... v e e 8
1.8. Investigation of vegetation changes basedorote sensing ....................oeveee. 9

1.9. Soil properties mapping in rangeland areasgugeostatistics and remote sensing .. 11

1.10. Ecological niche modeling ..........co oo e e e 13
1.11. Maximum entropy (Maxent) model ............ccoooii i, 15
REIEIEINCES ..t e e e e e 17
Chapter 2. STUAY ArCa.......c.in ittt et e e e e et e e e e aaea e 23
2.1, General IoCatION ... e e 23
2.2, TOPOG AP ..t e 24
2.3 ClIMALE ..o e e e e e e e 2D
2.3. 0. PreCipItatiOn ... ...ttt e e e e e e e e e e e 25
2.3.2. TEBMPEIALUIE ...ttt e e e et e e et e e et e e e e ens 26
B V< T = r= 11 [0 o 28
2-5- Geology and geomorphology ... c..veeieiieie et e e e e e ——— 32
2-6- S0il and [aNASCAPE ......vnii e e e e e ————— 35
R EIENCES ...t e e e s 36



Chapter 3. Comparison of different geostatistical mathods for soil mapping using

remote sensing and environmental variables in randgands of Poshtkouh area, central

= 1 PP 38
G T80 R 11 0T ¥ Tox 1 o o 39
3.2. Materials and Methods ...t e 40
Gt S (1 [0 | V= T 40
3.2.2. Soil classification and [andSCape .........c.ouvieiiiiiiiii i 41

3.2.3. Soil Data Collection and Examination ...............ccume v veiieieninninennen.. 42
3.2.4. ANCIHIArY data .......c.oieiieiie e e e e —— 42
3.2.5. DesCriptive StatiStiCS ....ovviviieiie e e e s e e e e ee e 43
3.2.6. Geostatistical ANAIYSES .......ouuitiie it e e e 44
3.2.6.1. Variography ..o s 45
3.2.6.2. Model Evaluation or Accuracy assSeSSMENt e evvevveriieereeneeieeneennn... 46
3.2.6.3. Estimation methods ..ot e aeen.. 46

3.2.6.3.1. Ordinary Kriging (OK) ......ccoiiiiiii i i e eeeenn AT
3.2.6.3.2. COKIgING (CK) ettt e e e e e e e e 47
3.2.6.3.2. Regression KrgiNg .....ooi i et et e e e eeee s e re e neeaas 48
3.2.6.4. SOIl tEXIUIE MAP .u ittt et e e e et e e e et et e s e e e 48
3.3. Results and diSCUSSION ... e e e s e e aes 49
3.4. Summary and CONCIUSIONS ... .ueit it e e e e e e eee e 60
R T EINCES ..t e e 61

Chapter 4. Best annual time intervals of satellitemages to create vegetation cover

percentage map in arid rangelands of Poshtkouh area.......................cocoels 65

790 I 11 o o [ B o 1 o] IS PPN 66
4.2. Material and methods ....... ..o 68
o R (1T V= = 68
4.2.2. Vegetalion tYPeS ... ettt e e e —— 68
4.2. 3. AVHRR NDVIdata ......cooiiiiiiii e e e e e e e 70

4.2.4. Field data COIlECHION ....... oo e e e e e e 70
4.2.5. Statistical aNalYSES .......oviii it e e 71
4.2.6. Mapping vegetation cover percentage usingN8&/HRR NDVI ................. 72
4.2.7. ReSults and diSCUSSION ......uuiit et e e e e e e 72
4.2.8. Summary and CONCIUSION .......ociiiit it e e e emm e e e e 76



REIEIEINCES ...t e e 77
Chapter 5. Using remote sensing and a geographicformation system to monitor the

relationship between vegetation dynamics and prectation in the Poshtkouh

rangelands,central IraN ... ....c..ieoie i e e e e e e 81
ST O [ 10T [ Tox 1 o o PP 82
5.2. Material and methods. ... .......oi i 85
ST S (0 [0 )R- 1 (== 85
I Y = To [< ] k= L o] T 1Y o[ PR 86
5.2.3. AVHRR NDVI Qata .. .. ettt ittt et e et e et e e e e e e e ens 87
5.2.4. Precipitation data. .........cvuiiiiie i e e e e e 88
B.2.5. Data ANaly SIS . ...t e 89
5.2.5.1. Analyzing the relationship between preaimn data and NDVI........................ 89
5.2.5.2. Using NOAA AVHRR NDVI to map the vegetatioover percentage (VCP) ............ 90
5.2.5.3. Using geostatistics to map soil availabdgsture (SAM)..........ccovviiiiiiiiiiiiinnnn. 91
5.2.5.4. Using DEM to map a topographic wetnesexr@WI) ..........ccoevvviiiiiiinnnennnn. 91
5.2.5.5. Analyzing environmental variables’ effemh the relationship between NDVI and
] (=T o 01 =4[] o 1A 92
5.3 RESUIS .. et e e e e 93
5.3.1. Spatial distribution of NDVI and precipitatiin the study area............................ 93
5.3.2. The spatial relationship between precigiteind NDVI.............cooiiviiiiinn e e, 94
5.3.3. The temporal relationship between precipitaind the NDVI................ccooeiinn. 95
5.3.4. The effect of precipitation time lag on NDVI........coooi i e 96
5.3.5. The effect of some environmental variableshe NDVI-precipitation relationship ....... 98
ST I o 111 o o 98
SIS T 7 o] o Tod [0 1o T o -~ 101
R ENCES. . .t e e e 102

Chapter 6. Modelling potential habitats for Artemisia sieberi and Artemisia aucheri in

Poshtkouh area, central Iran using the maximum entopy model and geostatistics

........................................................................................................... 106
6.1, INTrOTUCTION ..o e e e e e e e e e mas 107
6.2. Material and Methods .........oiini i e e e 108
B.2. 1. STUAY AlBa . .eiie it it e e e et e e e 108
6.2.2. Species OCCUITENCE Data ..........ovvieiiiiiii e it e eaeee 110



6.2.3. Geo-database for environmental predictaaies ......................co.oenill 110

6.2.4. TOPOGraphiC MaPS .....cvuieite e e e e e e v e n e eaeans 110
6.2.5. ClIMALIC MAPS ...t et e e e e e e eans 111
6.2.6. Soil mapping uSiNg geOSIAtISTICS .......ivuitiitie i e 111

6.2.7. Using Principal Component Analysis (PCA) reduce number of variable in
MaXENt MOAEL ... ..t e e e e e et e e n

6.2.8. Modeling habitat distribution & sieberi andA. aucheri using Maximum Entropy

(Maxent) MOEI ... ..o e e e e e e e 113
6.2.9. Presence-abSEenCe Maps .....ccovivi i e e e e 114
6.2.10. Model eValuation ..........cooiiiiiiii e e e e 114
6.2.11. Receiver operating characteristicS (RO@JERI..........c..evviiiiiiiiiieineennns 114
6.2.12. Predictor variable ImportanCe ............oooviiiiiiii s e eeeeeeneene e 115
B.3. RESUILS ...t e e e e 115
6.3.1. Species distribution MapPs .........c.ccviiii 116
6.3.2. Predictor variable impoOrtancCe ..........c.ooviiuiiiiiis i s e e 116
6.3.3. RESPONSE CUIVES ...ttt e e et e et e e e e e o 118
6.3.4. Receiver operating characteristicS (ROCY&ESIL.........ccvevviririiee s 120
6.4. Discussion and CONCIUSION ..........ivii i e e e e 120
RETEIENCES ...t e e 22
Chapter 7. General summary and CONClUSION..........o.oveiiiiiiiiii e 126
REIEIEINCES ... e e e 30

Vi



List of figures

Figure 1.1. Flowchart of the thesSis ... e 5
Figure 1.2. Distribution of drylands throughout therld (UNEP, 2000) ................... 7
Figure 2.3. An illustration of a workflow for theatent model ............................. 16
Figure 2.1. General location of the study area .......cccceviiiii i, 23
Figure 2.2. Hillshade map of the study area ............cccceeiiiiiiiiiiiiiici e 24
Figure 2.3. Mean annual precipitation Map ..........ccouu e s e nenienieneeeaeeen 26
Figure 2.4. Mean annual temperature Map ...........eevn e e s e eeeeenseneneneenens 28
Figure 2.5. Ambrotermic curves of Nir station (fighnd Abarkouh station (left) ........ 28
Figure 2.6. Vegetation types map inthe study area...............ccocovii i 29
Figure 2.7. some picture from different vegetatigmes .............ccccooviiiiiiiiin e 32
Figure 2.8. Geology map of the study area ...............ccoeeiii i, 34
Figure 3.1. General location of the study area .......cccceviiiii i, 41
Figure 3.2. Location of sample pointsinthe statsa ..............c.ccooviiiiiiiiiiinnanns 42
Figure 3.3. Semivariogram of different soil para@ngt..................cccoiiiiiiiinnnnn. 51
Figure 3.4. Created maps of different soil paransetgth highest accuracy ............... 57

Figure 3.5. scatter plot of estimated versus meaisdifferent soil parameters in different
estimation methods. Points (diamond symbols) remtethe observed values and solid
line shows the fitted least square regression.line..............cccovi i, 58

Figure 3.6. Normal QQ-plot of standardized estioratrrors of different soil parameters
in different estimation methods. Points (diamondnigls) represent the observed

standardized error values and solid line showsdeal standard normal distribution line

............................................................................................................ 59
Figure 4.1. General location of the study area .......ccceviiiiii i, 68
Figure 4.2. Vegetation map of the study area ...........c.cooeeeeie i iii i, 69
Figure 4.3. Location of sample pointsinthe stata .............c.ccoiiiiiiiiiiiinnnn. 71

Figure 4.4. Fluctuations in NDVI and its correlaticoefficient with cover percentage
AUING GrOWING SEASON ... .uuit ettt eee et et et e e et e e e e e e eteeaeeeaenes s 73

Figure 4.5. Scatter plots of NDVI vs. vegetation@opercentage for different months ..75

Figure 4.6. Vegetation cover percentage map ofthey area ...................ccceeennnnn. 75
Figure 5.1. General location of the study area ........cccccooviiiiiiiii i e, 85
Figure 5.2. Vegetation map of the study area ...........cccooeeeiii i, 87

VI



Figure 5.3. Flowchart of the methodology ..........cooi e, 92

Figure 5.4. Spatial distribution of mean annuakjpigation (left) and spatial distribution

of mean annual NDVI (Fght) ... e e 94
Figure 5.5 Graph of the regression between NDVI aneCipitation trend (left) and
between mean annual precipitation and NDVI (right).............ccoeiiiiiiiinnnn, 96
Figure 5.6. Trend of precipitation & NDVI in diffent vegetation types .................. 97
Figure 5.7. Soil available moisture map (left) aegetation cover percentage map (right)
............................................................................................................. 98
Figure 5.8. Effect of MAP, VCP, SAM, and TWI on tpeecipitation-NDVI relationship
............................................................................................................ 99
Figure 6.1. General location and vegetation types rof the study area (right) and
location of sampling sites in the study (Ieft) ... 109
Figure 6.2. Species distribution maps Aolaucheri andA. sieberi  ...................... 116
Figure 6.3. Jackknife results of variable impor@anc..................cccooeii e, 117

Figure 6.4. Response curves of the most influentitedictors for A.

AUCIIEI .. 118
Figure 6.5. Response curves of the most influeptiadlictors folA. sieberi ............ 119
Figure 6.6. ROC curves of sensitivity VS. SPEAJICL. .......ovvevririiiiiee e i veeenan, 120



List of tables

Table 2.1. Climatic stations in the study area ...... .o coiiiiiiiiiii e 25
Table 2.2. Climate classification in Domarten metho................cccooiviii i 27
Table 2.3. List of the vegetation types and mogtartant species in Poshtkouh ......... 30
Table 2.4. Some characteristics of the vegetayipad ............cccoeieiiiiiiiiiiineenns 31
Table 2.5. Geological units in Poshtkouh rangelaadgelands ............................. 34
Table 2.6. Soil characteristics in different vegjetatypes .............cooeeviiviiinennnn. 36
Table 3.1. Descriptive statistics of soil param@ter..............cccoeeveiiiiiici i e, 49
Table 3.2. Parameters of semivariogram analysisdibparameters ........................ 50
Table 3.3. Best regression equations between amhpeters and ancillary data ......... 53
Table 3.4. Pearson correlations between targeseocaohdary variables used in CK ...... 53
Table 3.5. Error measure for the compared predigtiethods .............................. 54

Table 3.6. The suggested method for mapping eaithpammeter based on different

(03 11 (=] - 54
Table 3.7. Legend of the Soil teXture Map .........cc.uieit e e e e e e 56
Table 4.1. Vegetation types in the study area ..........ccceceeviiiiiiiiiiiiiic i e e 70

Table 4.2. Correlation coefficient between NDVI armyer percentage for different months .... 72

Table 4.3. regression models between NDVI of differmonths and vegetation cover percentage

........................................................................................................... 74
Table 5.1. Vegetation types inthe study area ..........ccoeeeiiiii i i, 86
Table 5.2. Parameters of variogram analysis for SAM..............ccoevvivvieeen. 91
Table 5.3. Some characteristics of different vetg@ataypes .............ccceeveenennn.. 95

Table 5.4. Spatial correlation coefficient betwesgmual NDVI and annual precipitation
...95
Table 5.5. Correlation coefficients of annual maxmNDVI with annual and seasonal

L (o 1> £ 96
Table 5.6. Correlation coefficient of precipitatitme lag on NDVI ....................... 97
Table 6.1. Correlation between climatic data aedaion .....................ccoveeneen. 111
Table 6.2. Average error for different soil para@ngt................c.ocooiiiiiiiiiinnn, 112



List of abbreviations

A. aucheri: Artemisia aucheri

A. sieberi: Artemisia sieberi

AM: soil available moisture

AVHRR: Advanced very high resolution radiometer
CK: Co kriging

DEM: Digital elevation model

EC: Electrical conductivity

ENFA: Ecological niche factor analysis

GARP: Genetic algorithm for rule-set production
GIS: Geographic information system

GLM: Generalized linear model

LDD: Land degradation and desertification
MAP: Mean annual precipitation

Maxent: Maximum entropy model

NDVI: Normalized difference vegetation index
NOAA: National oceanic and atmospheric adminisbrati
OK: Ordinary kriging

OM: soil organic matter

RK: Regression kriging

RMSE: Root mean square error

RS: Remote sensing

SAM: soil available moisture

SDM: Species distribution model

TWI: Topographic wetness index

VCP: Vegetation cover percentage

VI: Vegetation index

XI



Acknowledgement

| would like to thank my supervisor Prof. Dr. MartKappas for supervising me through
this research. Many thanks for his support, guidasaed understanding. Also, | want to
thank my second supervisor Prof. Dr. Gerharld Gkrol

| would also like to thank Dr. Pavel Propastin dnd Stefan Erasmi for their guidance
and helps during this study.

| want to thank my friends Dr. Enayatollah Ranjirt@ojasteh, Dr. Mohammad Ali Zare

Chahouki, Dr. Iraj Gholami, Dr. Mohsen Bagheri, NBhsan Shahriary, and Mr. Ammar
Rafiei for their helps throughout the doing of tthesis.

During these four years of research | collaboratet different friends, researchers and
colleagues that | would like to express my sindettesnks to all of them for sharing their

knowledge with me.

| would like to acknowledge the Ministry of ScienBesearch and Technology of Iran
(MSRTI), for financing my research abroad.

Finally, from the bottom of my heart | would deefike to take this opportunity to thank

my loving wife and daughter, for their patientlypports and helps and my parents for

their encourages and supports.

Seyed Zeynalabedin Hosseini

Gottingen, August 2013

Xl



Abstract

Human-caused ove rgrazing and drought periods levéo the land degradation which
might cause an eventual loss of biodiversity inggdand ecosystems of Iran. Therefore,
assessment of the current condition of rangelandssaggesting efficient strategies for
conservation, rehabilitation, improvement, and egpently sustainable management of
rangelands are essential. To reach the mentiondopes, creating the environmental
variable (e.g. topography, climate, and soil) mapsenitoring vegetation dynamics, and
determining the relations between the vegetatiahemvironmental variables are the firs
steps.

This research was conducted in rangelands of Pashtikrea of the Yazd province in
central Iran. The main aims were assessment ofctineent condition and suggesting
efficient strategies for conservation, rehabildati improvement, and consequently
sustainable management of the rangelands. In addgvaluating the capability of remote
sensing, GIS, geostatistics, and ecological mogelim rangeland assessment and
improvement.

In the first step, available data such as topogragbology, and vegetation type maps as
well as satellite images were collected and thénasal vegetation samples were taken in
the study area. As the first part of the data awalythree geostatistical methods were
applied for soil mapping and the satellite and smmental data were considered as
ancillary data. In the next stage, the relationshgiween precipitation variation and
vegetation dynamic was determined using NOAA AVHRRVI and climatic maps, as
well as the effect of environmental factors on #tikeength of the relations between the
precipitation and NDVI was determined. Then, vegatacover percentage of the study
area was created and the best time interval ok#tellite images for vegetation studies
was determined. In the last part of the data aealyasing the Maxent model, habitat
distribution of A. sieberi andA. aucheri species were assessed and mapped. In addition,
the most effective environmental variables on thed@tats were determined.

The results have shown that, taking the ancillatadsatellite images and environmental
variables) into account in geostatistical estimaiqcokriging and regression kriging
methods) has increased the accuracy of the crezded.

Selecting the suitable time interval of satellteages to study the vegetation during its

growth period has prominent effect on the resultse best satellite data to study the
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vegetation cover in the arid rangelands of the yst@ga can be taken from the images
recorded in the month May.

NDVI derived from NOAA AVHRR satellite images ispgominent tool for monitoring
the effect of precipitation variation on vegetatoymamic. The strength of the relationship
between the precipitation and NDVI depends on sgéccomposition, and some
environmental variables like soil available moistur

Successful modeling oA sieberi andA. aucheri has proven that Maxent is a powerful
model for species distributions mapping. Furthemamthis model can efficiently find the
environmental variables correlation with the gepfra distribution of species. Moreover,
the results of this research have demonstratedusiag the soil data in addition to the
climatic and topographic data can improve the @tea capability for habitat distribution
mapping of plant species using the Maxent model.

Finally, it can be concluded that remote sensindfs, Qyeostatistics, and ecological
modeling are the efficient tools for rangelandseassent and sustainable management.
Furthoremore, as the overgrazing and climate chargethe main threats of Iran’s
rangelands, monitoring the relations of soil, topehy, and climate with vegetation as
well as the impact of climate change on rangelamgsesents basic information for
finding the proper strategies of rangeland improeein Moreover, implementing
conservation plans together with planting the flg@ndemic species based on the results
of the ecological modeling would be of tremendoaku& in rangeland rehabilitation.

Key words:

Remote sensing, GIS, geostatistics, ecological fimgjerangeland assessment and
improvement, environmental variables, soil mappipggcipitation-vegetation relations,
habitat distribution.
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Chapter 1. General introduction

1.1. Overview

Biodiversity patterns of Iranian rangelands havenbsignificantly changed in recent
decades, mainly due to the anthropogenic and abreffects. Human-caused overgrazing
and drought periods have led to the land degradaimd desertification which might
cause an eventual loss of biodiversity in rangeksubystems of Iran.

Regarding the mentioned importance of rangelandervation and rehabilitation in Iran,
monitoring of these areas and suggesting some c@iga and rehabilitation strategies
were among the objectives of the present study.

In this chapter the aims and research questiotiseopresent study have been explained.
Then the ecosystem of drylands and rangelandsaof have been described briefly. In
addition, based on the objectives and the requaredyses that have been worked out in
this study, some general information about remetssisg, geostatistics, and ecological
modeling and their application in rangelands marmegg, assessment and development

have been introduced.

1.2. Research Objectives
1.2.1. General Objectives

The general objectives of this research are:

- To develop an assessment and improvement proezefior rangelands using

environmental variables (e.g. soil parameters, atiiecnand topographic data) and their
relations with vegetation.

- To evaluate the simultaneous application of rems¢nsing, GIS, geostatistics and
ecological niche modeling for rangeland assessm@himprovement.

- To suggest some plans for sustainable managenediggtive conservation, and

rehabilitation of the degraded rangelands.
1



1.2.2. Specific Objectives

In order to achieve the above mentioned generactibgs of the research, the following
specific objectives are proposed:

- To map different soil parameters in rangelandagugeostatistics, remote sensing, and
environmental variables. Moreover, to compare tbeuwcy of different geostatistical
approaches for soil properties mapping in rangedaar! determine the benefits of using
secondary data in geostatistical predictions.

- To map the vegetation cover percentage in rangslasing remote sensing and find the
best annual time intervals of satellite imagesviegetation studies and vegetation cover
percentage mapping.

- To find the relation between precipitation vaoat and vegetation dynamics using
remote sensing and GIS. Furthermore, evaluating etiiect of some environmental
variables on precipitation-vegetation relations.

- To model and map the habitat distributionrAofemisia sieberi (A. sieberi) andArtemisia
aucheri (A. aucheri) as the two endemic and vital species of Iranisgedands using
Maxent model and find the differences betwéersieberi andA. aucheri habitats (more
information about the importance of these specesslkeen represented in sections 1.10 &
6.1).

- To determine the most important environmentalaldes affecting the distribution of

both mentioned species in relation to rangelanditgua

1.3. Research Questions
The research has tried to answer the following tjes in the framework of future
rangeland assessment, improvement, and suitablagearent:

- What is the current condition of the rangelantithe study area?

2



-Which strategies could be useful for sustainabnagement and improvement of the
rangelands?

- What is the efficiency of using satellite imagesl environmental factors as secondary
data in geostatistical predictions of soil prop=®

- What is the strength of relations between theete#gon dynamic and the precipitation
variation in arid and semi-arid rangelands?

- What is the impact of environmental variabled\iD\VI-precipitation relations?

- What is the best annual time interval of the lssemages for vegetation studies?

- Which places in the study area are the potehéhbltats for the mentioned species?

- Which environmental variables are the most effector the habitat distribution oA.
sieberi andA. aucheri? Are there significant differences between theeeies?

- Are there significant associations of béthsieberi andA. aucheri to common land cover

classes (habitats)?

1.4. Organization of dissertation

This dissertation is designed into seven chaptefslbws:

In chapter 1, an overview of the research, objestiand aims, research questions,
flowchart of the thesis, connection of the diffdrezhapters, and finally a general
introduction about the different parts of the thesmie presented.

Chapter 2 presents the detailed information adeistudy area. This chapter includes the
description about the general location, topographmate, geology, vegetation, and soil.
Chapters 3 to 6 have been written in the struadfiscientific manuscripts and have been
either published or are in press in different in&tional journals. Since the information
about the study area has been very briefly addiessehese chapters, the detailed

descriptions have been firstly represented in Hapter 2.
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In chapter 3, three geostatistical methods for ma@ipping have been compared. To create
the soil properties maps of the study area, thelgatimages and environmental variables
such as topographic data, precipitation and s¢éd Have been applied. Efficiency of using
the remote sensing and environmental data as aa@d&govariable in the geostatistical
predictions was tested. Finally, different soil graeter maps have been created for
ecological modeling. Created soil-property maps ehawade the basis for further
environmental evaluations in the chapters 5 and 6.

Chapter 4 investigated the best annual time intervBthe satellite images for vegetation
studies and vegetation cover percentage mappingcidated map is one of the required
data for the next analyses in chapters 5 and 6.

Chapter 5 evaluates the relationship between theiptation variations and vegetation
dynamics using the time series of satellite imaigeahich the precipitation maps were
evaluated. In addition, the impacts of some enwirental variables in precipitation-
vegetation relations were assessed.

Chapter 6 focuses on the ecological niche modelaximum entropy (Maxent) model is
employed to examine the effect of environmentalaldes on the habitat distribution Af
sieberi andA. aucheri as well as predicting, assessing, and mappindabéats of these
speciase. To reach these purposes, resulted mdbe pfevious chapters (e.g vegetation
cover percentage and soil properties maps) withes@xtra information especially
coordinate of the points that the mentioned spearesexist will be the inputs of the
maxent model.

Finally, in chapter 7 the important points of thehigved results have been summarized
and concluded. The strengths and weaknesses @frafiff techniques such as remote
sensing, GIS, geostatistics, and ecological modgellao have been discussed. In addition,

some suggestions for the future studies are pregent

4



1.5. Flowchart of the dissertation and the conneain of the different chapters

As the main aims of this research were assessnfetiteoPoshtkouh rangelands and
suggesting some planning strategies for improvemenistainable management,
conservation and restoration of this area, prepdiie environmental variable maps is a
critical step before any ecological modeling anigly$he results of Maxent model would
be a base for the mentioned decisions. Createdahabstribution map of this model
represents the ecological suitability of the stadga for planting the target species that
could be useful for the future plans for improvemand development of the rangelands

with similar ecological conditions.

[ Climatic data [ Digital elevation model ][ Homogenous units ] [ Vegetation type map}

I —

NOAA Climatic Height, slope & Geology Soil & vegetation
AVHRR NDVI maps aspect maps map sampling
v

[ Species occurrence map]

v vy Vv v

A 4 A 4

Reducing the G ioti
L eostatistics,
Statistical analyses number of variables GIS &
(correlation & regression) using statistical remote sensing
approache: *
v v A Soil properties &
Monitoring the relations between Maxent modeling VIEEEEIEN EOED
precipitation variation and using selected percentage maps
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Figure 1.1. Flowchart of the thesis (Frameworkgorassessment and improvement approach of rangeland

using ground truth data, GIS, remote sensing, géstits, and ecological modeling.



The connection among different thesis chaptersbieas illustrated in figure 1.1 which
also has been mentioned in section 1.4 (organizatialissertation). Soil properties maps
resulted from chapter 3 have been used in chapterdetect the effect of soil available
moisture on the strength of relations between pretion and NDVI. Moreover, these
soil maps have been used as the inputs for the Mawedel (chapter 6). The vegetation
cover percentage map created in chapter 4 has umsghin chapters 5 and 6. Finally,
some strategies for sustainable management antiliieon of the rangelands of the

study area have been suggested based on the @dhkschapters 5 and 6.

1.6. Dryland ecosystems

Drylands contain areas that receive less amountramfifall than the potential
evapotranspiration. FAO has defined drylands asehareas with a length of growing
period of 1-179 days (FAO, 2000).

About 45 percent of the land surface is occupiedifyylands. Also around 30 percent of
the world's total carbon in above and below grobiothass occurs in drylands (Mainguet,
1999). In addition, they consist of grasslands,ullands, savannas, xerophytic
woodlands, and hot and cold deserts (Figure 1.@ngRlands located in drylands provide
forage for wildlife and domestic animals and suppwarly 50 percent of the world's
livestock.

Drylands classification is based on the value ohadity index. This index is calculated
as the ratio of annual precipitation to annual ptéé evapotranspiration. According to
this method dry lands are classified into hyped-4x0.05), arid (0.05-0.20), semi-arid
(0.20-0.50), and dry sub-humid (0.50-0.65). Yearynfall patterns of drylands are
characterized by a dry period which is differemnfr2 to 10 months in different regions

(Propastin, 2006).
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Figure 1.2. Distribution of drylands throughout therld (UNEP, 2000).

One of the typical climatic features in dry landsseasonal precipitation. In fact, the
vegetation in drylands suffers from the water skgetwhile it can develop adaptations to
cope with this phenomenon. Soil dryness and plamispiration increase, result from the
high evaporation of soils and the surrounding aphese due to the high temperatures and
high air dryness (Propastin, 2006).

Moreover, the climate and soil characteristics tyeaffect the composition and
distribution of plants in drylands. Due to the ntois deficit throughout the growing
period of vegetation, drylands plant species shawgh degree of adaptation to aridity. A
large variety of grasses, shrubs, and forbs presetity lands. Generally, in dry regions
ecosystem, dynamics are affected by natural hazswds as drought and desiccation.
Ecologists emphasize on high dependency of arid semdi-arid rangelands ecosystem
dynamics on climatic perturbations (Vetter, 2006bRson et al., 2002).

The high variability of climatic conditions in deyhds resulted mostly from the high
precipitation variations; the coefficient of vartat of rainfall is between 25-40 %.
Numerous studies in dry regions have demonstrdtatllbng-term ecosystem behavior
could be explained better by rainfall variation rthlay the mean values (Shepherd &

Caughley, 1987; Ellis et al., 1993).



In the last two decades, environmental monitorinth whe use of remote sensing has
provided good facility for monitoring ecosystem iaéions and ecosystem changes, land
degradation as well as their causal relationsHipg$act, satellite data detect patterns of
inter-annual and seasonal variations in land sarfaatures that are resulted by climatic
changes and human activities (Propastin, 2006)icBlag ecosystem variations affect by
drought and desiccation (Lambin & Ehrlich, 199@)ctuations in rainfall (Anymba et al.,
2001; Olsson et al, 2006), and temperature growtao(& Moody, 2004). Many of the
former researches about ecosystem dynamics ineatdjpns proved that monitoring of
land degradation and desertification need to aeatyimatic data and satellite images of a

long period of time (Robinson et al., 2002; Propaahd Kappas 2008a,b).

1.7. Importance of rangelands in Iran

Over the past few decades rangelands have beamedeh several ways. According to

Heady (1975) rangelands are defined as “shrub Jagrdsslands and open forests, where
dry, saline or wet soils, steep topography and squmieclude the growing of commercial

farm and forest crops”. American society for rangenagement has defined the
rangelands as the “lands on which the native végetas predominantly grasses, grass
like plants, forbs or shrubs suitable for grazimgboowsing use which includes lands

revegetated naturally or artificially to providd@age cover that is managed like native
vegetation” (McGuire, 1978).

Several estimations have been done to estimatmthlerangeland area in Iran. Based on
recent studies, approximately 54.6% of the totatllarea and 65% of natural resources in
Iran are occupied by rangelands (Badripour, e2@0D6). Rangelands are major terrestrial
ecosystem in the country and have essential roléehe economy of the country

(Moghaddam, 2006). Rangelands provide medical plaa¢ well as herbs for animal
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feeding and meat production. For many pastoralisisgelands are the major or only
source of income (Farahpour 2002).

In Iran, in the semi-arid zones adjoining the desarimal husbandry has been considered
as the most productive use for rangelands (Farahp2@02; Moghaddam, 2006).
Although rangelands have been degraded in the reesades, important parts of fodder
are still provided by rangelands. Rangelands wihnillion tons of annual dry matter
production produce 31 percent of the country‘'s nagat 11 percent of milk production in
Iran (Farahpour, 2002).

Population of livestock in Iran is about 124 milli@animal units. 83 million of the total
livestock population depends entirely on the raage$ for seven months (Badripour et
al., 2006).

In arid and semi-arid areas, the rangelands plavegrcconserves the soil against erosion
caused by flooding, and wind (Moghaddam, 2006)tHeasmore, Iranian rangelands are
important in terms of bio-diversity and rare spsciecluding Sipa barbata, Artemisia
sieberi, Poa bulbosa, Carex stenophylla and Noea macronat (Moghaddam, 2006). In
addition, rangelands’ vegetation serves as a casindn

Due to untimely grazing (late grazing and earlyzgrg), overgrazing, overstocking, and
climate change, the rangelands of Iran have begraded in recent decades (Eskandari &

Chavoshi 2002; Hedjazi 2007; Badripour et al. 2006)

1.8. Investigation of vegetation changes based oamote sensing

Spatial distribution of environmental variables esplly precipitation strongly affects

distribution of vegetation cover. In arid regioriBe climatic factors variations depend
meaningfully on the topographic characteristicsneé¢e topography can be the most

important predicting factor for the vegetation digition and condition in drylands where



lack of moisture exists during the most time of ylear. It should be considered that the
impact of the topography on vegetation is indiréciacts through the climatic factors.
Topography is also one of the factors affectingshié variability.

Remotely sensed data frequently are used to nmalslarface cover for use in a variety of
resource assessment, vegetation mapping, land er@eay and modeling applications
(Jones & Vaughan, 2010; Booth, & Tueller, 2003; $tsi et al., 2004). Relationship of
satellite images and ground-based data dependsecsatellite imagery precision, time of
recording, biological factors (growth forms, the@mt of litter and phonological stages),
and non-biological factors such as land form, slapeection and height (Wang et al.,
2005; Wylie et al., 2002).

Normalized Difference Vegetation Index (NDVI) dexd/ from satellite images is an
appropriate tool for vegetation cover monitoringnfr global to local scales. It can show
seasonal and inter-annual changes in vegetatios.ifdex has effectively been applied in
several studies related to the vegetation asses$samehdesertification (Tucker et al.,
1999; Wessels et al., 2004; Symeonakis and Drak@4)2 drought monitoring (Kogan,
1997; Song et al., 2004), and vegetation cover mgp{Booth & Tueller, 2003; Jafari et
al., 2007; Wang et al., 2005).

Several studies have reported temporal and spetiaklations between NDVI and
climatic factors in different climatic conditionsagicularly in arid regions (Propastin &
Kappas, 2008 a,b; Weiss et al, 2004; Tateishi &&32004; Hively et al., 2009). Strong
effect of precipitation on the inter-annual varlapiof vegetation activity especially in
dry regions has been demonstrated in other reseavdks (Wang et al, 2005; Li et al.,
2002).

Many studies proved that the relationship of NDMthwprecipitation and temperature

depends on geographical and environmental condsji@tially vegetation type. In forest
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and woodland areas, correlation of NDVI and preatmwn is lower, while in shrubs and
desert vegetation patterns is stronger. In steppesstnd and savanna the highest
correlation has been reported (Li et al, 2002; Weingl, 2005, Li et al, 2004). According
to Nicholson & Farrar (1994), the effect of soilpgs on the NDVI-precipitation

relationships is significant.

1.9. Soil properties mapping in rangeland areas usg geostatistics and remote
sensing

One of the most important issues in natural ecesystsustainable management especially
for rangelands is soil quality. Therefore, soil piag is a very essential step in landscape
ecology, and rangelands rehabilitation (Burke, 2@ig#ma, & Wardle, 2002; Kavianpoor
et al., 2012; Zhang & McGrath, 2004).

In rangeland areas, spatial and temporal varigitofitsoil properties affect by physical and
biological factors such as topography, vegetati@vec soil microclimate, grazing
systems and management method (Chaneton & Avad6, Fbgerio et al., 2006; Zhao et
al., 2007). Hence, detecting the temporal and abpalianges in the soil characteristics is
necessary in rangeland management and rehabilit§@imaneton and Avado, 1996).
Vegetation distribution patterns and diversity depen different environmental variables
especially soil properties such as soil moistwggture, depth, salinity, organic matter, etc.
(Noy-Mire, 1973; Burke, 2001).

Numerous studies have proved the relation betweitarsd vegetation (Etema & Wardle,
2002; Covelo et al., 2008; Zhao et al., 2007). &foee, awareness about spatial and
temporal variability of soil is in tremendous valigg natural resources management and

ecological modeling (Hangsheng et al., 2005; Warad.£2009).
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Many studies have been done to determine the effexil properties and characteristics
such as salinity (Sharma and Shankar, 1991; AbdadiEl Sheikh, 2002), pH, calcium
and organic carbon (Abd EI-Ghani et al., 2002) tanfpspecies composition. Abd El-
Ghani et al., (2002) reported low species richmess area with high level of salinity and
CaCOa3. Increasing soil depth, organic matter antemizolding capacity, as well as
decreasing pH and CaCO3 amount of the soil havesaiye effect on plant growth and
species richness (Shaukat et al., 1981).

Among different approaches that have been used nfapping soil parameters,
geostatistics and remote sensing seem more effiegied cost-effective. Geostatistics
analyzes the soil samples data that have spatiaitgte (Goovaerts, 1997). Basically,
geostatistics is a confident, strong and powerfathod that considers spatial variance,
location and distribution of samples to determipatisl variability using mathematical
and statistical functions (Sauer et al., 2006).\Eprincipal of geostatistics is that the
similarity between near samples decreases whedligtence increases (Isaak & Srivastava
1989; Goovaerts 1997).

Creating an accurate soil map in a rangeland etaraysue to the necessity for taking and
analyzing a big number of samples is very challeggiherefore, the application of cost-
effective and easily-measurable variables such laga®on and satellite images is
suggested as secondary data for soil mapping ge lareas (Eldeiry & Garcia, 2008),
Several authors have pointed out that remote sgrata is a suitable tool for mapping
soil properties with a reduced number of samplesrdach this goal, the existence of
meaningful correlation between soil data collectemin field and satellite images is

necessary (Metternicht and Zink., 2003; Metternarid Zink., 2009).
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1.10. Ecological niche modeling

In recent decades, economic development, climaa@gs and overgrazing have caused
considerable pressure on rangeland ecosystemsédkded to habitat fragmentation and
eventual loss of biodiversity. Determining the g$apf species has specific importance for
ecologists (Hecnar & M’closkey, 1996). Managemelit rangeland ecosystems is
essentially based on a correct understanding dbgical concepts. Measuring ecological
and environmental requirements of plant speciesdétermine vegetation patterns,
distribution, and richness is very essential towatflis understanding. Rangeland
ecologists aware that the environmental variableshsas; the climate, soil, and
topography, can affect the vegetation dynamics, pastion, and geographical
distribution, considerably. Modeling the distrilartiof the endemic species in its natural
habitat could be useful for the conservation am@ipditation of degraded rangeland areas.
Prediction of the potential spatial distribution afspecies or vegetation type would be
possible by using ecological niche modeling. Thiadkof model analyses species
occurrence data and environmental variables toigiraditable or unsuitable areas for
survival of target species. This could be an adequaethodology to extrapolate the
ecological habitats of species based on the celledata to a larger space in desert and
mountainous area where the sampling in the whela @rnot possible.

Ecological niche models can be used as suitable tonconservation planning, modeling
habitat distribution of single plant species or etagon types and determining
environmental variables affecting habitat distribatof species (Bachman, 2011).

To suggest the best method for ecosystem managearghtspecies conservation,
ecologist should increasingly rely on predictivedais to find information about species
distributions (Ferrier, 2002; Loiselle et al., 2p0®accessible georeferenced data is a

critical problem for ecological modelling. Theredorin the first step, it is necessary to
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identify where the species prefer to live and whal require to exist, i.e. their ecological
niche (Hutchinson, 1957).

Typically, for this mission, a list of present ptarthat represent where the species have
been observed and the locations where the specegesswely absent is required.
Additionally, information about the environmentahriables such as elevation, slope,
aspect, precipitation, temperature, soil paramgetergetation type, geology, etc, which
have been measured in the field or in laboratorgeisessary. The purpose is to assess
which areas have the requirements of the targeiegieniche and therefore could be part
of the species’ potential distribution (AndersorM&artinez-Meyer, 2004).

The distribution map demonstrates where the enmenal conditions are appropriate for
existence of the target species, and has greatrierme for conservation. By excluding
the areas where it has been recognized that tlogespe absent because of deforestation,
desertification or other habitat destruction, thapntould also be used to assess the
species’ real distribution (Guisan, and Zimmerm&augo0).

Generally, statistical models employ empirical detaassess the relationships between
current species distributions and environmentalbbées. Incorporating these models into
a geographic information system (GIS) could fazmiét the mapping of potential
distributions. All of the prediction models areheit strictly mathematical or based on
certain ecological theories (Elith et al., 2006akkam & Hijmans, 2006).

Some examples of the mapping methods are; geredalinear models (Guisan et
al.1998), regression trees (Moore et al., 1991rsiwve & Prasad, 1998), generalized
additive models (Yee and Mitchell 1991), multivéeiaadaptive regression splines
(Leathwick et al., 2005), GARP (Stockwell, 1999)axént (Phillips et al., 2006; Phillips

& Dudik, 2008), BIOCLIM (Busby, 1986).
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In the present study, the distributions of two $mgsh speciesi sieberi and A. aucheri)
have been modeled. These species have been sdbecimase both of them are endemic
of Iran’s rangelandsA. aucheri occurs only in mountainous areas, wiilesieberi occurs

in most parts of arid and semiarid rangelands af land recognized as the main plant
species of Iran’s rangelands. Furthoremore, botth@imentioned species are considered
not only for the animal feeding due to the highzgrg tolerance but also in nature
conservation and degraded land restoration planfinghermore, multiple uses of these
species especially as medicinal plant may alsabkentinto account (Moghaddam, 2006;
Moghimi, 2006; Mozaffarian, 2010).

The diversity in topography, climate, and soil he tstudy area can add more potential
capability for more satisfactorily and validly mapg the distribution patterns. To reach
this purpose, the maximum entropy (Maxent) modglliiBs et al., 2006) was used. Using
this model, the environmental factors and geoggbtpoint locality data were integrated

to assess the current distribution of two sagebspsicies.

1.11. Maximum entropy (Maxent) model

Maxent is an approach for modeling habitat distidouof species using only the existing
records of target species. Coordinates of occuerg@uints of species (where the species
have been observed) should be used as georefer@aceaf latitude and longitude
(Figure 1.3).

Environmental variables of the study area (e.gogoaphy, climatic, and soil parameters)
should be mapped as raster maps with latitude @mgitude coordinate (other kinds of
coordinate systems cannot be used in Maxent).

Through finding the probability distribution of maxum entropy, the model analyzes the

data and assesses the probability distributiohetdrget species.
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There is a restriction for target probability distition. Expected value of each
environmental variable in the estimated probabiiiyst be same as its empirical average.
Therefore, the target probability distribution abble reliable (Phillips et al., 2006).

The resulted continuous map with the probabilitjuga ranging between 0 and 1 shows
the suitability of each pixel for occurrence of tharget species based on the
environmental variables data (Phillips et al., 200@e higher the probability value, the
higher the suitability of adequate environmentahdibons for the species at the pixel.
(Phillips et al., 2006; Phillips & Dudik, 2008). #lso has been proved that Maxent can
analyze the low numbers of the recorded occurrelata powerfully (Elith et al. 2006;

Phillips et al. 2006; Hernandez et al. 2006).
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Figure 1.3. An illustration of a workflow for the &ent model.

Different applications of the Maxent approach ane@deling the distribution of the single
species (Buermann et al., 2008), species richreasdn & Rahbek 2011), endemism
Escalante et al. 2009), and the sensitivity of et environmental change (Thuiller et
al. 2005).

In this study, Maxent was selected due to the Wahg advantages (Phillips et al., 2006):

- It needs presence-only data rather than presssszice data.

- The model can analyze both of the continuous @atdgorize environmental variable

maps and combine interactions between differerdigi@s.
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- Outputs of the Maxent can show contribution afrepredictor in the model.

- Maxent is robust to size of samples as low as 10.
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Chapter 2. Study area

The diversity in environmental variables (e.g. w@phy, climate, vegetation, soil,
geology, etc.) was the main reason for choosingnfRoah rangelands as the study area.
Although, in each of the next chapters, the chargtics of the study area have been
explained very briefly, detailed information in shregard has been presented in this

chapter.

2.1. General location:

Poshtkouh rangelands are located in the south-@fegazd province, in the central Iran

with an area of 170000 ha. In the northern partshef area, Shirkouh highlands are
located and Kavir-e-Chahbeygi is in the southerrispa&he coordinate of this area is:
Latitude: 31° 027"to 31°3311"N.

Longitude: 53°4M6"to 54°13 19'E.

A number of roads connect several villages (e.ghd¢aieh, Nir, Banadkouk, Ernan,

Mortazieh, Sakhvid, Dehshir, Garizat) and farmlat@ieach other. Figure 2.1 shows the

general location of Poshtkouh ranglands.
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Figure 2.1. General location of the study area
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2.2. Topography

Topography (elevation, slope, and aspect) is arortapt factor which has a significant
effect on the climatic factors. It has an influermeespatial patterns of vegetation. Among
the topographic factors, elevation is the mostuetiitial on the ecosystem (Agren and
Anderson, 2011, Odum, 1983).

According to the Digital Elevation Model (DEM) arndpographic maps, the maximum
elevation of the study area is 3990m in ShirkouluMain and the minimum is 1400m in
Kavir-e-Chahbeygi. Therefore, the elevation vaoiatis 2590m. Figure 2.2 illustrates the

hillshade map of the study area.
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Figure 2.2. Hillshade map of the study area
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2.3. Climate

One of the important factors influencing the raagel soil and vegetation communities is
the climatic condition (Odum, 1988arbouret al., 1987; Abd El-Wahab et al., 2008). In
recent decades, climatic and other environmentetofs are used to describe the
vegetation distribution patterns in different sesli(Brezeziecki et al., 1993; Brovkin
et al., 1997; Thuiller et al, 2004; Varges et 802).

Based on the above introduction, to determine tmeatic condition in the study area,

climatic data of 9 stations were used. Some chawnatts of the climatic stations have
been summarized in Table 2The relationship between precipitation and tempeeat

with elevation were determined and the maps ofaficrparameters were created.

Table 2.1. Climatic stations in the study area

Mean annual | Mean annual
Station Name X Y Height precipitation | temperature
™ (mm) €0)
Abarkouh 53°28 31°13 1506 39 19.1
Dehshir 53°44 31°28 1900 100.2 16.3
NasrAbad | 53°52 31°47 2264 194.4 12.8
Taft 54°14 31°49 1680 131 18.2
Manshad 54°13 31°32 2250 323 13.3
Mehriz 54°48 31°57 1520 66.7 19
Nir 54°18 31°22 2470 268.9 11.1
Tezerjan 54°11 31°26 2120 288.8 13.1
Gariz 54°06 31°18 2420 121.1 15

2.3.1. Precipitation:
Usually the amount of precipitation increases witth increase of altitude to a specific

height named optimum elevation. The optimum elewvafor Iran is estimated 3500 m
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(Mahdavi, 2011). In this study, based on the climatation data (Table 2.1) and

regression analysis, the relationship between teannannual precipitation and elevation
was calculated as following:

Y = -0.0005X + 2.0155X - 1930.9 (2-1)

According to the mean annual precipitation maphef study area (Figure 2.3), average
annual precipitation varies from 298 mm in Shirkddbuntains to 43 mm in margin of

Kavir-e-Chahbeygi.
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Figure 2.3. Mean annual precipitation map

2.3.2. Temperature:
In present study, the relationship between temperatnd elevation was approximated by
the following equation:

Y = -0.0069X + 29.408 (2-2)
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Temperature varies in different parts of the redibigure 2.4). The southern parts have
the maximum temperature (average annual: 18.2°Gije whe northern parts have the
minimum temperature (average annual: 9.7 °C).

Climate type was determined based on the Domarethod. This method gives an
empirical relationship between the mean annual &saipre (T) and mean annual
precipitation (P) to calculate drought index (Dedow (Mahdavi, 2011):

| = P/(T+10) (2-3)

Table 2.2 summarizes climatic classification basethe Domartin method.

Table 2.2. Climate classification in Domarten metho

Climate type | Arid| Semi-arid Mediterranean  Semi-hdimi Humid | Very wet
Drought index| 0-10 10-20 20-24 24-28 28-35 35-55

Climate type for Nir station in the northern patsl Abarkouh station in the Southwest of
the study area were determined based on table The. climate of the North and
Southwest of the area are indicated as semi-arii2(16) and arid (I=1.34), respectively.
Figure 2.5 shows Amberotermic curve for Nir stattbat is located in the northern part
and Abarkouh station in the Southwest of the staidya. According to the figure, for the
Abarkouh station, the drought season happens betétee months April to November,
whereas for the Nir station, the drought seasdieigeen May to October. Hence, for the
whole study area a long drought season happengaBgsthe central part of Iran has a
Mediterranean precipitation regime, which means itinast of the annual rainfall occurs at
the end of autumn and during winter, there is ad&mount of precipitation in spring, and
summers are mostly dry. This means that there isenough precipitation during the

growing season of vegetation.
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Figure 2.5. Ambrotermic curves of Nir station (igand Abarkouh station (left)

2.4. Vegetation:

Generally, there are three plant communities ia #iea; the first community consists of
Artemisia aucheri, Astragalus, and other cushion species is in the northerngdarte area

on Shirkouh elevations and mountain-foots. Dueh® good humid conditions, some
natural limitations for animal grazing, and consaugly less utilization, some palatable

grasses such &somus, Festuca, and some annual forbs exist in this part.

28




The second community nam@dtemisia sieberi is located on the alluviums at the central
part of the study region. There are some Pterophgte Gypsophyte species such as
Salsola kerneri, Salsola tomentosa, Ephedra strobilacea and Zygophyllum eurypterm in
this part.Artemisia sieberi has a high adaptability to this community.

The last community which presents on the salinevel sediments of the margin of kavir
has been affected by high level of ground watenm&dalophyte species such as
Saidlitzia rosmarinus andTamarix ramosissima occur in this community.

Figure 2.6 illustrates the vegetation type map dable 2.3 lists the most important
vegetation species in each vegetation type. Acogrdo the figure and table, 13
vegetation types exist in the study area. Furtheemdable 2.4 summarizes some

vegetation types characteristics.
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Figure 2.6. Vegetation types map in the study area
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Table 2.3. List of the vegetation types and mogtartant species in Poshtkouh rangelands

Vegetation type Symbol Plant species
Artemisia aucheri,Astragalus ochrochlorus, Astragalus
Artemisia aucheri Ar.au calliphysa, Astragalus myriacanthus, Acanthophyllum spp.,
Bromus spp.,Stipa hohenackeriana, Acantholimon spp.
. ) ) Scariola orientalis, Astragalus albispinus, Launaea
Scariola orientalis- )
o Sc.or-As.al | acanthodes, Acanthophyllum spp., Sipa barbata, Noaea
Astragalus albispinus . . ) )
mucronata, Euphorbia heterandena, Echinops orientalis.
. ) ) Scariola orientalis, Artemisia sieberi, Sipa barbata,
Scariola orientalis- ) _ o
S _ Sc.or-Ar.s | Euphorbia heterandena, Astragalus albispinus, Launaea
Artemisia sieberi _ o
acanthodes, Noaea mucronata, Hertia angostifolia.
S ) ) Artemisia sieberi, Scariola orientalis, Euphorbia
Artemisia sieberi-Scariola ) o
entali Ar.si-Sc.or | heterandena, Launaea acanthodes, Astragalus albispinus,
orientalis
Stipa barbata, Acanthophyllum spp., Noaea mucronata
Artemisia sieberi, Launaea acanthodes, Scariola orientalis,
Artemisia sieberil Arsil Iris songarica, Salsola spp., Euphorbia heterandena,
Astragalus al bispinus, Noaea mucronata, Sipa barbata
o . ) Artemisia sieberi, Salsola kerneri, Salsola tomentosa,
Artemisia sieberi2 Ar.si2 o
Astragalus albispinus.
S ) Artemisia sieberi, Zygophyllum eurypterum, Ephedra
Artemisia sieberi- _ _ o
Ar.si-Zy.eu | strobilacea, Astragalus albispinus, Salsola spp., Dorema
Zygophyllum eurypterum )
ammoniacum
Artemisia sieberi- ArS-En.st Artemisia sieberi, Ephedra dstrobilacea, Zygophyllum
r.si-Ep.
Ephedra strobilacea P eurypterum, Salsola spp.
Ephedra strobilacea- Ephedra strobilacea, Zygophyllum eurypterum, Salsola
Ep.st-Zy.eu . .
Zygophyllum eurypterum spp., Dorema ammoniacum, Artemisia sieberi
Rheum ribes-Artemisia RATiA S Rheum ribes, Artemisia sieberi,Zygophyllum eurypterum,
[i-Ar.s
sieberi Scariola orientalis, Stipa barbata, Astragalus albispinus.
Cornulaca monacantha, Calligonum comosum, Stipagrostis
Cornulaca monacantha Co.mo )
plumose,Salsola spp., Ephedra strobilacea.
Seidlitzia rosmarinus Sero Seidlitzia rosmarinus, Salsola spp., Haloxylon aphyllum.
Tamarix ramosissima Tara Tamarix ramosissima Phragmites communis.
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Table 2.4. Some characteristics of the vegetatipag

Cover
Vegetation ) Annual
Percentage Slope%| Altitude (m) S
type Precipitation (mm)
%

Ar.au 25.5 20-30 >2500 >290
Sc.or-Asal 26.5 8-12 2300-2400 200-240
Sc.or-Ar.s 20 5-8 2200-2300 180-200
Ar.si-Sc.or 121 5-8 2000-2100 130-160

Arsl 16 5-8 2100-2200 160-180

Ar.si2 10.5 5-8 1900-2100 120-150
Ar.S-Zy.eu 8.2 5-8 1600-2100 100-150
Ar.si-Ep.st 6.5 5-10 1700-2000 75-120
Ep.st-Zy.eu 10.2 5-8 2050-2100 150-160
Rh.ri-Ar.s 125 8-12 2100-2300 160-220

Co.mo 9 5-8 1500-1700 50-75

Sero 10.2 2-5 1400-1500 45-50

Tara 5 0-2 1400 45

In this study, due to the coarse spatial resolubbrNOAA AVHRR satellite images

which were used for the vegetation cover percentagaping and determining the NDVI-
precipitation relations (see next chapters), thgetation types with the similar plant
species were merged and the number of types waseddo four types including; alpine
plants, sagebrush, gypsophyte, and halophyte. dterefor modeling habitat distribution

of Artemisia aucheri andArtemisia sieberi (chapter six) this map was used.
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Artem'siucheri Scariola oriental iArtia Artsi a sieberi-Scariol a
sieberi ______ orientalis

Artemisia sieberil Artemisia sieberi2 Rheum ribes-Artemisia
sieberi

Epheda strobilacea-
Zygophyllum eurypterum

Artemisia sieberi-Ephedra
strobilacea

Artemisia sieberi-Zygophyllum
eurypterum
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Seidlitzia rosmarinus Cornulaca monacantha Tamarix ramosissima
Figure 2.7. Some pictures from different vegetatigres

2-5- Geology and geomorphology
Poshtkouh area is located in the borders of thetr@lefran and Uromia-Dokhtar
geological structural zones. In terms of morpholdgg area can be divided to north

highlands, southern hills, more or less singletttadbmes, and plains.
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The northern highlands are the highest part ofdtea and often consist of intrusive
Shirkouh granites, cretaceous limestones, anddirdtsecond geological period rocks. In
these areas cretaceous limestone are depositedhevbuge Shirkouh granitic mass and
created high cliffs whereas granitic Shirkouh rockased more flat elevations.

The majority of the southern mountains comprisgemflogical third-period volcanic rocks
whereas south eastern elevations mainly consigteofogical third-period clastic rocks
which are the result of the erosion of older mawdicanic rocks.

Distributed dacitic domes are the most beautif@nscof the area among which Ernan
mountain with elevation of 2892 m is the highedtalitorsh, Bonakouh, and Hajizamani
are among the other crests. In terms of the ajesetdomes are related to Pliocene from
the late third-geological period. These domes dtk two different geomorphology; one
with an uneven surface and the other with hill bigh grounds-like surface.

The plains are mostly sandy-clayey and includevaludeposits. These plains were
formed from alluvial runoffs, strong-winds eluviabnd clastic or disintegrated materials
solution and deposition of them at the lower elewvest causing desertification and
saliniation.

The vast northern plain expanded around Shirkouluritn includes Shirkouh granite
disintegrated alluvials. The alluvial particles &reed from elevations and hillsides toward
the lower plain and finally end to silt and claydeserts (Ernan and Chahbeyqgi).

The geological map of the study area was prepasad WNir and Dehshir sheets with the
scale of 1:50000 (Figure 2.8). In the study areaten geological units were
distinguished those area and characteristics heee summarized in table 2.5. According
to the table the biggest area consist of the didvial sediments (58.6%), and 14.7% of

area Sandstone and Conglomerate.
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Table 2.5. Geological units in Poshtkouh rangelands

ons

Number | Unit | Area (%) Geological description
1 gsh 4.7 Shirkouh granite
2 Qtl 1.8 Young alluvial terraces
3 Qt2 58.6 Old alluvial terraces
4 Qsf 1.2 Salt crust
5 Qtr 0.2 Travertine
6 td 0.50 Dacite-andesite
7 Pec 0.4 Kerman conglomerate
8 Mur 14.7 Red to Brown Sandstone
9 PLC 5.7 Non Consolidated Conglomerate
10 Cm 5.4 Color mélange
Horizon of Red marl, Non Consolidated
11 OMr 3.8 Conglomerate and Red Sandstone that are
Consolidated in some parts by bicarbonate soluti
12 Elm 2.6 Gypsum Ferrous Marl
13 KTL 0.2 Marl and limestone
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Figure 2.8. Geology map of the study area
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Other geological units such as chalky marns, cldiyegstones, salt crust, young alluvial,
and Shirkouh granite. There is special vegetatmrec over each of the aforementioned

geological units.

2-6- Soil and landscape

The area of study has five dominant physiographitsumountain, alluvial fans, plateau,

piedmont plain, and low land. As mentioned befdle geology of the mountain is

granite, reddish limestone, conglomerate and mdhlivial fans, plateau and piedmont

plain are developed on alluvial deposits of QuaternLow land has a salty clay flat

foundation.

As stated before, the environmental variables sashelevation, precipitation and

temperature have a high variability in the studgaarcausing a high spatial variability of
soil classes and properties in the region. Accgrdomthe Soil Taxonomy (Soil Survey

Staff, 2010), the soil moisture regimes of the asaaridic and aquic, and temperature
regime of the area is thermic. The taxonomic clesgion (Soil Survey Staff, 2010) of the

major soils found in the study area respectivebntdied Entisols and Aridisols as the

smallest and largest in relative abundance. Emstisne located in the mountain

physiographic unit of the study area. Typic Torthents are the dominant soil in this unit.
Aridisols contain several soils which are Typic @gypsids, Typic Haplocalcids and

Typic Aquisalids. Typic Calcigypsids and Typic Hagdlcids are the dominant soils

which have developed in plateaux and piedmont plaits whereas Typic Aquisalids are

located in the lower part of the region, called lamd or playa. Alluvial fans have a

complex soil that include Typic Torriorthents angpic Calcigypsids. As expects the soils

which have formed in the upper part of the regiameha high content of gravel and sand
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whereas the soils which have developed in the Iqveet of the study area have a high

content of clay and salt.

Table 2.6. summarizes some soil characteristiesaah of the vegetation types.

Table 2.6. Soil characteristics in different vegjetatypes

Vegetation Soil Gravel EC Soil available| Limestone| Organic
type Texture (%) (ds/m) moisture (%) (%) matter PH Gypse (%)
Ar.au Sandy-Lom 27 0.2 3.5 <0.5 0.1 7.8 -
Sc.or-Asal | Sandy-Lom 12.3 0.17 3.82 14.2 0.85 716 -
Sc.or-Ar.si | Lomy-Sand 10 0.31 2.5 13.8 0.42 7.7 -
Ar.s-S.or | Lomy-Sand 10.5 0.41 2.7 15 0.8 7.8 -
Arsil Lomy-Sand 15.3 0.42 3.7 2.3 0.5 78 -
Ar.si2 Lomy-Sand 11 0.55 3.8 15.2 0.3 7.7 -
Ar.si-Zy.eu | Lomy-Sand 17 0.6 5.7 10.2 0.3 7.9 0.05
Ar.si-Ep.st | Lomy-Sand 12.2 0.9 5.7 9.6 0.2 7.6 0.9
Ep.st-Zy.eu | Lomy-Sand| 12 Surface 1.2 6.2 8.1 0.1 7.5 Surface 1.4
Depth 2.4 Depth 39.4
Rh.ri-Ar.s | Sandy-Lom 19 0.5 3.7 12.7 0.4 7.45 0.2
Co.mo Sandy-Lom 21 1.1 1.8 19.1 0.06 7.96 0.4
Sero Sandy-Lom 18.2 4.8 4.2 39.1 0.2 8.2 4.9
Tara Clay - 51.8 12 15.7 0.35 7.9 6.6
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Chapter 3. Comparison of different geostatistical rathods for soil mapping using
remote sensing and environmental variables in randands of Poshtkouh area,

central Iran

Abstract

The aims of this study were; 1) to map the difféerenil parameters using three
geostatistical approaches including; ordinary kag{OK), cokriging (CK), and regression
kriging (RK), 2) to compare the accuracy of mapsated by mentioned methods, and 3)
to evaluate the efficiency of using ancillary datach as satellite images, elevation,
precipitation, and slope to improve the accuracyestimations. In the rangelands of
Poushtkouh area, central Iran, totally 112 soil [das were collected. The maps of
different soil parameters were created using thentimeed methods. To assess the
accuracy of these maps, cross-validation analysse wonducted. The cross-validation
results were assessed by the root mean squargBRMS8E) and normal QQ-plot together
with sum and average error to suggest the besha&sbn approach for mapping each soil
parameter. The results have shown that, in mosteotases, taking the ancillary data into
account in estimations has increased the accurbtlyeocreated maps. Except for Clay
that the OK method was suggested as the best ¢stinmaethod, the RK and CK were the
best recommended estimation methods for the resteoparameters. The results suggest

the application of the framework of this study $amilar areas.

Keywords

Ordinary kriging, cokriging, regression kriging,jlsmarameters, ancillary data.
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3.1. Introduction

The quality, quantity and type of vegetation irdaangelands are usually affected by soil
properties. Since soil mapping is a critical staplandscape ecology, and rangelands
rehabilitation, there is an increasing need to mesaand map soil properties in natural
ecosystems (Kavianpour et al., 2012; Burke, 200gn@ton and Avado, 1996; Zhang and
Mc Grath, 2004; Etema and Wardle, 2002).

Geostatistics and remote sensing are among the wduth have been successfully used
for soil mapping at large scales (Webster, 199deiy et al., 2010; McBratney et al.,
2003). Geostatistical approaches in which envirantalevariables and remote sensing
data correlations are taken into account have beananeasingly popular. This is because
of employing secondary information that is ofteraitable at finer spatial resolution than
that of the sampled target variable. Such techsigqgenerally generate more accurate
results than those of the univariate methods (f@nele ordinary kriging) when the
correlation between primary and secondary varialdesignificant (Goovaerts, 1997;
McBratney et al., 2000; Odeh et al., 1994; Triahgakt al., 2001). The application of
hybrid methods for soil mapping has representedsidenable success in several
documented studies (Odeh et al., 1995; Bishop acBrMney, 2001; Hengl et al., 2004,
Sullivan et al., 2005).

Several ancillary data can be used for digital sodpping. Digital elevation model
(DEM), slope, precipitation, remotely sensed imagesl measured soil properties are
potential ancillary data for such applications (Adduk et al., 2004; Bishop and
McBratney, 2002; Hengl et al., 2004; McBratney let 2003). It should be evaluated that
which ancillary data increase the estimation aagud a primary variable at unsampled

locations in each study area (Hengl et al., 2004).
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Examples of geostatistical hybrid methods that astdor environmental correlation are
cokriging and regression kriging (Goovaerts, 199deh et al., 1994; Tajgardan et al.,
2010). The difference among these methods is inadsmptions of the way that the
primary and ancillary data are related and howetstemation of primary data is inferred
from the secondary data (Goovaerts, 1997; McBragtel., 2003). Various studies have
proven the existence of spatial correlation inedght soil parameters (Kavianpour et al.,
2012; Odeh et al., 1994, Eldeiry et al., 2010; lgdtal., 2005; Simbahan et al., 2006).
The main purposes of this research were; 1) maptiffeyent soil parameters using three
geostatistical approaches (OK, CK, and RK), 2) eatahg the benefit of using ancillary
data such as satellite images, elevation, pretipitaand slope in improving the accuracy
of estimation maps, and 3) comparing the accura¢lyeomaps created by the mentioned

approaches.

3.2. Materials and Methods

3.2.1. Study area

This research was conducted in Poshtkouh rangeléoclted at southern slopes of the
Shirkouh mountains of the Yazd province in centrah (31°33 1" N, 53°4006" E -
31°0427" N, 54°1819" E). Figure 3.1 displays the general location ef$tudy area. The
area is characterized by very diverse terrain ¢oomd. The maximum elevation of the
region is 3990 m and the minimum elevation is 1400 Thus, average annual
precipitation is about 300 mm in Shirkouh Mountainthe northern part of the study
region whereas in margin of Kavir_e_Abarkouh (ie #outhern part of the region) it
decreases to 45 mm. Similarly, average annual teahpe shows large differences in the
study region ranging from 17.1 in the southern par10.8°C in the northern part, with

absolute minimum and maximum temperatures of 0d22&4°C.
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Figure 3.1. General location of the study area

3.2.2. Soil classification and landscape

This area has five dominant physiographic units:untain, alluvial fans, plateaux,
piedmont plain and low land. The geology of the ntain is granite, reddish limestone,
conglomerate and marl. Alluvial fans, plateaux gmedmont plain are developed on
alluvial deposits of Quaternary. Low land has &ysahy flat foundation.

As mentioned before (2-1- study area) the envirartalevariables such as elevation,
precipitation and temperature have a high varigbih the study area, causing a high
spatial variability of soil classes and propertiasthe region. According to the Soll
Taxonomy (27), the soil moisture regimes of theaanee aridic and aquic, and temperature
regime of the area is thermic. The taxonomic clasgion (27) of the major soils found in
the study area respectively identified Entisols anidisols as the smallest and largest in
relative abundance. Entisols are located in thentam physiographic unit of the study
area. Typic Torriorthents are the dominant sothis unit. Aridisols contain several soils
which are Typic Calcigypsids, Typic Haplocalcids damMypic Aquisalids. Typic

Calcigypsids and Typic Haplocalcids are the domirsoils which have developed in
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plateaux and piedmont plain units whereas Typicigalids are located in the lower part
of the region, called low land or playa. Alluvians have a complex soil that include
Typic Torriorthents and Typic Calcigypsids. As estsethe soils which have formed in
the upper part of the region have a high contegravel and sand whereas the soils which

have developed in the lower part of the study asaee a high content of clay and salt.

3.2.3. Soil data collection and examination

In order to take samples from homogeneous unifssdiyetric, aspect, slope and geologic
maps were overlaid. Then 3-5 parallel transects BQ0-500 m length were located in
each unit. Totally 112 soil samples were colleatedepth 0-30 cm (Figure 3.2). In the
next step, all of the required soil parameters sashavailable moisture (AM), Clay,

electrical conductivity (EC), Gravel, gypsum (GypSpand, and Lime were measured in

soil laboratory.
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Figure 3.2. Location of sample points in the stadsa

3.2.4. Ancillary data
In this study, satellite images (Landsat ETM+) amine environmental variables (e.g.

elevation, slope, and precipitation together witii parameters) were used as ancillary
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data. ETM+ images contained three visible bandse(lreen, and red), one near infrared
band, two shortwave infrared bands (MIR-1 and MR&thermal infrared band, and a
panchromatic band. Using the digital topographipsydghe images were geo-referenced.
Then, digital number (DN) values converted to m@f@ce. In the next step, the
normalized difference vegetation index (NDVI) wealcolated based on red and near
infrared bands. The NDVI added as an additionabtldarthe bands set. All of the remote
sensing analyses were done in ENVI 4.8. The Diditalvation Model (DEM) and slope
map of the study area were created by the meadigjitdl topographic maps with scale of
1:10000 in Arc GIS 10. Based on climatic data & #tudy area, precipitation map was
created using the cokriging method in combinatiothwwhe DEM as the secondary

variable.

3.2.5. Descriptive statistics

The descriptive statistical evaluation is an imaottstep prior to any geostatistical
analysis. One of the essential univariate stasigicvariance which is usually applied in
estimating the semivariogram sills. It is espegiaiportant in recognizing the existence
of any considerable trend in each variable when démivariogram is consistently
exceeding the predicted sill.

Bivariate statistical analysis, as the next stepusual to distinguish the integration
capability of secondary data in estimation probleAmmong bivariate analyses, regression
and correlation analyses have become popular tatifpahe relationship between soil
parameters and other environmental variables. Rsigme technique is a useful means to
select the variables correlated with soil paranset€he SPSS statistical software can be
used for this purpose. In the stepwise regressien dest combination of ancillary

variables which give the highest R2 and acceptsigldficance level would be selected.
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In order to use ancillary variables for soil paréen® mapping, the following process was
done:

- Using the geographic information system, dataosetach soil parameter was combined
with the ancillary variables of the field sampl@$en, the pixel values of the related
points were extracted.

- To prepare data for statistical analysis, a matias constructed. In this matrix, the X-
and Y-coordinates were recorded in the first twhuems. The measured soil parameter
values were placed in the next columns, and therdifit ancillary data of pixel values
were put in the rest of columns. The rows of thdrimaepresent the number of sample
points. This is in accordance with the method wsedlby Eldeiry and Garcia (2010).

- Pearson correlation coefficient was used to iflethe correlation coefficient between
the measured soil parameters and ancillary dathl€Ta.4) that should be used in
cokriging.

- To select suitable parameters and model for ptedi and mapping of the soil
parameters, the simple and the stepwise regresseye applied. Finally, regression
models that had the highest correlation with theasneed soil parameters data were
selected to be used in the regression kriging.

SPSS and Excel software were used for the mentista¢idtical analysis.

3.2.6. Geostatistical Analyses
Geostatistical analyses have been conducted ire tetages of variography, model
evaluation, and estimations. A more comprehensxmaaation about each step comes

below.
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3.2.6.1. Variography

Semivariogram is one of the most essential toolgemstatistical analyses to quantify and
model the spatial variability degree of data. Thesadels can later be used to make
estimations using kriging, cokriging, and etc.

The experimental semivariograny’'(h | fpr a regionalized variable & can be defined

as following:

N . () B 2
y(h)—m;[Z(xa) Z(x, +h)] 3.1)

where N (h) is the number pairs of data locati@masated by the vector h (Isaaks 1989).
To deduce the semivariogram values in all pointsalhdirections and to smooth out the
effects of fluctuations and ensure the positivenikeiness property of semivariograms,
analytical models should be fitted to the experitakfor sample) semivariograms.

This analysis of semivariogram behavior and fittiagalytical model is termed
variography (Goovaerts 1997; Deutsch 2002).

Stationarity is one of the most essential presusngtin geostatistical analyses. It implies
that the statistics (such as mean, variance, amhs@ independent of the location of its
calculation. Accordingly, the first- and second@rehoment rules should remain
invariant.

In the cease of non-stationarity, in which theevaht statistical moments show a
dependence on the location, a characteristic deectibnd exists in data-set.

One of the most practical tools to indicate theskxice of a trend in a data-set is its
semivariogram. The sample semivariogram and itsrétieal sill should be plotted and

the general behavior of the semivariogram plottiredato the theoretical sill should be

evaluated. If the sample variogram increasinglyeexis the expected siIIUf), the

existence of a trend can be inferred.
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In this study, using semivariogram analyses, spa#éigability structure of each attribute
was determined and proper semivariogram models @ogerical, Gaussian, exponential)
were fitted (Table 3.2).

The mentioned analyses were conducted using AréGJl&and GS+ 5.1.1 software.

3.2.6.2. Model evaluation or accuracy assessment:

To ensure that the variogram models being appli¢ddarestimation stages are reliable and
appropriate, the variogram models have to be MVa@ddirst. The validation of the
variogram models was done using the cross-validagohnique.

Cross-validation is a “leave-one-out” techniquewhich each sample (with the known
variable) is omitted once and its value is estimhaising the rest of the samples with
different semivariogram models and parameters (Gexs 1997).

In order to evaluate the cross validation resittshe first step, scatter plots of measured
vs. estimated were evaluated. Then, root mean s@uere (RMSE), sum errors, average
errors, and QQ-plots of cross-validations were fimmeously applied to decide about the
best estimation method.

Each of the above mentioned criteria reflects a efdestimation accuracy. For example,
RMSE can describe the distance between measure@stindated values. Furthermore,
sum errors, average errors, and QQ-plots reprabennormality of estimation errors
distribution.

3.2.6.3. Estimation methods

The kriging method is applied to estimate the vahtasnsampled locations by a weighted
linear combination of nearby samples. The krigingiagipns, guarantee the two main
characteristics of unbiasedness and minimum errestimations. To achieve the

mentioned weights for this estimation, semivariognaodels are required (Miller et al.
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2007). Based on the variation of mean value, tiging methods can be classified into
several techniques such as ordinary kriging, sirkp@gng, and universal kriging.
Cokriging is an extension of kriging method in whithe correlation between a primary
and secondary data is taken into account. The apiolic of this method can enhance the
guality of estimations.

In this study, three estimation approaches inclyid, CK, and RK were applied.

3.2.6.3.1. Ordinary Kriging (OK)
In OK the mean value of regionalized variable is\stdered constant and unknown
thought the study area. The application of OK @per when the stationarity condition is

nearly fulfilled.

3.2.6.3.2. Cokriging (CK)

CK makes the estimations based on probable camelaetween the variable of interest
and other measured variables such as remote seasthglevation data (Odeh et al.,
1995). CK is among the useful techniques which lbarused in estimation when both
primary and secondary variable exist and has beed widely in soil science (Vauclin et
al., 1983; Trangmar et al. 1987; Yates and Warria&7).

In present research, the variables which repregethte highest significant correlation
coefficient with the variable of interest which geated the most accurate CK maps were
selected as ancillary variable for the applicato€K method. The RMSE was employed

as the criteria to evaluate which CK map was thstraocurate.
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3.2.6.3.2. Regression Kriging

Regression kriging (RK) is an estimation method thakes use of the combination of a
regression predictor (of a primary variable, usamgillary variables) with kriging of the
regression residuals. The advantage of RK methagkiisg ancillary variables such as
elevation and remote sensing data to improve tloeiracy of estimation for primary
variable. This method is equivalent to universagikig and kriging with external drift,
where ancillary predictors are used to estimatertban of the primary variable in kriging
equations (Hengel et al., 2004; Pebesma, 2006sd$ the ancillary data to characterize
the spatial trend of the primary variable in a esgion step before carrying out the simple
kriging on the residuals and adding back the trealde to the estimation of residuals
(Goovaerts, 1997).

In this research, in order to perform RK, the regr@n analysis was performed to estimate
the trend of primary variables and residuals. Tremple kriging on the residuals was
carried out. The final estimate of every soil vaealvas achieved by adding the
approximated trend to the estimate of the residuakulated by simple kriging
(Goovaerts, 1997; Vanderlinden, 2001).

The estimation parameters such as cell size and ewofimeighboring data were the same

for all of the methods (OK, CK, and RK) appliedtims study.

3.2.6.4. Soil texture map

In rangeland management and landscape ecologyditian to the aforementioned soill

maps, soil texture map is also beneficial for ddfe applications such as to investigate
the relation between soil and vegetation as weleasbilitation of the area. In this step,

the created maps of Clay and Sand were integrat&$ environment to create the soll
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texture map. To do so, a script in ILWIS softwaresweeated and employed. The resulted

map represents homogeneous soil texture units.

3.3. Results and discussion
Prior to any geostatistical analysis, it is of Vilportance to evaluate some general
statistical characteristics of data, such as dastailsltion and variance. In addition, some

characteristics of important measures such as seimgram sills can be approximated by

the variance of related dat& %). Table 3.1 represents some descriptive statisficil
parameters. Based on the table, EC and Gyps dematndtie highest and lowest
variances, respectively. It is expected that actbesstudy area these parameters would

also represent the highest and lowest variatiapatively.

Table 3.1. Descriptive statistics of soil paraneter

sthzgiiE;iv Soil parameter  AM Clay EC Gravel | Gyps | Sand | Lime
Min 0.20 6.2 0.1 0 0 26.40 | 0.42
Max 15.12 30.5 | 136.32 | 28.65 4.19 88.80 | 46.35
Mean 3.38 13.57 | 11.64 11.67 570 71.67 | 14.36
Std. Deviation 2.84 6.02 26.87 5.9 1.16 14.34 | 10.72
Variance 8.07 36.27 | 722.28 | 34.88 1.35 | 205.91| 115.06

According to the discussion in the material andhods, the stationarity condition of data
has been evaluated by examining the general behakithhe semivariograms relative to
their theoretical sills. This evaluation does ndtext the existence of any considerable

trend in the soil parameters (Figure 3.3).
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The spatial dependence of each soil attribute wasehad using analysis of semivariance.
Parameters of semivariogram analysis for varioulsasmibutes have been represented in
Table 3.2.

In this stage, the quality of each semivariogramdehovas assessed and the model
semivariogram parameters improved by cross-vabdatethod and RMSE criterion for
different estimation methods (OK, CK, and RK). Tleenssariogram interpretations have

also been considered during this variography stagkle 3.5 and Figure 3.5 illustrate the

cross-validation results.

Table 3.2. Parameters of semivariogram analysisdibparameters

Soil Semivariogram| Nugget effect Sill Struct-ured. par Effective
to sill ratio
parameter model (Co) (Cot+C) (CIICs+C) Range
AM Spherical 0.01 7.22 0.99 19770
Clay Spherical 0.1 35.1 0.99 2142(
EC Exponential 1 587.50 0.99 2040(
Gravel Spherical 0.01 31.26 1 18090
Gyps Spherical 0.001 1.18 0.99 25950
Sand Spherical 105 620 0.83 94600
Lime Spherical 21.30 243.50 0.91 97920

Co: Nugget effect C: Structured part of teengrariogram (=sill- §)

Figure 3.3 shows experimental semivariograms ofheaoil parameter and their
corresponding models. Each variogram shows andiates the spatial structure of data.
One of the most essential considerations in semgam modeling is bearing in mind
the semivariogram interpretation and the expertisWkedge and experience about the
study area. Usually, there could be a big unagitan semivariogram modeling since the
data from soil samples can rarely reflect the egss$oil condition sufficiently. Hence, the
linkage between the soil characteristics and thaivsgiogram behavior should be

understood very well before and during the sembgaem modeling by considering the
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parameters such as nugget effect, range, and mpgotConversely, the semivariograms

and their models can be employed to understanddhavior of the data structure.
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Figure 3.3. Semivariogram of different soil parasnst
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It is clear in the semivariograms (Figure 3.3) thHtof the parameters have spherical
model except EC that has exponential model. The rexiaal model usually represents
the quick variation in data. The field observatiamshis study and previous reports (e.g.
Zare Chahouki, 2006) from this area confirm thisataility behavior of the EC.

The ratio of structured part of the semivariogransitb(C/ [CO+C]) was considered as a
criterion to evaluate the strength of the spatalability structure of each semivariogram.
Hence, the bigger this ratio, the stronger theigpattocorrelation of the variable would
be. According to the Table 3.2, most of the paransehave a similar structured to sill
ratio. Based on this ratio Gravel has represenligiitly a stronger spatial variability
structure compared to the others.

Semivariograms of Sand and Lime have demonstragdhighest effective range among
the all soil parameters, showing the higher degfemntinuity for these variables. Gravel
semivariogram has the shortest effective rangeesgmting that the change of this
parameter in very short-distance is higher thaersth

Among the investigated variables, the semivariograndels of Sand and Lime have
represented the highest nugget effect. This mighhteepreted to the existence of rather
high spatial variations of Sand and Lime in veryprsfdistances (lower than average
sample spacing) compared to those of the others.

Table 3.3 summarizes the best regression equatietwgeeén soil target parameters and
ancillary data. As it can be seen from this tablest of the models have high R2 values,

demonstrating good prediction power of the regoessiodel for related soil properties.
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Table 3.3. Best regression equations between amnpeters and ancillary data

Regression equation R?
AM = -7.58*Band-0.12*Band,+0.22*Clay+1.14*Gyps+8.32 0.86
Clay = 15.8*Bang-0.43*Gravel+1.17*AW+9.91 0.67
EC = 229.73*Bang283.82*Bang-0.015*Elevation+3.26*AW+37.35 0.83
Gravel = -0.79*Clay+22.46 0.78
Gyps = -6.98*Band0.23*Bandg;-0.002*Elevation+0.27*AW+12.77 0.84
Sand = -0.006*Elevation-0.23*EC-1.49*Clay+106.74 0.81

Lime = -0.22*EC1-0.02*Elevation+64.88 0.59

Referring to the table, EC, Gyps, and Lime have tegaelationship with elevation. This
could be due to the fact that leaching causes #ies snove from highlands and
mountainous areas to the lowlands. Consequentylotier the elevation, the higher the
concentration of salts. This feature has also befected in the corresponding estimation
maps (Figure 3.4).

The results of Pearson correlation coefficient wased to select proper secondary
variables in CK analysis so that the selected bbeta(as secondary) had the highest
significant correlation coefficient with the targefariable. Among the mentioned
secondary variables, the ones which produced then@gs with the lowest RMSE were
suggested to be used in estimation of the targ&hlas using CK. Table 3.4 summarizes
the selected variables for CK based on the merdianethod and the corresponding

correlation coefficient with each target variable.

Table 3.4. Pearson correlations between targesacahdary variables used in CK

Target variable AM Clay EC Grave Gyps Sand Lime
Secondary variable Band( AM AM Band2 Bandl Clay chpitation
Correlation coefficient| 0.55*| 0.82*  0.69** 0.62*| .@7* | 0.87* 0.69**
* Statistically significant at p > 0.05 Btatistically significant at p > 0.01
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As the table shows, ancillary data are significandrrelated to the target variables. These

significant correlations can suggest the ancilldaya which could be cooperated in CK

estimation to improve the prediction accuracy.

Table 3.5. Error measure for the compared prediatiethods

Soil parameter
Error measure | Estimati AM Clay EC Gravel| Gyps| Sand Lime
method
OK 0.89 238| 1140 1.96 034 1273 7.59
RMSE CK 0.74 1.85| 11.47 1.8 0.33 9.32 7.22
RK 0.92 1.72| 1429 1.12| 0.38 5.90 | 6.32
OK 1.20 3.18| 2059 -4.22/ 011 -1066 1.15
Sum error CK 070 | 455| 21.92 -274| 025 653 -2.47
RK -1.25 -6.54| 5.33 3.20 1.77% -4.64 1.17
OK 0.01 0.02| 0.18| -0.03] 0.000 0.16 0.01
CK 0.006 0.04 0.19| -0.02 0.002 0.10 -0.03
Average error RK 001 | -0.05| 004] 002] 001 -0047 o041
RK 6.32 5.90 0.38 1.12 14.29 1.72 0.92

Table 3.5 demonstrates the root mean square erfdSE}, along with the sum and

average error for the compared prediction methodemwestimating the soil parameters.

As the table shows, the mentioned criteria foredéht soil parameters are different in

different prediction approaches.

Table 3.6. The suggested method for mapping eathasameter based on different criteria.

Suggested Soil parameter AM | Clay | EC | Gravel| Gyps| Sand Lime
method based on
only sum/average error CK | OK | RK CK OK | RK | RK
only RMSE CK RK OK RK CK RK RK
sum/average error, RMSE, & QQ-plot CK | OK | RK RK CK | RK | RK
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As mentioned in the material and methods, RMSE a@dp@ts (Figure 3.6), together
with the sum and average errors were consideratiggest the best estimation methods
(Table 3.5 and Table 3.6). About AM, Sand, and Lialé the aforementioned criteria
suggest the same method as the best estimationambpror Clay and EC, because the
QQ-plots as well as the sum and average errorgsepted more acceptable values, in
spite of their lower RMSE, OK and RK were suggesiedhe best estimation methods,
respectively. Even though, RMSE values for estimdtiege two soil parameters were not
notably different. For suggesting the best estiomatnethod for Gyps, QQ-plot was the
determining factor (Figure 3.6). This is becausesilm® error for estimating the Gyps by
the RK was rather larger than those of the OK aKdh@&thods, while the sum error and
RMSE values were not dramatically different. Abouti@l, the difference in RMSE for
the RK with those of the OK and CK approaches vedker considerable, whereas the
QQ-plots (Figure 3.6) along with the sum and averagors of them do not represent
remarkable differences.

Figure 3.4 illustrates the best estimation soililaite maps selected from different
estimation methods (OK, CK, and RK). This selectieas based on the aforementioned
criteria (Table 3.6).

Table 3.7 summarizes the abbreviations of soil textouap legend. According to the maps
the highest values of AM, Clay, EC, and Gypsum atated to the south-west of study
area. This part of the area is located in lowlandh Wwest elevation, highest level of
ground water, and high concentration of salts (Znahouki, 2006). Other studies also
suggested similar results (e.g. Esfandiarpoor et28l10; Bagheri Bodaghabadi et al.,
2011). Hydrologic processes can be suggested asfaime main factors that can affect

the soil properties in the study area. These presasan directly influence the weathering,
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decalcification, and clay illuviation. Consequengypil properties would represent notable

variations from the mountainous areas to the loddan

Table 3.7. Legend of the soil texture map

m

Abbreviation Description
SL Sandy Loam
SL-L-SCL | Sandy Loam-Loam-Sandy Clay Loa|
SCL Sandy Clay Loam
LS-SL Loamy sand-Sandy Loam
LS Loamy Sand
L-SCL-CL Loam-Sandy Clay Loam-Clay Loan
L-SCL Loam-Sandy Clay Loam
L Loam
L-CL Loam-Clay Loam
SCL-CL Sandy Clay Loam-Clay Loam
CL Clay Loam

Figure 3.5 shows the scatter plot of estimatedugernseasured soil parameters data using

OK, CK, and RK Models. Generally, scatter plot i®al for quality control and accuracy

assessment of predictions. It is also useful whenetare large numbers of sample points

and can provide information about the strengthticdahip between two variables. Based

on the Figure 3.5 all the scatter plots confirm theults of RMSE (Table 3.5). The

strongest relationship between measured and estinfet AW, Clay, EC, Gravel, Gyps,

Sand, and Lime are observed in CK, RK, OK, RK, BK, and RK models, respectively.
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solid line shows the ideal standard normal distrdsuline.
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3.4. Summary and conclusions

Creating soil maps with the high accuracies is itdl vmportance in landscape ecology
and rangeland management. In this study, soil @laiasome ancillary variables including
ETM+ images, elevation, slope, and precipitation astRkouh rangelands were collected.
The estimation maps of relevant soil parameters weyated and compared to each other
using different geostatistical methods as the ret&p. Based on the cross-validation
analyses, the results suggest that the applicafiehe ancillary data (ETM+ images and
environmental variables) have increased the esbmatcuracy in most cases.

The better efficiency of RK over OK and CK for estiting most of the soil attributes
might be due to the better capturing of the vaoiatiof the residuals of these parameters
in the RK framework.

Although with very low differences, for estimatitige EC, OK has represented the lowest
estimation RMSE compared to those of the CK and IRt{vever, according to the Table
3.6, considering the QQ-plots along with the surd amerage errors besides the RMSE
criterion, RK could be suggested as the best esbmapproach for EC. This implies the
positive role of remote sensing and environmentiables as ancillary variables in
improving the estimations.

In the majority of parameters, taking the secondeayables into account has increased
the estimation accuracy. Therefore, it is revealeat to improve predictions of soil
attributes, it would be very beneficial to use theap and easily available ancillary data
such as satellite images and elevation data. T@aehhe best mapping performance, the
secondary variables such as environmental variavdsatellite images should be present
for the whole study area. Several studies haveesigd the use of satellite images and
environmental variables in the framework of CK dRH to improve the accuracy of

estimations (e.g. Goovaerts, 1999; Bishop and Mrigsg 2001; Eldeiry and Garcia,
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2008; McKenzie & Ryan, 1999; Triantafilis et al.,((). The success of this idea depends
on the strength of relationships between soil &edancillary data.

Characterization of soil parameters such as texaualable moisture, and salinity, etc., is
a vital step in rangeland rehabilitation, manageameand ecological modelling, these
methods are considerably useful. In the mentionguiGations, a detailed map of soill
properties can be more efficient than traditior@l maps. These continuous soil maps
will also benefit rangeland scientists to describe distribution of soil patterns. The
created soil attribute maps could be used as iimpubhe ecological models such as species
distribution models.

Finally, it can be concluded that the geostatistggproaches can successfully model the
spatial variability of different soil properties rangelands. This is specifically because the
geostatistical methods not only take the spatialatdity of target parameters into
account but they also offer estimation reliabilibeasures such as estimation error and
cross validation analyses parameters. The appladéework in this study which is fast
and automated in Arc GIS software can be recomntkifidiethe similar cases. Using
satellite images with higher spatial and specteablution as ancillary variable can be

suggested to increase the estimation accuracies.
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Chapter 4. Best annual time intervals of satellitémages to create vegetation cover

percentage map in arid rangelands of Poshtkouh area

Abstract

The aim of this study is to determine the best ahtiu@ intervals of the recorded satellite
images in order to investigate and map the vegetaibver percentage in arid rangelands.
For this purpose, the relations between vegetatiover percentage and Normalized
Difference Vegetation Index (NDVI) as well as tharmtion in their correlation
coefficient for four different vegetation types Boshtkouh rangeland of Yazd province,
Iran, were investigated. To calculate the relatigrsibetween vegetation and NDVI, the
ground data and six series of NOAA AVHRR imagedha time interval of growing
season were used. To create the related map, #dionship between the best images and
cover percentage of the data were modelled. Fintdey created map was reclassified and
based on overall accuracy criterion, its accuraeg &ssessed. Results showed that the
correlation coefficient between NDVI and vegetationdifferent phenological stages
within each vegetation type as well as among differvegetation types are different.
Depending on the vegetation type, at the end oftbering period, correlation coefficient
between vegetation and NDVI decreases. The higmestaavest variation in NDVI and
its correlation with vegetation were observed\ipine plants andHalophyte, respectively.
This investigation demonstrates that the best datsiudy the vegetation cover in arid
rangelands can be taken from the images record&thin This indicates that, selecting
the suitable time interval to study the vegetatioming its growing period has prominent

effect on results.

Keywords:

Vegetation cover percentage, arid rangelands, NOXARR, NDVI, study time.
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4.1. Introduction

In recent decades the use of remote sensing, asldot measure, evaluate, and map
vegetation is significantly increased (Booth anckller 2003; Jafari et al., 2007; Sabins
1978; Jones and Vaughan 2010). Depending on thee dfphe plant, plant age, growth
stage, percentage of coverage, amount of biomassura of water in the Cell etc, the
plant has different spectral reflections (Tuell®38Q; Moleele and Ringose 2001; Jones
and Vaughan 2010). Investigation on the plant speaharacteristic shows that the
normal plant has the maximum absorption in theamdl blue spectral area and maximum
reflection in the green and infrared region. Changethe leaves characterizations and the
amount of Chlorophyll play the main role in thepestral reflections. Any factor, like
diseases or stress, that changes the leaves ahatict have direct influence in the plant
spectral reflection which is more pronounced in ihieared channel of the spectrum.
Scientist express that moisture stresses or leanagrity cause the changes in the leaf
cavity and therefore reflection decreases in thar nafrared region (Sabins 1978;
Lillesand and Kiefer 1994; Jones and Vaughan 2QliRg¢wise, the seasonal changes and
reduction in the photosynthetic activity are onetlod main factor affecting the plant
spectral reflections and correlation between tlgetagion coverage (Behrens et al., 2002;
Xie et al., 2008; Jones and Vaughan 2010).

Several studies have demonstrated that the relagbmeen satellite images and ground-
based data depends on the satellite imagery pvacisme of recording, biological factors
(growth forms, the amount of litter and phonologistages) and non-biological factors
such as land form, slope, direction and height @\einal., 2005; Douglas Ramsey et al.,
2004; Fontana et al., 2008; Wylie et al., 2002).

Vegetation cover percentage map is one of the basps in natural resources

management, soil conservation, and rangeland mareage (Hosseini, et al 2004;
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Rafieyan et aJ 2008; Tueller 1989). Mapping the vegetation cqvercentage based on
traditional methods and field surveying in majortpd the study area needs a lot of costs
and also is time consuming. Remotely sensed datméntly are used to map vegetation
cover needed for a variety of resource assessnwmd, management, and modeling
applications (Loveland, 2000; Booth and Tueller 20Bastin and Ludwig 2006; Sabins
1978).

The Normalized Difference Vegetation Index (NDVI)asommonly used remote sensing
vegetation index in vegetation studies (Propasii6i72 Myneni et al., 1997, Zhou et al.,
2001, White et al., 1997, Reed et al., 1994, aiddkitand Vidale., 2004). The NDVI is
calculated from the reflectance in the red and nefrared (NIR) bands of the
electromagnetic spectrum and is a measure of tbegynthetic activity within the area
covered by a pixel (Moleele and Ringose 2001; Haoss¢ al., 2012; Tucker an8ellers.,
1986).

NDVI is highly correlated with green biomass (Tucke al. 1985; Propastin 2007; Xie et
al., 2008). During the past years this index hanld@oadly used for vegetation mapping
and monitoring (Sannier et al. 1998; Hosseini gt28l04; Freitas et al., 2005; Jafari et al.,
2007), land-cover change detection (Lambin 199énlia and Ehrlich 1997; Wang et al.,
2005; Rafieyan et al., 2008; Wylie et al., 2002)ppc area estimation, and primary
productivity analysis (Gilabert et al. 1995; Molkeet al., 2001).

The main purposes of this research were to deterthabest annual time intervals of the
recorded satellite images in order to investigat tegetation cover percentage and to

create the related map in arid rangelands.
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4.2. Material and methods

4.2.1. Study area

This research was conducted in Poshtkouh rangeltadged at southern slopes of the Shirkouh
mountains of the Yazd province in the central paitan (31° 331" N, 53°4006" E - 31° 0427"

N, 54°18 19" E).

The maximum and minimum elevations of the regioea 3890 m and 1400 m, respectively.
Average annual precipitation of the study area eanfjom 300mm in Shirkouh Mountain to
45mm at the margin of Kavir_e_Abarkouh. Average umhrtemperature ranges from 17.1 to
10.8°C, with absolute minimum and maximum tempeestwf 0.2 and 29.4°C. Figure 4.1 shows

general location of the study area.
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Figure 4.1. General location of the study area

4.2.2. Vegetation types

The variation in climate and topography causesidensble diversity in vegetation that explains
the assorted vegetation patterns in the study mg@iigure 4.2).

In this study vegetation map produced by Zare Chkih(2006) was used, that presents the
existing of thirteen vegetation types. This map wEated based on the homogeneous map of the

study area taking from hypsometric, aspect, slomegeologic maps overlaying. Considering the
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spatial resolution of NOAA AVHRR satellite imagethe vegetation types with similar plant

species were merged and number of types was redoidedr (Table 4.1. and Fig 4.2).

As Table 4.1 and Figure 4.2 demonstrate the narthasuntainous part of the study region is

covered by alpine plants consist of bushes andgsasuch a8stragalus andSipa. Coming from

northern mountain (toward the center) vegetatiqge g dominated by sagebrush containing dwarf

shrubs and short grasses likdemisia sieberi,

Launaea acanthodes, Sipa barbata, and different

species ofalsola. Some Gypsophyte plants suchSaksola, Calligonum and Artemisia present in

the lowlands of the central part of the study ragi@mving Gypsi soilsSeidlitzia rosmarinus,

Salsola spp., and Haloxylon aphyllum are the main halophyte species covering salingslar the

southern part. Table 4.1 summarizes the main glagties present in each of the vegetation types.
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Figure 4.2. Vegetation map of the study area
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Table 4.1. Vegetation types in the study area

Vegetation Types Plant species
Artemisia aucheri, Scariola orientalis, Astragalus ochrochlorus, Astragalus
) calliphysa, Astragalus myriacanthus, Acanthophyllum spp., Bromus spp., Stipa
Alpine Plants ) _ _
hohenackeriana, Stipa barbata, Acantholimon spp., Launaea acanthodes, Noaea
mucronata, Euphorbia heterandena, Echinops orientalis
Artemisia sieberi, Launaea acanthodes, Scariola orientalis, Iris songarica, Salsola
Sagebrush spp., Euphorbia heterandena, Astragalus albispinus., Noaea mucronata, Stipa
barbata, Salsola kerneri, Salsola tomentosa, Astragalus albispinus, Rheum ribes
Salsola spp., Zygophyllum eurypterum, Dorema ammoniacum, Artemisia sieberi,
Gypsophyte : : ,
Cornulaca monacantha, Calligonum comosum, Stipagrostis plumose
Halophyte Seidlitzia rosmarinus, Tamarix ramosissima, Salsola spp., Haloxylon aphyllum.

4.2. 3. AVHRR NDVI data

In this study we used monthly NDVI data of NOAA AWRR. The GIMMS NDVI data
have been preprocessed and corrected for postHaemnsor degradation and atmospheric
noises using methods described by Pinga (2002 & 2004) and Tuckest al (2005).

The NOAA AVHRR NDVI is defined as:

NDVI = Prr = Prea. (4.1)
Pur T Pred

where pnr represents near infrared reflectance (channel 2WHRR) and proq red
reflectance (channel 1 of AVHRR). Among vegetatingices, NDVI is the most widely
used index to monitor and model vegetation (Prapa07; Jones and Vaughan 2010;

Xie et al., 2008).

4.2.4. Field data collection

As mentioned before, there are four major vegeatatypes in the study area (Table 4.1

and Figure 4.2). In order to estimate the vegetatmver percentage in the rangelands of
the study area 64 random sample sites were selanttth each site at least 20 quadrates

were put. The percentage vegetation cover of eadudrgte was estimated and the
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dominant species were also recorded together \Wehpbsition of the sampling points
(using Global Positioning System (GPS)). To getfihal value of the cover percentage,
the average of each sample site was taken. Fig@rdiustrates location of sample points

in the study area.
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Figure 4.3. Location of sample points in the stadsa

4.2.5. Statistical analyses

Using the coordinate of the sampling sites recordedGPS, a vector point map was
created in geographic information system (GIS) #rel digital number (DN) values of
sampling points were extracted. In the next stepatrix was constructed to prepare data
for statistical analysis. In this matrix, the measuvegetation cover percentage values
were placed in the first columns, and NDVI of diffet months were put in the rest of
columns. The rows of the matrix show number of then@ing sites. Then, Pearson
correlation coefficient between field data and valg pixels values of the NOAA
AVHRR NDVI data of different months were computeditlentify the monthly NDVI

that demonstrate the highest correlation with veigmt in each of the vegetation types
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(Table 4.2). Finally, in order to model the relasbip between vegetation data and NDVI,
regression models between field data and the NOAARR NDVI of each month were
calculated for the whole study area (Table 4.3).

The mentioned statistical analyses were done in SR8BExcel software.

4.2.6. Mapping vegetation cover percentage using M@ AVHRR NDVI

Based on the results of correlation and regresanatyses, the best time interval of NOAA images
(monthly NDVI) to study and map the vegetation vaetermined. Then the related regression
model (with the highest3Rwas used to map the vegetation cover. In thestagt, the created map
was reclassified and its accuracy was assessed baswe/erall accuracy criterion.

In this study, Arc GIS 10 and ENVI 4.8 software wesed for remote sensing and GIS analyses.

4.2.7. Results and discussion

The correlation coefficients of the percentage \etgwt cover and NDVI for different
months are shown in Table 4.2. The result shows theged on growing season and
different phenological stages, in different vegetatypes as well as inside each of them,
the rate of correlation changes. Based on the a#getspecies and formations, in each
type the variation of NDVI and the correlation beem NDVI and the cover percentage do

differ.

Table 4.2. Correlation coefficient between NDVI arwber percentage for different months.

Month Alpine plants|  Sagebrush Gypsophyte Halophyte
April 0.44* 0.78* 0.74* 0.62*
May 0.46* 0.83* 0.76* 0.68*
June 0.32* 0.81* 0.74* 0.62*
July 0.11* 0.73* 0.71* 0.68*
August 0.09 0.75* 0.69* 0.59%
September 0.09 0.68 0.69* 0.60**

* Statistically significant B = 5% and ** statistically significant at P = 1%
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Figure 4.4. Fluctuations in NDVI and its correlaticoefficient with

cover percentage during growing season.

As illustrated in Figure 4.4, the variation betweRDVI and the vegetation cover
percentage depends mostly on the variation in NDS&If. Among the investigated
vegetation types, Alpine plants showed the mostedese in NDVI. This is due to the high
dependency of this type on soil moisture. However,the other types, especially
Halophytes, a minor decrease in above mentionedtigiea is seen. Since Alpine plants
are grown in highlands area with the highest rdlinfae highest correlation between
NDVI and vegetation cover is observed in the marfithlay (Table 4.1).

According to Table 4.1, there are several forb @ndss species, such &sariola
orientalis and Bromus tomentolus, in which are categorized in the Alpine type. These

species are sensitive to the fluctuations in rdlirfad temperature during the growing
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season as well as different years. Therefore, ai@y, due to decrease in rainfall, the
climate humidity and soil moisture as well as iasiag in temperature, there will be a
significant reduction in plant greenness and hentmver correlation between plants and
NDVI.

Fluctuations between vegetation and NDVI in Sag&hare seen to be higher than that of
Gypsophyte. Because, the plant species in Sagebawshmostly forbs, while in
Gypsophyte are shrub (Table 4.1).

Figure 4.5 illustrates scatter plots of NDVI vsgetation cover percentage for different
months and Table 4.3 represents regression moeeiebn NDVI of different months and
vegetation cover percentage. As shown, the regressodel with the highest’Rs related

to May. This is in agreement with results of Pearsamelation coefficient. Therefore, the
NDVI of May was used to map the vegetation covercgetage. Figure 4.6 shows the

created map. The accuracy of this map is 78.4%.

Table 4.3. regression models between NDVI of déffeer
months and vegetation cover percentage

Month Regression model ‘R
April Y =259.13X - 13.77 0.56
May Y =123.51X - 2.1123 0.63
June Y =114.02X - 0.6924 0.61
July Y =133.82X - 1.4934 0.59
August Y = 145.72X - 3.1909 0.58
September Y = 154.87X - 3.9007 0.57

Y = vegetation cover percentage X =NDVI
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Figure 4.5. Scatter plots of NDVI vs. vegetationa&opercentage for different months
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Figure 4.6. Vegetation cover percentage map ostihéy area
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4.2.8. Summary and conclusion

The results show that the relation between greeraresNDVI as well as the correlation
between vegetation cover and NDVI are changed baisd¢lde growing season (Table 4.2,
Table 4.3 and Figure 4.4). These changes will aféer dlepending on the vegetation type.
The fact is that the vegetation coverage plays goitant role in the reflection from the
plant (more than 50%). The rate of this reflecti@pends on the amount of water in plant,
cell structure, amount of chlorophyll, and the stiwe of the plant itself (Sabins 1978;
Jones and Vaughan 2010; Xie et al., 2008). Therefttre amount of water has a
significant influence in spectral reflection frotmetplant in Red and Near Infrared bands.
However, the amount of water varies depending an @bosystem and therefore the
seasonal changes will change it in photosynthelsiglamts (Jones and Vaughan 2010;
Lillesand and Kiefer 1994; Zhau et al., 2001; Petjpa2007). There would be difference
between plants in different types, based on thevigigp period and sensitivity of the plant
with soil moisture (Hosseini et al., 2012; Tuell&89; Jafari 2007). That is because the
trees compare to grass and forbs are less sentititlee moisture. Because grasses and
forbs have the most dependency on the precipitatienhighest fluctuation in greenness
as well as correlation between vegetation covesagk NDVI is seen in Alpine Plants
(Figure 4.3, Table 4.2 and Table 4.3). . In theepthand, they have shorter lifetime and
less stability than shrubs and trees.

In Halophyte, we have less fluctuation in correlatibetween vegetation coverage and
NDVI as well as NDVI itself. Since trees and shriiae longer roots, they are able to
use moisture available in the deeper layers oftlle That enables them to be more stable
during the growing season.

An increase in NDVI from beginning until maturity the plant life is observed, but it will

be decreased at the end of the growing season ¢Ghah, 2007 and Sensemash al,
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1996). In different seasons the plant spectrdiecgbn shows changes in different
frequency channels (Prigent, 2001 and Hivetlyal, 2009). The current study confirms
these achievements.

The relationships between vegetation and NDVI argb alreated vegetation cover
percentage map in this research would be beneficiainprove rangeland management
and natural resources conservation. Predictingnamitoring vegetation cover percentage
can be achieved by relating the field data withatelste derived vegetation index. The
results would be useful for natural resources amtyeland managers to detect land
degradation in order to rehabilitate the degradexhsa In addition, the results of this
research represent the successful application dilF¥¥ NDVI images on vegetation
studies in dry rangelands of Iran. The methodoldgyis research can be applied to other
areas to assess vegetation cover and resourcegenageiat.

As a general conclusion the date of recorded imamgetudy the forbs and grasses is in a
particular importance. While in vegetation typevered with bush, shrub and tree the
timing does not play a significant role. Therefoire,order to reach the most accurate
results, it is necessary to have knowledge abaitvdgetation type and satellite data in
advance. Furthermore, considering the interactietwéen different vegetation species
and types, climatic factors, especially precipitatiand temperature, are suggested. It
could lead to the better understanding of the \sget reflectance in different
phonological stages. This would be useful to selket best time interval of satellite

images for the vegetation studies.
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Chapter 5. Using remote sensing and a geographicfarmation system to monitor the
relationship between vegetation dynamics and precigation in the Poshtkouh

rangelands, central Iran

Abstract:

This study investigates the relationship between ititer-annual and intra-annual
dynamics of vegetation and precipitation variatiomghe Poshtkouh area rangelands in
Yazd province, central Iran. The analysis was barit a monthly time series of the
Normalized Difference Vegetation Index (NDVI) dexd/ from the Advanced Very High
Resolution Radiometer (AVHRR) onboard the meteaichal satellite of the National
Oceanic and Atmospheric Administration (NOAA) andegpitation data from
meteorological stations across the area for theégetr996-2008. Seasonal and annual
precipitation maps were created using a combinatioco-kriging interpolation and the
digital elevation model (DEM). The inter-annual amtra-annual relationships between
precipitation variation and vegetation dynamic wexamined using non-linear and linear
regressions. We assessed the impact of certaino@nvental variables on the relationship
between precipitation and the NDVI. These varialales the mean annual precipitation
(MAP), vegetation cover percentage (VCP), soil e moisture (SAM), and
topographic wetness index (TWI). To achieve this, akeated maps of the mentioned
variables using geostatistics and remote sensingr€sults show that the strength of the
relationship between precipitation and NDVI depeits species’ composition, MAP,
VCP, SAM, and the TWI. Vegetation was found to hawsrong response to precipitation
in the northern and eastern parts of the studywaheme forbs and grasses are considerably
dominant. The non-significant correlation betweercjpitation and the NDVI in the

southwestern parts of the study area are due todamenance of hardy shrubs and bushes.
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Keywords: vegetation dynamic, precipitation variations, AVRR NDVI, DEM,

environmental variables.

5.1. Introduction

Vegetation responds to different ecological fact@specially climate (Hosseini, et. al
2003). Precipitation has a direct effect on theetapn composition. Precipitation’s
effect on vegetation is particularly pronouncedimglands, which occupy more than 40%
of the whole land area and represent one of thédigdniggest carbon pools (Lal, 2004).
Drylands’ ecosystems are generally characterizedhigy inter-annual variation in
precipitation, making them susceptible to landrddgtion and desertification (Veron et
al., 2006). Recent studies on land degradationdmseértification (LDD) in different arid
regions have emphasized the importance of asseggnglationship between vegetation
and precipitation (Li et al., 2004; Symeonakis &ake, 2004). Studies of different regions
have shown the magnitude of vegetation’s respamgeecipitation (Wessels et al., 2004;
Propastin & Kappas, 2008b). Therefore, it is impurtéo assess the inter-relations
between vegetation and climate dynamics (espe@adigipitation) in drylands.
Researches have recently demonstrated that cazgsledion satellite sensors, such as the
National Oceanic and Atmospheric Administration (N9 and Advanced Very High
Resolution Radiometer (AVHRR), provide image ddtattare perfectly designed for
broad-scale monitoring vegetation conditions (Lawel et al. 1995, Ehrlich et al. 1994,
Running et al. 1994, Goward 1989, Propastin andpkap2008a,b). Such studies often
use satellite-derived vegetation indices (VI). ThaNalized Difference Vegetation Index
(NDVI) is one of the most commonly used vegetaiindices for vegetation monitoring.
NDVI is highly correlated with green biomass andyettion structure characteristics,

such as vegetation cover and the fraction of alesbghotosynthetically active radiation
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(Tucker et al. 1985; Myneni & Williams, 1994; Zengad., 2000). Recent studies have
demonstrated this index’s suitability for investigg vegetation conditions with respect to
primary production and crop area assessment (Gilateal. 1995). Other application
fields of NDVI include the detection of land cowdrange and mapping vegetation cover
(Lambin 1996; Lambin and Ehrlich 1997; Sannier gt1898).

Over the last two decades, NOAA AVHRR NDVI has mowvto be one of the most
effective tools for investigating climate-vegetatimter-relationships. Numerous studies
have used NOAA AVHRR NDVI and climate data to quignt differences between
regions’ vegetation-climate responses (Farrat.etl994; Yang et al., 1998; Wang et al.,
2003; Propastin and Kappas, 2008b). For examp?k®-ypear NDVI time series was used
to examine the spatio-temporal dynamics of the i@t Region of Brazil (Barbosa et al.,
2006). Foody (2005) examined photosynthetic agtvitesponse to inter-annual rainfall
variations using 20 years’ (1981-2000) NDVI AVHRRtd from the south of the Sahara.
Olsson et al. (2005) used NDVI AVHRR to indicategming trends in the Sahel zone
over the last two decades.

Prior researches have mostly used statistical sesyyncluding regression and correlation
techniques, to quantify the vegetation-climatetreteships. However, determining how a
vegetation type responds to climate remains a @hgdl. Recent studies have found that
the correlation between vegetation and climati@apeaters is mostly weaker in woodland
and forest vegetation. It has been reported thatshand desert vegetation have a weaker
correlation with the spatio-temporal dynamics dmeltic parameters. Steppe grassland
vegetation areas are associated with the mostatharid highest temperatures (Li et al.,
2004; Wang et al., 2003; Richard & Poccard, 198®)wever, the response of the NDVI
to rainfall and temperature varies geographica&ligliard Y. & Poccard, 1998; Schultz &

Halpert, 1995). Considering LDD studies, it waoatown that the correlation between

83



vegetation and precipitation in similar cover cissstrongly depends on the degree of
degradation (Li et al., 2004; Evans & Geerken, 2004)

Several studies have focused on soil moisture’s mol determining the properties of
vegetation (e.g., Farrar et al. 1994; Mendez-Barretsal, 2009; Walker and Noy-Meir,
1982.; Zare Chahouki, 2006). Tinley (1982) found #@l moisture determines the spatial
distribution of forests, savannas, and grasslatiser studies have demonstrated that the
soil moisture and soil porosity affect vegetaticargmeters (Eagleson's, 1982 & 1985;
Mendez-Barroso et al, 2009; Okitsu, 2005).

Although soil moisture is one of the most importdattors affecting vegetation
composition and greenness, it is very difficultnb@asure. Scientists have used various
proxies for soil moisture, such as the topograptetness index (TWI) derived from the
DEM within geographic information system (GIS) eoviments. This index is a relative
measure of the long-term soil moisture availabitifya given site (Bagheri, 2011; Gruber
& Peckham 2008; Iverson et al. 1997).

Iran is the eighteenth largest country in the wdddea of 1648195 km?) and is entirely
occupied by drylands. Iranian arid, semi-arid, @n®-humid ecosystems represent very
large reservoirs for carbon accumulation and playngportant role in the continental and
global carbon circle (Mesdaghi, 2004). Despitefbtential importance of Iranian biomes
in global change, only few studies have been caeduon the vegetation-climate
relationships in this country.

This study’s objective is to make a small (but intpot) contribution to closing the
existing research gap. We analyzed the within-seasal inter-seasonal influences of
precipitation on vegetation conditions in variougl aand semiarid rangeland biomes in
central Iran. In addition to rainfall data, we u9¢@AA/AVHRR-NDVI, which is an as

indicator of vegetation conditions, to analyze tbatial and temporal relationship
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between these variables for different vegetatiggesy We focused on finding differences
between how vegetation types in various cover ekggspond to precipitation. The
response differences were then discussed with ecespeMAP, VCP, SAM, and TWI.

Finally, we concluded this study by making suggestifor improving the application of

precipitation-NDVI relationships in rangelands’ nragement.

5.2. Material and methods

5.2.1. Study area

This research was conducted in the Poshtkouh ramiglan the southern slopes of the
Shirkouh mountains in the Yazd province, centranI(31°33 1” N, 53°4006" E -
31°0427" N, 54°1819" E) (Figure 5.1). The area is characterized by jagmedhin
conditions. The maximum elevation is 3990 m andnir@mum elevation is 1400 m. The
high spatial variability of the Poshtkouh rangelsindimate is due to this large elevation
variability. The average annual precipitation is@bh80 mm in the Shirkouh mountains
in the northern part of the study region whereadeitreases to 45 mm at the edge of
Kavir-e-Abarkouh in the southwestern part of thgioa. Similarly, the average annual
temperature shows large fluctuations ranging frahl1%C in the southern part to 10.8°C
in the northern part of the study region, with dbg minimum and maximum

temperatures of 0.2 and 29.4°C respectively.
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Figure 5.1. General location of the study area
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5.2.2. Vegetation types

The diverse climate and terrain conditions deterdhithe vegetation patterns in the study
area (Figure 5.2). The northern part is coveredlifima bushes and mixed grasslands; the
dominant species amstragalus and Sipa (Table 5.1). The vegetation cover in the pre-
montane zone is presented by sagebrush dwarf shaotdsshort grasses of which
Artemisia sieberi, Launaea acanthodes, Sipa barbata, and Salsola are the dominant
speciesThe ypsic soils of the lowland in the central part loé tstudy region are covered
by gypsophytic plants of whiclsalsola, Calligonum and Artemisia are the dominant
species. The saline areas in the southern pareattiion are covered by dense halophytic
vegetation, namel$eidlitzia rosmarinus, Salsola spp., andHaloxylon aphyllum.

Using Zare Chahouki’'s (2006) vegetation map, weduthed thirteen vegetation types in
this study (Zare Chahouki, 2006). Owing to the seaspatial resolution of NOAA
AVHRR satellite images, which were used in thisesesh, vegetation types with similar

plant species were merged and the number of typssreduced to four (Table 5.1 and

Figure 5.2).
Table 5.1. Vegetation types in the study area
Vegetation types Plant species
Artemisia aucheri, Scariola orientalis, Astragalus ochrochlorus, Astragalus
) calliphysa, Astragalus myriacanthus, Acanthophyllum spp., Bromus spp., Stipa
Alpine Plants ) _ _
hohenackeriana, Stipa barbata, Acantholimon spp., Launaea acanthodes, Noaea
mucronata, Euphorbia heterandena, Echinops orientalis
Artemisia sieberi, Launaea acanthodes, Scariola orientalis, Iris songarica, Salsola
Sagebrush spp., Euphorbia heterandena, Astragalus albispinus., Noaea mucronata, Sipa
barbata, Salsola kerneri, Salsola tomentosa, Astragalus albispinus, Rheum ribes
Salsola spp., Zygophyllum eurypterum, Dorema ammoniacum, Artemisia sieberi,
Gypsophyte : : :
Cornulaca monacantha, Calligonum comosum, Stipagrostis plumose
Halophyte Seidlitzia rosmarinus, Tamarix ramosissima, Salsola spp., Haloxylon aphyllum.
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Figure 5.2. Vegetation map of the study area

5.2.3. AVHRR NDVI data

The NOAA AVHRR NDVI is defined as:

NDVI = ION|R _lored (5_1)
pNIR +10red

Where pNIR represents near-infrared reflectance (Channedf 2AVHRR) and pred
represents red reflectance (Channel 1 of AVHRR).o0Agthe vegetation indices, NDVI
is the most widely used for monitoring and modehmgetation dynamics (Tucker et al.
1985; Sannier et al., 1998; Propastin, 2006).

In this study, we used the 8 km spatial resolutMDVI data set, which the Global
Inventory Modeling and Monitoring Studies (GIMMSYogp produced from the raw
NOAA AVHRR NDVI (Pinzon et al., 2004). Using Pinzaet al.’s (2002&2004) and
Tucker et al.’s (2005) methods, we corrected fort4memch sensor degradation and

atmospheric noises during the pre-processing of GHdMS NDVI data. The NDVI
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images used to produce the GIMMS NDVI data setasgmt 15-day maximum value
composites (Holben, 1986). The GIMMS NDVI data foe fperiod 1996-2008 covering
the whole area of Eurasia were downloaded from thBMMS archive at
ftp://pengimms.gsfc.NASA.gov. The originally 15-dagmposites were compounded to
monthly composites. The territory of Iran was exteddrom the Eurasian GIMMS NDVI

data and used for further analysis.

5.2.4. Precipitation data

We used the Iran Meteorological Organization’s rhbntrainfall data (January-
December) that was collected from nine climatidiete in the study area and adjacent
areas between 1996 and 2008. From these data waredegridded maps for seasonal and
annual precipitation distribution over the studgaarThe preparation of maps based on
interpolation of data between the climate station&ge tested different interpolation
techniques (Inverse Distance Weighting, NearesgiN®r, Thin Plate Spline, Multiple
Regression, Polynomial Surfaces, etc.) in ordefirtd the best one. Accuracy of the
produced gridded maps was assessed by the layutreass-validation method. All the
tested interpolation approaches produced comparabldts distinguishing only a little in
their accuracy. However, we selected one of thetmobust and accurate — the
polynomial multiple regression — and used it fdriexal of all gridded precipitation maps
in our study. Since the relief of the study areavedl structured and demonstrates close
relationships to spatial distribution of climatergraeters, additionally to geographic
coordinates of the climate stations, the interpotatpproach used relief elevation as an
external predicative variable.

For this a digital elevation model (DEM) was usede THEM was extracted from the
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Global 30 arc Second Elevation Data Set (GTOPO@@Nw1.gsi.go.jp/geowww/

globalmap-gsi/gtopo30/gtopo30.himTo match the GIMMS NDVI data set, the produced

precipitation maps were resampled to 8 km resalutemd co-registered with the

composites of the GIMMS NDVI data.

5.2.5. Data analysis

5.2.5.1. Analyzing the relationship between preciftion data and NDVI

We present the data flow and general analysis stepgure 5.3. After acquiring the data
sets and extracting the study region as descrilbedea both the GIMMS NDVI and
gridded precipitation maps of the individual monivexre composed to the 1996-2008 time
series and co-registered in a GIS environment. Wieeaver inputted the vegetation cover
map into GIS and co-registered it with the NDVI apikcipitation data sets. Further
analyses were also carried out in GIS. In thisystue used SAGA GIS software Version
2.0, which was developed in the Department of Gagalgy at the University of Gottingen,
Germany (www.saga-gis.org/en/index.html), to creptecipitation maps and analyze
vegetation-precipitation relations. ENVI 4.8 wasdise process NOAA AVHRR NDVI,
and Arc GIS Version 10 was used to conduct sonra extalyses.

Linear and non-linear regressions were used to exathe inter-annual and intra-annual
relationships between the precipitation amount B/l dynamics. We computed the
correlation coefficients between NDVI and precipia to determine the strength of the
relationships between these variables, which igcatiye of the vegetation’s response to
the climate. We conducted both spatial and tempdeih analyses. Regarding the
temporal relationship between variables, the NDMWié&sponse to precipitation was

analyzed using both annual and seasonal scaless®¢keinter-annual analyses to compare
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the mean annual NDVI concurrent time series anduanprecipitation values for the
whole study period 1996-2008.

We compared the mean NDVI of individual seasonshwite precipitation sums of
corresponding seasons (at the concurrent bassjtiothe precipitation sums of previous
seasons (with time lag). Time lags were implememttathe seasonal analyses to account
for the antecedent influence of precipitation ogetation growth.

Temporal analyses were carried out for each pixelstg spatial patterns in NDVI's
response to precipitation. We subsequently useditiiormation to detect differences in
the NDVI-precipitation response among various vagen classes.

Moreover, we examined the spatial relationship ketw NDVI and precipitation by
deriving correlation coefficients for all pixels diDVI maps and all pixels of
corresponding precipitation maps. In order to itigese the differences in the NDVI-
precipitation correlation between the vegetatiopes; we also calculated correlation

coefficients for each vegetation type.

5.2.5.2. Using NOAA AVHRR NDVI to map the vegetatio cover percentage (VCP)

We selected 90 sample sites with different vegatatypes to estimate the vegetation
cover in the field. At least 20 quadrates of eatdhwere randomly located. We estimated
each quadrate’s vegetation cover percentage aratdext the dominant plant species
therein. The average cover percentage of each agecansidered the final value. We used
Arc GIS 10.0 software to create a map from the diamgpoints we recorded using a

global positioning system (GPS). Next, the digmambers (DNs) of sampling points were
extracted from NOAA AVHRR NDVI images. We then comtgd a regression model

between the field data and relevant DNs using SPS® software. Finally, we calculated
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the vegetation cover percentage map (Figure 5.8pdan the following regression
model:

Cover % = 207.24*NDVI — 8.69 (R 0.69) (5-2)

5.2.5.3. Using geostatistics to map soil availalieoisture (SAM)

We collected 112 soil samples from different honmageis units (vegetation types) to
create a soil available moisture (SAM) map. The demgpnethod we used was similar to
the one we used to calculate the vegetation ceeteeptage. We used a weighting method
to measure the SAM in a laboratory and a semiveainganalysis to assess its spatial
dynamics (Trangmar et al. 1985, Bailey and Gatr@fi@l Mc Bratney and Pringle 1999).
Before running the geostatistical tests, we teitedassumptions of normality and trend.
A semivariogram (Goovaerts 1997) was used to estirtiee degree of spatial variability
between neighboring areas’ SAM, and then a modattion was used to fit the
semivariogram. We tested several model functiomduding spherical, exponential, and
Gaussian functions to determine the best functidhesemivariogram and its parameters
(Table 5.2). Finally, a SAM map was created usirdjrary kriging. We used ArcGIS 10,

and GS+ 5.1.1 to perform a geostatistical analysis.

Table 5.2. Parameters of variogram analysis for SAM

Semivariogram model| Lag distan¢ce  Nugget effect Rang Sill R
Spherical 3800 0.36 362629 7.44 0/94

5.2.5.4. Using DEM to map a topographic wetness ied (TWI)

This index is defined as TWI=In(As/tan b), where Apresents the specific catchment
area (the cumulative upslope area draining thrauglell divided by the contour width)
and b denotes the local slope (Beven & Kirkby 197%)e specific catchment area is a

parameter describing the site’s tendency to receigter from an upslope area and the
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local slope is a parameter describing the tendém@vacuate water (Gruber & Peckham
2008). This index is therefore a relative measura given site’s long-term soil moisture
availability.

We used llwis 3.7 software to create the TWI maphefstudy area based on the DEM.

Subsequently, we calculated the mean value ofridsx for each of the vegetation types.

5.2.5.5. Analyzing environmental variables’ effecon the relationship between NDVI
and precipitation

This section focuses on measuring the strength efctirrelation between NDVI and
precipitation versus some environmental factorshsas the vegetation cover percentage
(VCP), mean annual precipitation (MAP), soil avBieamoisture (SAM), and topographic
wetness index (TWI). To conduct this analysis, weated maps of the VCP, MAP, SAM,

and TWI using SAGA GIS Version 2.0.
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Figure 5.3. Flowchart of the methodology.
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5.3. Results

5.3.1. Spatial distribution of NDVI and precipitation in the study area

Figure 5.4 illustrates the spatial distributionpoécipitation and NDVI. The spatial trend
in precipitation across the study area closelymides the area’s topography, especially
elevation. The amount of precipitation is the higheshe mountains in the northern area
and decreases towards the saline lands in the wesittrn part of the study area. The
mean annual NDVI patterns approximately coincidéhwhose of precipitation. But, there
are some important differences. For instance, dubd rocky mountains, there is not an
strict correspondence between precipitation and ND€ps in the northern part of the
area (figure 5.2 and 5.4).

The NDVI value is characterized by a strong decrgpgiradient from the northern to
southwestern areas. Figure 5.4 reveals that, madl part of the southwestern area, the
amount of precipitation is very low but the amoohiNDVI is high. The vegetation map
(Figure 5.2 and Table 5.1) shows that halophyteiepatominate this part of the study
area. As will be shown in the analyses below (sd#ebab.4, 5.5, 5.6 and Figures 5.6 and
5.8), the growth of halophytes, such Haloxylon aphyllum and Tamarix ramosissima,
does not depend on precipitation. This shows tleaiNDVI's spatial distribution does not
correspond to precipitation in the whole area. @paariation in the NDVI may be due to
spatial variability in some environmental variablessich as precipitation, topography,
edaphic factors, and type of vegetation.

Some characteristics of different vegetation tyipege been summarized in Table 5.3. The
table reveals that alpine receives the most pitatiph and has the highest vegetation
cover percentage and NDVI, followed by sagebrusipsgphytes, and halophytes. Soil
available moisture, on the other hand, is the Hgher halophytes, followed by

gypsophytes and sagebrush, and is the lowest foneal In addition, based on some
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collected information of the study area, the lesferoundwater in halophyte communities

(southwest of the study area) is very high (Zaral®@ki, 2006).
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Figure 5.4. Spatial distribution of mean annuaktjpoitation (left) and

spatial distribution of mean annual NDVI (right).

5.3.2. The spatial relationship between precipitatin and NDVI

Tables 5.4 and 5.5 show a summary of the averagelaton coefficients between
precipitation and the NDVI in different vegetatiotategories that represent the
relationship between annual and seasonal preciitdfable 5.4) and the NDVI and
annual maximum NDVI (Table 5.5). According to thblés, correlations between annual
precipitation and annual mean/maximum NDVI are i$iggnt in the alpine, sagebrush,
and gypsophyte classes. The relationship was noifisant for the halophyte class (p <
0.05). This indicates that the annual moisture regninforbs, grasses, and shrubs mostly
depends on the atmospheric precipitation, wherabsphytic vegetation uses soil water.
Plants’ dependence on atmospheric precipitatidngker in the vegetation classes with a
larger cover percentage that require a higher geerainfall, such as grasses and forbs

species. There is a significant correlation betwedpine plant habitats’ annual
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precipitation and annual maximum NDVI (Table 5.5yefaged over the hydrologic year,
groundwater has a slight influence on alpine plais shown in Table 5.6, winter
precipitation is the greatest contributor to plamowth, while precipitation in other
seasons plays a less important role. This is inglicaly correlation coefficients between
winter precipitation and the spring/summer NDVI f@pine and sagebrush vegetation.
However, precipitation did not have a pronouncdtuémce on gypsophytes during any
season, even though there was a slight correlabetween the average annual
precipitation and the annual NDVI (Table 5.5). Indmpdyte communities, there is mostly
a negative correlation between seasonal precipitaind the annual NDVI, which

indicates that the growth of shrubs and bushesss dlependent on precipitation.

Table 5.3. Some characteristics of different vetimtaypes

Vegetation type Alpine Sagebrush Gypsophyte Haltp
Mean annual precipitation 231.33 159.50 121.75 5G3.
Mean annual NDVI 0.12 0.09 0.07 0.08
Mean vegetation cover percentage 9 24 12.78 8.48 7.60
Mean soil available moisture 4.30 4.28 3.28 8.10
Mean topographic wetness index 14.81 16.09 15.50 .6017

Table 5.4. Spatial correlation coefficient betwaanual NDVI and annual precipitation

Vegetation type

Alpine

Sagebrush

Gypsophyte

D

Haltph

Precipitation-NDVI correlation

0.64*

0.61*

0.55*

M

* statistically significant at the p-level < 0.05

5.3.3. The temporal relationship between precipitabn and the NDVI
A comparison of the mean annual precipitation amémannual NDVI trends illustrate
precipitation’s inter-annual effects on vegetatiéigure 5.5 shows the precipitation and

NDVI trends between 1996 and 2008 in the study.ahkeaording to this figure, annual
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NDVI and annual precipitation trends roughly cop@sd with each other. Moreover, the
amount of precipitation and NDVI reduced from 19662008. The calculated coefficient
of determination (R?) between both variables is70{p < 0.01), which indicates that
precipitation has a strong effect on the inter-ahilynamics of NDVI.

The annual NDVI and annual precipitation trends athe of the vegetation types are
shown in Figure 5.6 and the precipitation-NDVI ebations for each of the vegetation
types are represented in Table 5.5. As the figuk table show, the NDVI strongly
correlates to the precipitation trends for alpitenfs, sagebrush, and gypsophytes, but not

for in halophytes.
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Figure 5.5 Graph of the regression between NDVI@metipitation trend (left) and

between mean annual precipitation and NDVI (right)

Table 5.5. Correlation coefficients of annual maxmNDVI with annual and seasonal precipitations

Vegetation type Alpind Sagebrusi Gypsophyle Halophyte
Annual precipitation 0.72* 0.57* 0.36* -0.15
Winter precipitation 0.51* 0.42* 0.29 0.18
Spring precipitation 0.60% 0.54* 0.32 -0.13

Winter-Spring precipitation 0.67% 0.57* 0.36 0.04
Autumn precipitation -0.10 0.11 0.20 0.32

*statistically sifjoant at the p-level < 0.05

5.3.4. The effect of precipitation time lag on NDVI
Table 5.6 shows that spring and winter precipitasomrelates with spring and summer

NDVI, which illustrates the influence of precigitan time lag on NDVI. The correlation
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coefficients between winter precipitation and tipeirsgy NDVI are mostly positive and

higher than those of spring precipitation and {réng NDVI. This indicates that there is a

time lag between NDVI and precipitation.

te

400 4 § AlpinePlants:‘ s | o1 350 4 _ Sagebrush s T 0.120
B " z ‘ i 2
350 - _§ . 0.135 300 A j% - 0.115
20015 = g3 | 250" - 0.110
250 -
_ 0.125 200 - 0.105
200 | =t
0.12 150 A - 0.100
150 - ]
i 0115 | 100 - % b 0095
------- Precipitation o
50 - g 5 Tt Precipitation . 0090
—NDVI R*=0.62 NDVI ey '
i cor\.‘oolcn‘o‘ ‘Nlmlvr‘l.o‘collx.lno R 0 L S 0.08>
SO oooogds s 2583858838853
R & S S S A S B S S 2222R8&88aa88a88
250 ~ E Gypsophyte s 0.09 140 Halophyte F 003
B g : - 0.088
§ =1 0.088 120 5
200 | & - 0.086 : 2 0086
o084 | 100 % 10024
150 0.082 P
' Bl - 008
- 0.08 - e
100 - 0.078 - 0076
- 0.076 40 - " - 0.074
50 | ... Precipitation - 0.074 sp - Precipitation - 0.072
- 0.072 —NDVI 2 - 0.07
——NDVI 2 R*=0.07
5 o Bl R 0,068
§33882883848858 S BgdEECBEEBE
Sl B e A I O I O I N A B S A Y I & B o | — — T — O O
Figure 5.6. Trend of precipitation & NDVI in diffent vegetation types
Table 5.6. Correlation coefficient of precipitatibme lag on NDVI
Vegetation type Alpine| Sagebrush Gypsophyte  Halophyj
Spring precipitation and spring NDVI -0.2¢ 0.01 1-D. -0.18
Winter precipitation and spring NDVI 0.25 0.42* 8.2 -0.06
Winter-Spring precipitation and spring NDVI 0.40t .20 0.07 -0.14
Winter precipitation and summer NDVI 0.417 0.40* 30. 0.31

* statistically significant at the p-level < 0.05
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5.3.5. The effect of some environmental variablesnothe NDVI-precipitation
relationship

Figure 5.7 shows the maps we created of the SAMV&IE. Figure 5.8 presents the effect
of the MAP, VCP, TWI, and SAM on the precipitatiomMI relationship. The SAM has
a negative effect on the NDVI-precipitation relasbip. We observed a non-significant
correlation between the NDVI and precipitation mdphytes as they grew in areas with
higher SAM than other plant types. The MAP and VGReha positive effect on the

NDVI-precipitation relationship.
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Figure 5.7. Soil available moisture map (left) aedetation cover percentage map (right)

5.4. Discussion

According to the results, there is a significantrelation between the annual precipitation
and annual NDVI in most of the vegetation habitat$ile the correlation between
seasonal precipitation and the NDVI is usually lowad in some cases negative (Table
5.5). The central part of Iran has a Mediterrane&cipitation regime, which means that
most of the annual rainfall occurs at the end d@igun and during winter, there is a low

amount of precipitation in spring, and summersraostly dry. This means that there is
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not enough precipitation during the growing seaddence, in most parts of the study

area, the relationship between seasonal precguitatnd NDVI is lower than the yearly

precipitation.
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Figure 5.8. Effect of MAP, VCP, SAM, and TWI on theecipitation-NDVI relationship

The significant correlation between seasonal pretiph and the NDVI of some
vegetation types is due to their location on theldmds. Precipitation from surrounding

areas is drained to the lowlands (redistributiorwater). These vegetation types use the
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precipitation of adjacent areas; therefore, thevgjnof vegetation in these parts indirectly
depends on seasonal precipitation (Mesdaghi, 2004).

The time lag between precipitation and the NDVI isedto the lower amount of
precipitation in spring than in winter. Furthermodee to heat and evaporation, vegetation
cannot use the total spring precipitation. This gaudesults thus verify similar studies’
findings (Mingjun et al. 2007).

The correlation coefficients in this study could riolly explain vegetation variations.
Therefore, it can be inferred that the vegetatiostrithution is driven by precipitation
distribution as well as some other environmentalades.

The annual and seasonal correlation coefficienthédophytes is usually lower than for
other types. Moreover, according to Figure 5.6s thDVI habitat trend does not
correspond to the precipitation trend. Detailedugabinformation will likely help explain
this weak relationship (Eklundh, 1998). In this habithe groundwater level is higher
than in other parts of the study area (Zare Chah@®6) and the soil available moisture
is also more prevalent than other environmentabibées (Table 5.3). This means that the
vegetation growth in this area does not depend recigitation but on groundwater
(Figure 5.8).

As Figure 5.8 illustrates, the MAP, VCP, and SAMeaf the correlation between
vegetation dynamics and rainfall variations. Thisimmilar to results of Nightingale and
Phinn (2003). Nevertheless, we did not quantittieeasure these factors’ degree of
influence on the NDVI-precipitation relationship.

The results demonstrate that the strength of tlaioaship between precipitation and the
NDVI is dependent on environmental variables, esfigche species composition, MAP,
SAM, VCP, and TWI. Vegetation in the northern andtemn parts of the study area was

found to respond strongly to precipitation. In #hemreas forbs and grasses, such as
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Scariola orientalis, Launaea acanthodes, Stipa barbata, Euphorbia heterandena, and
Echinops orientalis, are considerably dominant. The correlation betwienNDVI and
precipitation is higher in the alpine habitat dige the area’s higher mean annual
precipitation and vegetation cover percentage. n dther hand, the non-significant
correlation in the southwestern parts of the stadya can be explained by the dominance
of some hardy shrubs and bushes, suchaa®rix ramosissima, Cornulaca monacantha,
Sadlitzia rosmarinus, Ephedra strobilacea, Haloxylon aphyllum, and Calligonum

comosum.

5.5. Conclusions

The results of our comparisons of NDVI and prectmtaduring the study period revealed
that the NDVI data is a powerful tool for quantifgi the strength of relationships between
vegetation patterns and climatic conditions.

We suggest that future studies consider the eftdatmvironmental factors. These include
the amount and distribution of precipitation, ppatation regime, amount of precipitation
during the growing season, vegetation cover peagenttype of vegetation, physiology,
and phenology of plant species, groundwater let@bographic wetness index, soil
available moisture, soil properties, and anthropageffects.

Our findings on the relationship between precimptatand the NDVI will be useful to
improve the grazing management and to improve aweldp rangelands. We need timely
data on rangeland conditions in order to monitorbivere distributions. Forage
availability can be predicted by investigating bstded relationships between climatic
variables and vegetation indices. Our findings limate-NDVI relationships may also be

helpful in assessing land degradation.
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The predictive models for the relationship betweegetation and precipitation are very
useful for understanding vegetation growth constsa{both climatic and anthropogenic).
These models provide valuable information on vegwtatover's sensitivity to climate
variations and can serve as guidelines for refinireg climatological limits of vegetation

growth.
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Chapter 6. Modelling potential habitats for Artemisia sieberi and Artemisia aucheri in

Poshtkouh area, central Iran using the maximum entopy model and geostatistics

Abstract

Predicting potential habitats of endemic species isuitable method for biodiversity
conservation and rehabilitation of rangeland edesys. The present study was conducted
to estimate the geographic distribution Aftemisia sieberi (A. sieberi) and Artemisia
aucheri (A. aucheri), find the most important environmental predictariables and seek
for similarities and differences in habitat prefeses between the two species for
Poshtkouh rangelands in Central Iran. Maps of envirental variables were created by
means of Geographic Information System (GIS) andstgistics. Then predictive
distribution maps of both species were producedguthe Maximum Entropy modeling
techniqgue (Maxent) and presence-only data. Modelracy is evaluated by using the
Area Under the Curve (AUC). Limel, gravell, lima2d elevation most significantly
affect habitat distribution oA. aucheri, while, habitat distribution oA. sieberi is affected
by elevation, limel, aml, lime2, and om2. For bgpkcies, elevation has an influence on
their potential distributions. However. aucheri depends more on elevation, and
consequently climate in comparisonAosieberi. Finally, it is revealed that the potential
distribution ofA. aucheri is limited mostly to mountainous landscapes whilaieberi is

present in wide ranges of environmental conditions.

Keywords:

Maxent, geostatistics, environmental variablesjtaadistribution,A. sieberi, A. aucheri.
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6.1. Introduction

Terrestrial ecosystems and global biodiversity pastdiave been significantly changed in
recent decades, mainly due to anthropogenic anmatit effects. Human caused
overgrazing and dry periods have led to land degiawa and will cause an eventual loss
of biodiversity in rangeland ecosystems of Iranr Eonservation and rehabilitation of
natural ecosystems especially rangelands monitomhgvegetation dynamic and
determination of suitable plant species for plamtin different parts with different
environmental conditions is necessary.

In recent years, species distribution models haenbncreasingly used in ecology (Elith
et al., 2006; Peterson et al., 2006). These modelsiae relations between existences of
species and environmental conditions. Several spatistribution models are offered for
predicting potential suitable habitats of plant@ege (Guisan and Zimmermann, 2000;
Guisan and Thuiller, 2005; Elith et al., 2006; Guisdral., 2007a,b; Wisz et al., 2008;
Anderson et al., 2003). Generalized Linear ModelLN(p is one of the famous and
frequently used methods (e.g. Pearce & Ferrier02@uisan & Zimmermann, 2000;
Beck et al., 2005; Guisan et al., 2002). Some etlaee neural networks (Manel et al.,
1999), and models using presence only data sudbcalgical Niche Factor Analysis
(ENFA) (Chefaoui et al., 2005; Santos et al., 20D&rtinez et al., 2006), Genetic
Algorithm for Rule-set Production (GARP) (Stockw&llPeterson, 1999; Sweeney et al.,
2007) and Maximum Entropy (Maxent) (Phillips et &Q06). Several research papers
showed that Maxent is superior in performance (8gygio et al., 2007; Phillips et al.,
2006) compared to ENFA and GARP methods. Phillipalet (2006), stated Maxent
model presents good results even for small sanipde Sherefore, Maxent is used in this

research.
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Artemisia sieberi and Artemisia aucheri are endemic in Iran’s rangelands. These species
distributed only in Iran and surrounding areAs.aucheri occurs only in mountainous
areas with high slope, sandy soils and mean arprealpitation of 300-450 mm. Hence,
this species has limited ecological distributidnsieberi occurs in most parts of arid and
semiarid rangelands of Iran and recognized as tia plant species of Iran’s rangelands.
Mean annual precipitation iA. sieberi habitats is 50-250 mm (mostly 100-200 mm) and
the species grows on different soil types. Thereftines species has vast ecological
distribution. In this research both of the mentdrspecies are considered not only for
animal feeding due to high grazing tolerance bs & nature conservation and degraded
land restoration planning. Furthermore, multipleesusof these species especially as
medicinal plant may also be taken into account (Maglam, 2006; Moghimi, 2006;
Mozaffarian, 201D

The main objectives of the present study are: (Estonate the geographic distribution of
A. sieberi andA. aucheri for Poshtkouh rangelands in Central Iran, (2)ita the most
important environmental predictor variables andt@33eek for similarities and differences

in habitat preferences between the two species.

6.2. Material and Methods

6.2.1. Study Area

In order to select an appropriate area for the ystilree criteria were considered:
Variation in landscapes, high biodiversity, andsgrece of endemic species. The area of
interest is Poshtkouh rangelands, located at sousiiepes of the Shirkouh mountains of
the Yazd province in central Iran (31°33 N, 53°4006" E - 31°0427" N, 54°1319" E).

Figure 6.1 shows the general location of the sarep.
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Figure 6.1. General location and vegetation typap of the study area (right)
and location of sampling sites in the study (left)

The area is characterized by very diverse terramditions. The maximum elevation of
the region is 3990 m and the minimum elevatiordiB0Lm. The large elevation variability
is reflected in the high spatial variability of mlate elements in the region. Thus, average
annual precipitation is about 300 mm in Shirkouhudi@in in the northern part of the
study region whereas at the margin of Kavir_e_Abalk (in the southern part of the
region) it decreases to 45 mm. Similarly, averagaual temperature shows large
differences in the study region ranging from 17Clifi the southern part to 10.8°C in the
northern part, with absolute minimum and maximumpgeratures of 0.2 °C and 29.4°C.
The diverse climate and terrain conditions explam @assorted vegetation patterns in the
study region (Figure 6.1). The northern part is poed by alpine vegetation composed by
bushes and mixed grassland with domination of sgvsgpecies ofArtemisia aucheri,
Astragalus and Stipa. In the pre-montane zone, the vegetation coveprésented by
Artemisia composed by dwarf shrubs and short grasses withindding species such as
Artemisia sieberi, Launaea acanthodes, Sipa barbata, and different species @&alsola.
Gypsi soils of the lowland in the central part bk tstudy region are occupied by
gypsophyte plant associations with domination ofécsgs of Salsola, Calligonum and

Artemisia. The salinized areas in the southern part of tiggoneare covered by dense
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vegetation composed by halophyte species presdnesbidlitzia rosmarinus, Salsola

spp., andHaloxylon aphyllum.

6.2.2. Species Occurrence Data

Due to the lack of accurate and reliable data membe of species, presence only data
were used (Brotons et al., 2004; Anderson et AD32 To collect species occurrence data
field work was carried out at more than 100 sangpkites. The position of sampling

points was recorded using Global Positioning SySems).

6.2.3. Geo-database for environmental predictor vaables

Previous studies have shown a relationship betveestironmental variables especially
climate, topography, and soil with species distidny (e.g.O’Brien, 1998; Lennon et al.,
2000; Badgley & Fox, 2000; Abdel El-Ghani and An2003 and Moghimi, 2006). The
selected environmental predictors can be classifedhree groups: 1) topographical
variables, 2) climatic variables, and 3) soil vhles. All environmental maps were
produced using geostatistical methods with saméaspasolution and stored in a GIS
environment. Due to the high precision of the rdedrdata, all environmental attribute
maps were assembled at a resolution of 30 by 30-on.geostatistical analysis and

creating the maps ArcGIS 10 and GS+ 5.1.1 were.used

6.2.4. Topographic maps
Digital topographic maps of the study area at &soch1:25000 were used for creating a
digital elevation model (DEM). Slope and aspect taywere calculated from the DEM

data layer using ArcGIS 10 spatial analyst.
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6.2.5. Climatic maps

The climatic data used in this research consist ofithly data (January-December)
collected by the Iran Meteorological Organizatiam © climatic stations placed in the
study area and around it for the period of 1996820donthly, seasonal and annual
precipitation maps were produced using the co-kgginterpolation approach in

combination with a digital elevation model (DEM)o#Sidering the fact that climatic

maps and elevation usually demonstrate a high letior, the elevation could be

suggested as a representative for climatic faciatde 6.1 summarizes the mentioned
correlations in the study area. The table proves#igtence of high correlation between
all climatic factors and elevation. Therefore, thienatic maps were not used in Maxent

model.

Table 6.1. Correlation between climatic data aedaion

Climatic factor Correlation with elevation
Precipitation 99.7**
Temperature 99.2**

Humidity 93.2**
Evapor transportation 99.7**
Wind speed 95.6**
Frost days 99.7**

** Statistically significant at the p-level < 0.01

6.2.6. Soil mapping using geostatistics

In order to take samples from homogeneous unissdiyetric, aspect, slope and geologic
maps were overlain and map of the homogeneous waisscreated. Then 3-5 parallel

transects with 300-500 m length were located irmeatt and sampling was done along
the transects (random-stratified sampling)each of the sampling points, soil samples were
taken in two depths (0-30 and 30-80 cm) in ordecdwer the root depth ok sieberi andA.

aucheri which can be more than 60 cin.total, 112 soil samples were collected in deffths
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30 and 30-80 cm (figure 6.1). Samples of the sl second depths have been labeled
with 1 and 2, respectively (e.g. EC1, EC2, Gravelt &ravel2). In the next step, all of
the required soil parameters as mentioned in p&t76were measured in the soil
laboratory.

Using semivariogram analyses the degree of spai#bility for each soil attribute was
determined. In addition, normality and trend ofadatere tested. In the next step for
ascertaining the degree of spatial variability lestw neighboring observations for each
variable a semivariogram was determined and th@nogpate model function was fitted
to the semivariogram (Goovaerts 1997). Through amalyf the semivariogram, the best
model (e.g., spherical, exponential, or Gaussiad)is parameters were determined.
Finally the maps of soil parameters were creat@tyube kriging method

To ensure that the determined variogram modelsygpeopriate, the models were validated using
the cross-validation technique. The average erras wonsidered for evaluating the cross
validation results, (Table 6.2). The lower the ager error the higher the accuracy of estimation
model.

Table 6.2. Average error for different soil paraenst

Soil parameter AM Clay EC Gravel| Gyps| Sand Limg
Average error 0.01 0.02 0.1213 -0.08  0.0p9 0.16 0/01

U

6.2.7. Using Principal Component Analysis (PCA) tweduce number of variable in
Maxent model

Principal component analysis (PCA) was conductedvegetation and environmental
variables matrix using the program PC-ORD. This ysiglis used to reduce the number
of input for Maxent model. Below is a list of varlas that were implemented as input for

the PCA:
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Precipitation, temperature, elevation, slope, aspeagetation cover percentage, grazing
intensity, and a number of soil parameters suchrasel, silt, clay, sand, lime, organic
matter (OM), available moisture (AM), gypsum (gypE&lectrical Conductivity (EC),
acidity (pH), potassium (K), magnesium (Mg), cafoiiCa), sodium (Na), carbon trioxide
(Co3), Chlorine (Cl), bicarbonate (Hco3), and sutfioxide (So2).

Finally, based on the result of PCA the followinyonmental variables were selected as
input for Maxent model:

Elevation, aspect, slope, gypsum (gyps), lime, ab&l moisture (AM), electrical

conductivity (EC), clay, gravel, organic matter (QMind acidity (pH).

6.2.8. Modeling habitat distribution of A. sieberi and A. aucheri using Maximum
Entropy (Maxent) model

There are several modeling techniques for predidtiegootential habitat of plant species
using the environmental variables. In this researediction of the potential distribution
of two sagebrush species was based on the Maximutroin(Maxent) modeling
technique using the program Maxent 3.3.3 (Philepsl. 2004, 2006; Phillips & Dudik
2008, AT&T Labs-Research, Princeton University).

Maxent is a general-purpose model with a precisthemaatical formulation (Phillips et
al., 2006). The basic idea of Maxent is “to estim@gproximate) unknown probability
distribution of a species” (Phillips et al., 2008)axent (Phillips et al., 2006) is an
approach for estimating species distribution bysenee only data, that has been proved to
work well in practice (e.g. Elith et al., 2006). the first step, the model assesses
environmental layers based on the training datatioc and then selects the probability of
occurrence of each species in the whole study #Basehler & Ungar, 2001).

Fundamentally, when a pixel in the studied regias bqual environmental conditions of

113



the training data, higher values are assignedisopittel. On the other hand, pixels with

different environmental conditions are assigneddiovalues (Negga, 2007).

6.2.9. Presence-absence maps

As output of Maxent model is a continuous map, étednine the presence or absence of
the target species a threshold must be set (N&§§®,). Phillips et al., 2006), used the
minimum cumulative value of training sample poiats a threshold. However, in this
research, predictive continuous maps were cladstiite binary (1 or 0) or presence-

absence maps using equal test sensitivity andfgpci

6.2.10. Model evaluation

Assessing the prediction results is an essentegd &r validation of any approach in
ecological modelling (Verbyla & Litvaitis, 1989).eBerally, to develop and test a model,
two independent datasets are required as ‘trainamgf ‘testing’ data (Fielding & Bell,
1997). Verbyla & Litvaitis, 1989 suggested jacklends an efficient accuracy assessment
method. Nevertheless, in the case of insufficiemhber of samples, data partitioning can

be challenging (Negga, 2007).

6.2.11. Receiver operating characteristics (ROC) cues

The Maxent simulation results can be assessed byzampthe area under the curve

(AUC) of receiver operating characteristics (ROCap. The ROC curve is a graph
consisting of two axes; the X axis representing fédse positive fraction so called 1-

specificity, and the Y axis showing the true pesitiraction named sensitivity (Fielding &

Bell, 1997). The model would be regarded appropmaten the ROC curve represents the

maximum values of sensitivity for low values of ttase positive fraction. This quality
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can be measured using the AUC value (Hernandek, &2006). According to Bachman,
2011 and Segurado & Araujo 2004, the AUC whichew8 the quantity of overall
accuracy of the model is independent of threshdRisleo, 1993). The AUC ranges
usually from 0.5 in the case of no difference ia flcores of two groups (true positives and
false positives) to 1.0 in the case of no overlaphie distribution of the group scores (=

perfect differentiation).

6.2.12. Predictor variable importance

In order to evaluate the importance of each enwr@mtal predictor variable, the jackknife
operation was used. Jackknife sequentially exclutesenvironmental variable from the
analysis and runs the model using the rest of ti@bles. Once again, the model would
be run separately using the excluded variable ofilyerefore, the share of each
environmental variable on the total gain of the elddontaining all of variables) can be
calculated. In the next step, two variables casdlected as the most important ones; the
one which reduces the total gain of the model nibes all the other variables when
omitted, and the one which shared the maximum gdien employed alone (Negga,
2007). More explanation in this regard can be ¢un the Maxent tutorial

(http://lwww.cs.princeton.edu

6.3. Results

In this paper the main results consist of specigtsiloution maps, importance of predictor

variables, and model evaluation within the Maxentds.
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6.3.1. Species distribution maps

The species distribution maps of the two specieschwvhwere derived using training
sensitivity and specificity thresholdA.(aucheri = 0.278 & A. sieberi = 0.384) show
broadly different predictions (Figure 6.2). Faraucheri northern parts of the study area
(mountainous area) are predicted as presence vehAreseberi is predicted presence
mostly in the central and south parts. For botltigsethe south-western part of the study

area is predicted absence.
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Figure 6.2. Species distribution maps Aoaucheri andA. sieberi

6.3.2. Predictor variable importance

Based on the jackknife operation results (Figur®) éimel and gravell significantly
affects habitat distribution of. aucheri when used individually followed by lime2 and
elevation. Figure 6.3 also indicates that halistribution of A. Seberi meaningfully is
influenced by elevation, limelfollowed by aml, lilyephl and om2. Therefore the
mentioned variables have the most useful informat@ther parameters have low gain
when used in isolation. For both of the specieMaxent uses only aspect it achieves

almost no gain, so that this variable is not (Igli) useful for estimating the distribution
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of Sagebrush species. Moreover, gyps2 and omlaraseful for predicting the habitat

distribution ofA. aucheri and ph2 is not valuable for predictiAgsieberi habitat.
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Figure 6.3. Jackknife results of variable impor&anc
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6.3.3. Response curves

There is a response curve for each of the envirotaheariables used in the Maxent
model. These response curves represent relationshigsvironmental variables and the
distribution of the species’ suitable habitat (Feg16.4 and 6.5). Limel, gravell, lime2
and elevation were the main variables influencingeptial A. aucheri habitat, whileA.
sieberi habitat distribution was affected by gravel2, OMRavell, gypsl, AM1 and
elevation.

The response curves associated with these factovs ttat there may be environmental
thresholds for the ideal growth of both speciegfés 6.4 and 6.5). Based on figure 4
considering limel, habitat suitability oA. aucheri was highest around 1-2 while
dramatically decreasing at higher values shovfingucheri has a strong relationship with
low-lime soils. This species has also high habitatability in the areas with elevation
more than 2500 m and consequently higher elevati@hlower temperature. The figure

also represents that aucheri grows in areas with high gravel (22-25% and more).
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Figure 6.4. Response curves of the most influeptiatlictors forA. aucheri.
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Figure 6.5. Response curves of the most influeptiadlictors for A. sieberi.

Figure 6.5 represents that for suitable habitaf.08eberi maximum elevation is about
2300 m, optimum percentage of limel and lime2 &t 10, optimum am1l is about 10.
This species also reveals positive relations withanic matter and tolerates wide ranges

of ph1l.
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6.3.4. Receiver operating characteristics (ROC) cues

Figure 6.6 shows ROC curves for both of the stymbces. According to the figure, area
under the curve (AUC) foA. aucheri is bigger thanA. sieberi. Therefore, the model
accuracy for prediction &k aucheri habitat (0.95) is higher than fér sieberi (0.71).This

is due to the adaptability &. sieberi to diverse habitat conditions (as has been destiiio the
introduction). HenceA. sieberi habitat could not be separated with high accutgcthe Maxent

model.
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Figure 6.6. ROC curves of sensitivity vs. spedifici

6.4. Discussion and conclusion

According to the results elevation is one of thenown predictors for both models.
Comparing suitable habitat distribution magsA. aucheri andA. sieberi (Figure 2) and
response curves of these species (Figures 6.4 &)drépresent that with respect to
elevation there is a significant difference betwdla species. Furthermore, based on
jackknife graphs (Figure 6.3) for both species, ¢fffect of elevation is stronger oh

aucheri. As the elevation has direct effect on climatis itevealed that climatic conditions
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in habitats of these species are significantlyeddht. Therefore, the potential distribution
of A. aucheri depends more on elevation, and consequently dinmatomparison ta\.
sieberi. In other words, the predicted distribution mapAofsieberi demonstrates high
tolerance of this species to topography and climatereas, the habitat éf aucheri is
restricted to mountainous areas of the northern wiéh low temperatures, and high
precipitation. Azarnivand et al (2002) reportedt thl@vation is one of the most important
factors for separating habitats Af aucheri and A. sieberi in rangelands of Vardavard,
Garmsar and Semnan.

Since the study area mostly is located at the sontslopes of Shirkouh, using only aspect
variable, the Maxent model cannot achieves any @agure 6.3).

Some soil parameters such as lime, gravel, orgarater (OM), and soil available
moisture (AM) have an influence on distributionfAfaucheri and A. sieberi (Figure 6.4
& 6.5). Abdel EI-Ghani and Amer (2003), Moghimi (&)Q and Wilson et al (2004)
reported that soil is one of the most importantemmental variables affecting vegetation
communities in arid lands. Zare Chahouki et. &01@) stated that A. sieberi has direct
relation with soil available moisture. This is dogte impact of soil available moisture on
the occurrence of vegetation types (Barnes anddaar; 1982).

Limel is another common predictor for both mod@ased on the response curves
(Figure 6.4 & 6.5)A. sieberi occurs in wide ranges of soil parameters, whehehgat of

A. aucheri is restricted to mountainous area of the northpgart with low soil lime and
high soil gravel. Therefore, considering soil coiwatis it is concluded thak. aucheri has
limited tolerance to soil parameters and there isigmificant difference betweeA.
aucheri andA. sieberi in mean suitable soil parameters ranges. This a&aordance with

results of Akbarpour (1994), Zare Chahouki (201@®) Eloghimi (2006).
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The results revealed that in addition to using dimand topographic data which have
been used in most of the previous researches ifidldeof ecological modelling, soil data
improve the predictive ability for habitat distritan mapping of plant species in central
Iran.

Comparison of the vegetation types (Figure 6.1) dredArtemisia species distribution
maps (Figure 6.2.) represent that the producednpatedistribution maps are highly
correspondent with an actual land cover map ofsthdy area. Hence, it is revealed that
Maxent modeling is very effective at determinindpita distribution for different species.
Because it relies only on presence data, it lacksynof the complications associated with
presence-absence analytical methods (Phillips 1et.2@06). Moreover, the results of
Maxent modeling provided key information about #m@vironmental tolerances of the
Artemisia species in the study area that can be used fdegtiog susceptible habitats
from future invasion and impacts of climate changéso conservation planners and
rangelands managers of Iran could use the outputssoresearch as base information for

grazing management and rangelands rehabilitation.
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Chapter 7. General summary and conclusion
This chapter highlights and summarizes the majotspair the thesis and represents an
overview about the knowledge obtained from the gmesnd a number of other studies.

Furthermore, some ideas that could be useful uréustudies will be suggested.

- The main current threats to the Iranian rangelaads desertification due to the
over-grazing, climate change, and human activiliéerefore, a continuous and consistent
monitoring program of these ecosystems is suggested prerequisite for an effective

conservation and development strategy.

- Vegetation cover is a good measurable factor ¢hatbe considered as an indicator of
rangeland ecosystems. Monitoring of this factorrbgnote sensing is easily possible.
Selecting the best annual time intervals of satelinages for this purpose seems an
essential factor in accuracy of vegetation mappimgy monitoring. More details have been

explained in chapter 4.

- As reported in the present and a number of atheties, NDVI has a high sensitivity to
inter-annual rainfall anomalies. Hence, it can lseduas a suitable tool for monitoring
climate variability, vegetation dynamic and landjalation on regional and global scales
(Propastin and Kappas 2008a,b; Evans & Geerken, )200dking the effect of
environmental variables like soil available moistunto account can help for a better
interpretation of NDVI-precipitation relations. bther words, depending on the type and
composition of vegetation as well as environmentaiditions, the precipitation-NDVI

relations vary in different parts of the study area

- As mentioned in chapter 5, different factors sasttlimate, topography, soil, and human

activities significantly affect vegetation changasd dynamic in rangelands. Typically,
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discrimination between different causes of chamgeegetation is very difficult. But, to

evaluate rangelands condition, it is necessarytwider all of the factors and determine
and distinguish contribution of each factor in viagjen changes. Recently, a few studies
have used some methods to separate anthropogéeitsebn vegetation changes using
time series of satellite images and climatic d&ea(s & Geerken, 2004, Li et al., 2004,

Propastin, 2006).

- The accuracy of the environmental variable mapsadirect effect on the accuracy of
the Maxent model outputs. Therefore, these mapslédh@ucreated as much precisely as
possible. According to results of this researchpstgttistics, GIS and remote sensing

techniques have represented good capability fopmgpenvironmental variables.

- In this study three geostatistical approachedifary kriging, cokriging, and regression
kriging) have been used for mapping the soil pripger The reason for choosing the
geostatistical methods was not only improving tiséingation accuracy by taking the
spatial variability of soil properties into accoubtut also reflecting the estimation
uncertainty for these soil parameters. The succefiseee methods has been reported in
several studies (Eldeiry et al., 2010; Odeh et1£94; McBratney, 2000; Hengl et al.,
2004). In most of the cases, a significant diffeeem the accuracy of soil attribute maps
created by different geostatistical methods hasn belserved. Usually, taking the
secondary variables into account has increaseddtracy of estimations. Therefore, the
application of cheap and easily accessible angilthata such as satellite images and
elevation has been suggested to improve the preasctjuality of soil properties (more

details in this regard has been elaborated in eh&)t

- Selecting the suitable environmental variabledmters for Maxent model input would

be of tremendous value in ecological modeling. &b, due to the correlation between
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different variables, reducing the number of modelits is essential. Principal component
analysis (PCA) is a sound method that can redueentimber of model inputs based on
the correlation between different environmentalialdes. As mentioned in chapter 6 the
climatic variables (i.e. precipitation and temparaj have not been selected as the inputs
of the Maxent model by PCA. Nevertheless, due ® ltigh correlation between the
elevation and climatic factors (table 6.1), it daa concluded that the climatic variables

affect the habitat of tha. sieberi andA. aucheri species as well.

- In most of the previous researches which haven lweme in the field of ecological

modelling, climatic and topographic data were em@tb as inputs of the ecological
models. But, results of this research have beegated that soil data can improve the
predictive ability for habitat distribution mappirgd plant species. Therefore, using the
soil data together with topographic and climatitad@r species distribution modeling is

suggested.

- Determining the effective environmental factonsl @ssessing the habitat distribution of
the A. sieberi andA. aucheri were the main aims of chapter 6. The results haweep that
Maxent is an efficient model for species distribns mapping despite the small sample
sizes or scattered species distributions. In amlditthis model can efficiently find the
environmental variables correlation with geograpfigtribution of species. Furthermore,
the wide variety of successful applications of tmedel reported in numerous studies
suggests the high potential of this model in edoklgstudies. Nevertheless, using the
other ecological niche models that may representebeaccuracies as well as the

comparison of different models efficiency is suggddor future studies.

- It should be taken in account that the Maxent ehadeates the fundamental target

species habitat map (the places that the targetiespéree of interference from other
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species could use the full range of conditions esmburces to survive and reproduce)
using environmental variables. Hence, the realaatht (as a result of pressure from, and
interactions with, other species (competition),ttifi@ced to occupy a niche that is

narrower than this, and to which they are mostghly adapted) may be overpredicted in

some areas (Pearson 2007; Murienne et al., 2009).

- Produced distribution map of the Maxent modelttethe search for the target species at
inaccessible areas which are far from villages arwkss roads. In the other word, based
on predictions, some new presence localities mightfound with different ecological
conditions. These results can be useful for contiervand restoration of the area (Al-

Duais, 2009).

- Global warming is hazardous for biodiversity,cant may worsen the vulnerability of
endemic species with restricted ecological rangeal¢pim et al., 2006; Thomas
et al., 2004). Many studies demonstrated that todogical models can analyze climatic
data and investigate the impact of climate changeegetation niches to predict future
potential distribution of the habitats (Hijmans a@daham, 2006; Ruegg et al., 2006;
Thuiller, 2003; Williams et al., 2003). Hence, thediction of the future of rangelands

vegetation types using this model could be usefutbnservation planning.

- Several authors have pointed out that the invapiocess slowly changes the position
and shape of fundamental ecological niche (Broeanm& Guisan, 2009; Medley, 2010).
Therefore, considering the invasive plants thresitg]y of invasive species in their native
and invaded ranges by the Maxent model would befimal for rangelands conservation

and management.
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- A. aucheri occurs in highlands of the northern part (Shirkddbuntain). Among the

environmental variables, soil texture and elevati@mve higher correlation with this
species. Generally, the habitatAfaucheri starts from 2500m to higher elevations with
the annual precipitation of more than 290 mm, slbgeveen 20-30%, and soil depth of
more than 50 cm. In such area, the amount of sdtit $s not considerable. Due to the
suitable humidity condition and inaccessibility animal grazing, plant biodiversity is
higher than other parts of the area (figure 2.6 tabte 2.3). According to the literatures,
in other parts of IranA. aucheri presents in the areas with the elevation of 178002

and mean annual precipitation of 300-450 mm (Mog@gh2006; Zare Chahouki, 2006).

- A. sieberi occurs in the areas with 1900-2100 elevation. Depg on elevation and
amount of precipitation, various plant compositi@gsst in different parts of. sieberi
habitat. Several studies have reported the ocaterehthis species at the areas with the
elevation range of 600-2000m (Akbarpour Yasaghi96l9Zare Chahouki, 2006,
Moghimi, 2006). Elevation and soil salinity are tim®st important limiting factors for

distribution ofA. sieberi andAr. sieberi (Azarnivand et al., 2006).
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