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ABSTRACT. This thesis splits into two major parts. The connection between the two parts is the
notion of “categorification” which we shortly explain/recall in the introduction.

In the first part of this thesis we extend Bar-Natan’s cobordism based categorification of the Jones
polynomial to virtual links. Our topological complex allows a direct extension of the classical Kho-
vanov complex (h = t = 0), the variant of Lee (h = 0, t = 1) and other classical link homologies.
We show that our construction allows, over rings of characteristic 2, extensions with no classical
analogon, e.g. Bar-Natan’sZ/2-link homology can be extended in two non-equivalent ways.

Our construction is computable in the sense that one can write a computer program to perform
calculations, e.g. we have written a MATHEMATICA based program.

Moreover, we give a classification of all unoriented TQFTs which can be used to define virtual
link homologies from our topological construction. Furthermore, we prove that our extension is
combinatorial and has semi-local properties. We use the semi-local properties to prove an applica-
tion, i.e. we give a discussion of Lee’s degeneration of virtual homology.

In the second part of this thesis (which is based on joint workwith Mackaay and Pan) we use
Kuperberg’ssl3 webs and Khovanov’ssl3 foams to define a new algebraKS , which we call thesl3
web algebra. It is thesl3 analogue of Khovanov’s arc algebraHn.

We prove thatKS is a graded symmetric Frobenius algebra. Furthermore, we categorify an
instance ofq-skew Howe duality, which allows us to prove thatKS is Morita equivalent to a certain
cyclotomic KLR-algebra. This allows us to determine the split Grothendieck groupK⊕

0
(KS), to

show that its center is isomorphic to the cohomology ring of acertain Spaltenstein variety, and to
prove thatKS is a graded cellular algebra.

Date: Last compiled August 27, 2013.
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1. INTRODUCTION

1.1. Categorification. The notioncategorificationwas introduced by Crane in [28] based on an
earlier work together with Frenkel in [29]. We will start by explaining the basic idea in the present
section. Forced to reduce this introduction to one sentence, the author would choose:

Interesting integers are shadows of richer structures in categories.

We try to give an informal introduction in this section. Moredetails can be found in Section 4 or
for the main parts of this thesis in the Sections 1.2, 2.1 and Sections 1.3, 3.1 respectively.

The basic idea can be seen as follows. Take a“set-based”structureS and try to find a“category-
based”structureC such thatS is just a shadow of the categoryC. If the categoryC is chosen in a
“good” way, then one has an explanation of facts about the structureS in a categorical language,
that is certain facts inS can be explained as special instances of natural constructions.

As an example, consider the following categorification of the natural numbersS = N. We take
C =FinVecK for a fixed fieldK, i.e. objects are finite dimensionalK-vector spacesV,W, . . .
and morphisms areK-linear mapsf : V → W between them. Note that the set of isomorphism
classes of its objects, i.e. theskeletonof C, is isomorphic to the natural numbersN with 0, since
finite dimensional vector spaces are isomorphic iff they have the same dimension. We call this
decategorification. To be more precise, the categoryC gives a functordecat : DECAT(C) → N,
whereDECAT(C) denotes the isomorphism classes of objects.

Since categorification can be seen as“remembering” or “inventing” information and decate-
gorification is more like“forgetting” or “identifying” structure which is easier, it is convenient
to study the latter in more detail, e.g., if we change the decategorification to be the Grothendieck
groupK0(C) of the abelian categoryC, then we can say that the categoryC is a categorifica-
tion of the integers sinceK0(C) = Z. Hence, we can say that the categoryFinVecK is a cat-
egorificationof N with decategorification=dimor thatFinVecK is a categorificationof Z with
decategorification=K0.

We make the following observations. Analogous statements are also true for the Grothendieck
group decategorification.

• Much information is lost if we only considerN, i.e. we can only say that two objects are
isomorphic instead ofhowthey are isomorphic.
• The extra structure of the natural numbers is decoded in the categoryFinVecK , e.g.:

– The product and coproduct inFinVecK is the direct sum⊕ and the category comes
with a monoidal structure called tensor product⊗K and theycategorifyaddition and
multiplication, i.e. we havedim(V ⊕ W ) = dimV + dimW and we also have
dim(V ⊗K W ) = dim V · dimW .

– The category has0 as a zero object andK as an identity for the monoidal structure
and we haveV ⊕ 0 ≃ V andV ⊗K K ≃ V , i.e. we cancategorifythe identities.

– We haveV →֒ W iff dimV ≤ dimW andV ։ W iff dimV ≥ dimW , i.e.
injections and surjectionscategorifythe order relation.

Moreover, one can write down the categorified statements of each of following properties and one
can show that all the isomorphisms are natural.

• Addition and multiplication are associative and commutative.
• Multiplication distributes over addition.
• Addition and multiplication preserve order.
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Note that categorification isnot unique, e.g. we can also go from the categoryC =FinVecK to
Komb(C), i.e. thecategory of bounded chain complexesof finite dimensionalK-vector spaces.
The decategorification changes toχ, that is taking the Euler characteristic of a complex. As we
explain now, this approach leads to a construction that canalsobe called a categorification ofZ.

If we lift m,n ∈ N to the twoK-vector spacesV,W with dimensionsdimV = m, dimW = n,
then the differencem− n lifts to the complex

0 // V
d // W // 0,

for any linear mapd andV in even homology degree. More generally, if we liftm,n to complexes
C,D with χ(C) = m,χ(D) = n, then we can liftm− n toΓ(f) for any mapf : C → D between
complexes, whereΓ denotes the cone. As before, some of the basic properties of the integersZ
can be lifted to the categoryKomb(C).

This construction is not artificial, i.e. theBetti-numbersof a reasonable topological spaceX can
be categorified usinghomology groupsHk(X,Z) and theEuler characteristicχ(X) of a reasonable
topological space can be categorified usingchain complexes(C(X), c∗) - an observation which
goes back to Noether and Hopf in the 1920’s in Göttingen. Although of course they never called it
categorification. We note the following observations.

• The spaceHk(X,Z) is a graded abelian group, while the Betti-number is just a number.
More information of the spaceX is encoded. Again, homomorphisms between the groups
tell howsome groups are related.
• Singular homology works for all topological spaces. And while the Euler characteristic is

only defined (in its initially, naive formulation) for spaces with finite CW-decomposition,
the homological Euler characteristic can be defined for a bigger class of spaces.
• The homology extends to a functor and provides information about continuous maps as

well.
• More sophisticated constructions like multiplication in cohomology provide even more

information.

Another example in this spirit that we consider in more detail in this thesis is the so-calledcat-
egorification of the Jones (orsl2) polynomialfrom Khovanov [52]. We follow the normalisation
used by Bar-Natan in [9]. LetLD be a diagram of an oriented link. We denote the number of
positive crossings byn+ and the number of negative crossings byn− as shown in the figures below
respectively.

n+ = number of crossings n− = number of crossings

Thebracket polynomialof the diagramLD (without orientations) is a polynomial〈LD〉 ∈ Z[q, q−1]
given by the rules.

• 〈∅〉 = 1 (normalisation).
• 〈 〉 = 〈 〉 − q〈 〉 (recursion step 1).

• 〈© ∐ LD〉 = (q + q−1)〈LD〉 (recursion step 2).

Then theKauffman polynomialK(LD) of the oriented diagramLD is defined by a shift and the
Jones polynomialJ(LD) by a renormalisation, i.e. by

K(LD) = (−1)n−qn+−2n−〈LD〉 andK(LD) = (q + q−1)J(LD).
7



It is well-known that the Jones polynomial is uniquely determined by the propertyJ(©) = 1,
where© denotes the trivial diagram, and the so-calledsl2 skein relations

q2J
( )

− q−2J
( )

= (q + q−1)J
( )

.

Khovanov’s idea given in [52] or as explained by Bar-Natan in[9] is based on the idea from
the categorification of the Euler characteristicχ(X) explained above, i.e. if one can categorify
a number inχ(X) ∈ Z using chain complexes, then one can try to categorify a polynomial in
J(LD) ∈ Z[q, q−1] using chain complexes ofgraded vector spaces(note that it works overZ as
well - Khovanov’s original work usesZ[c] with c of degree two).

In particular, ifV denotes a two dimensionalQ-vector space with a basis elementv+ of degree1
and a basis elementv− of degree−1 (the graded dimension isq+q−1), then Khovanov categorifies
the normalisation and the recursion-step 2 conditions fromabove as

J∅K = 0→ Q→ 0, and J©∐ LDK = V ⊗Q JLDK,
whereJ·K takes values in the category of chain complexes of finite dimensional, gradedQ-vector
spaces. LetΓ(·) again denote the cone complex. To categorify the recursion-step 1 condition
Khovanov propose the rule

r z
= Γ

(
0→

r z
d
→

r z
→ 0

)
.

Of course, the differentiald is a main ingredient here. Details can be for example found in[9].
Note that the shift from [9] is already included in the usage of the cone. Indeed, the appearance of
chain complexes and the rule above suggest an alternative construction by actions of functors on
certain categories. Details can be found for example in the work of Stroppel [106].

It is worth noting that again the terminology is that Khovanov has givenONEcategorification of
the Jones polynomial and notTHE categorification, e.g. a different categorification is the so-called
odd Khovanov homologyas described by Ozsváth, Rasmussen and Szabó in [92].

Notice that one can ask the following question. Given an additive categoryC, then one can go to
the category of bounded complexes overC denoted byKomb(C). Now the two approaches above
suggest that we have two notions of“natural” decategorification.

• One can take theEuler characteristic as decategorification. This can be viewed as a sum
of elements in the split Grothendieck groupK⊕

0 (C) of the additive categoryC.
• The categoryKomb(C) is triangulated and one can therefore take itsGrothendieck group
K∆

0 (Komb(C)) as decategorification.

The obvious question is how these two approaches arerelated, i.e. given this setting, then how
areK⊕

0 (C) andK∆
0 (Komb(C)) related? The answer is known: The corresponding groups are

isomorphic, see Rose [98] for example. In particular, the two examples of categorification that are
discussed in Section 2 and Section 3 follow the “same idea” ofdecategorification.

We provide a list of other interesting examples. This list isfar from being complete. Much
more can be found in the work of Baez and Dolan [5] and [6] for examples that are related to more
combinatorial parts of categorification or Crane and Yetter[30] and Khovanov, Mazorchuk and
Stroppel [63] for examples from algebraic categorification.

• Khovanov’s construction can be extended to a categorification of the HOMFLY-PT poly-
nomial, e.g. in [64]. Moreover, some applications of Khovanov’s categorification are listed
below.

– It is functorial and provides a strictly stronger invariant.
8



– Kronheimer and Mrowka showed in [69], by comparing Khovanovhomology to Knot
Floer homology, that Khovanov homology detects the unknot.This is still an open
question for the Jones polynomial.

– Rasmussen obtained his famous invariant by comparing Khovanov homology to a
variation of it. He used it to give a combinatorial proof of the Milnor conjecture,
see [94]. Note that he in [95] also gives a way to detect exoticR4 from his approach.

• Floer homology can be seen as a categorification of the Cassoninvariant of a manifold.
Floer homology is again “better” than the Casson invariant,e.g. it is possible to construct
a 3 + 1 dimensional Topological Quantum Field Theory (TQFT) whichfor closed four
dimensional manifolds gives Donaldson’s invariants.
• Knot Floer homology can be seen as a categorification of the Alexander-Conway knot

invariant, see for example [93].
• The Grothendieck group decategorification from above provides another source of exam-

ples. Namely, the categorification of certain quantum algebras which have bases with
interesting positive integrality properties. For example, Khovanov and Lauda [58], and
independently Rouquier [100], categorified the quantum Kac-Moody algebras with their
canonical bases.
• The so-called Soergel categoryS can be seen in the same vein as a categorification of the

Hecke algebras in the sense that the split Grothendieck group gives the Hecke algebras. We
note that Soergel’s construction shows that Kazhdan-Lusztig bases have positive integrality
properties, see [103] and related publications.
• Ariki gave in [3] a remarkable categorification of all finite dimensional, irreducible repre-

sentation ofslm for all m as well as a categorification of integrable, irreducible represen-
tations of the affine version̂sln. In short, he identified the Grothendieck group of blocks
of so-called Ariki-Koike cyclotomic Hecke algebras with weight spaces of such represen-
tations in such a way that direct summands of induction and restriction functors between
cyclotomic Hecke algebras forn, n+ 1 act on theK0 as theei, fi of slm.
• In Conformal Field Theory (CFT) researchers study fusion algebras, e.g. the Verlinde

algebra. Examples of categorifications of such algebras areknown, e.g. using categories
connected to the representation theory of quantum groups atroots of unity [55], and contain
more information than these algebras, e.g. theR-matrix and the quantum6j-symbols.
• The Witten genus of certain moduli spaces can be seen as an element ofZ[[q]]. It can be

realised using elliptic cohomology, see [1] and related papers.
This thesis deals with two different instances of categorification. The first was given by the author
in [110], [111] and the second by the author in joint work withMackaay and Pan in [78].

In Section 2, with its own introduction in Section 1.2, the author explains the first part of his
thesis, i.e. a categorification of thevirtual Jones polynomial. That is an extended version of
Khovanov’s construction explained above that works for so-calledvirtual links, i.e. links that are
embedded in a thickenedΣg for an orientable surface of genusg.

In Section 3, with its own introduction in Section 1.3, the author explains the second part of
his thesis, i.e. the construction of a new algebra, calledweb algebra, providing a connection
betweencategorifiedlink invariants in the spirit of Khovanov andcategorifiedReshetikhin-Turaev
invariants.

Moreover, we have collected some technical (but “well-known”) facts in Section 4.
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1.2. Virtual Khovanov homology. This part of the introduction is intended to explain the first
part of the thesis, i.e. Section 2, which is based on two preprints [110] and [111] of the author. A
summary of the construction and results of Section 2 is givenlater, i.e. in Section 2.1.

In Section 2 we considervirtual link diagramsLD, i.e. planar graphs of valency four where
every vertex is either an overcrossing, an undercrossing or a virtual crossing , which is
marked with a circle. We also allow circles, i.e. closed edges without any vertices.

We call the crossings and classical crossingsor justcrossings. For a virtual link diagram
LD we define themirror imageLD of LD by switching all classical crossings from an overcrossing
to an undercrossing and vice versa.

A virtual link L is an equivalence class of virtual link diagrams modulo planar isotopies and
generalised Reidemeister moves, see Figure 1.

RM1 RM2

vRM1 vRM2

mRM

vRM3RM3

FIGURE 1. The generalised Reidemeister moves are the moves pictured plus mirror images.

We call the moves RM1, RM2 and RM3 theclassical Reidemeister moves, the moves vRM1,
vRM2 and vRM3 thevirtual Reidemeister movesand the move mRM themixed Reidemeister
move. We call a virtual link diagramLD classicalif all crossings ofLD are classical crossings.
Furthermore, we say a that virtual linkL is classical, if the setL contains a classical link diagram.

The notions of anorientedvirtual link diagram and of anorientedvirtual link are defined anal-
ogously. The latter modulo isotopies andorientedgeneralised Reidemeister moves. Note that an
oriented virtual link diagramis a diagram together with a choice of an orientation of the diagram
such that every crossing is of the form, or . Furthermore, we use the short hand notations
c- and v- for everything that starts with classical or virtual, e.g. c-knot means classical knot and
v-crossing means virtual crossing.

Virtual links are an essential part of modern knot theory andwere proposed by Kauffman in [48].
They arise from the study of links which are embedded in a thickenedΣg for an orientable surface
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Σg. These links were studied by Jaeger, Kauffman and Saleur in [44]. Note that for c-links the
surface isΣg = S2, i.e. v-links are a generalisation of c-links and they should for example have
analogous “applications” in quantum physics.

From this perception v-links are a combinatorial interpretation of projections onΣg. It is well-
known that two v-link diagrams are equivalent iff their corresponding surface embeddings are
stable equivalent, i.e. equal modulo:

• The Reidemeister moves RM1, RM2 and RM3 and isotopies.
• Adding/removing handles which do not affect the link diagram.
• Homeomorphisms of surfaces.

For a sketch of the proof see Kauffman [49]. For an example seeFigure 2.

=

=

FIGURE 2. Two knot diagrams on a torus. The first virtual knot is called thevirtual trefoil.

We are also interested invirtual tangle diagramsandvirtual tangles. The first ones are graphs
embedded in a diskD2 such that each vertex is either one valent or four valent. Thefour valent
vertices are, as before, labelled with anovercrossing , anundercrossing or avirtual crossing

. The one valent vertices are part of the boundary ofD2 and we call themboundary pointsand a
virtual tangle diagram withk one valent vertices a virtual tangle diagram withk-boundary points.

A virtual tangle withk-boundary points is an equivalence class of virtual tangle diagrams with
k-boundary points modulo the generalised Reidemeister moves and boundary preserving isotopies.
We note that all of the moves in Figure 1 can be seen as virtual tangle diagrams. Examples are
given later, e.g. in Section 2.2. As before, the notions oforientedvirtual tangle diagrams and
orientedvirtual tangles can be defined analogously, but moduloorientedgeneralised Reidemeister
moves and boundary preserving isotopies.

If the reader is unfamiliar with the notion v-link or v-tangle, we refer to some introductory
papers of Kauffman and Manturov, e.g. [47] and [50], and the references therein.

Suppose one has a crossingc in a diagram of a v-link (or an oriented v-link). We call a substitu-
tion of a crossing as shown in Figure 3 aresolutionof the crossingc.

0 1 0 1;
FIGURE 3. The two possible resolutions of a crossing called0-resolutionand1-resolution.
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Furthermore, if we have a v-link diagramLD, aresolutionof the v-link diagramLD is a diagram
where all crossings ofLD are replaced by one of the two resolutions from Figure 3. We use the
same notions for v-tangle diagrams.

One of the greatest developments in modern knot theory was the discovery ofKhovanov homol-
ogyby Khovanov in his famous paper [52] (Bar-Natan gave an exposition of Khovanov’s construc-
tion in [9]). As explained above, Khovanov homology is a categorification of the Jones polynomial
in the sense that the graded Euler characteristic of theKhovanov complex, which we call theclas-
sical Khovanov complex, is the Jones polynomial (up to normalisation).

Recall that the Jones polynomial is known to be related to various parts of modern mathematics
and physics, e.g. it origin lies in the study of von Neumann algebras. We note that the Jones
polynomial can be extended to v-links in a rather straightforward way, see e.g. [49]. We call this
extension thevirtual Jones polynomialor virtual sl2 polynomial.

As a categorification, Khovanov homology reflects these connections on a “higher level”. More-
over, the Khovanov homology of c-links is strictly strongerthan its decategorification, e.g. see [9].
Another great development was thetopological interpretationof the Khovanov complex by Bar-
Natan in [8]. This topological interpretation is a generalisation of the classical Khovanov complex
for c-links and one of its modifications has functorial properties [27]. He constructed atopological
complexwhose chain groups are formal direct sums of c-link resolutions and whose differentials
are formal matrices of cobordisms between these resolutions.

Bar-Natan’s construction modulo chain homotopy and thelocal relationsS, T, 4Tu, also called
Bar-Natan relations, see Figure 4, is an invariant of c-links.

+ +=

=2=0

FIGURE 4. The local relations. A cobordism that contains a sphereS should be
zero, a cobordism that contains a torusT should be two times the cobordism without
the torus and the four tubes relation.

It is possible with this construction to classify all TQFTs which can be used to define c-link
homologies from this approach, see [56]. Moreover, it is algorithmic, i.e. computable in less than
exponential time (depending on the number of crossings of a given diagram), see [7]. So it is only
natural to search for such a topological categorification ofthe virtual Jones polynomial.

An algebraic categorification of the virtual Jones polynomial over the ringZ/2 is rather straight-
forward and was done by Manturov in [86]. Moreover, he also published a version over the integers
Z later in [85]. A topological categorification was done by Turaev and Turner in [113], but their
version does not generalise Khovanov homology, since theircomplex is not bi-graded. Another
problem with their version is that it is not clear how tocomputethe homology.

The author gave a topological categorification which generalises the version of Turaev and
Turner in the sense that a restriction of the version given in[110] gives the topological complex of

12



Turaev and Turner, another restriction gives a bi-graded complex that agrees with the Khovanov
complex for c-links and another restriction gives the so-called Lee complex, i.e. a variant of the
Khovanov complex that can be used to define theRasmussen invariantof a c-knot, see [94], which
is also not included in the version of Turaev and Turner. Moreover, the version given in [110] is
computable and also strictly stronger than the virtual Jones polynomial.

Another restriction of the construction from [110] gives a different version than the one given by
Manturov [85] in the sense that we conjecture it to be strictly stronger than his version. Moreover,
in [111], the author extended the construction to v-tanglesin a “good way”, something that is not
known for Manturov’s construction.

To be more precise, the categorification extends from c-tangles to v-tangles in a trivial way (by
setting open saddles to be zero). This has an obvious disadvantage, i.e. it is neither a “good”
invariant of v-tangles nor can it be used to calculate biggercomplexes by “tensoring” smaller
pieces. We give a local notion that is a strong invariant of v-tangles and allows “tensoring”.

It is worth noting that the construction for v-links is more difficult (combinatorial) than the
classical case. That is a reason why in [110] the Bar-Natan approach was not extended to v-tangles.
In this thesis, i.e. in Section 2, we combine the preprints [110] and [111] in one text.

The author conjectures that the whole construction can be used as a “blueprint” for acate-
gorification of the virtualsl3 polynomial(as explained in Section 1.3), since Khovanov published
in [51] a categorification of the classicalsl3 polynomial using foams, a special type of singular
cobordisms.

Moreover, the author conjectures that it can also be used as a“blueprint” for a categorification
of the virtualsln polynomial, if one can find a way to avoid the so-called Kapustin-Li formula
used by Mackaay, Stošić and Vaz in [80] to give a foam based categorification of the classicalsln
polynomial.

Furthermore, the author wants to point out that avirtual analogueof the constructions explained
in Section 1.3 could be interesting and would be based on the constructions of the author given in
his preprints [110], [111] or Section 2, but has not been doneyet.

1.3. The sl3 web algebra. This part of the introduction is intended to explain the second part of
the thesis, i.e. Section 3. Note that the results in Section 3are based on a preprint of the author
together with Mackaay and Pan, see [78].

We note that, because the results of the Section 3 are based onjoint work, the only things that
we have changed is the introductory part given here, a summary of the results given in Section 3.1,
a part about future work in Section 3.13 and the appendix in [78] is now Section 4.8. Furthermore,
we have also done some (small) notation changes to make the notation consistent with the other
sections of this thesis, e.g. the thesis is in British English.

I have also added an isotopy invariant basis obtained from work together with Mackaay and Pan
of which we hope that it has “nice” (i.e. we hope that it is cellular) properties given in Section 3.12.

We already mentioned the Jones polynomial in Section 1.1 andSection 1.2. Shortly after Jones
announced his discovery, several mathematicians found a generalisation of his construction, which
is nowadays calledHOMFLY polynomial, named after the discoverers Hoste, Ocneanu, Millett,
Freyd, Lickorish and Yetter [36], orHOMFLY-PT polynomial, recognising independent contribu-
tions of Przytycki and Traczyk.
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All these polynomials can be explained using so-calledSkein theory, which has a completely
combinatorial nature. Given an oriented diagram of a c-linkLD (we note that this also works for
v-links, e.g. see [49]), the HOMFLY polynomialP (LD) is a polynomial inZ[a±1, b±1] given by
the following recursive rules.

• P (unknot) = 1, whereunknot should be any diagram of the unknot (normalisation).
• aP (L+) − a

−1P (L−) = bP (L0), whereL+ = , L− = andL0 = should replace
the corresponding parts of the diagram (recursion rule).
• If L′

D, L
′′
D are two link diagrams, then the polynomial for the split union LD is given by

P (LD) =
−(a+a−1)

b
P (L′

D)P (L
′′
D) (union).

We note that the polynomial is uniquely determined by these rules and is an invariant of the link.
Hence, in the mid of the 1980s, new knot polynomials were discovered. They were used to solve

open and old problems in knot theory in a very simple fashion.And they are related to different
parts of modern mathematics, like operator algebras, Hopf algebras, Lie algebras, Chern-Simons
theory, conformal field theory etc. Moreover, the Skein theory is combinatorial and makes it “easy”
to compute these invariants.

If you have something obviously interesting, one wants to know how this fits into a“bigger
picture” and not just“that” something is true.

An “explanation” how to obtain these invariants in terms ofrepresentation theory of quantum
groupswas given around 1990 by Reshetikhin and Turaev in [96]. To bemore precise, they gave
an explicit construction that works roughly in the following way.

• Start by colouring the strings of a tangle diagram in Morse position with irreducible repre-
sentationsVi of quantum groups.
• Then at the bottom and top of the tangle diagramTD one has a tensor product of theseVi.
• Then one associates certain intertwiners to cups, caps and crossings and composition gives

an intertwinerPTD between the bottom and top tensors. This is an invariant.
• In the special case of link diagramsLD the intertwiner is a mapPLD

: C(q) → C(q) and
can be seen as a polynomialPLD

(1). Note that this polynomial is in fact inZ[q, q−1], i.e.
it has integer coefficients, and note that Reshetikhin and Turaev’s construction restricted to
the invariant tensorsgives the same link invariant.

For example, if we consider the substitutiona = qn, b = q−q−1 with n > 1 for the HOMFLY poly-
nomial, then we can obtain these polynomials using thefundamental representationsof Uq(sln) as
colours. Note that the casen = 2 gives the Jones polynomial, hence the namesl2 polynomial.
Much more details can be found for example in [112].

A connection between these two pictures, i.e. the combinatorial and the one from representa-
tion theory, is given by the theory ofsln webs, where ansln web is a graphical presentation of
intertwiners between fundamental representations of the corresponding quantum groupsUq(sln).
In particular, in the casen = 2 the calculus of these webs can be described by theTemperley-Lieb
algebraand in the casen = 3 by a graphical calculus formulated by Kuperberg in [70] using ori-
ented trivalent graphs. Generalisations of these for alln > 3 have recently been found, see Cautis,
Kamnitzer and Morrison [22] and the references therein.

Let us assume for simplicity thatn = 3 and we restrict to the fundamental representationV+
and its dualV− = V+ ∧ V+. Then Reshetikhin and Turaev’s construction from above assigns to
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every sign sequenceS = (s1, . . . , sm), sk ∈ {+,−} (a boundary of such webs is such a sequence)
a tensor product of these representationsVS = Vs1 ⊗ · · · ⊗ Vsm and to each tangle diagram an
intertwiner. Hence, since intertwiners maps invariant tensors to invariant tensors, one can restrict
to the spaceInvUq(sl3)(VS) for a lot of purposes. Note that the general case, that is arbitrary tensors,
is harder and work in progress.

Recall that Murakami, Ohtsuki and Yamada gave in [91] a variant of the skein calculus known
as MOY relationsor asMOY calculus. The HOMFLY polynomialPn(·) with the substitution
a = qn,b = q− q−1 with n > 1 from above can also be calculated by the following recursiverules.
Notice that these rules can be drastically simplified using Kauffman’s calculus ifn = 2. Recall
that[m] = qm−q−m

q−q−1 denotes thequantum integer.

• Pn( ) = qn−1Pn( )− qnPn( ) (recursion rule 1).
• Pn( ) = q1−nPn( )− q−nPn( ) (recursion rule 2).
• Thecircle removal

= [n].

• Thetwo digon removals

= [2] · and = [n− 1] ·

• Thefirst square removal

= [n− 2] · +

• Thesecond square removal

+ = +

Note that in the casen = 3 the two digon removals are the same, the first square removal does
not contain any quantum integers any more and can replace thesecond square removal, i.e. they
simplify to the so-calledKuperberg relations.

To summarise, we give the following diagram, theclassical, uncategorifiedpicture.

sln-webs oo Intertwiners //

Kauffman,Kuperberg,MOY
RRRRR

))RRRRR

Uq(sln)-Tensors

Reshetikhin,Turaev
jjjjjj

ttjjjjjj

sln-knot polynomials

Kuperberg showed in [70] that the web spaceWS of sl3 webs with boundaryS is isomorphic to
the space of invariant tensorsInvUq(sl3)(VS) mentioned above. Without giving the details here, by
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so-calledq-skew Howe duality, which we explain in Section 3.10, this implies that

V(3k) ∼=
⊕

S

WS,

whereV(3k) is the irreducibleUq(gl3k) representation of highest weightλ = (3k) and, by restriction,
this gives rise to aUq(sl3k) representation.

Hence, we get the“Howe dual picture” to the one from above (we note that the casem > 3 or
the case with arbitrary representations is work in progress).

sl3-webs oo Howe duality //

Kauffman,Kuperberg,MOY
RRRRR

))RRRRR

Uq(sln)-Irreducibles

Lusztig,Cautis,Kamnitzer,Licata
iiiiii

ttiiiiii

sl3-knot polynomials

What about the “categorified world” now? Recall that we explained in Section 1.1 how Khovanov
in [52] gave acategorificationof the Jones polynomial. Shortly after his breakthrough, heto-
gether with Rozansky in [64] and [65], gave acategorification of thesln polynomialusing matrix
factorisations. Others, like Khovanov in [51], Mackaay, Stošić and Vaz, see [82], [83] and [80]
gave acategorificationbased on foams in the spirit of Bar-Natan [8]. These homologies are highly
interesting and studied from different viewpoints nowadays.

Other approaches are due to Mazorchuk and Stroppel in [89] using sophisticated techniques
and constructions in categoryO, i.e. techniques from of representation theory, and another due to
Cautis and Kamnitzer in [21] using constructions from algebraic geometry.

As before, one wants to know how all of this fits into a“bigger picture” and not just“that”
something is true. That is one of the reasons people started to look forcategorifications of quantum
groups, i.e. if a g-invariant can be obtained by studying the representation category ofUq(g) in
the spirit of Reshetikhin and Turaev, there categorifications should be obtained by studying some
kind of “ 2-representation category”of the categorification associated toUq(g). In particular, the
“Khovanov like homologies” should be obtained in this way.

Indeed, such an approach follows from Webster [117] and [118]. We note that his work utilises
a connection to the picture likesln categorifications indirectly using Mazorchuk and Stroppel’s
work.

To summarise, we give the following diagram, thecategorifiedpicture, the picture we still want
to understand.

sln-foams oo
??? //

Khovanov,Khovanov−Rozansky
RRRRR

))RRRRR

sln-string diagrams

Webster
jjjjjj

ttjjjjjj

sln-knot homologies

Let us briefly explain instead what we can say about the “Howe dual picture”. We defined in [78]
thesl3 analogue of Khovanov’s arc algebrasHn, introduced in [53]. We call themweb algebrasand
denote them byKS, whereS is a sign string, i.e. a string of+ and− signs which correspond to the
two fundamental representations ofUq(sl3). Khovanov uses in his paper so-calledarc diagrams,
which give a diagrammatic presentation of the representation theory ofUq(sl2). These diagrams
are related to the Kauffman calculus for the Jones polynomial mentioned above.
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Since we defined ansl3 analogue, we use the Kuperberg webs, introduced by Kuperberg in [70],
mentioned above. These webs give a diagrammatic presentation of the representation theory of
Uq(sl3). And of course, instead ofsl2 cobordisms, which Bar-Natan used in [8] to give his formu-
lation of Khovanov’s categorification, we use Khovanov’s [51] sl3 foams.

To be more precise, in Section 3.11, we show the following. Let VS = Vs1⊗· · ·⊗Vsn , whereV+
is the basicUq(sl3) representation andV− its dual. Kuperberg [70] proved, as indicated above, that
WS, the space ofsl3 webs whose boundary is determined byS, is isomorphic toInvUq(sl3)(VS), the
space of invariant tensors inVS. Our algebra can be seen as acategorificationof this, i.e. we show

K⊕
0

(
KS-pModgr

)
∼= W Z

S ,

for anyS. HereK0 denotes the Grothendieck group and the superscriptZ denotes the integral
form andKS-pMod the category of finite dimensional, projectiveKS-modules.

In order to obtain this result, we have categorified an instance of theq-skew Howe duality
mentioned above, as we explain in Section 3.11. Without giving the details here, we get the
“categorified Howe dual picture”(the general case is again work in progress).

sl3-foams oo
Howe 2-duality //

Khovanov,Khovanov−Rozansky
RRRRR

))RRRRR

sln − cyl. KRL algebras

Chuang,Rouquier
iiiiii

ttiiiiii

sl3-knot homologies

But this is only one reason to study theseweb algebras. Since the Jones polynomial and thesln
polynomial in general are known to be related to different branches of modern mathematics, the
categorifications should reflect these connections on ahigher leveland one has possibly more
sophisticated connections. We explain some connections ofour work in the following.

As we showed in our paper, see Section 3.6, the center of the algebraKS is graded isomorphic to
the cohomology ring of a certainSpaltenstein varietyXλ

µ , an interesting variety from combinato-
rial, algebraic geometry. To be more precise, if one has a nilpotent endomorphismN : Cm → Cm,
then the classicalSpringer fiberis the variety given by the flags fixed underN . Generalising to
partial flags gives the Spaltenstein varieties, introducedby Spaltenstein [104]. Their geometry is
still not well understood.

A related aspect is the following. In [33], Fontaine, Kamnitzer and Kuperberg study spiders
from the viewpoint of algebraic geometry. Forsl3 these spiders are exactly the webs that we study.

Given a sign stringS, the so-calledSatake fiberF (S), denotedF (
−→
λ ) in [33], is isomorphic

to the Spaltenstein varietyXλ
µ mentioned above. Moreover, given a webw with boundary corre-

sponding toS, Fontaine, Kamnitzer and Kuperberg also define a varietyQ(D(w)). They call it the
web variety. A question asked by Kamnitzer is how their work is related toours. We give a more
detailed description of his question later in Section 3.1.

Another connection is given in Section 3.11, i.e. we show that our algebra isMorita equiva-
lent (it has the “same” representation theory), as a certain cyclotomic Khovanov-Lauda-Rouquier
algebraR(3k). By Brundan and Kleshchev graded isomorphism given in [16],we obtain that our al-
gebra has the “same” representation theory as certain so-called cyclotomic Hecke algebras. These
algebras, introduced by Ariki and Koike [4] and independently by Broué and Malle [13], are gener-
alisations of Hecke algebras, i.e.quantisedversions of the group ring of symmetric groupsSm, in
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the sense that the Hecke algebras are cyclotomic Hecke algebras of level one. One amazing aspect
about these algebras is that they contain the Hecke algebrasof typeA andB as special cases and
they are therefore useful to study themodular representation theory of finite classical groups of
Lie type. They are studied by varies mathematicians nowadays. An introduction to these algebras
can be found for example in a lecture notes of Ariki [2].

It is worth noting that, in the study of the representation theory of sln, the casen = 3 can be
seen as ablueprinthow to tackle the casen > 3, while then = 2 case seems to be “too special” to
generalise. Let us explain why we expect something similar in our case for the results in Section 3,
although the combinatorics get quite hard forn > 3.

For any stringS = (s1, . . . , sn), such that1 ≤ si ≤ n − 1, Fontaine, generalising work of
Westbury [119], constructs in [32] asln web basisBn

S by generalising Khovanov and Kuperberg’s
sl3 growth algorithm [57]. To anyw ∈ Bn

S , one can associate the coloured Khovanov-Rozansky
matrix factorizationMw, as defined by Wu [121] and Yonezawa [122]. For anyu, v ∈ Bn

S , one can
then define

uK
n
v = Ext(Mu,Mv).

The multiplication in
Kn
S =

⊕

u,v∈Bn
S

uK
n
v

is induced by the composition of homomorphisms of matrix factorizations. Note that forsl3,
the definition using matrix factorizations indeed gives an algebra isomorphic toKS, as follows
from the equivalence between matrix factorizations and foams for sl3 proved in [83]. While the
author writes this thesis, Mackaay and Yonezawa are preparing a paper [84] on thesln web algebra
following the ideas explained above.

The author notes that avirtual versionof Khovanov’s arc algebra, our web algebra or even
versions forn > 3 would be also interesting to study. But this is not done yet.

More details concerning our paper [78] are summarised in Section 3.1.

18



2. VIRTUAL KHOVANOV HOMOLOGY

2.1. A brief summary. Let us give a brief summary of the constructions in Section 2.We will
assume that the reader is not completely unfamiliar with thenotion of the classical Khovanov
complex as mentioned before in 1.1, e.g. the construction ofthe Khovanov cube (more about
cubes in Section 4.6) based on so-calledresolutions of crossingsas shown in Figure 3. There are
many good introductions to classical Khovanov homology, e.g. a nice exposition of the classical
Khovanov homology can be found in Bar-Natan’s paper [9]. Note that this section is based on two
preprints [110] and [111] of the author. The summary is informal. We hope to demonstrate that
the main ideas of the construction are easy, e.g. the construction is given by an algorithm, general,
e.g. it extends all the “classical” homologies, but if one works over a ringR of characteristic2,
then, by settingθ 6= 0, one obtains “non-classical” homologies, and has other nice properties, e.g.
it has, up to a sign, functorial properties.

Let a be a word in the alphabet{0, 1}. We denote byγa the resolution of a v-link diagramLD
with |a| crossings, where thei-th crossing ofLD is resolvedai ∈ {0, 1} as indicated in Figure 3.
Beware that weonly resolve classical crossings. We denote the number of v-circles, that is closed
circles with only v-crossings, in the resolutionγa by |γa|.

Moreover, suppose we have two wordsa, b with ak = bk for k = 1, . . . , |a| = |b|, k 6= i and
ai = 0, bi = 1. Then we callS : γa → γb a (formal) saddlebetween the resolutions.

Furthermore, suppose we have a v-link diagramLD with at least two crossingsc1, c2. We call
a quadrupleF = (γ00, γ01, γ10, γ11) of four resolutions of the v-diagramLD a faceof the diagram
LD, if in all four resolutionsγ00, γ01, γ10, γ11 all crossings ofLD are resolved in the same way
except thatc1 in resolvedi and c2 is resolvedj in γij (with i, j ∈ {0, 1}). Furthermore, there
should be an oriented arrow fromγij to γkl if i = j = 0 andk = 0, l = 1 or k = 1, l = 0 or if
i = 0, j = 1 andk = l = 1 or if i = 1, j = 0 andk = l = 1. That is faces look like

γ01
S∗1

""E
EE

EE
EE

E

γ00

S∗0 ""D
DD

DD
DD

D

S0∗

<<zzzzzzzz
γ11,

γ10
S1∗

<<yyyyyyyy

where the * for the saddles should indicate the change0→ 1.
We also consideralgebraic facesof a resolution. That is the same as above, but we replaceγa

with
⊗

nA, if γa hasn components. HereA is anR-module andR is a commutative, unital ring.
Moreover, recall that the differential in the classical Khovanov complex consists of a multipli-

cationm : A⊗A→ A and a comultiplication∆: A→ A⊗A for theR-algebraA = R[X ]/(X2)
with gradingsdeg 1 = 1, degX = −1. The comultiplication∆ is given by

∆: A→ A⊗ A;

{
1 7→ 1⊗X +X ⊗ 1,

X 7→ X ⊗X.

The problem in the case of v-links is the emergence of a new map. This happens, because it is
possible for v-links that a saddleS : γa → γb between two resolutions does not change the number
of v-circles, i.e.|γa| = |γb|. This is a difference between c-links and v-links, i.e. in the first case
one always has|γa| = |γb|+ 1 or |γb|+ 1 = |γa|.
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So in the algebraic complex we need a new map·θ : A → A together with the classical multi-
plication and comultiplicationm : A⊗A→ A and∆: A→ A⊗A. As we will see later the only
possible way to extend the classical Khovanov complex to v-links is to setθ = 0 (for R = Z). But
then a face could look like (maybe with extra signs).

(2.1.1)

A⊗ A
m

##G
GG

GG
GG

GG

A

∆
;;xxxxxxxxx

·θ ##G
GGGGGGGG A.

A
·θ

;;wwwwwwwww

We call such a face aproblematic face. With θ = 0 and the classical∆, m, this face does not
commute (forR = Z). Therefore, there is no straightforward extension of the Khovanov complex
to v-links. Moreover, in the cobordism based construction of the classical Khovanov complex,
there is no corresponding cobordism forθ.

To solve these problems we consider a certain category called uCob2
R(∅), i.e. a category

of (possible non-orientable) cobordisms with boundary decorations{+,−}. Roughly, a punc-
tured Möbius strip plays the role ofθ and the decorations keep track of how (orientation pre-
serving or reversing) the surfaces are glued together. Hence, in our category we have different
(co)multiplications, depending on the different decorations. Furthermore, in order to get the right
signs, one has to use constructions related to∧-products (sometimes called skew-products). Note
that this is rather surprising, since such constructions are not needed for Khovanov homology in the
c-case. And furthermore, such constructions are in the c-case related to so-calledodd Khovanov
homology. But we show that in fact our construction agrees for c-links with the (even) Khovanov
homology (see Theorem 2.3.9).

The following table summarises the connection between the classical and the virtual case.

Classical Virtual
Objects c-link resolutions v-link resolutions

Morphisms Orientable cobordismsPossible non-orientable cobordisms
Cobordisms Embedded Immersed
Decorations None +,− at the boundary

Signs Usual Related to∧-products

Hence, a main point in the construction of the virtual Khovanov complex is to say which saddles,
i.e. morphisms, are orientable and which are non-orientable, how to place the decorations and how
to place the signs. This is roughly done in the following way.

• Every saddle either splits one circle (orientable, calledcomultiplication, denoted∆. See
Figure 12 - fourth column), glues two circles (orientable, called multiplication, denoted
m. See Figure 12 - fifth column) or does not change the number of circles at all (non-
orientable, calledMöbius cobordism, denotedθ. See Figure 12 - last morphism).
• Every saddleS can be locally denoted (up to a rotation) by a formal symbolS : →

(both smoothings are neighbourhoods of the crossing). Theglueing numbers, i.e. the
decorations, are now spread bychoosing a formal orientationfor the resolution. We note
that the construction will not depend on the choice.
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• After all resolutions have an orientation, a saddleS could for example be of the form
S : → . This is thestandard form, i.e. in this case all glueing number will be+.
• Now spread the decorations as follows. Every boundary component gets a+ iff the ori-

entation is as in the standard case and a− otherwise. Thedegeneratedcases (everything
non-alternating), e.g.S : → , are the non-orientable surfaces and do not get any
decorations. Compare to Table 1 in Definition 2.3.3.
• The signs are spread based on a numbering of the v-circles in the resolutions and on a

special x-marker for the crossings. Note that without the x-marker one main lemma, i.e.
Lemma 2.3.14, would not work.

Or summarised in Figure 5. The complex below is the complex ofa trivial v-link diagram.

00 11

01

10

1
2

=

n
+= 1n-= 1

+

+-

-

-

x

x

x

x

x x

+

-

FIGURE 5. The virtual Khovanov complex of the unknot.

To construct the virtual Khovanov complex for v-tangles we need to extend these notions in such
a way that they still work for “open” cobordisms. A first generalisation is easy, i.e. we will still
use immersed, possible non-orientable surfaces with decorations, but we allow vertical boundary
components, e.g. the threev-Reidemeister cobordisms vRM1, vRM2 and vRM3in Figure 6.

+

+
+
+

+
+
+

+
+

+

+
+

FIGURE 6. The virtual Reidemeister cobordisms.
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One main point is the question what to do with the“open” saddles, i.e. saddles with no closed
boundary. A possible solution is to define them to be zero. Butthis has two major problems. First
the loss of information is big and second we would not have local properties as in the classical
case (“tensoring” of smaller parts), since an open saddle can, after closing some of his boundary
circles, become eitherm, ∆ or θ. See Figure 7.

: : :

: : :

:

1 -1 0

FIGURE 7. All of the closed cases give rise to the unclosed.

Hence, an information mod 3 is missing. We therefore consider morphisms with anindicator,
i.e. an element of the set{0,+1,−1}. Then, after taking care of some technical difficulties, the
concept extends from c-tangles to v-tangles in a suitable way. That is, we can “tensor” smaller
pieces together as indicated in the Figure 8.

1 2
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+

+

+

+1

+ +
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+
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x x
+
+

1
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FIGURE 8. After we have fixed an orientation/numbering of the circuit diagram,
we only have to compare whether the local orientations match(green) or mismatch
(red) and compose if necessary withΦ−

+ (red). Iff we have a double mismatch at the
top and bottom, then we add a bolt symbol.
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It should be noted that there are some technical points that make our construction only semi-
local (a disadvantage that arises from the fact that “non-orientability” is not a local property). Note
that indicators, if necessary, are pictured on the surfaces.

The outline of the Section 2 is as follows.
• In Section 2.2 we define the category of (possible non-orientable) cobordisms with bound-

ary decorations. First in the “closed” case in Definition 2.2.1 and then more general in the
“open” case in Definition 2.2.10. We also proof/recall some basic facts in Section 2.2.
• In Section 2.3 we define 2.3.4 the virtual Khovanov complex for v-links. It is a v-link

invariant (Theorem 2.3.8) and agrees with the constructionin the c-case (Theorem 2.3.9).
There are two important things about the construction. The first is that there are many
choices in the definition of the virtual complex, but we show in 2.3.13 that different choices
give isomorphic complexes. Second, it is not clear that the complex is a well-defined chain
complex, but we show this fact in Theorem 2.3.17 and Corollary 2.3.18. In order to show
that the construction gives a well-defined chain complex we have to use a “trick”, i.e. we
use a move calledvirtualisation, as shown in Figure 9, to reduce the question whether the
faces of the virtual Khovanov cube are anticommutative to a finite and small number of
so-calledbasic faces(see Figure 17).

FIGURE 9. The virtualisation of a crossing.

• In Section 2.4 we show that our constructions can be comparedto so-calledskew-extended
Frobenius algebras2.4.8. With this we are able to classify all possible v-link homologies
from our approach 2.4.19. We note that all the classical homologies are included. And
we can therefore show in Corollary 2.4.15 that our construction is a categorification of the
virtual Jones polynomial.
• The Sections 2.5 and 2.6 are analogues of the earlier sections, but for v-tangles.
• The Section 2.7 uses that our construction is semi-local 2.6.9. As a result, we can still show

that Lee’s variant of Khovanov homology is in some sense degenerated 2.7.11. This fact is
one of the main ingredients to define Rasmussen’s invariant in the classical case.
• The Section 2.8 gives some calculation results with a MATHEMATICA program written

by the author. It is worth noting that we give examples of v-links with seven crossings
which can not be distinguished by the virtual Jones polynomial, but by virtual Khovanov
homology.
• We have collected some open questions in the final Section 2.9.

2.1.1. Notation. We call the 0- and the 1-resolutionof the crossing for a given v-link
diagramLD or v-tangle diagramT kD. For an oriented v-link diagramLD or v-tangle diagramT kD
we call a positiveand a negativecrossing. Thenumber of positive crossingsis denoted by
n+ and thenumber of negative crossingsis denoted byn−.

For a given v-link diagramLD or v-tangle diagramT kD with n-numbered crossings we define a
collection of closed curves and open stringsγa in the following way. Leta be a word of lengthn in
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the alphabet{0, 1}. Thenγa is the collection of closed curves and open strings which arise, when
one performs aai-resolution at thei-th crossing for alli = 1, . . . , n. We call such a collectionγa the
a-th resolutionofLD orT kD. All appearing v-circles should be numbered with consecutive numbers
from 1, . . . , ka in these resolutions, whereka is the total number of v-circles of the resolutionγa.

We can choose an orientation for the different components ofγa. We call such aγa anorientated
resolution, i.e. every v-crossing of the resolutionγa should look like . Then a local neighbour-
hood of a0, 1-resolved crossing could for example look like. We call these neighbourhoods
oriented crossing resolutions.

If we ignore orientations, then there are2n different resolutionsγa of LD or T kD. We say a
resolution has lengthm if it contains exactlym 1-letters. That ism =

∑n
i=1 ai.

For two resolutionsγa andγa′ with ar = 0 anda′r = 1 for one fixedr andai = a′i for i 6= r we
define asaddle between the resolutionsS. This means: Choose a small (no other crossing, classical
or virtual, should be involved) neighbourhoodN of the r-th crossing and define a cobordism
betweenγa andγa′ to be the identity outside ofN and a saddle inside ofN . Note that we, by
a slight abuse of notation, call these cobordisms saddles although they contain in general some
cylinder components.

From now on we considerfacesF = (γ00, γ01, γ10, γ11) of four resolutions, as mentioned above,
alwaystogether with the saddlesbetween the resolutions. We denote the saddles for example by
S0∗ : γ00 → γ01, where the position of the∗ indicates the change0→ 1.

It should be noted that any v-link or v-tangle diagram shouldbe oriented in the usual sense. But
with a slight abuse of notation, we will suppress this orientation throughout the whole Section 2,
since the afore mentioned oriented resolutions are main ingredients of our construction and easy
to confuse with the usual orientations. Recall that these usual orientations are needed for the shifts
in homology gradings, see for example [9].

Sometimes we need a so-calledspanning tree argument, i.e. choose a spanning tree of a cube
(as in Figure 10) and change e.g. orientations of resolutions such that the edges of the tree change
in a suitable way, starting at the rightmost leafs, then remove them and repeat. Notice that two
cubes together with a chain map between them form again a bigger cube. It is worth noting that
most of the spanning tree arguments work out in the end because of certain preconditions, e.g. the
anticommutativity of faces.

FIGURE 10. A Khovanov cube and a spanning tree of the cube (green edges).

Moreover, we have collected some facts from homological algebra that we need in Section 2 in
the Section 4.5 and in Section 4.6.
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2.2. The topological category.

2.2.1. The topological category for v-links.In this section we describe our topological category
which we calluCob2

R(∅). This is a category of cobordisms between v-link resolutions in the spirit
of Bar-Natan [8], but we admit that the cobordisms are non-orientable as in [113].

The basic idea of the construction is that the usual pantsup-and pantsdown-cobordisms do not
satisfy the relationm ◦∆ = θ2. But we need this relation for the face from 2.1.1. This is thecase,
because we need an extra information for v-links, namelyhowtwo cobordisms are glued together.

To deal with this problem, we decorate the boundary components of a cobordism with a formal
sign+,−. With this constructionmi ◦∆j is sometimes= θ2 and sometimes6= θ2, depending on
i, j = 1, . . . , 8. The first case will occur iffmi ◦∆j is a non-orientable surface.

One main idea of this construction is the usage of a cobordismΦ−
+ between two circlesdifferent

from the identityid+
+. See Figure 11.

+

+ +

-

id+
+ Φ−

+

FIGURE 11. Glueing the boundary together as indicated can not be done without
immersion in the case on the right.

Furthermore, we need relations between the decorated cobordisms. One of these relations iden-
tifies all boundary preserving homeomorphic cobordisms if their boundary decorations are all
equal or are all different (up to a sign). Moreover, some of the standard relations of the category
Cob2

R(∅) (see for example in the book of Kock [66]) should hold. We denote the category with
the extra signs byuCob2

R(∅) and the category without the extra signs byuCob2
R(∅)

∗. Therefore,
there will be two different cylinders in these categories.

Note that most of the constructions are easier foruCob2
R(∅)

∗ than foruCob2
R(∅). That is why

we will only focus on the latter category and hope the reader does not have to many difficulties to
do similar constructions foruCob2

R(∅)
∗ while reading this section.

At the end of this section we will prove some basic relations (Lemma 2.2.6) between the gener-
ators of our category. We also characterise the cobordisms of the face 2.1.1 (Proposition 2.2.8).

It should be noted that, in order to extend the construction to v-tangle diagrams, we need some
more extra notions. We will define them after Definition 2.2.1in an extra subsection in Defini-
tion 2.2.10 to avoid to many notions at once.

We start with the following definition. Beware that we consider v-circles as objects and cobor-
disms together with decorations. We denote the decorationsby +,− and illustrate them next to
boundary components. HereR denotes a commutative, unital ring of arbitrary characteristic.

Definition 2.2.1. (The category of cobordisms with boundarydecorations) We describe the
categoryuCob2R(∅) in six steps. Note that our category isR−pre-additive1. The symbol∐ denotes
the disjoint union.

1Sometimes also calledR-category, i.e. the set of morphisms form aR-module and composition isR-linear.
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The objects:
TheobjectsOb(uCob2R(∅)) are disjoint unions of numberedv-circles. We denote the objects

by O = ∐i∈IOi. HereOi are the v-circles andI is a finite, ordered index set. Note that, by a
slight abuse of notation, we denote the objects byO to point out that the category can be seen as
a 2-category (but it is inconvenient for our purpose). The objects of the category are equivalence
(moduloplanar isotopies) classes of four-valent graphs.

The generators:
Thegeneratorsof Mor(uCob2

R(∅)) are the eight cobordisms from Figure 12 plus topological
equivalent cobordisms, but with all other possible boundary decorations (we do not picture them
because one can obtain them using the ones shown after takingthe relations below into account).
Every orientable generator has a decoration from the set{+,−} at the boundary components. We
call these decorations theglueing number(of the corresponding boundary component).

+

+ +

-

+

+ +

+ +

+ +

+

+ +

+ +
ε+

ι+

id+
+ Φ−

+ m++
+∆+

++ τ++
++ θ

FIGURE 12. The generators of the set of morphisms. The cobordism on the right
is the Möbius cobordism, i.e. a two times punctured projective plane.

We consider these cobordisms up to boundary preserving homeomorphisms (as abstract sur-
faces). Hence, between circles with v-crossings the (not pictured) generators are the same up to
boundary preserving homeomorphisms, but immersed intoR2 × [−1, 1].

The eight cobordisms are (from left to right): acap-cobordismand acup-cobordismbetween
the empty set and one circle and vice versa. Both are homeomorphic to a discD2 and both have a
positive glueing number. We denote them byι+ andε+ respectively.

Two cylindersfrom one circle to one circle. The first has two positive glueing numbers and we
denote this cobordism byid+

+. The second has a negative upper glueing number and a positive
lower glueing number and we denote it byΦ−

+.
A multiplication-and acomultiplication-cobordismwith only positive glueing numbers. Both

are homeomorphic to a three times puncturedS2. We denote them bym+
++ and∆+

++.
A permutation-cobordismbetween two upper and two lower boundary circles with only positive

glueing numbers. We denote it byτ++
++ .

A two times punctured projective plane, also calledMöbius cobordism. This cobordism is not
orientable, hence it has no glueing numbers. We denote it byθ.

The composition of the generators is given by glueing them together along their common bound-
ary. In all pictures the upper cobordism is theC in the compositionC ′ ◦ C. The decorations are
not changing at all (except that we remove the decorations ifany connected component is non-
orientable)before taking the relations as in the equations 2.2.1, 2.2.2, 2.2.3, 2.2.4, 2.2.5, 2.2.6
and 2.2.7 into account. Formally,beforetaking quotients, the composition of the generators also
needs internal decorations to remember if the generators where glued together alternating, i.e. mi-
nus to plus or plus to minus, or non-alternating. But after taking the quotients as indicated, these
internal decorations are not needed any more. Hence, we suppress these internal decorations to
avoid a too messy notation.
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The reader should keep the informal slogan “Composition with Φ−
+ changes the decoration” in

mind.
The morphisms:
The morphismsMor(uCob2R(∅)) are cobordisms between the objects in the following way.

Note that we call a morphism non-orientable if any of its connected components is non-orientable.
We identify the collection of numbered v-circles with circles immersed intoR2. Given two

objectsO1,O2 with k1, k2 numbered v-circles, a morphismC : O1 → O2 is a surface immersed
in R2 × [−1, 1] whose boundary lies only inR2 × {−1, 1} and is the disjoint union of thek1
numbered v-circles fromO1 in R2 × {1} and the disjoint union of thek2 numbered v-circles from
O2 in R2 × {−1}. The morphisms are generated (as abstract surfaces) by the generators from
above. It is worth noting that all possible boundary decorations can occur.

The decorations:
Given aC : O1 → O2 in Mor(uCob2

R(∅)), let us say that the v-circles ofO1 are numbered
from 1, . . . , k and the v-circles ofO2 are numbered fromk + 1, . . . , l.

Every orientable cobordism has a decoration on thei-th boundary circle. This decoration is an
element of the set{+,−}. We call this decoration of thei-th boundary component thei-th glueing
numberof the cobordism.

Hence, the morphisms of the category are pairs(C,w). HereC : O1 → O2 is a cobordism from
O1 toO2 immersed inR2× [−1, 1] andw is a string of lengthl in such a way that thei-th letter of
w is thei-th glueing number of the cobordism orw = 0 if the cobordism is non-orientable.

Short hand notation:
We denote a orientable, connected morphismC by Cu

l . Hereu, l are words in the alphabet
{+,−} in such a way that thei-th character ofu (of l) is the glueing number of thei-th circle
of the upper (of the lower) boundary. The construction aboveensures that this notation is always
possible. Therefore, we denote an arbitrary orientable morphism(C,w) by

C = Cu1
l1
∐ · · · ∐ Cuk

lk
.

HereCui
li

are its connected components andui, li are words in{+,−}. For a non-orientable mor-
phism we do not need any boundary decorations.

The relations:
There are two different types of relations, namelytopological relationsandcombinatorial rela-

tions. The latter relations are described by the glueing numbers and the glueing of the cobordisms.
The relations between the morphisms are the relations pictured below, i.e. the threecombinato-
rial 2.2.1 for the orientable and 2.2.2 for non-orientable cobordisms,commutativityandcocom-
mutativity relations 2.2.3,associativityandcoassociativityrelations 2.2.3,unit and counitrela-
tions 2.2.4,permutationrelations 2.2.5 and 2.2.6, aFrobenius relationand thetorus and M̈obius
relations 2.2.7 and differentcommutationrelations. Latter ones are not pictured, but all of them
should hold with a plus sign. If the reader is unfamiliar withthese relations, then we refer to the
book of Kock [66] and hope that it should be clear how to translate his pictures to our context (by
adding some decorations).

Beware that we have pictured several relations in some figures at once. We have separated them
by a thick line.

Moreover, some of the relations contain several cases at once, e.g. in the right part of Equa-
tion 2.2.7. In those cases it should be read: If the conditions around the equality sign are satisfied,
then the equality holds.
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The first combinatorial relations are
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l
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= =

= =

= =
l u= l= u-(2.2.1)

and the third for the non-orientable cobordisms is

l

u

=

=

=-(2.2.2)

Note that the relation 2.2.2 above is not the same asθ = 0, since we work over rings of arbitrary
characteristic. The (co)commutativity and (co)associativity relations are
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and the (co)unit relations are
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The first and second permutation relations are
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while the third permutation relation is
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(2.2.6)

The importantFrobenius, torus and M̈obiusrelations are
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A u or al means an arbitrary glueing number and−u,−l are the glueing numbersu or l multiplied
by −1. Furthermore, the bolt represent a non-orientable surfaces and not illustrated parts are
arbitrary.

It follows from these relations, that the cobordism∐i∈I id
+
+ is the identity morphism between|I|

v-circles. The cobordismΦ−
+ changes the boundary decoration of a morphism. Hence, the category

above contains all possibilities for the decorations of theboundary components.
The categoryuCob2

R(∅)
∗ is the same as above, but without all minus signs in the relations (we

mean “honest” minus signs, i.e. the minus-decorations are still in use).

Both categories are strict monoidal categories (compare to4.1.1), since we are working with
isotopy classes of cobordisms. The monoidal structure is beinduced by the disjoint union∐.
Moreover, both categories are symmetric. Note that they canbe seen as2-categories, as explained
in Example 4.1.6, but it is more convenient to see them as monoidal 1-category.

It is worth noting that the rest of this section can also be done for the categoryuCob2
R(∅)

∗ by
dropping all the corresponding minus signs.

As in [8], we define the categoryMat(C) to be thecategory of formal matricesover a pre-
additive categoryC, i.e. the objectsOb(Mat(C)) are ordered, formal direct sums of the objects
Ob(C) and the morphismsMor(Mat(C)) are matrices of morphismsMor(C). The composition
is defined by the standard matrix multiplication. This category is sometimes called theadditive
closureof the pre-additive categoryC.

Furthermore, as before in Section 1.1, we define the categoryKomb(C) to be thecategory of
formal, bounded chain complexesover a pre-additive categoryC. Denote the category modulo
formal chain homotopy byKomb(C)

h. More about such categories is collected in Section 4.5.
Furthermore, we defineuCob2

R(∅)
l, which has the same objects as the categoryuCob2

R(∅),
but morphisms modulo the local relations from Figure 4. We make the following definition.

Definition 2.2.2. We denote byKobb(∅)R the categoryKomb(Mat(uCob2
R(∅))). Here our ob-

jects are formal, bounded chain complexes of formal direct sums of the category of (possible
non-orientable) cobordisms with boundary decorations. WedefineKobb(∅)

h
R to be the category

Kobb(∅)R modulo formal chain homotopy. Furthermore, we defineKobb(∅)
l
R andKobb(∅)

hl
R in

the obvious way. The notationsuCob2
R(∅)

(l) or Kobb(∅)
(h)(l)
R mean that we consider all possible

cases, namely with or without ah and with or without al.

One effective way of calculation inuCob2
R(∅) is the usage of theEuler characteristic2. It is

well-known that the Euler characteristic is invariant under homotopies and that it satisfies

χ(C2 ◦ C1) = χ(C1) + χ(C2)− χ(O2) and χ(C1 ∐ C2) = χ(C1) + χ(C2)

for any two cobordismsC1 : O1 → O2 andC2 : O2 → O3. Because the objects ofuCob2
R(∅) are

disjoint unions of v-circles, we note the following lemmata.

Lemma 2.2.3.The Euler characteristic satisfiesχ(C1 ◦ C2) = χ(C1) + χ(C2) for all morphisms
C1, C2 of the categoryuCob2R(∅). �

Lemma 2.2.4. The generators of the categoryuCob2R(∅) satisfyχ(id+
+) = χ(id−

−) = 0 and
χ(Φ−

+) = χ(Φ+
−) = 0 andχ(∆+

++) = χ(m++
+ ) = χ(θ) = −1. The composition of a cobordismC

with id+
+ or Φ−

+ does not changeχ(C). �

2Here we consider our morphisms as surfaces.
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It is worth noting that the Lemmata 2.2.3 and 2.2.4 ensure that the categoryuCob2
R(∅) can be

seen as agraded category, that is the grading of morphisms is the Euler characteristic. Recall that
a saddle between v-circles is a saddle for a certain neighbourhood and the identity outside of it.

Lemma 2.2.5.All saddles are homeomorphic to the following three cobordisms (and some extra
cylinders for not affected components). Hence, after decorating the boundary components, we get
nine different possibilities, if we fix the decorations of the cylinders to be+.

(a) A two times punctured projective planeθ = RP2
2 iff the saddle has two boundary circles.

(b) A pantsup-morphismm iff the saddle is a cobordism from two circles to one circle.
(c) A pantsdown-morphism∆ iff the saddle is a cobordism from one circle to two circles.

Proof. We note that an open saddleS hasχ(S) = −1. Hence, after closing its boundary compo-
nents, we get the statement. �

Now we deduce some basic relations between the basic cobordisms. Afterwards, we prove a
proposition which is a key point for the understanding of theproblematic face from 2.1.1. Note the
difference between the relations (b),(c) and (d),(e). Moreover, (k) and (l) are also very important.

Lemma 2.2.6.The following rules hold.

(a) Φ−
+ ◦ Φ

−
+ = id+

+ ◦ id
+
+ = id+

+, τ++
++ ◦ τ

++
++ = id++

++.
(b) (Φ−

+ ∐ Φ−
+) ◦∆

+
++ = ∆+

−− = −∆−
++ = −∆+

++ ◦ Φ
−
+.

(c) (Φ−
+ ∐ id+

+) ◦∆
+
++ = ∆+

−+ = −∆−
+− = −(id+

+ ∐ Φ−
+) ◦∆

+
++ ◦ Φ

−
+.

(d) m++
+ ◦ (Φ−

+ ∐ Φ−
+) = m−−

+ = m++
− = Φ−

+ ◦m
++
+ .

(e) m++
+ ◦ (Φ−

+ ∐ id+
+) = m−+

+ = m+−
− = Φ+

+ ◦m
++
+ ◦ (id+

+ ∐ Φ−
+).

(f) m++
+ ◦∆+

++ = (id+
+ ∐∆+

++) ◦ (m
++
+ ∐ id+

+) (Frobenius relation).
(g) m++

+ ◦ (m++
+ ∐ id+

+) = m++
+ ◦ (id+

+ ∐ m++
+ ) (associativity relation).

(h) (∆+
++ ∐ id+

+) ◦∆
+
++ = (id+

+ ∐ ∆+
++) ◦∆

+
++ (associativity relation).

(i) m++
+ ◦ τ++

++ ◦ (Φ
−
+ ∐ id+

+) = m+−
+ (first permutationΦ relation).

(j) (Φ−
+ ∐ id+

+) ◦ τ
++
++ ◦∆

+
++ = ∆+

+− (second permutationΦ relation).
(k) θ ◦ Φ−

+ = Φ−
+ ◦ θ = θ, θ = −θ (θ relations).

(l) K = θ2. HereK is a two times punctured Klein bottle.

Proof. Most of the equations follow directly from the relations in Definition 2.2.1 above. The rest
are easy to check and therefore omitted. �

The following example illustrates that some cobordisms arein fact isomorphisms.

Example2.2.7. The two cylindersid+
+,Φ

−
+ are the only isomorphisms between two equal objects.

Let us denoteO1 andO2 two objects which differs only though a finite sequence of thevirtual Rei-
demeister moves. The vRM-cobordisms from Figure 6 induces isomorphismsC : O1 → O2. To
see this we mention that the three cobordisms are isomorphisms, i.e. there inverses are the cobor-
disms which we obtain by turning the pictures upside down (use statement (a) of Lemma 2.2.6).

Proposition 2.2.8. (Non-orientable faces)Let ∆u
l1l2

andm
u′1u

′
2

l′ be the surfaces from Figure 12.
Then the following is equivalent.

(a) mu′1u
′
2

l′ ◦∆u
l1l2

= K. HereK is a two times punctured Klein bottle.
(b) l1 = u′1 andl2 = −u′2 or l1 = −u′1 andl2 = u′2.

Otherwisem
u′1u

′
2

l′ ◦∆u
l1l2

is a two times punctured torusT . We call this the M̈obius relation.
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Proof. Let us callC the compositionC = m
u′1u

′
2

l′1
◦∆u1

l1l2
. A quick computation showsχ(C) = −2.

BecauseC has two boundary components,C is either a 2-times punctured torus or a 2-times
punctured Klein bottle and the statement follows from the torus and Möbius relations in 2.2.7.�

2.2.2. The topological category for v-tangles.In this part of Section 2.2 we extend the notions
above such that they can be used for v-tangles as well. As explained in Section 2.1, the most
important difference is the usage of an extra decoration which we call theindicator. The rest is
(almost) the same as above. Again all definitions and statements can be done for an analogue of
the categoryuCob2

R(∅)
∗. First we define/recall the notion of avirtual tangle (diagram), called

v-tangle (diagram).

Definition 2.2.9. (Virtual tangles) A virtual tangle diagram withk ∈ N boundary pointsT kD is
a planar graph embedded in a diskD2. This planar graph is a collection ofusual verticesand
k-boundary vertices. We also allow circles, i.e. closed edges without any vertices.

The usual vertices are all of valency four. Any of these vertices is either an overcrossing or
an undercrossing or a virtual crossing . Latter is marked with a circle. The boundary vertices
are of valency one and are part of the boundary ofD2.

As before, we call the crossings and classical crossingsor just crossingsand a virtual
tangle diagram without virtual crossings aclassical tangle diagram.

A virtual tangle withk ∈ N boundary pointsT k is an equivalence class of virtual tangle dia-
gramsT kD module boundary preserving isotopies andgeneralised Reidemeister moves.

We call a virtual tangleT k classicalif the setT k contains a classical tangle diagram. A v-string
is a string starting and ending at the boundary without classical crossings. Moreover, we call a
v-circle/v-string without virtual crossings ac-circle/c-string.

Theclosure of a v-tangle diagram with *-markerCl(T kD) is a v-link diagram which is constructed
by capping of neighbouring boundary points (starting from afixed point marked with the *-marker
and going counterclockwise) without creating new virtual crossings. For an example see Figure 13.

There are exactly two, maybe not equivalent, closures of anyv-tangle diagram. In the figure
below the two closures are pictured using green edges.

*

*

FIGURE 13. A *-marked v-tangle and two different closures.

The notions of anorientedvirtual tangle diagram and of anorientedvirtual tangle are defined
analogue (see also Section 1.2). The latter moduloorientedgeneralised Reidemeister moves and
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boundary preserving isotopies. From now on every v-tangle (diagram) is oriented. But we suppress
this notion to avoid confusion with other (more important) notations.

We define the category ofopen cobordisms with boundary decorations. It is almost the same
as in Definition 2.2.1, but the corresponding cobordisms could be open, i.e. they could have ver-
tical boundary components, and are decorated with an extra information, i.e. a number in the set
{0,+1,−1} (exactly one, even for non-connected cobordisms). We picture the number0 as a bolt.

Definition 2.2.10. (The category of open cobordisms with boundary decorations) Let k ∈ N
and letR be a commutative and unital ring. the category isR−pre-additive. The symbol∐ denotes
the disjoint union.

The objects:
The objectsOb(uCob2R(k)) are numbered v-tangle diagrams withk boundary points without

classical crossings. We denote the objects asO =
∐

i∈I Oi. HereOi are the v-circles or v-strings
andI is a finite, ordered index set. The objects of the category areequivalence (moduloboudary
preserving, planar isotopies) classes of four-valent graphs.

The generators:
Thegeneratorsof Mor(uCob2

R(k)) are the cobordisms in Figure 14. The cobordisms pictured
are all between c-circles or c-strings. As before, we do not picture all the other possibilities, but
we include them in the list of generators.
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+∆+
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−
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++ θ id(−1)++

FIGURE 14. The generators for the set of morphisms.

Every generator has a decoration from the set{0,+1,−1}. We call this decoration theindicator
of the cobordism. If no indicator is pictured, then it is+1. Indicators behave multiplicative.

Every generator with a decoration{+1,−1} has extra decorations from the set{+,−} at every
horizontal boundary component. We call these decorations theglueing numbersof the cobordism.
The vertical boundary components are pictured in red.

We consider these cobordisms up to boundary preserving homeomorphisms (as abstract sur-
faces). Hence, between circles or strings with v-crossingsthe generators are the same up to bound-
ary preserving homeomorphisms, but immersed intoD2 × [−1, 1].

We denote the different generators (from left to right; top row first) by ι+ andε+, id+
+ andΦ−

+,
∆+

++,m++
+ andθ, id(1)++ andΦ(1)−+, S+

++ andS++
+ , S(1)++

++, θ andid(−1)++.
The composition of the generators formally needs again internal decorations to remember how

they where glued together. But again we suppress them and hope the reader does not get confused.
Moreover, as before, cobordisms with a0-indicator do not have any boundary decorations, i.e. they
are deleted after glueing.
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The morphisms:
ThemorphismsMor(uCob2R(k)) are cobordisms between the objects in the following way. We

identify the collection of numbered v-circles/v-strings with circles/strings immersed intoD2.
Given two objectsO1,O2 with k1, k2 ∈ N numbered v-circles or v-strings, then a morphism

C : O1 → O2 is a surface immersed inD2 × [−1, 1] whose non-vertical boundary lies only in
D2×{−1, 1} and is the disjoint union of thek1 numbered v-circles or v-strings fromO1 inD2×{1}
and the disjoint union of thek2 numbered v-circles or v-strings fromO2 in D2 × {−1}. The
morphisms are generated (as abstract surfaces) by the generators from above (see Figure 14).

The decorations:
Every morphism has anindicator from the set{0,+1,−1}.
Moreover, every morphismC : O1 → O2 in Mor(uCob2

R(k)) is a cobordism between the
numbered v-circles or v-strings ofO1 andO2. Let us say that the v-circles or v-strings ofO1 are
numberedi ∈ {1, . . . , l1} and the v-circles or v-strings ofO2 are numbered fori ∈ {l1+1, . . . , l2}.

Every cobordism with+1,−1 as an indicator has a decoration on thei-th boundary circle. This
decoration is an element of the set{+,−}. We call the decoration of thei-th boundary component
thei-th glueing numberof the cobordism.

Hence, the morphisms of the category are pairs(C,w). HereC : O1 → O2 is a cobordism from
O1 toO2 immersed intoD2× [−1, 1] andw is a string of lengthl2 in such a way that thei-th letter
of w is thei-th glueing number of the cobordism and the last letter is theindicator orw = 0 if the
cobordism has0 as an indicator.

Short hand notation:
We denote a morphismC with an indicator from{+1,−1} which is a connected surfaces by

Cu
l (in). Hereu, l are words in the alphabet{+,−} in such a way that thei-th character ofu (of

l) is the glueing number of thei-th circle of the upper (of the lower) boundary. The numberin is
the indicator. The construction above ensures that this notation is always possible. Therefore we
denote an arbitrary morphism as before by (Cui

li
are its connected components andui, li are words

in {+,−})

C(±1) = (Cu1
l1
∐ · · · ∐ Cuk

lk
)(±1).

For a morphism with0 as indicator we do not need any boundary decorations. With a slight abuse
of notation, we denote all these cobordisms as the non-orientable cobordismsθ.

The relations:
There are different relations between the cobordisms, namely topological relationsandcom-

binatorial relations. The latter relations are described by the glueing numbers and indicators of
the cobordisms and the glueing of the cobordisms. The topological relations are not pictured but
it should be clear how they should work. Moreover, we have only pictured the most important
new relations below, but there should hold analogously relations as in Definition 2.2.1. The reader
should read these relations is the same vein as before.

The most interesting new relations are the three combinatorial
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=
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and theopenMöbius relations (the glueing in these three cases is givenby the glueing numbers,
i.e. if there is an odd number of different glueing numbers, then the indicator is0 and just the
product otherwise).

b

a

b

a

a

b

(2.2.9)

We define the categoryuCob2
R(ω) to be the category whose objects are

⋃
k∈N Ob(uCob2

R(k))

and whose morphisms are
⋃
k∈NMor(uCob2

R(k)). Moreover, it should be clear how to convert
the Definition 2.2.2 to the open case. Note that this categoryis also graded, but the degree function
has to be a little bit more complicated (since glueing with boundary behaves different), that is the
degree of a cobordismC : O1 → O2 is given by

deg(C) = χ(C)−
b

2
, whereb equals the number of vertical boundary components.

The reader should check that this definition makes the category graded, that is the degree of a
composition is the degree of the sum of its factors.

Note the following collection of formulas that follow from the relations. Recall thatΦ−
+ and

Φ(1)−+ change the decorations and thatθ andid(−1)++ change the indicators. With a slight abuse
of notation, we suppress to write∐ if it is not necessary, i.e. for the indicator changes. Moreover,
sinceΦ−

+ andΦ(1)−+ satisfy similar formulas, we only write down the equations for Φ−
+ and hope

that it is clear how the others look like.

Lemma 2.2.11.LetO,O′ be two objects inuCob2R(k). LetC : O → O′ be a morphism that is
connected, hasin ∈ {0,+1,−1} as an indicator andu andl as decorated boundary strings. Then
we have the following identities. We writeC = Cu

l (in) as a short hand notation if the indicators
and glueing numbers do not matter. It is worth noting that thesigns in (d) are important.

(a) C ◦ id(−1)++ = id(−1)++ ◦ C (indicator changes commute).
(b) C ◦ θ = θ ◦ C (θ commutes).
(c) C(0) ◦ Φ−

+ = Φ−
+ ◦ C(0) (first decoration commutation relation).

(d) Let u′, l′ denote the decoration change at the corresponding positions of the wordsu, l.
Then we have

C(±1)ul ◦ (id
+
+ ∐ · · · ∐ Φ−

+ ∐ · · · ∐ id+
+) = C(±1)u

′

l = ±C(±1)ul′

= ±(Φ−
+ ∐ · · · ∐ id+

+ ∐ · · · ∐ Φ−
+) ◦ C(±1)

u
l

(second decoration commutation relation).

Proof. Everything follows by a straightforward usage of the relations in Definition 2.2.10. �
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2.3. The topological complex for virtual links. We note that the present section splits into three
part, i.e. we define the virtual Khovanov complex first and we show that it is an invariant of v-links
that agrees with the classical Khovanov complex for c-links. We have collected the more technical
points, e.g. it is not clear why Definition 2.3.4 gives a well-defined chain complex independent of
all involved choices, in the last part. It is rather technical and the reader may skip it on the first
reading.

The definition of the complex.In the present section we define the topological complex which we
call thevirtual Khovanov complexJLDK of an oriented v-link diagramLD. This complex is an
element of our categoryKobb(∅)R.

By Lemma 2.2.5 we know that every saddle cobordismS is homeomorphic toθ,m or∆ (disjoint
union with cylinders for all v-cycles not affected by the saddle). We need extra information for
the last two cases. We call these extra information thesign of the saddleand thedecoration of the
saddle(see Definitions 2.3.1 and 2.3.3).

Definition 2.3.1. (The sign of a saddle) We always want to read off signs or decorations for
crossings that look like , but for a crossingc in a general position there are two ways to rotate
c until it looks like (which we call thestandard position). Since the sign depends on the two
possibilities (see bottom row of Figure 15), we choose anx-markeras in Figure 15 for every
crossing ofLD and rotate the crossing in such a way that the markers match.

0 1

x x

x

x x

x
x'

x'

x'

FIGURE 15. Top: The x-marker for a crossing in the standard position. Bottom:
Two possible choices (one denoted byx′) for a crossing not in the standard position.

We can say now that every orientable saddleS can be viewed in a unique way as a formal symbol
S : → . Then the saddleS carries an extra sign determined in the following way.

• Recall that the v-circles of any resolution are numbered. Moreover, the x-marker for the
resolutions in the source and target ofS should be at the position indicated in the top row
of Figure 15.
• For a saddleS : γa → γb we denote the numbered v-circles ofγa, γb by a1, . . . , aka and
b1, . . . , bkb and the v-circles with the x-marker byaxi , b

x
j .

• Since the saddleS is orientable, it either splits one v-circle or merges two v-circles. Hence,
the two strings in the resolutions or are only different either in the target or in the
source ofS and we denote the second affected v-circle bybyj′ for a split andayi′ for a merge.
• Then there exists two permutationσ1, σ2 for S, one for the source and one for the target,

such that allak /∈ {axi , a
y
i′} and allbk′ /∈ {bxj , b

y
j′} areordered ascending afterthe (also

ordered)axi , a
y
i′ andbxj , b

y
j′.

• Then we define the saddle signsgn(S) by

sgn(S) = sgn(σ1) · sgn(σ2).
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For completeness, we define the sign of a non-orientable saddle to be0. Thesignsgn(F ) of a face
F is then defined by the product of all the saddle signs of the saddles ofF .

Example2.3.2. If we have a saddleS between four v-circles numberedu1, u2, u3, u4 and three
v-circlesl1, l2, l3 and the upper x-marker is on the v-circle number2 and the lower is on number3
and the second string of the upper part is number1, then the sign ofS is calculated by the product
of the signs of the following two permutations.

σ1 : (u1, u2, u3, u4) 7→ (u2, u1, u3, u4) and σ2 : (l1, l2, l3) 7→ (l3, l1, l2).

Before we can define the virtual Khovanov complex we need to define the saddle decorations.

Definition 2.3.3. (Saddle decorations) By Lemma 2.2.5 again, we only have to define the decora-
tions in three different cases. First choose an x-marker as in Definition 2.3.1 for all crossings and
choose orientations for the two resolutionsγa, γa′ . We say the formal saddle of the form

S++
++ : →

is thestandard oriented saddle. Moreover, every saddle looks locally like the standard oriented
saddle, but with possible different orientations. Now we spread the decorations as follows.

• The non-orientable saddles do not get any extra decorations. It should be noted that locally
non-alternating saddles, e.g.S : → , are always non-orientable and vice versa.
• The orientable saddles get a+ decoration at strings where the orientations agree and a−

where they disagree (after rotating it to the standard position defined above).
• All cylinders ofS areid+

+ iff the corresponding unchanged v-circles ofγa andγa′ have the
same orientation and aΦ−

+ otherwise.
To summarise we give the following table (we also give a way todenote the decorations for the
saddles). We suppress the cylinders in the Table 1, but we note that the last point of the list above,
i.e. the decorations of the cylinders, is important and can not be avoided in our context.

In the Table 1 below we writem,∆ for the corresponding saddlesS.

String Comultiplication String Multiplication
→ ∆+

++ → m++
+

→ ∆+
−+ = Φ1 ◦∆

+
++ → m−+

+ = m++
+ ◦ Φ1

→ ∆+
+− = Φ2 ◦∆

+
++ → m+−

+ ◦ Φ2

→ ∆+
−− = Φ12 ◦∆

+
++ → m−−

+ ◦ Φ12

→ ∆−
++ = ∆+

++ ◦ Φ
−
+ → Φ−

+ ◦m
++
−

→ ∆−
−+ = Φ1 ◦∆

+
++ ◦ Φ

−
+ → Φ−

+ ◦m
−+
− ◦ Φ1

→ ∆−
+− = Φ2 ◦∆

+
++ ◦ Φ

−
+ → Φ−

+ ◦m
+−
− ◦ Φ2

→ ∆−
−− = Φ12 ◦∆

+
++ ◦ Φ

−
+ → Φ−

+ ◦m
−−
− ◦ Φ12

TABLE 1. The decorations are spread based on the local orientations.

At this point we are finally able to define thevirtual Khovanov complex. We call this complex
the topological complex.

Definition 2.3.4. (The topological complex) For a v-link diagramLD with n ordered crossings
we definethe topological complexJLDK as follows. We choose an x-marker for every crossing.
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• For i = 0, . . . , n thei− n− chain moduleis the formal direct sum of allγa of lengthi. We
consider the resolutions as elements ofOb(uCob2

R(∅)).
• There are only morphisms between the chain modules of lengthi andi+ 1.
• If two wordsa, a′ differ only in exactly one letter andar = 0 anda′r = 1, then there is a

morphism betweenγa andγa′ . Otherwise all morphisms between components of lengthi
andi+ 1 are zero.
• This morphismS is asaddlebetweenγa andγa′ .
• We considernumberedandoriented resolutions(we choose them) and the saddles carry

thesaddle singsanddecorationsfrom the Definitions 2.3.1 and 2.3.3.
• We consider the saddlesS as elements ofMor(uCob2

R(∅)) where we interprete the saddle
signs as scalars inR and the saddle decorations as the corresponding boundary decorations.

Remark2.3.5. At this point it is not clear why we can choose the numbering ofthe crossings, the
numbering of the v-circles, the x-markers and the orientation of the resolutions. Furthermore, it is
not clear why this complex is a well-defined chain complex.

But we show in Lemma 2.3.13 that the complex is independent ofthese choices, i.e. ifJLDK1
andJLDK2 are well-defined chain complexes with different choices, then they are equal up to chain
isomorphisms. Moreover, we show in Theorem 2.3.17 and Corollary 2.3.18 that the complex is
indeed a well-defined chain complex. Hence, we see that

JLDK ∈ Ob(Kobb(∅)R).

For an example see Figure 5. This figure shows the virtual Khovanov complex of a v-diagram of
the unknot.

The invariance.There is a way to represent the topological complex of a v-link diagramLD as a
cone of two v-links diagramsL0

D, L
1
D. Here one fixed crossing ofLD is resolved0 in L0

D and1 in
L1
D. Note that the cone construction, as explained in Definition4.5.3, works in our setting.
It should be noted that there is a saddle between any two resolutions that are resolved equal at

all the other crossings ofL0
D andL1

D. This induces a chain map (as explained in the proof below)
between the topological complex ofL0

D andL1
D. We denote this chain map byϕ : JL0

DK→ JL1
DK.

Lemma 2.3.6. Let LD be a v-link diagram and letc be a crossing ofLD. LetL0
D be the v-link

where the crossingc is resolved 0 and letL1
D be the v-link where the crossingc is resolved 1. Then

we have

JLDK = Γ(JL0
DK ϕ
−→ JL1

DK).
Proof. The proof is analogously to the proof for the classical Khovanov complex. The only new
thing to prove is the fact that the mapϕ, which resolves the crossing, induces a chain map. This
is true because we can take the induced orientation (from theorientations of the resolutions ofL0

D

andL1
D) of the strings ofϕ. This gives us the glueing numbers for the morphisms ofϕ. Here we

need the Lemma 2.3.13 to ensure that all faces anticommute. �

Example2.3.7. LetLD be the v-diagram of the unknot from Figure 5. Then we have

JLDK = Γ(ϕ : J K→ J K) = Γ(ϕ : L0
D → L1

D).

If we choose the orientation for the resolutions for the chain complexesL0
D, L

1
D to be the ones from

Figure 5, then the mapϕ is of the formϕ = (θ,m−−
+ ).
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As a short hand notation we only picture a certain part of a v-link diagram. The rest of the
diagram can be arbitrary. Now we state the main theorem of this section.

Theorem 2.3.8.(The topological complex is an invariant) Let LD, L′
D be two v-link diagrams

which differs only through a finite sequence of isotopies andgeneralised Reidemeister moves. Then
the complexesJLDK andJL′

DK are equal inKobb(∅)
hl
R .

Proof. We have to check invariance under the generalised Reidemeister moves from Figure 1. We
follow the original proof of Bar-Natan in [8] with some differences. The main differences are the
following.

(1) We have to ensure that our cobordisms have the adequate decorations. For this we number
the v-circles in a way that the pictured v-circles have the lowest numbers and we use the
orientations given below. It should be noted that Lemma 2.3.13 ensures that we can use
this numbering and orientations without problems. We mention that we do not care about
the saddle signs to maintain readability because they only affect the anticommutativity of
the faces. Hence, after adding some extra signs, the entire arguments work analogously.

(2) We have to check that the glueing of the cobordisms we givebelow works out correctly.
This is a straightforward calculation using the relations in Lemma 2.2.6.

(3) The proof of Bar-Natan uses the local properties of his construction. This is not so easy
in our case. To avoid it we use some of the technical tools fromhomological algebra, i.e.
Proposition 4.5.4.

(4) We have to check extra moves, i.e. the virtual Reidemeister moves vRM1, vRM2 and
vRM3 and the mixed one mRM.

Recall that we have to use the Bar-Natan relations from Figure 4 here. Note that the Bar-Natan
relations do not contain any boundary components. Therefore we do not need extra decorations
for them. Because of this we can take the same chain maps as Bar-Natan (the cobordisms are the
identity outside of the pictures). Furthermore, the whole construction is inKobb(∅)R.

The outline of the proof is as follows. For the RM1 and RM2 moves one has to show that the
given maps induces chain homotopies, using the rules from Definition 2.2.1 and Lemma 2.2.6 and
the cone construction from Definition 4.5.3. We note that we have to use the Proposition 4.5.4
to get the required statement for the RM1 and RM2 moves. Then the RM3 move follows with
the cone construction form the RM2 move. The vRM1, vRM2 and vRM3 moves follow from
their properties explained in Example 2.2.7. Finally, the invariance under the mRM move can be
obtained by an instance of Proposition 4.5.4.

We consider oriented v-link diagrams. Thus, there are a lot of cases to check. But all cases for
the RM1 and RM2 moves are analogously to the cases shown below, i.e. one case for the RM1
move and three cases for the RM2 move. Note that the mirror images work similar.

The case for the RM1 move is pictured below. For the RM2 move weshow that the virtual
Khovanov complexes of

J K andJ K J K andJ K
are chain homotopic. Here both cases contain two different subcases. For the left case the upper
left string can be connected to the upper right or to the lowerleft. For the other case the upper left
string can be connected to the lower right or to the upper right. But the last case is analogously to
the first. So we only consider the first three cases.
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For the RM1 move we only have to resolve one crossing in the left picture and no crossing in
the right. We choose the orientation in such a way that the saddle is a multiplication of the form
→ . Thus it is the multiplicationm−−

− = m++
+ .

For the RM2 move we have to resolve two crossings in the left picture and no crossing in the
right. For the first two cases we choose the orientation in such a way that the corresponding saddles
are of the form → for the left crossing and of the form → for the right crossing.
Hence, we only have∆+

++ = −∆−
−− andm−−

− = m++
+ saddles in the possible complexes.

For the third case we choose the orientation in such a way thatthe corresponding saddles are of
the form → or → for the left crossing and of the form → or → for the
right crossing. Hence, we only havem−+

− , θ, ∆−
−− andθ saddles in the possible complexes.

We give the required chain mapsF,G and the homotopyh. Note our abuse of notation, that is
we denote the chain maps and homotopies and their parts with the same symbols. Moreover, the
degree zero components are the leftmost non-trivial in the RM1 case and the middle non-trivial in
the RM2 case.

One can prove that these maps are chain maps and thatF ◦ G andG ◦ F are chain homotopic
to the identity using the same arguments as Bar-Natan in [8] and the relations from Lemma 2.2.6.
We suppress the notationΓ(·) in the following. For the RM1 move we have

J K : J K 0 //

F=

+

+ +

−
+

++

��

0

0

��

J K : J K
m++

+

//

G=
+

+ +

OO

J K.

0

OO

We also need to give an extra chain homotopyh. It is the one from below.

h : J K→ J K, h = −
+

+ +

.

An important observation is now thatG ◦ F = id andh ◦ F = 0. Beware our abuse of notation
here, i.e. the parts of the homotopyh and the chain mapF that can be composed are0. Thus, we
are in the situation of Definition 4.5.2 and can use Proposition 4.5.4 to get

Γ(J K) ≃h Γ(J K).
For the RM2 move the first two cases are

J K : 0
0 //

0

��

J K

F=









−

+ ++

+

+

Φ−
+









��

0 // 0

0

��

J K : J K
d−1

//

0

OO

J K⊕ J K
d0

//

G=











+ ++

+

+

Φ−
+











T

OO

J K.

0

OO

Here the differentials are eitherd−1 =
(
∆−

−− ∆+
++

)T
andd0 =

(
m++

+ m++
+

)
in the second case

or d−1 =
(
id+

+ ∐ ∆−
−− m++

+

)T
andd0 =

(
m++

+ ∐ id+
+ ∆−

−−
)

in the first case. We can follow
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the proof of Bar-Natan again. Therefore, we need to give a chain homotopy. This chain homotopy
is

h−1 : J K⊕ J K→ J K, h−1 =
(
−

+

+++

+

0
)
,

h0 : J K→ J K⊕ J K, h0 =
(
−

+

+ + +

+

0
)T

.

For the RM2 move the last case is

J K : 0
0 //

0

��

J K

F=











− id+
+











��

0 // 0

0

��

J K : J K
d−1

//

0

OO

J K⊕ J K
d0

//

G=











id+
+











T

OO

J K.

0

OO

Here the differentials are eitherd−1 =
(
∆−

−− θ
)T

andd0 =
(
m−+

− −θ
)
. Furthermore, saddles

of the mapsF,G are alsoθ saddles. Hence, we do not need any decorations for them. The chain
homotopy is defined by

h−1 : J K⊕ J K→ J K, h−1 =
(
−

+

+++

+

0
)
,

h0 : J K→ J K⊕ J K, h0 =
(
−

+

+ + +

+

0
)T

.

In all the cases it is easy to check that the given mapsF,G are chain homotopies. Furthermore,G
satisfies the conditions of a strong deformation retract, i.e.G◦F = id, F ◦G = h0 ◦d0+d−1 ◦h−1

andh ◦ F = 0. With the help of Proposition 4.5.4 we get

J K ≃h J K and J K ≃h J K.
Because of this we can follow the proof of Bar-Natan again to show the invariance under the RM3
move. We skip this because this time it is completely analogously to the proof of Bar-Natan (with
the maps from above).

The invariance under the virtual Reidemeister moves vRM1, vRM2 and vRM3 follow from
Lemma 2.3.14. Therefore, the only move left is the mixed Reidemeister move mRM. We have

J K = Γ(J K ϕ
−→ J K)

and

J K = Γ(J K ϕ′

−→ J K).
There is a vRM2 move in both rightmost parts of the cones. Thismove can be resolved. Hence,
the complex changes only up to an isomorphism (see Lemma 2.3.14). Therefore, we have

J K ≃ Γ(J K ϕ
−→ J K)

and

J K ≃ Γ(J K ϕ′

−→ J K).
40



Thus, we see that the left and right parts of the cones are equal complexes. Hence, the complexes of
two v-links diagrams which differ only through a mRM move areisomorphic. This finish the proof,
because with the obvious chain homotopyh = 0, isomorphisms induced by the v-Reidemeister
cobordisms and Proposition 4.5.4 again gives the desired

J K ≃h J K.

�

A question which arises from Theorem 2.3.8 is if the topological complex yields any new infor-
mation for c-links (compared to the classical Khovanov complex). The following theorem answers
this question negative, i.e. the complex from Definition 2.3.4 is the classical complex up to chain
isomorphisms. It should be noted that Theorem 2.3.8 and Theorem 2.3.9 imply that our construc-
tion can be seen as an extension of Bar-Natans cobordism based complex to v-links.

To see this we mention that the cobordismsm++
+ ,∆+

++ have the same behaviour as the classi-
cal (co)multiplications. Therefore, letJLDKc denote the classical Khovanov complex, i.e. every
pantsup- or pantsdown-cobordisms are of the formm++

+ ,∆+
++ and we add the usual extra signs

(e.g. see [9] or [52]). Beware that this complex is in generalnot a chain complex for an arbitrary
v-link diagramLD. But it is indeed a chain complex for any c-link diagram, i.e.a diagram without
v-crossings.

Theorem 2.3.9.LetLD be a c-link diagram. ThenJLDK andJLDKc are chain isomorphic.

Proof. BecauseLD does not contain any v-crossing, the complex has noθ-saddles. Moreover,
every circle is a c-circle. Hence, we can orient them+ or−, i.e. counterclockwise or clockwise.
We choose any numbering for the circles.

Because every circle is oriented clockwise or counterclockwise, every saddleS is of the form
→ or → . Hence, every saddle is of the formm++

+ = m−−
− , ∆+

++ or∆−
−−. Thus, these

maps are the classical maps (up to a sign).
We prove the theorem by a spanning tree argument, i.e. choosesuch a spanning tree. Start at the

rightmost leaves and reorient the circles in such a way that the maps which belongs to the edges
in the tree are the classical mapsm++

+ or ∆+
++. This is possible because we can usem++

+ = m−−
−

here. We do this until we reach the end.
We repeat the process rearranging the numbering in such a waythat the corresponding maps

have the same sign as in the classical Khovanov complex. Thisis possible because every face has
an odd number of minus signs (if we count the sign from the relation∆−

−− = −∆+
++).

Note that such rearranging does not affect the anticommutativity because of Lemma 2.3.13.
Hence, after we reach the end every saddle is the classical saddle together with the classical sign.
The change of orientations/numberings does not change the complex because of Lemma 2.3.13.
This finishes the proof. �

Remark2.3.10. We could use the Euler characteristic to introduce the structure of a graded cate-
gory onuCob2

R(∅) (and hence onKobb(∅)R).
The differentials in the topological complex from Definition 2.3.4 have alldeg = 0 (after a grade

shift), because their Euler-characteristic is -1 (see Lemma 2.2.4). Then it is easy to prove that the
topological complex is a v-link invariant under graded homotopy.

Remark2.3.11. If one does the same construction as above in the categoryuCob2
R(∅)

∗, then the
whole construction becomes easier in the following sense. First one does not need to work with the
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saddle signs any more, i.e. the conplex will be a well-definedchain complex if one uses the same
signs as in the classical case. Furthermore, most of the constructions and arguments to ensure that
everything is a well-defined chain complex are not necessaryor trivial, e.g. most parts of the next
subsection are “obviously” true, and the rest of this section can be proven completely analogously.
This construction leads us to an equivalent of the construction of Turaev and Turner [113]. Note
that this version does not generalise the classical Khovanov homology. In order to get a bi-graded
complex one seems to need a construction related to∧-products.

The technical points of the construction.In this subsection we give the arguments why the topo-
logical complex is well-defined and independent of all choices involved.

The following lemma ensures that we can choose the x-marker and the order of the v-circles in
the resolutions without changing the total number of signs mod2 for all faces.

Lemma 2.3.12.Let F be a face of the v-link diagramLD for a fixed choice of x-markers and
orders for the v-circles of the resolutions ofLD. LetF ′, F ′′ denote the same face, butF ′ with a
different choice of x-markers andF ′′ with a different choice for the orderings. Then

sgn(F ) = sgn(F ′) = sgn(F ′′).

Proof. It is sufficient to show the statement if we only change one x-marker of one crossingc or
the numbers of only two v-circles with consecutive numbers in a fixed resolutionγa. Moreover,
the statement is clear ifc or γa does not affectF at all or one of the saddles is non-orientable.

Note that a change of the x-marker ofc effects exactly two saddlesS, S ′ of F and for both
the numbersgn(S), sgn(S ′) changes since, by definition, we demand that in the definitionof the
permutationsσ1, σ2 from Definition 2.3.1 the two corresponding v-circles are ordered. Hence, the
total change for the face is 0 mod 2.

If the numbering of the two v-circles changes inγ00, then the sign of the permutationσ1 changes
for both saddlesS0∗, S∗0 but no changes forS1∗, S∗1. Analogously for theγ11 case.

In contrast, if the numbering of the two v-circles changes inγ01, then the sign of the permutation
σ1 andσ2 changes forS∗1 andS0∗ respectively, but no changes forS∗0, S1∗. Analogously for the
γ10 case. Hence, no change for the face mod 2. �

Lemma 2.3.13.LetLD be a v-link diagram and letJLDK1 be its topological complex from Defini-
tion 2.3.4 with arbitrary orientations for the resolutions. Let JLDK2 be the complex with the same
orientations for the resolutions except for one circlec in one resolutionγa. If a faceF1 fromJLDK1
is anticommutative, then the corresponding faceF2 from JLDK2 is also anticommutative.

Moreover, ifJLDK1 is a well-defined chain complex, then it is isomorphic toJLDK2, which is also
a well-defined chain complex.

The same statement is true if the difference between the two complexes is the numbering of
the crossings, the choice of the x-marker, rotations/isotopies of the v-link diagram or the fixed
numbering of the v-circles in the resolutions.

Proof. Assume that the faceF1 is anticommutative. Then the different orientations of thecircle
c correspond to a composition of all morphisms of the faceF2 with this circle as a boundary
component withΦ−

+.
Hence, the faceF2 is also anticommutative, because both outgoing (or incoming) morphisms

of F2 are composed with an extraΦ−
+ if the circle is in the first (or last) resolution of the faces.

If it is in one of the middle resolutions, then we have to use the relationΦ−
+ ◦ Φ

−
+ = id+

+ from
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Lemma 2.2.6. Note that it is important for this argument to work that cylinders between differently
oriented v-circles areΦ−

+, as in Definition 2.3.4.
Thus, if the first complex is a well-defined chain complex, then the same is true for the second.

The isomorphism is induced (using a spanning tree construction) by the isomorphismΦ−
+.

The second statement is true because the numbering of the crossings does not affect the cobor-
disms at all. Hence, the argument can be shown analogously tothe classical case (see for exam-
ple [52]), but it should be noted that our way of spreading signs does not depend on this ordering.

On the third point: That anticommutative faces stay anticommutative, if one changes between
the two possible choices in Definition 2.3.1, is part of Lemma2.3.12. The chain isomorphism is
induced (using a spanning tree construction) by a sign permutation.

The penultimate statement follows directly from the definition of the saddle sign and decora-
tions, while the latter statement is also part of Lemma 2.3.12 with the isomorphisms again induced
(using a spanning tree construction) by a sign permutation. �

Lemma 2.3.14.LetLD, L′
D be v-link diagrams which differs only by a virtualisation ofone cross-

ing c. If a faceF is anticommutative inJLDK, then the corresponding faceF ′ is anticommutative
in JL′

DK.
Moreover, ifJLDK is a well-defined chain complex, then it is isomorphic toJL′

DK, which is also
a well-defined chain complex.

The same statement is true ifLD andL′
D differs only by a vRM1, vRM2, vRM3 or mRM move.

Proof. The statement about anticommutativity is clear, if one of the saddles which belongs to the
crossingc is non-orientable. This is true because of the relations from Equation 2.2.2 and Propo-
sition 2.2.8. Thus, we can assume that both saddles are orientable. Furthermore, it is clear that
the two composition of the saddles are boundary preserving homeomorphic after the virtualisation.
Hence, the only thing we have to ensure is that the decorations and signs work out correctly.

We use the Lemma 2.3.13 here, i.e. we can choose the orientations and the numberings in such
a way that the saddles which do not belong to the crossingc have the same local orientations
and numberings. We observe the following. The sign and the local orientations of a saddle can
only change if the saddle belongs to the crossingc, i.e. the local orientations always changes (see
Figure 16) and the sign changes precisely if the two strings in the bottom picture of Figure 16 are
part of two different v-circles.

x x

xx

FIGURE 16. The behaviour of the x-marker and orientations under virtualisation.

A change of the local orientations multiplies an extra sign for comultiplication, but no extra
sign for multiplication. This follows from the Table 1 and the relations from Equation 2.2.1.
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Hence, the anticommutativity still holds if the two saddleswhich belong to the crossingc are both
multiplications or comultiplications, because their decorations and signs change in the same way.

If one is a multiplication and one is a comultiplication, then we have two cases, i.e. the mul-
tiplication gets an extra sign or not. The comultiplicationalways gets an extra sign because the
local orientations change. But the multiplication will change its saddle sign iff the comultiplication
does not change its saddle sign. Hence, the number of extra signs does not change modulo2. This
ensures that the faces stays anticommutative.

That the faceF ′ stays anticommutative after a vRM1, vRM2, vRM3 or mRM move follows
because neither the local orientations nor the signs of any cobordism changes. Thus, all decorations
and signs are the same.

The chain isomorphisms are induced by the vRM-cobordisms shown in Figure 6, morphisms of
typeΦ−

+ and identities. Recall that all these cobordisms are isomorphisms in our category. �

For the proof of the next lemma we refer the reader to the paper[85]. We call faces of the
following type thebasic (non-)orientable faces.

a b

1

2

a b

1

2

FIGURE 17. Left: The basic orientable faces. Right: The basic non-orientable faces.

Lemma 2.3.15.Let LD be a v-link diagram. ThenLD can be reduced by a finite sequence of
isotopies, vRM1, vRM2, vRM3, mRM moves and virtualisationsto a v-link diagramL′

D in such a
way that a fixed connected face ofL′

D is isotopic to one of the basic faces from the Figure 17 (or
to one of their mirror images) up to vRM1, vRM2, vRM3 moves on the face itself. �

Note that these lemmata allow us to check arbitrary orientations on the basic faces with arbitrary
numbering of crossings and components.

Proposition 2.3.16.Let LD be a v-link diagram with a diagram which is isotopic to one of the
projections from Figure 17. ThenJLDK is a chain complex, i.e. the basic faces are anticommutative.
Moreover, disjoint faces, i.e. faces such that the corresponding four-valent graph is unconnected,
are always anticommutative.

Proof. Because of Lemma 2.3.13, we only need to check that the faces are anticommutative for
orientations of the resolutions of our choice with an arbitrary numbering. Then we are left with
three different cases, i.e. the v-link diagram ofLD is orientable, i.e. all saddles are orientable, or
the face is non-orientable, i.e. two or four of the saddles are non-orientable or the face is disjoint.

For the first case we see that every resolution contains only c-circles. We prove the anticommu-
tativity of the corresponding face for the following orientations of the resolutions. All appearing
circles are numbered in ascending order from left to right oroutside to inside. Moreover, the
position of the x-marker does not affect our argument and we suppress it in this proof.
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Because every resolution contains only c-circles, we choose a positive orientation for the circles
except for the two nested circles that appear in two resolution of a face of type 1a or 1b. This is a
clockwise orientation for all the non-nested circles and a counterclockwise orientation for the two
nested circles. Hence, all appearing cylinders are identities.

It follows from this convention that every0-resolution (or1-resolution) of a crossing (or
a crossing ) is of the form and every1-resolution (or0-resolution) of a crossing (or a
crossing ) is of the form . Moreover, the only face with an even number of saddle signs is of
type 1a.

All we need to do is compare these local orientations with theones from Table 1. We see that

we have to check (indicated by the
!
=) the following equations.

• ∆++
+ ◦m−

−−
!
= −∆−−

− ◦m+
++ (face of type 1a).

• m++
+ ◦∆+

++
!
= m++

+ ◦∆+
++ (face of type 1b).

• (∆+
++ ∐ id+

+) ◦ (id
+
+ ∐ m++

+ )
!
= m++

+ ◦∆++
+ (face of type 2a).

• m++
+ ◦ (m++

− ∐ id+
+) = m++

+ ◦ (id+
+ ∐ m++

+ ) (face of type 2b).

Most of these equations are easy to calculate. The reader should check that the cobordisms
on the left and the right side of every equation are homeomorphic (using Proposition 2.2.8 and
Lemma 2.2.6).

Furthermore, the second equation is clear and the other three follows easy using the result of
Lemma 2.2.6. Hence, they are all anticommutative because only the first face has an even number
of saddle signs.

The non-orientable faces of type 1b, 2a, 2b, 3a and 3b are easyto check. One can use the Euler
characteristic here and the relations in Equation 2.2.2.

The non-orientable face of type 1a is the face from 2.1.1. Here we have to use Proposition 2.2.8.
We get twoθ-cobordisms and a∆- and am-cobordism. Because of the relations in Equation 2.2.2
we can ignore the saddle signs.

Again we can choose an orientation for the resolutions. We can do this for example in the
following way (compare to Figure 5).

• The first Möbius strips areθ : → andθ : → .
• The pantsdown is∆+

−+ : → and the pantsup ism−−
+ : → .

We use Proposition 2.2.8 to see that this face is anticommutative.
The reader should check that all disjoint faces with only orientable saddles have an odd number

of saddle signs. The disjoint faces with two or four non-orientable saddles anticommute because
of the relations in Equation 2.2.2 and (k) of Lemma 2.2.6. �

This proposition leads us to an important theorem and an easycorollary.

Theorem 2.3.17.(Faces commute) Let LD be a v-link diagram. LetJLDK be the complex from
Definition 2.3.4 with arbitrary possible choices. Then every face of the complexJLDK is anticom-
mutative.

Proof. This is a direct consequence of the Proposition 2.3.16 and the three Lemmata 2.3.13, 2.3.14
and 2.3.15. �

Corollary 2.3.18. The complexJLDK is a chain complex. Thus, it is an object in the category
Kobb(∅)R. �
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2.4. Skew-extended Frobenius algebras.We note that this section has three subsections. We
construct the “algebraic” complex of a v-link diagramLD in the first subsection. It is an invariant
of virtual links L, i.e. modulo the generalised Reidemeister moves from Figure 6. It should be
noted that the notion of “homology” makes sense for the algebraic complex.

We describe the relation between uTQFTs and skew-extended Frobenius algebras in the second
subsection. A relation of this kind was discovered by Turaevand Turner [113] for extended Frobe-
nius algebras and the functors they use. Even though our construction is different, their ideas can
be used in our context too. This is the main part of Theorem 2.4.8. But our uTQFT correspond to
skew-extendedFrobenius algebras, i.e. the mapΦ is a skew-involution rather than an involution.

In the last subsection we are able to classify all asphericaluTQFTs which can be used to define
v-links invariants, see Theorem 2.4.19. It is worth noting that we get an invariant for v-links which
is an extension of the Khovanov complex forR = Z or R = Q, see Corollary 2.4.13. Note that
this includes that our construction can be seen as a categorification of the virtual Jones polynomial,
see Corollary 2.4.15. Moreover, we also get extension for other classical link homologies, see e.g.
the Corollaries 2.4.16 and 2.4.17.

The algebraic complex.We denote any v-link diagram of the unknot with the symbol©. Further-
more, we view v-circles, i.e. v-links without classical crossings, as disjoint circles immersed into
R2. Recall thatR is always a unital, commutative ring of arbitrary characteristic.

Definition 2.4.1. (uTQFT ) A (1+1)-dimensional unoriented TQFTF (we call this auTQFT) is a
strict, symmetric, covariant,R-pre-additive functor

F : uCob2
R(∅)→ R-Mod .

HereF(©) is a finitely generated, freeR-module. LetO,O′ be two homeomorphic objects from
uCob2

R(∅). ThenF(O) = F(O′) should hold. The functorF should also satisfy the following
axioms.

(1) Let O,O′ be two disjoint objects inOb(uCob2
R(∅)). Then there exists a natural (with

respect to homeomorphisms) isomorphism betweenF(O ∐O′) andF(O)⊗F(O′).
(2) The functor satisfiesF(∅) = R.
(3) For a cobordismC : O → O′ ∈ Mor(uCob2

R(∅)) the homomorphismF(C) is natural
with respect to homeomorphisms of cobordisms.

(4) Let the cobordismC : O → O′ ∈ Mor(uCob2
R(∅)) be a disjoint union of the two cobor-

dismsC1,2. ThenF(C) = F(C1)⊗ F(C2) under the identification from axiom (1).

Two uTQFTsF ,F ′ are calledisomorphicif for each object ofO ∈ Ob(uCob2
R(∅)) there is

an isomorphismF(O) → F ′(O), natural with respect to homeomorphisms of the objects and
homeomorphisms of cobordisms, multiplicative with respect to disjoint union and the isomorphism
assigned to∅ is the identity morphism.

Remark2.4.2. There are several things about the definition.

• Recall that our category isR-pre-additive. A uTQFT is aR-pre-additive functor. So we
can extend this to a functor

F : Kobb(∅)R → Komb(Mat(R-Mod)),

i.e. for every formal chain complex(C∗, d∗) of objects ofuCob2
R(∅), i.e. v-circles, the

objectF((C∗, d∗)) is a chain complex ofR-modules and for every formal chain map
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f : (C∗, d∗) → (C ′
∗, d

′
∗) of possible non-orientable, decorated cobordisms the morphism

F(f) is a chain map ofR-module homomorphisms.
• A uTQFTF is a covariant functor. Hence, we see thatF(id++) = id. Furthermore it is

symmetric and henceF(τ++
++ ) = τ . Hereτ denotes the canonical permutation.

• The permutationτ++
++ is natural. So we can assume thatA ⊗ B andB ⊗ A are equal and

not merely isomorphic.
• For the definition of natural (converted to our setting) we refer the reader to [113].

Definition 2.4.3. (Algebraic complex) Let LD be a v-link diagram. Then thealgebraic complex
ofLD induced by the uTQFTF is the complexF(JLDK).

We prove the following important result. HereLD, L′
D are a v-link diagrams. The proof is a

direct consequence of Theorem 2.3.8.

Theorem 2.4.4.(The algebraic complex is an invariant) LetF a uTQFT which satisfies the Bar-
Natan-relations of Figure 4. Then the algebraic complexF(JLDK) is a v-link invariant in the
following sense.

For two equivalent (up to the generalised Reidemeister moves) v-link diagramsLD, L′
D the two

chain complexesF(JLDK) andF(JL′
DK) are equal up to chain homotopy. �

This theorem allows us to speak ofthe algebraic complexF(JLK) of any oriented v-linkL.
Furthermore, the categoryR-Mod is abelian. Hence, the categoryKomb(Mat(R-Mod)) is also an
abelian category. So unlike in the categoryKobb(∅)R, we have the notion of homology. We denote
the homology of the algebraic chain complex byH(F(JLK)).

Skew-extended Frobenius algebras and uTQFTs.We continue with the definition of an algebra
that we call askew-extended Frobenius algebra. For aR-bialgebraA with comultiplication∆
and counitε we call anR-algebra homomorphismΦ: A → A a skew-involutionif it satisfies the
following.

(a) Φ2 = id (involution).
(b) (Φ⊗ Φ) ◦∆ ◦ Φ = −∆ andε ◦ Φ = −ε (skew-property).

Definition 2.4.5. (Skew-extended Frobenius algebras) A Frobenius algebraA overR is a unital,
commutative algebra overR which is projective and of finite type (as aR-module), together with
a module homomorphismε : A → R, such that the bilinear form〈·, ·〉 defined by〈a, b〉 = ε(ab)
for all a, b ∈ A is non-degenerate.

An skew-extended Frobenius algebraA overR is a Frobenius algebra together with a skew-
involution of Frobenius algebrasΦ: A→ A and an elementθ ∈ A which satisfy the two equations
below. Note that one can useε to define a comultiplication∆.

(1) Φ(θa) = θa = θΦ(a) for all a ∈ A.
(2) (m ◦ (Φ⊗ id) ◦∆)(1) = θ2.

Notation.Because of1 ∈ A, we can defineι : R→ A by 1 7→ 1. We can write a Frobenius algebra
uniquely asF = (R,A, ε,∆). Moreover, we can write such a skew-extended Frobenius algebraF
uniquely asF = (R,A, ε,∆,Φ, θ).

Definition 2.4.6. Two skew-extended Frobenius algebras, denotedF1 = (R,A, ε,∆,Φ, θ) and
F2 = (R,A′, ε′,∆′,Φ′, θ′), are calledisomorphicif there exists an isomorphism of Frobenius
algebrasf : A→ A′, which satisfiesf(θ) = θ′ andf ◦ Φ = Φ′ ◦ f .
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We call a Frobenius algebraasphericalif ε(ι(1)) = 0. Furthermore, we say it is arank2-
Frobenius algebraif A ∼= 1 ·R ⊕X · R asR-modules.

Remark2.4.7. The mapε is called thecounit of A. It can be used to define acomultiplication
∆: A → A ⊗ A. We will call m : A ⊗ A → A themultiplicationof A. The coproduct and the
product make the two diagrams

A⊗ A
id⊗∆ //

∆⊗id
��

∆◦m
PPP

PPP

((PPPP

A⊗ A⊗ A

m⊗id
��

A

id
KKKKK

%%K
KKKK

∆ //

∆
��

A⊗ A

id⊗ε
��

A⊗ A⊗A
id⊗m

// A⊗A A⊗A
ε⊗id

// A

commutative. In a skew-extended Frobenius algebra the skew-involutionΦ and the elementθmake
the two diagrams

A
Φ

��?
??

??
??

A⊗A
m′

##F
FF

FF
FF

FF

A

·θ
??�������

·θ
// A A

∆
;;xxxxxxxxx

·θ ##G
GGGGGGGG A

A
·θ

;;wwwwwwwww

commutative (it is easy to check that the two equations from Definition 2.4.5 already imply the
equation(m◦ (φ⊗ id)◦∆)(a) = θ2a for all a ∈ A). Here the map·θ : A→ A is the multiplication
with θ and the mapm′ : A⊗ A→ A is the map(Φ⊗ id) ◦m.

We recognise that the lower right diagram is the problematicface from 2.1.1. So the second
equation from Definition 2.4.5 is a key point in the definition.

The following theorem is inspired by a corresponding theorem in [113].

Theorem 2.4.8.The isomorphism classes of (1+1)-dimensional uTQFTs overR are in bijective
correspondence with the isomorphism classes of skew-extended Frobenius algebras overR.

Proof. First let us consider a uTQFTF overR. We describe a way to get a skew-extended Frobe-
nius algebra from it. Let us denote this algebra by(R,A, ε,∆,Φ, θ).

We takeA = F(©) as our underlyingR-module. Next we need a skew-involutionΦ: A→ A.
We take the cylinder from Figure 12. SetΦ = F(Φ−

+).
The unitι should beF(ι+). There is no further choice becauseι+ = ι−. The counit should be

F(ε+). Here we have a choice becauseε+ 6= ε−. But because ofε+ = −ε−, both choices lead to
isomorphic algebras.

Now we need a multiplicationm and a comultiplication∆. One may suspect, that we have
different choices for either of them, namely the eightm±±

± ,∆±
±±. But the relations of a Frobenius

algebra only allow one option. We discuss this now. It shouldbe noted that the computations
below can be done using Lemma 2.2.6.

• The lower boundary components of∆u
l1l2

must have the same glueing numbers as the
boundary component ofε+ becauseF(ε+) should be the counit.
• Because of the relationε ◦ m ◦ (id ⊗ ι) = ε = ε ◦ m ◦ (ι ⊗ id), the lower boundary of
mu1u2
l must have the same glueing number as the boundary component of ε+. The same is

true for the upper boundary (this means we needm++
+ = m−−

− ).
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• Because of the relation(id ⊗ m) ◦ (∆⊗ id) = ∆ ◦m = (m⊗ id) ◦ (id ⊗∆), themu1u2
l

must have the same glueing number on the lower boundary as theupper boundary of∆u
l1l2

(the reader should check that this is the only possible choice for the glueing numbers for
mu1u2
l and∆u

l1l2
).

Therefore, we haveF(ι+) = ι, F(ε+) = ε,F(m++
+ ) = m andF(∆+

++) = ∆.
The last piece missing is the elementθ ∈ A. Consider a two times punctured projective plane

RP2
2 (a punctured Möbius strip). This isθ in our notation.

Thenθ◦ι+ : ∅ → © is a punctured projective plane (hence a Möbius strip). Setθ = F(θ◦ι+)(1).
Because of the definition, this is an element ofF(©) = A.

We have to prove the equations needed for a skew-extended Frobenius algebra, i.e. thatι is a
unit, ε is a counit,Φ is a skew-involution,m (∆) is a (co)multiplication and the commutativity of
the faces from Remark 2.4.7.

This is a straightforward verification bases on the relations from Lemma 2.2.6 (we omit it here).
This shows that every uTQFT has an underlying skew-extendedFrobenius algebra.

For the other direction, i.e. if we assume that we have a skew-extended Frobenius algebra, we
note that this algebra has an underlying “classical” Frobenius algebra. Therefore we get a TQFT
F ′ from this underlying Frobenius algebra. We want to use this TQFT to define a uTQFTF . The
TQFTF ′ is a covariant functor

F ′ : Cob2
R(∅)→ R-Mod .

LetO be an object inuCob2
R(∅). This object gives us (modulo homeomorphisms) a corresponding

objectO′ in Cob2
R(∅). We setF(O) = F ′(O′). This assignment clearly satisfies thatF(©) is a

finitely generated, freeR-module andF(O1) = F(O2) for two homeomorphic objectsO1,O2.
Moreover, becauseF ′ is a TQFT, this satisfies the first two axioms from our Definition 2.4.1.

Now we need to defineF(C) for morphisms fromuCob2
R(∅).

First we assume thatC : O1 → O2 is orientable and connected. Then we have a corresponding
morphism inCob2

R(∅), i.e. the same without the boundary decorations, which we will denote by
C′ : O′

1 → O
′
2.

We denote the cap-, cup-, pantsup- and pantsdown-cobordisms in the categoryCob2
R(∅) by

ι, ε,m and∆ respectively. Let us define

F(ι+) = F
′(ι),F(ε+) = F ′(ε),F(m++

+ ) = F ′(m),F(∆+
++) = F

′(∆) andF(Φ−
+) = Φ.

The mapΦ is the skew-involution in the skew-extended Frobenius algebra. Thus, we can define
F(C) in the following way. We decomposeC′ into the basic piecesι, ε,m,∆. ThenF ′(C′) is
independent of this decomposition becauseF ′ is a TQFT. If we use the same decomposition for
C (under the identification from above), we get a cobordismC̃. For this cobordism we can define
F(C̃). We see that we only have to change some of the boundary decorations of C̃ to obtainC.
Hence, we have

C = C1 ◦ C̃ ◦ C2,

whereC1, C2 are cylinders of the typeid+
+ orΦ−

+. Hence, we can define

F(C) = F(C1) ◦ F(C̃) ◦ F(C2).
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That this is also independent of the decomposition follows from the fact thatid+
+,Φ

−
+ and the cor-

responding maps in the skew-extended Frobenius algebra are(skew-)involutions and a “level-by-
level”3 change of decorations using the relations in Lemma 2.2.6. Moreover, for a non-connected,
orientable cobordismC we extend the definition from above multiplicatively.

For a non-orientable, connected cobordismC we have to defineF(θ) = ·θ first. Here the map
·θ : A → A is the multiplication with the elementθ in our skew-extended Frobenius algebra.
Hence, if we decomposeC = Cor#nRP

2 into a (non-decorated) orientable partCor andn-times a
projective plane we define

F(C) = θnF ′(Cor).

This is again independent of the decomposition ofCor, because of the first relation in a skew-
extended Frobenius algebra, namelyΦ(θa) = θa = θΦ(a) for all a ∈ A. Furthermore, it is
independent from the decompositionC = Cor#nRP

2, because if we replace a2−RP2 with a torus
T , we see thatF(Cor) is multiplied by a factor(m◦ (Φ⊗ id)◦∆)(1)θn−2. Hence, using the second
relation of the skew-extended Frobenius algebra, we get

F(Cor#nRP
2) = (θn)F ′(Cor) = θn−2(m ◦ (Φ⊗ id) ◦∆)(1)F ′(Cor) = F(Cor#T #(n− 2)RP2).

For a non-connected, non-orientable cobordismC we extend the definition from above multiplica-
tively. Hence, we only have to show the remaining axioms fromthe Definition 2.4.1. The reader
should check these axioms (one could follow the end of the proof in [113]). �

Classification of v-link homologies.From now on we use the notions uTQFT and skew-extended
Frobenius algebra interchangeably.

Proposition 2.4.9. (The universal skew-extended Frobenius algebra) Every aspherical rank2-
uTQFT comes from the rank2-uTQFTFU = (RU , AU , εU ,∆U ,ΦU , θU) through base change. Here
the ringRU is RU = Z[a, a−1, α, β, γ, t]/I with I is the ideal generated by the relations (we use
the notationh = a−1γ − α2 − β2t here)

αγ = βγ = 2α = 2β = a2β2h = 0.

Furthermore, the algebra isAU = RU [X ]/(X2 = t + ahX), the elementθU ∈ RU is given by
θU = α+ β ·X and the maps will be the ones from Table 2. The table is the following.

ιU : R→ A, 1 7→ 1. ΦU : A→ A,

{
1 7→ 1,

X 7→ γ −X.

εU : A→ R, 1 7→ 0, X 7→ a. ·θU : A→ A,

{
1 7→ α+ β ·X,

X 7→ βt+ (α+ aβh) ·X.

mU : A⊗ A→ A,

{
1⊗ 1 7→ 1, 1⊗X 7→ X,

X ⊗ 1 7→ X, X ⊗X 7→ t+ h ·X.

∆U : A→ A⊗ A,

{
1 7→ −h · 1⊗ 1 + a−1(1⊗X +X ⊗ 1),

X 7→ a−1t · 1⊗ 1 + a−1 ·X ⊗X.

TABLE 2. The maps for the generators from Figure 12.

3One can for example verify the statement by induction on the number of generators in the decomposition.
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Proof. We start by showing that the data given above give rise to a skew-extended Frobenius al-
gebra, i.e. the satisfy the axioms given in Definition 2.4.5.Note that the algebraAU is certainly a
rank2-algebra overRU , θU = α + βX ∈ AU and(εU ◦ ιU (1)) = 0.

Moreover, it satisfies the axioms of an aspherical Frobeniusalgebra, since it, forgetting the new
structure, coincides with the classical one given in [56].

A direct computation verifies thatΦU is a skew-involution, i.e.

ΦU ◦ ΦU = idAU
, (ΦU ⊗ ΦU) ◦∆U ◦ ΦU = −∆U andεU ◦ ΦU = −εU .

Furthermore, a direct computation shows that·θU andΦU also satisfy the axioms (a) and (b) from
Definition 2.4.5, i.e. the whole data is an aspherical rank2-uTQFT.

Now assume that we have a given aspherical rank2-uTQFTF = (R,A, ε,∆,Φ, θ).
First we observe that a skew-extended Frobenius algebraA has an underlying Frobenius algebra

of rank two. Hence,ι has to be of the given form. Because it is also aspherical, i.e. ε(ι(1)) = 0,
we see thatε(1) = 1 andε(X) = a · 1. The elementa ∈ R is invertible because of the relation

(ε⊗ id) ◦∆ = id = (id⊗ ε) ◦∆.

It is known (e.g. [56]) that such an algebra is of the formA = R[X ]/(X2 = t + ahX) with
multiplicationm and comultiplication∆ from the table 2 above.

Next we look at the new structure. Becauseθ is an element ofA ∼= 1 · R ⊕ X · R we find
α, β ∈ R such thatθ = α + βX. Using the multiplication we see thatX2 = t + ah · X. So an
easy calculation shows thatθ ·X = βt+ (α + aβh)X which gives us the map·θ as above.

Because the mapΦ: A → A is not onlyR-linear, but also a skew-involution, we getΦ(1) = 1
and withε ◦Φ = −ε we getΦ(X) = γ−X. Using the first relation of a skew-extended Frobenius
algebra we get the relationsαγ = βγ = 2β = 0 and2(α + aβh) = 2α = 0.

Using the second relation of a skew-extended Frobenius algebra, namely

m ◦ (Φ ∐ idA) ◦∆ = (·θ)2,

we get the last two relationsah = γ − aα2 − aβ2t anda2β2h = 0.
These are all relations we get from the axioms of an aspherical rank2-uTQFT, i.e. any other

axiom will also lead to one of these relations. �

Remark2.4.10. The reader familiar with the paper of Turaev and Turner [113]will recognise that
our universal skew-extended Frobenius algebraFU is different from the one from Turaev and
Turner. But this is an advantage (see Corollary 2.4.13).

As mentioned before in the Remark 2.3.11, the version of Turaev and Turner can be obtained
from our concept too. The difference again are the relationsε+ = −ε− and∆+

++ = −∆−
−−. This

forces⊕ = F (Φ−
+) from the proof above to sendX 7→ γ −X instead ofX 7→ γ +X (but overR

with char(R) = 2 they coincide).

The next corollary allows us to characterise the uTQFTs which lead to v-link homology.

Corollary 2.4.11. Every aspherical rank2-uTQFTF satisfy the local relations from Figure 4.

Proof. View a sphereS2 as a cobordismS2 : ∅ → ∅. ThenF(S2) = F(ε+) ◦ F(ι+). So we calcu-
lateF(S2) = 0. Because of the axiom (4) from Definition 2.4.1, this is true for every cobordism
with a sphere. Analogously view a torusT as a cobordismT : ∅ → ∅. Thus, it is of the form
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F(T ) = F(ε+) ◦ F(m++
+ ) ◦ F(∆+

++) ◦ F(ι+). An easy calculation with the maps of Table 2
shows, thatF(T ) = 2. Because of the axiom (4), this is true for every cobordism with a torus.

The4Tu-relation is algebraical just the formula

∆12 ◦ ι+∆34 ◦ ι = ∆13 ◦ ι+∆24 ◦ ι.

Here∆ij : A → A ⊗ A ⊗ A ⊗ A is the map which sends an elementa ∈ A to an element
a1 ⊗ a2 ⊗ a3 ⊗ a4 with ak = a for k 6= i, j andai, aj the first respectively the second tensor factor
of ∆(a) (see Figure 18).

=

+

+

FIGURE 18. The relation∆12 ◦ ι+∆34 ◦ ι = ∆13 ◦ ι+∆24 ◦ ι.

That this relation is true is also an easy calculation. Againaxiom (4) gives us the global state-
ment. Because this is true for the universal skew-extended Frobenius algebraFU , we get the
statement for all aspherical rank2-uTQFTs from the Proposition 2.4.9. �

Because with an aspherical, rank2 skew-extended Frobeniusalgebra we can define a correspond-
ing rank2-uTQFT which satisfies the Bar-Natan relations, wenote the following two corollaries.

Corollary 2.4.12. Every aspherical, rank2 uTQFT can be used to define a v-link invariant. �

Corollary 2.4.13. (The virtual Khovanov complex) The above construction enables one to extend
the Khovanov complex (RKh = Z, AKh = Z[X ]/(X2 = 0, t = h = 0)) from c-links to v-links by
settingα = β = γ = 0 anda = 1. �

From now on we denote byKh(L) = FKh(JLK) thevirtual Khovanov complexof a v-linkL and
byH(Kh(L)) its homology.

Remark2.4.14. It is possible to introduce gradings (by settingdeg 1 = 1 anddegX = −1) for
the complex from Corollary 2.4.13. This is true because the map ·θ = 0. In fact this is the only
possibility where we can introduce gradings, because all maps in the Khovanov complex must
decrease the grading by one. And this is only possible if·θ : A→ A is equal zero.

Corollary 2.4.15. (Categorification of the virtual Jones polynomial) The virtual Khovanov com-
plex 2.4.13 is a categorification of the virtual Jones polynomial in the sense that its graded Euler
characteristic gives the polynomial.

Proof. The classical Jones polynomial is uniquely determined by the skein-relations. The same
is true for the virtual Jones polynomial, see for example [49]. One can now easily check that the
virtual Khovanov complexKh(·) satisfies these relations. �

There is also an extension of the Khovanov-Lee complex (see her paper [74]) and two different
extensions of Bar-Natan’s variant (R = Z/2, h = 1, t = 0) (see his paper [8]).
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Corollary 2.4.16. (The virtual Khovanov-Lee complex) The above construction enables us to
extend the Khovanov-Lee complex (RLee = Z andALee = Z[X ]/(X2 = 0, t = 1, h = 0)) from
c-links to v-links by settingα = β = γ = 0 anda = 1. �

Corollary 2.4.17. (The virtual Khovanov-Bar-Natan complex) The above construction enables
us to extend Bar Natan’s variant of Khovanov homology (this is the Frobenius algebra over the
fieldRBN = Z/2 with ABN = Z/2[X ]/(X2 = 0, t = 0, h = 1)) from c-links to v-links in two
different ways by settingα = β = 0 andγ = a = 1 or by settingβ = γ = 0 andα = a = 1. The
two extensions are non-isomorphic skew-extended Frobenius algebras.

Proof. That these two skew-extended Frobenius algebras can be usedas v-link homologies follows
from Corollary 2.4.12. To see that they are non-isomorphic skew-extended Frobenius algebras we
note thatθ = 0 in the first case andθ = 1 in the second case. Because any isomorphism of
skew-extended Frobenius algebras satisfiesf(1) = 1 andf(θ) = θ′, they are not isomorphic. �

We denote these three extensions byFLee(L) = FLee(JLK), FBN1(L) = FBN1(JLK) and
FBN2(L) = FBN2(JLK) respectively.

Proposition 2.4.18.LetLD be a c-link diagram and letF be an aspherical rank2-uTQFT. Then
the complexF(JLDK) is the classical Khovanov complex (up to chain isomorphisms) which is
obtained by using the underlying TQFTF ′ ofF .

An similar statement is true for the Khovanov-Lee complex and the two different versions of the
Khovanov-Bar-Natan complex.

Proof. This is just the algebraic version of Theorem 2.3.9. �

It is worth noting that, ifL is a c-link, then these three (and any other of the possibilities) are the
classical complexes (up to chain homotopies) due to Theorem2.4.4. Moreover, it should be noted
that Corollary 2.4.17 and Proposition 2.4.18 include that av-link diagramLD with

H(FBN1(LD))∗ 6∼= H(FBN2(LD))∗

can not be a v-diagram of a c-link, since a c-link diagram doesnot need the map·θ.

Because Khovanov showed (see [56]) that every TQFT which respects the first Reidemeister
move must have an underlyingR-moduleA ∼= 1 · R ⊕X · R for an elementX ∈ A, we also get
the following theorem.

Theorem 2.4.19.(Classification of aspherical uTQFTs) The following statements are equivalent
for an aspherical uTQFT.

(a) It respects the first Reidemeister move RM1.
(b) It is a rank2-uTQFT.
(c) It can be obtained from the one of Proposition 2.4.9.
(d) It can be used as a v-link invariant.

With the work already done the proof is simple.

Proof. (a)⇒(b): This was done by Khovanov and stays true.
(b)⇒(c): This is just the Proposition 2.4.9.
(c)⇒(d): This is the Corollary 2.4.12.
(d)⇒(a): This is clear. �
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Remark2.4.20. We conjecture that Manturov’sZ-version [85] is a strictly weaker invariant than
our extension of the Khovanov complex 2.4.13 in the following sense. A v-link with “lots” of clas-
sical crossings is likely to have “lots” of faces of type 1b orits mirror image (see 17). We call these
faces thevirtual trefoil faces. In our construction the two multiplications (or comultiplications for
the mirror image) are not the same, i.e. they have different boundary decorations as pictured for
example in Figure 27, since we take extra information of thisface in account. In contrast, in Man-
turov’s version they are just the same maps. It is worth noting that we use the extra information
explicit in Section 2.7.

Remark2.4.21. At this state it is a fair question to ask why we use the relations (1) from Equa-
tion 2.2.1 (or the one without the signs for the variant of Turaev and Turner) for our cobordisms,
i.e. why do we assume that∆+

++ changes its sign under conjugation withΦ−
+ and notm++

+ (or
neither of them changes its sign for the variant of Turaev andTurner).

So what happens if we assume thatm++
+ changes its sign under conjugation withΦ−

+ (or both)?
One can repeat the whole construction from Section 2.2, Section 2.3 and this Section 2.4 for these
cases too. But this do not lead to anything new, i.e. if we assume thatm++

+ changes its sign, then
we get an equivalent to the construction above and if we assume that both of them changes their
signs, then we get an equivalent to the variant of Turaev and Turner again.

Remark2.4.22. Note that the classification of Theorem 2.4.19 and the Table 2include non-classical
invariants. To be more precise, if we work for example overR = Q, then the relations force us to
setθ = 0. But if we work overR = Z/2, then we have different choices forθ. It should be noted,
since c-links do not require the map·θ, these invariants can not appear in the classical setting. Note
that in both of Manturov’s versions [85] and [86] he setsθ = 0.

2.5. The topological complex for virtual tangles. We will define thetopological complex of a
v-tangle diagramT kD in this section. For this construction we use our notations for thesaddle dec-
orationsandsaddle signsof v-link diagramsLD from Section 2.3. Recall that a crucial ingredient
for the construction of the topological complex were thedecorationsof the saddles. Note that we
work in a slightly different category now, i.e. the one from Definition 2.2.10. Hence, we need
signs, glueing numbers and indicators.

It is worth noting that the idea how to solve the problems thatcome with the observation sum-
marised in Figure 7 in a non-trivial way (that is we do not define open saddles to be zero) is the
following. Take the signs and decorations of a closure of thev-tangle diagram, since we already
defined how to spread them for v-link diagrams in a “good” way.Note that this convention makes
it easy to show analogous statements as in Section 2.3.

We note that this section has two subsection. We define the topological complex of a v-tangle
diagram with a *-marker and show that it is v-tangle invariant in the first part, i.e. in Definition 2.5.2
and Theorem 2.5.5. In the second part we discuss how the position of the *-marker has influence
on the topological complex. We can show 2.5.8 that in generalthe position of the *-marker gives
rise to two different v-tangle invariances, but it agrees with the classical construction for c-tangles.

The topological complex for virtual tangles.We start by explaining how we are going to extend
the important notions of saddle sign and decorations to v-tangle diagrams.

Recall thatT kD, as in Definition 2.2.9, should denote a v-tangle diagram with k ∈ N boundary
points. Moreover, such diagrams should always have a *-marker on the boundary and letCl(T kD)
be the closure of the diagram. Recall that such diagrams comewith x-markers.
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Definition 2.5.1. (“Open” saddle decorations) Let T kD be a v-tangle diagram with a *-marker on
the boundary and letCl(T kD) be the closure of the diagram. Thesaddle decorationsof the saddles
of T kD should be the ones induced by the saddle decorations of the closure. To be more precise.

(a) Thesignsof the saddles ofT kD should be the same as the signs of the corresponding saddles
of Cl(T kD) as defined in Definition 2.3.1.

(b) Theindicatorsof the saddles should be obtained from the corresponding saddles ofCl(T kD)
as follows.

– Every orientable surface should carry an indicator+1 iff the number of upper bound-
ary components of the saddle is two and a−1 iff the number is one.

– Every non-orientable saddle gets a0 as an indicator.
(c) Theglueing numbersof the saddles ofT kD should be the same as the glueing numbers of

the corresponding saddles ofCl(T kD) as defined in Definition 2.3.3.

Note that saddles with a0-indicator do not have any boundary decorations. Everything together,
i.e. boundary decorations, the saddle sign and the indicator, is called thesaddle decorationsof S.

Beware again that many choices are involved. But they do not change the complex up to chain
isomorphisms as we show in Lemma 2.5.3 in an analogon of Lemma2.3.13.

Definition 2.5.2. (Topological complex for v-tangles) For a v-tangle diagramT kD with a *-marker
on the boundary and withn ordered crossings we definethe topological complexJT kDK as follows.

• For i ∈ {0, . . . , n} the i − n− chain moduleis the formal direct sum of all resolutionsγa
of lengthi.
• There are only morphisms between the chain modules of lengthi andi+ 1.
• If two wordsa, a′ differ only in exactly one letter andar = 0 anda′r = 1, then there is a

morphism betweenγa andγa′ . Otherwise all morphisms between components of lengthi
andi+ 1 are zero.
• This morphism is asaddlebetweenγa andγa′ .
• The saddles should carry thesaddle decorationsfrom Definition 2.5.1.

We note again that it is not clear at this point why we can choose the numbering of the crossings,
the numbering of the v-circles and the orientation of the resolutions of the closure. Furthermore,
it is not clear why this complex is a well-defined chain complex. But we show in Lemma 2.5.3
that the complex is independent of these choices, i.e. ifJLDK1 andJLDK2 are well-defined chain
complexes with different choices, then they are equal up to chain isomorphisms. The same lemma
ensures that the complex is a well-defined chain complex.

Another point that is worth mentioning is that the signs in our construction, in contrast to the
classical Khovanov homology, do not depend on the order of the crossings of the diagram.

Beware that the position of the *-marker is important for v-tangle diagrams. But Theorem 2.5.8
ensures that the position is not important for c-tangles andv-links.

If it does not matter which of the possible two different chain complexes is which, i.e. it is
just important that they could be different, then we denote them byJT kDK∗ andJT kDK∗ for a given
v-tangle diagramT kD without a chosen *-marker position.

For an example see Figure 19. This figure shows the virtual Khovanov complex of a v-tangle
diagram with two different *-marker positions. The vertical arrow between them indicates that
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they are (in this case) chain isomorphic. It is worth noting at this point that, as we show in Theo-
rem 2.5.8, they are always isomorphic if the diagram is a c-tangle diagram (as the two diagrams in
the figure below).
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FIGURE 19. The complex of the same v-tangles with different *-marker positions.
The two complexes are (in this case) isomorphic.

Lemma 2.5.3. Let T kD be a v-tangle diagram with a *-marker and letJT kDK1 be its topological
complex from Definition 2.5.2 with arbitrary orientations for the resolutions of the closure. Let
JT kDK2 be the complex with the same orientations for the resolutions except for one circlec in one
resolutionγa. If a faceF1 from JT kDK1 is anticommutative, then the corresponding faceF2 from
JT kDK2 is also anticommutative.

Moreover, ifJT kDK1 is a well-defined chain complex, then it is isomorphic toJT kDK2, which is also
a well-defined chain complex.

The same statement is true if the difference between the two complexes is the numbering of the
crossings, the choice of the x-marker for the calculation ofthe saddle signs or the fixed numbering
of the v-circles of the closure. Moreover, the same is true for any rotations/isotopies of the v-tangle
diagram.

Proof. For v-tangle diagramsT kD with k = 0 the statement is the same as the corresponding state-
ments in Lemma 2.3.13 and Corollary 2.3.18. Recall that the trick is to reduce all faces through
a finite sequence of vRM1, vRM2, vRM3 and mRM moves in Figure 6 and virtualisations from
Figure 9 to a finite number of different possible faces. Then one does a case-by-case check.

Because the saddles in the two chain complexes are topological the same, we only have to worry
about the decorations. But the decorations are spread basedon the closure of the v-tangle diagram
and the relations from Definition 2.2.10 are build in such a way that the open cases behave as the
closed ones.

Hence, we can use the statement fork = 0 to finish the proof, since the only possible differences
for k > 0 are the indicators, but they only depend on the *-marker. �
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In the same vein as in Section 2.3 we obtain the following Corollary.

Corollary 2.5.4. The complexJT kDK is a chain complex. Thus, it is an object in the category
Kobb(k)R. �

Hence, we can speak ofthetopological complexJT kDK of the v-tangle diagram with a *-marker.
The complex is by Corollary 2.5.4 a well-defined chain complex.

The next theorem is very important but the proof itself is almost equal to the proof of Theo-
rem 2.3.8. Therefore, we skip the details.

Theorem 2.5.5.Let T kD, T
′k
D be two v-tangle diagrams with the same *-marker position which

differ only through a finite sequence of isotopies and generalised Reidemeister moves. Then the
complexesJT kDK andJT ′k

D K are equal inKobb(k)
hl
R .

Proof. We can copy the arguments of Theorem 2.3.8. The Lemma 2.5.3 guarantees that we can
choose the numbering and orientations without changing anything up to chain isomorphisms.

Beware that the chain homotopies in 2.3.8 should all carry+1 as an indicator. Again, one can
check that the involved chain homotopies satisfy the condition of a strong deformation retract.�

The *-marker and the classical complex.We need some notions now. Note that they seem to be
ad-hoc, but the main motivation is that in general the position of the *-marker is important. But to
recover at least some local properties, as discussed in Section 2.6, we need to identify basic parts
of v-tangle diagrams such that the two complexes are isomorphic.

Let T kD denote a v-tangle diagram. We call a part ofT kD a connected partif it is connected as
the four-valent graph by ignoring the v-crossings. We call aconnected part of a v-tangle diagram
fully internal if it is not adjacent to the boundary. See Figure 20. The left v-tangle diagram has one
connected part, which is not fully internal, and the right v-tangle diagram has two connected parts,
one fully internal and one not fully internal.

FIGURE 20. The left v-tangle diagram is not fully internal, but the right diagram
has a fully internal component (the two internal v-circles).

A v-crossing is callednegligibleif it is part of a fully internal component, e.g. all v-crossings
of the right v-tangle diagram in Figure 20 are negligible. Note that, by convention, negligible
v-crossings are never part (for all resolutions) of any string that touches the boundary.

We call a v-tangle diagramT kD nice if there is a finite sequence of vRM1, vRM2, vRM3 and
mRM moves and virtualisations such that every v-crossing isnegligible, e.g. every v-link diagram
is nice and every c-tangle diagram is nice.
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An example of a not nice v-tangle diagram is shown in Figure 21. Note that the complexes are
not chain homotopic.

*

= 0

*

= -1

+ +

+
+

FIGURE 21. A counterexample. The diagram is not a nice v-tangle diagram.

We note that for a v-tangle diagramT kD the chain complexesJT kDK∗ andJT kDK∗ are “almost” the
same, i.e. they have the same vertices, but possible different edges (which are still in the same
positions). The next lemma makes the observation precise.

It is worth noting that the Khovanov cube of a v-tangle diagram with n crossings has2n−1n
saddles. We number these saddles and the numbering in the lemma below should be the same for
the two complexes.

Lemma 2.5.6.LetT kD be a v-tangle diagram withn crossings. LetiS(in)∗ and iS(in)∗ denote the
numbered saddles ofJT kDK∗ and ofJT kDK∗. If T kD is a nice v-tangle diagram, then we have for all
i = 1, . . . , 2n−1n a factorisation of the formiS(in)∗ = α◦ iS(in)∗◦β for two invertible cobordisms
α, β.

Proof. It is clear that the saddles are topological equivalent. So we only need to consider the
decorations. The main point is the following observation. Of the four outer (two on both sides)
cobordisms in the bottom row of Figure 14, i.e.id(1)++, Φ(1)−+, id(0) andid(−1)++, only the third
is not invertible. The first is the identity, the second and fourth are their own inverses. The third is
not invertible because the0-indicator can not be changed to a±1-indicator.

Note that neither the vRM1, vRM2, vRM3 and mRM moves nor a virtualisation change the
indicator of a saddle cobordism. Hence, it is sufficient to show the statement for a v-tangle diagram
with only negligible v-crossings. From the observation above it is enough to show that every saddle
gets a0-indicator in one closure iff it gets a0-indicator in the other closure.

The only possible way that a saddle gets an indicator from{+1,−1} for one closure and a0-
indicator for the other closure is the rightmost case in Figure 7. But for this case the existence of a
non-negligible v-crossing is necessary. Hence, we get the statement. �

Proposition 2.5.7.Let T kD be a v-tangle diagram. IfT kD is nice, thenJT kDK∗ andJT kDK∗ are chain
isomorphic.

Proof. Let T kD be a nice v-tangle diagram. Then Lemma 2.5.6 ensures that every saddle is the
same, up to isomorphisms, inJT kDK∗ andJT kDK∗. Furthermore, Lemma 2.5.3 ensures that both are
well-defined chain complexes. Hence, the number of signs of every face is odd (also counting the
ones from the decorations).

Thus, we can use a spanning tree argument to construct the chain isomorphism explicit, i.e.
start at the rightmost leafs of a spanning tree of the Khovanov cube and change the orientations
of the resolutions at the corresponding vertices such that the unique outgoing edges of the tree
has the same decorations in both cases (Lemma 2.5.3 ensures that nothing changes modulo chain
isomorphisms). Continue along the vertices of the spanningtree, but remove already visited leafs.
This construction generates a chain isomorphism.
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Next repeat the whole process, but change the indicators andafterwards the signs. It is worth
noting that Lemma 2.5.3 ensures that the two processes will never run into ambiguities or problems
and Lemma 2.5.6 ensures that they will generate chain isomorphisms.

The chain isomorphism that we need is the composition of the three isomorphisms constructed
before. See for example Figure 19. �

Theorem 2.5.8.(Two different chain complexes) LetT kD be a v-tangle diagram with two different
*-marker positions. LetJT kDK∗ andJT kDK∗ be the topological complex from Definition 2.5.2 for the
two positions. Then the two complexes are equal inKobb(k)

hl
R if the v-tangle hask = 0 or is a

c-tangle.

Proof. We can use the Proposition 2.5.7 above for a v-tangle diagramwith k = 0. Moreover, we
can choose a diagram without virtual crossing for a c-tanglewithout changing anything up to chain
homotopies, because of Theorem 2.3.8. Then we can use the Proposition 2.5.7 again. �

Remark2.5.9. Note that the whole construction can be done with anarbitrary closure of a v-tangle
diagram, i.e. cap of in any possible way without creating newc- or v-crossings. The direct sum
of all possibilities is then a v-tangle invariant. Or one caneven allow v-crossings and take direct
sums over all possibilities again. But since both is inconvenient for our purpose, we do not discuss
it in detail here.

Remark2.5.10. Again, we could use the Euler characteristic to introduce the structure of a grading
onuCob2

R(k) (and hence onKobb(k)R). The differentials in the topological complex from Defi-
nition 2.5.2 have alldeg = 0 (after a grade shift), because their Euler characteristic is−1. Then it
is easy to prove that the topological complex is a v-tangle invariant under graded homotopy.

2.6. Circuit algebras. In the present section we describe the notion of acircuit algebra. A circuit
algebra is almost the same as a planar algebra, but we allow virtual crossings.

Planar algebras were introduced by Jones [45] to study subfactors. In our setting, they were for
example studied by Bar-Natan in the case of classical Khovanov homology [8]. Hence, we can use
most of his constructions in our context, too. A crucial difference is that we need todecorateour
circuit diagrams. This is necessary because our cobordisms are also decorated.

We start the section with the definition of a (decorated) circuit diagram. In the whole section
every v-tangle diagram should have a *-marker. We call a v-tangle diagramdecoratedif it has an
orientation, a number (same numbers are allowed), one coloured (green and red) dot for each of its
v-circle/v-string and we call a cobordismsdecoratedif it has gluing numbers and an indicator. In
the following we use the notionω∗ to illustrate that we consider all possibilities fork ∈ N together.

Definition 2.6.1. LetD2
o denote a disk embedded intoR2, the so-calledoutside disk. Let Ik denote

disksD2 embedded intoR2 such that for allk ∈ {0, . . . , m − 1} the diskIk is also embedded
into D2

o without touching the boundary ofD2
o, i.e. Ik ⊂ D2

o ⊂ R2, Ik ∩ Ik′ = ∅ for k 6= k′ and
Ik ∩ ∂D

2
o = ∅. We denoteDm = D2

o − (I0 ∪ · · · ∪ Im−1). TheseIk are calledinput disks.
A circuit diagram withm input disksCDm is a planar graph embedded intoDm with only

vertices of valency one and four in such a way that every vertex of valency one is in∂Dm and every
vertex of valency four is inInt(Dm). All vertices of valency four are marked with a v-crossing.
Again we allow circles, i.e. closed edges without any vertices. A*-marked circuit diagramis the
same, but withm+1 extra *-marker for every boundary component ofDm. Moreover, we call the
vertices at∂D2

o theouter boundary points.
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See for example Figure 22, i.e. the figure shows a *-marked (decorated) circuit diagram with
three input disks.

1

2
3

*

4
5

6

I1
I2

I3

*

*

*

FIGURE 22. A decorated circuit diagram with three input disks.

A closureof a *-marked circuit diagram withm input disksCl(CDm) is a circuit diagram with
m input disks and without any outer boundary points which is constructed fromCDm by capping
of neighbouring strings starting from theouter *-marker and proceeding counterclockwise. Note
that we only cap of the outside disk and not the small inside disks.

A decorationfor a *-marked circuit diagram is a tuple of a numbering and anorientation of the
strings of the diagram in such a way that its also a numbering and orientation of the closure. We
call a circuit diagram together with a decoration adecorated circuit diagram. See for example
Figure 22. The decoration of the circuit diagram in this figure is also a decoration for the closure
(the diagram together with the green lines).

We can realise the definition of a(decorated) circuit algebrawith these notions. Recall that
our v-tangle diagrams should always be oriented with the usual orientations but we suppress these
again to maintain readability.

Definition 2.6.2. (Circuit algebra ) Let T′(k) be the set of (decorated) v-tangle diagrams withk
boundary points and a *-marker and letT(k) denote the quotient by boundary preserving isotopies
and generalised Reidemeister moves.

Furthermore, letCDm denote a (decorated) circuit diagram withm input disks andk′ outer
boundary points in such a way that thej-th input disk haskj numbered boundary points.

BecauseCDm has no c-crossings, this induces operations

CDm : T′(k0)× · · · × T′(km−1)→ T′(k′) andCDm : T(k0)× · · · × T(km−1)→ T(k′)

by placing thei-th v-tangle diagram fromT(′)(ki) in the i-th boundary component ofCDm, i.e.
glue the v-tangle inside in such a way that the *-markers match. See the right side of Figure 23.

There is an identity operation onT(′)(k) (it is of the form ) and the operations are compatible
in a natural way (“associative”). We call a set of setsC(ω∗) with operationsCDm as above acircuit
algebra, provided that the identity and associativity from above hold.

If the operators and elements are decorated, first with numbers and orientations and latter with
any kind of suitable decorations, then we call a set of setsC(ω∗) as before adecorated circuit
algebra. Note that in this case we have to define how the decorations change after glueing, e.g. we
can run into ambiguities.
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We should note that Figure 23 below also illustrates how a v-tangle diagram induces a decorated
circuit diagram (choices for the decorations are involved).

* *
21 3

4

65
I1 I2

I3

**

*

* *

FIGURE 23. A decorated circuit diagram induced by a v-tangle.

Here are some examples. The reader may also check the corresponding section in [8].

Example2.6.3. The first example is the setOb(uCob2(ω∗)) from Definition 2.2.1, i.e. v-tangles
diagrams withk ∈ N boundary points, an extra *-marker, but without c-crossings. This is a sub-
circuit algebra of the circuit algebra that allows c-crossings.

But we want to view it as a decorated circuit algebra, denotedby Obd(uCob2(ω∗)), i.e. the ele-
ments aredecoratedv-tangle diagram (all possible decorations). We have to define the operations
in more detail now, since we can run into ambiguities, see toprow of Figure 24.

n

n'
n

n'

n

n'

if n<n'

if n'<n

n

n'
n

n'

n

n'

if n<n'

if n'<n

1 2

3 4

1 2

FIGURE 24. The operation in the decorated circuit algebra.

First, we can run into ambiguities if the decorations of the operator(s) that are glued together do
not match. In this case we define the new decoration based on the rule“lower first” , i.e. the new
number is the lower and the new orientation is the one from thelower numbered string. See the
two lower rows of Figure 24. Not all four cases are pictured, but we hope that it should be clear
how the other two work. Moreover, it is worth noting that the order of these local steps does not
affect the end result, since, by construction, the lowest number of all strings that are connected and
its orientation will always determine the output.

Furthermore, if we glue a decorated v-tangle diagram in an input disk, then we run into ambi-
guities if the shared decorations, i.e. the orientations and numbers, do not match. In this case we
change the decorations of the v-tangle diagram (as above). We add in ared dotr if we have to
change the orientation and agreen dotg otherwise. This is pictured in the top row of Figure 24.
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As above, in order to make it well-defined, one has to allow thedots to change stepwise, i.e. one
uses the “multiplication” rulesg · g = g = r · r andg · r = r = r · g for dots on the same string.

The reader should check that this gives rise to a (well-defined!) decorated circuit algebra.
Another important example is the whole collectionMord(uCob2(ω∗)) from Definition 2.2.1, i.e.

decorated cobordisms (all possible decorations) withk ∈ N vertical boundary lines and an extra
*-marker. We want to view this example as a decorated circuitalgebra again.

Hence, we have to define the operations. The most important point is the question how to handle
the decorations again, because it should be clear how to gluea cobordism withm vertical boundary
lines intoCDm × [−1, 1]. This time we have to define the behaviour of two decorations,i.e. the
glueing numbers and indicators. The glueing numbers are treated as the orientations before, i.e.
use the “lower-first” rule. The indicators (recall that theyare just numbers of{0,+1,−1}) are
multiplied. Recall that a cobordism with a0-indicator does not get any glueing numbers. We
simply remove them in this case. To be more precise, we note make the following definition of the
operation ofCDm onObd(uCob2(ω∗)) andMord(uCob2(ω∗)) (compare to Figure 24).

• A cobordism with a+ glueing number (or−) is composed withΦ−
+ iff the decorated v-

tangle diagram (short: diagram) gets a red dot (or green) at the corresponding position.
• A cobordism is composed with a0-indicator surface iff the strings of the diagram get

identified at the bottom and top resolution at the corresponding position.
• A cobordism with a1-indicator is composed with a1/−1-indicator surface iff the strings

of the diagram get identified at the bottom/top resolution atthe corresponding position.
• A cobordism with a−1-indicator is composed with a1/−1-indicator surface iff the strings

of the diagram get identified at the top/bottom resolution atthe corresponding position.
These rules define a new decoration for the new cobordism. Thereader should check again that
this gives rise to a (well-defined!) decorated circuit algebra (to see this we note that everything
behaves multiplicative as the elements of{+1,−1} ∼= Z/2Z or has a0-indicator).

We summarise the notions in a definition. Recall that v-tangle diagrams are decorated with
orientations, numbers and coloured dots and cobordisms have glueing numbers and an indicator.

Definition 2.6.4. (Dot-calculus) Let CDm denote a decorated circuit diagram withm input disks
andk′ outer boundary points in such a way that thej-th input disk haskj numbered boundary
points. ThenCDm induces an associative and unital (as above) operation on decorated v-tangle
diagrams (with a corresponding number of boundary points) by the “lower first”-rule, i.e. if the
orientation does not match, then the lower number induces the new orientation. Put a red dotr
on every string that has its orientation changed and a green dot g otherwise (two dots on the same
v-string are multiplied by the conventiong = 1, r = −1). We call this thev-tangle dot-calculus.

Moreover,CDm induces an associative and unital (as above) operation on decorated cobordisms
(with a corresponding number of boundary lines) by the “lower first”-rule, i.e. if the orientation
does not match, then the lower number induces the new orientation. Put a red dot on every string
that has its orientation changed and a green dot otherwise and compose the corresponding bound-
ary with a+ glueing number (or−) with Φ−

+ iff the string has a red dot (or a green dot), multiply
indicators via identity surfaces with corresponding indicators+1/−1 iff the v-tangle numbers get
identified at the bottom/top (or vice versa for surfaces witha−1-indicator) resolution at the cor-
responding position, multiply with an0-identity iff in both resolutions the strings are identified
(do everything repeatedly using the rules as explained above). We call this thedot-calculus. The
reader should compare the notions above with Figure 8.
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Recall that we assume that all v-tangle diagrams have already a fixed *-marker. A v-tangle
diagramT kD gives rise to a decorated circuit diagramCDT k

D
as already illustrated in Figure 23. If

the diagram hasm crossings, denoted bycr1, . . . , crm, then we choose a neighbourhood of thecri
without any other crossings and a *-marker for allcri. We obtain by this procedurem v-tangle
diagrams with one crossings and four boundary components, denoted by an abuse of notation by
cr1, . . . , crm, and we call these crossing diagramsassociatedto T kD.

Definition 2.6.5. Let T kD be a v-tangle diagram withm crossings and letCDT k
D

andcr1, . . . , crm
be its associated decorated diagram and crossings. Then thetensored complex

CDT k
D
(cr1, . . . , crm) = (C∗, c∗)

is defined as follows. Let(Cj, cj) with j ∈ {1, . . . , m} be the topological complex of thecrj and
defined in Definition 2.5.2 such that the unique saddle is of the formcj : → for any suitable
orientation (without a sign). Letαi, βi denote the compositions of the morphisms that we compose
after applying the circuit diagram on cobordisms (see Example 2.6.3 and Definition 2.6.4 above),
i.e. the red dots induce a composition withΦ−

+ (or with a0-identity surface in the degenerated case)
and a change in the numbering induces a composition with a cobordisms that changes indicators.

Therefore, we denote the operation ofCDT k
D

on cobordisms, i.e. the dot-calculus, byα◦CDT k
D
◦β

to illustrate the difference to the classical case. We skip this notion for the objects to maintain
readability. Thei-th chain module is

C i =
⊕

i=j0+···+jm−1

CDT k
D
(Cj0

0 , . . . , C
jm−1

m−1 )

and the differentials are

c|CD
Tk
D
(C

j0
0 ,...,C

jm−1
m−1 )

=

m−1∑

i=0

α ◦ CDT k
D
(Id

C
j0
0
, . . . , ci, . . . , IdCjm−1

m−1

) ◦ β.

Note that this complex does not have any extra signs and will in general not be a chain complex.

We call a Khovanov cube of type p, if all its faces are commutative up to a unit ofR, and a
projectivisation of such a cube is given by identifying morphisms up to units. We denote the latter
usually with a superscriptP . Details are in Section 4.6.

It should be noted that the choice of the *-markers in the definition of CDT k
D
(cr1, . . . , crm) or

the choice of the decorations forCDT k
D

is not important for our purpose (and we will suppress the
difference). To be more precise, we give the following lemma. We should note that it is not clear
at this point why the complexes arem cubes of type p. But we show it in Theorem 2.6.7 below.

Lemma 2.6.6.Let CDT k
D
(cr1, . . . , crm) andCD′

T k
D
(cr1, . . . , crm) denote two different choices for

the *-markers of thecrj . Then the two complexes are equal.
Moreover, if the difference betweenCDT k

D
(cr1, . . . , crm) andCD′

T k
D
(cr1, . . . , crm) is the choice

of decorations, either for the circuit diagram or for the saddles of the complexes ofcrj , then the
two complexes are isomorphic asm cubes of type p.

Proof. This is the case because thecj has always an indicator+1,−1 in the definition of the
complex(Cj, cj) and never a0-indicator. Moreover, the result depends only on the position of the
*-marker forT kD, since the involved operations only depend how strings are connected.

The second statement can be verified analogously as in Lemma 2.5.3. �
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By a slight abuse of notation, we denote the topological complex by JT kDK, although some
choices are involved (but they do “not matter”, see Lemma 2.5.3).

Theorem 2.6.7.(Semi-locality I) LetT kD be a v-tangle diagram withm crossings. LetJT kDK be (one
of) its topological complex(es) from Definition 2.5.2 and let CDT k

D
(cr1, . . . , crm) be its tensored

complex from Definition 2.6.5. ThenCDT k
D
(cr1, . . . , crm) is am-cube of type p and

CDT k
D
(cr1, . . . , crm) = JT kDKP

for a suitable choice of orientations for the resolutions ofJT kDK.
Proof. This is true because the dot-calculus is exactly build in such a way that the resulting saddles
have some glueing numbers induced by a suitable choice of orientations of the resolutions. To
be more precise, it is clear that the construction from Definition 2.6.5 gives rise to am-cube as
explained in Section 4.6.

Moreover, since we do not spread any formal signs in the construction from Definition 2.6.5, the
only thing we can expect is that the corresponding cube will be of type p, i.e. faces commute up to
a sign. So we only have to care that the glueing numbers and indicators work out as claimed.

That the glueing numbers work out follows from the definitionof the dot-calculus, since the
orientation of the lowest numbered string will always determine the result and the decorations of
the circuit diagram are also decorations of the closure, i.e. we can use Theorem 2.3.17 to see that
the glueing numbers work out as claimed (up to a formal sign).

Moreover, the indicators of the saddles are spread based on atopological information, namely
how certain strings are connected in the closure of the diagramT kD. Hence, since we have fixed
the *-marker positions, these indicators are the same forCDT k

D
(cr1, . . . , crm) and any of theJT kDK.

Note that it is important that the indicators at the beginning are all+1,−1, since we can not change
a0 using the conventions above.

This proves the statement, since there is a choice of orientations of the resolutions such that all
saddles ofCDT k

D
(cr1, . . . , crm) andJT kDK are equal up to a sign. �

Given a Khovanov cube, then anedges assignment (with signs)of this cube is a choice of ex-
tra signs for some of the saddles. We denote such an assignment using ǫ as a superscript, see
Definition 4.6.4.

Corollary 2.6.8. There is an edge assignment such thatCDǫ
T k
D
(cr1, . . . , crm) is a chain complex.

Moreover, there is a chain isomorphism betweenCDǫ
T k
D
(cr1, . . . , crm) and JT kDK (for all possible

choices involved in the definition of latter).

Proof. The first statement follows from Theorem 2.6.7, Theorem 2.3.17 and Lemma 4.6.5. The
second from Lemma 2.5.3. �

We note that Theorem 2.6.7 and Corollary 2.6.8 allows us to be“sloppy” when it comes to signs.

It is a natural question if one can generalise the statement of Theorem 2.6.7, since in the classical
case one can allow arbitrary c-tangle diagrams as inputs. Infact, we do not know the answer in
general. The main problem is that “non-orientablity” is nota local property.

We can make an analogously definition as in Definition 2.6.5, but we allow thecr1, . . . , crm to
benot nicev-tangle diagrams with one crossing. We denote them bycr′1, . . . , cr

′
m to illustrate the

difference and we call the corresponding complexgeneralised tensored complex. An example is
shown in Figure 25. Even this slight generalisation has unsatisfying properties.
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Theorem 2.6.9.(Semi-locality II) LetT kD be a v-tangle diagram withm crossings. And let

CDT k
D
(cr′1, . . . , cr

′
m) = (C∗, c∗)

be its generalised tensored complex.

(a) The complex(C∗, c∗) is a complex of type p, i.e. faces commute up to a unit ofR.
(b) Let JT kDK denote (one of) its topological complex. Then we do not have asuitable choice

for JT kDK in general such that

CDT k
D
(cr′1, . . . , cr

′
m) = JT kDKP .

(c) The complexes(C∗, c∗) andJT kDK are not p-homotopic (see Definition 4.6.3) in general.

Proof. (a) This statement can be verified analogously to Theorem 2.6.7, since, if the corresponding
saddles have an+1,−1 indicator, as in Theorem 2.6.7, then one can copy the arguments from
before. If it has a0-indicator, then the arguments are even easier to verify, since we do not need
any decorations in this case.

(b)+(c) This is true, because a surfaces with a0-indicator can not be changed to a surfaces with
a±1-indicator, since indicators behave multiplicatively. For an explicit example see Figure 25, i.e.
the two complexes are not p-homotopy equivalent, since we can not change the0-indicator.

*

= 0

*

= 1( (1

�

1

≄h
P

FIGURE 25. A counterexample. The diagram is not a nice v-tangle diagram.

Note that this includes that no choice will make them equal ascomplexes of type p. �

It should be noted again that the whole discussion in this section could be done with oriented
(in the usual sense) v-tangle diagrams and oriented (decorated) circuit algebras. But to maintain
readability we only refer to [8], i.e. the reader can adopt the notions there and use them in our
context without any difficulties.

Remark2.6.10. It should be noted that the constructions presented in this section can be extended
relatively easily to work in an even better way if one works over rings of characteristic2, e.g. over
the ringR = Z/2Z.

This is the case because all appearing problems are in some sense “sign problems”. If one works
overR = Z/2Z, then, for example, the indicators are not necessary and most constructions will
work analogously to the classical case (see [8]).

Remark2.6.11. One application of the local construction in the classical case is a way to calculated
the classical Khovanov homology of a c-link withn crossings in approximately2

√
n instead of2n

of the “brute force method”, see [7]. In the view of Theorem 2.6.9, one has to be very careful if
one tries to copy the method given in [7]. Another idea is missing.

65



2.7. An application: Degeneration of Lee’s variant. This section splits into three subsections.
We explain the main motivations in the first and we are going toshow that some facts about
the classical Khovanov-Lee link homology are still true in the context of v-links (e.g. see Theo-
rem 2.7.11) in the last subsection. In order to do so, we identify the two generators with so-called
non-alternating resolution 2.7.2 in the second subsection. We note that these correspond to colour-
ings in the c-case.

The approach (we follow [10]) to show that the degeneration is still true is the following. First
we define two orthogonal idempotents in our category, which we calldown and up. Then we can
go to theKaroubi envelopeof our category, denoted byKar (Kobb(k)R).

The idea of the Karoubi envelope is to find a “completion” of a category such that every idempo-
tent splits. It is named after the french mathematician Karoubi, but it already appears in an earlier
work by Freyd [35]. Note that it is sometimes calledidempotent completion. Then we show that
the topological complex of a simple crossing (as a v-tangle), if considered inKar (Kobb(∅)R(k)),
is homotopy equivalent to a very simple complex with only0-morphisms. After that we use the
semi-local constructions from Section 2.6 to finish the proof.

In the whole section letR denote a commutative and unital ring such that2 is invertible, e.g.
R = Z

[
1
2

]
. Moreover, throughout the whole section, we denote the topological complex byJ·K

and its algebraic version byF(J·K) or short byF(·), e.g. we denote Lee’s version by

FLee(·) = F(J·KLee).
Note that, in order for the signs to work out correct, we have to fix x-marker positions. In the whole
section we, by convention, say that the x-marker foris at the left side and for is on the top.

Moreover, recall that the topological picture of Lee’s variant is given by thedot-relationsin
Figure 26 witht = 1, while the graded case of the Khovanov complex ist = 0. Recall (see [9])
that 1

2
∈ R allows us to use thedot-relationin Figure 26 instead of the local relations of Figure 4.

We give an example of the Lee complex of a v-knot in Example 2.7.1.

= 0 = 1 = t

= +

FIGURE 26. The dot-relations. A dot is a short hand notation for1
2
-times a handle.

Main observations.Recall (see [74] for the classical and 2.4.13 for the virtualcase) thatLee’s
variant for v-links is given by the filtered algebraA = ALee = R[X ]/(X2 = 1) and the following
maps.

m++
+ : A⊗ A→ A,

{
1⊗ 1 7→ 1, X ⊗X 7→ 1,

1⊗X 7→ X, X ⊗ 1 7→ X

for the multiplication and

∆+
++ : A→ A⊗ A,

{
1 7→ 1⊗X +X ⊗ 1,

X 7→ 1⊗ 1 +X ⊗X
, θ : A→ A,

{
1 7→ 0,

X 7→ 0
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for the comultiplication and·θ. Furthermore, the very important mapΦ−
+ given by

Φ−
+ : A→ A,

{
1 7→ 1,

X 7→ −X.

Lee’s variant has a remarkable property in the classical case, i.e. Lee showed that her variant just
“counts” the number of components of the c-link, i.e. she showed that (forR = Q) the homology
of an-component linkL is

H(FLee(L)) ∼=
⊕

2n

Q.

So on the first hand this seems to be a “boring” invariant. But Rasmussen [94] used this degenera-
tion in a masterfully way to define theRasmussen invariantof a c-knot (as in Section 1.1).

Therefore, a natural question is if this degeneration of Lee’s variant is still true for v-links. In
this section we show that this is indeed the case. It is worth noting that this is an unexpected
result, sinceθ = 0 for 2−1 ∈ R (see the relations in Definition 2.2.2). Hence, there are “tons” of
0-morphisms in the complex. But these0-morphisms also come with isomorphisms “in a lot of”
cases.

The following example for the Lee complex of a v-knot is a blueprint of this effect. It is very
important, as indicated in Example 2.7.1 below, that our construction keeps track of theextra
informationhow the cobordisms are glued together depending on the orientations of the v-circle
diagrams in the resolutions. We note that, even though the orientations can be read of locally, this
information has some “global character”.

Example2.7.1. Consider the diagram of the virtual trefoilLD given in Figure 27. In this example
the number of negative crossings is zero, i.e. the leftmost object is the0-degree part.

00 11

01

10

1
2

=

n
+= 2

+

+-

-

+

x x

+ +

FIGURE 27. The Lee complex of the v-trefoil. We note that the first mapis a
0-morphism, but the second is an isomorphism.
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Let us considerR = Q. Thenθ = 0 and therefore the first two maps are0-morphisms. But note
that the two right morphisms are not the same, i.e. one is∆+

++ and the other is∆+
−+. So on the

algebraic level we get, using the maps from before, the following complex, if we fixB1 = {1, X}
as a basis forA andB2 = {1⊗ 1, 1⊗X,X ⊗ 1, X ⊗X} for A⊗A.

A















0 0
0 0
0 0
0 0















// A⊕ A















0 1 0 −1
1 0 1 0
1 0 −1 0
0 1 0 1















// A⊗ A.

An easy calculations shows that the second matrix is an isomorphism. Hence, the homology of the
virtual trefoil is only non-trivial fork = 0, i.e.

Hk(FLee(LD)) =

{
Q⊕Q, if k = 0,

0, else.

Another example is the v-knot in Figure 28, e.g. with the pictured orientation and numbering of
the circles from left to right, the three outgoing morphismsfrom resolution000 to 001, 010 and
100 are (up to, in this case, not important signs) the morphismsm+−

− , m++
+ andm−−

− , i.e. one
alternating and two non-alternating. Hence, the kernel is trivial. The reader should check that the
rest also works out in the same fashion as before.

Non-alternating resolutions.We prove the following interesting result about the number of decora-
tions of v-link resolutions with the “colours” down and up. Note that we call an oriented resolution
Re of a v-link diagramnon-alternatingif it is of the form or at the corresponding positions
of the saddles. Recall that all the v-link diagrams should beoriented and that such a diagram with
n ∈ N>0 components has2n different orientationsOr1, . . . ,Or2n .

We note that one can also colour the resolutions with “honest” colours, say red and green, in such
a way that the colour changes at every v-crossing. We call this acolouring of a v-link resolutionif
at the corresponding saddle-position the colours are different, i.e. (red,green) or (green,red). The
reader should compare this with the coloured dots in Figure 8.

Theorem 2.7.2. (Non-alternating resolutions) Let LD denote a v-link diagram withn ∈ N>0

components. There are bijections of sets

{Or | Or is an orientation ofLD} ≃ {Re | Re is a non-alternating resolution ofLD}

≃ {Co | Co is a coloured resolution ofLD}.

If LD is a v-knot diagram, i.e.n = 1, then the two non-alternating resolutions are in homology
degree0. A similar statement holds for the coloured resolutions.

Proof. With a slight abuse of notation let us denote the first two setsby Or andRe. To show the
existence of a bijection we construct an explicit mapf : Or→ Re and its inverse.

Given an orientationOr of the v-link diagramLD, the mapf should assign the resolutionRe
which is obtained by replacing every oriented crossing of the form and with (and the
same for rotations). This is clearly an injection.

Now, given a non-alternating resolutionRe, we assign to it an orientation ofLD in the following
way. At any non-alternating part of the form and replace the non-alternating part with the
corresponding oriented crossing and (or a rotation in the case).

68



Note that both maps are well-defined and that these two maps are clearly inverses for a v-knot
diagram. Moreover, the corresponding non-alternating resolutions are in homology degree0, since
all n+-crossings are resolved0 and alln−-crossings are resolved1 in this procedure.

To see the second bijection use a checker-board colouring ofthe v-link diagram. Then start at
any point of the non-alternating resolution and use the right-hand rule, i.e. the index finger follows
the orientation and the string should get the colour of the face on the side of the thumb. As above,
one checks that alln+-crossings are resolved0 and alln−-crossings are resolved1. �

Corollary 2.7.3. LetLD be a v-link diagram withn components. Then it has2n non-alternating
resolutions.

Proof. Such a diagram has2n possible orientations. Then the bijection of Theorem 2.7.2finishes
the proof. �

Example2.7.4. LetLD be the v-knot diagram in Figure 28.

000

010

101

111

011

001100

110

-2

-1

0

1

1

2

x

x

FIGURE 28. There are exactly two non-alternating resolutions, i.e. the one pictured
and the one with all orientations reversed.

Then only the011 resolution of the v-knot diagram allows a non-alternating resolution. More-
over, the orientation of the diagram induces this non-alternating resolution by replacing the three
crossings with , and . The other orientation induces the non-alternating resolution ,
and . Note that, by construction, these resolutions are in homology degree0. A computation as
in Example 2.7.1 shows that these two non-alternating resolutions give the only two generators of
the homology, i.e.

Hk(FLee(LD)) =

{
Q⊕Q, if k = 0,

0, else.

Degeneration.We start by recalling the motivation, definition and some basic properties of the
Karoubi envelopeof a pre-additive categoryC. We denote the envelope as before byKar (C).

For any category the notion of an idempotent morphisms, i.e.an arrow withe ◦ e = e, makes
sense. Moreover, in a pre-additive category the notionid − e also makes sense. A classical trick
in modern algebra is to use an idempotent, e.g. inEndK(V ) for a givenK-vector spaceV , to split
the algebra into

EndK(V ) ∼= im(e)⊕ im(id− e).
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Hence, it is a natural question to ask if on can “split”, givenan idempotente, an object of a category
O in the same way, i.e.

O ∼= im(e)⊕ im(id− e).

The main problem is that the notion of an “image” of an arrow could possibly not exist in an arbi-
trary category. The Karoubi envelope is an extension of a category such that for a given idempotent
e the notionsim(e) makes sense. Therefore, one can “split” a given object in theKaroubi envelope
that could be indecomposable in the category itself.

Definition 2.7.5. Let C be a category and lete, e′ : O → O denote idempotents inMor(C). The
Karoubi envelope ofC, denotedKar (C), is the following category.

• Objects are ordered pairs(O, e) of an objectO and an idempotente of C.
• Morphismsf : (O, e) → (O′, e′) are all arrowsf : O → O′ of C such that the equation
f = f ◦ e = e′ ◦ f holds.
• Compositions are defined in the obvious way. The identity of an object ise itself.

It is straightforward to check that this is indeed a category. We denote an object(O, e) by im(e),
the imageof the idempotente. Moreover, we identify the objects ofC with their image via the
embedding functor

ι : C → Kar (C), O 7→ (O, id).

Note that, ifC is pre-additive, thenid − e is also an idempotent and, under the identification
above, we can finally write

O ∼= im(e)⊕ im(id− e).

The following proposition is well-known (see e.g. [10]). The proposition allows us to shift the
problem if two chain complexes are homotopy equivalent to the Karoubi envelope. Recall that
Kom(C) denotes the category of formal chain complexes.

Proposition 2.7.6.Let (C, c), (D, d) be two objects, i.e. formal chain complexes, ofKom(C). If
the two objects are homotopy equivalent inKom(Kar(C)), then the two objects are also homotopy
equivalent inKom(C). �

We define the two orthogonal idempotentsu, d now and show some basic, but very important,
properties afterwards.

We call the idempotents“down and up”. The reader should be careful not to confuse them with
the orientations on the resolutions or the colourings of Theorem 2.7.2, i.e. latter colours change at
v-crossings, but “down and up” do not change.

Definition 2.7.7. We call the two cobordisms in Figure 29 the“down and up” idempotents. We
denote them byd andu.

1
1

+

+

+

+
+d 1

1

+

+

+

+
-=u1

2
1
2

1
2

1
2

FIGURE 29. The two idempotents up and down.

Recall that the dot represents1
2
-times a handle.
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It is worth noting that (e) is very important. Moreover, we writeΦ−
+ instead ofΦ−

+(1).

Lemma 2.7.8.The cobordismsd, u satisfy the following identities.

(a) d2 = d andu2 = u (idempotent).
(b) d ◦ u = 0 = u ◦ d (orthogonal).
(c) d + u = id (complete).
(d) iddot ◦ d = d andiddot ◦ u = −u (Eigenvalues).
(e) Φ−

+ ◦ d = u ◦ Φ−
+ andd ◦ Φ−

+ = Φ−
+ ◦ u (change of orientations).

(f) [d,Φ−
+] = id(1)dot = −[u,Φ

−
+] (Commutator relation).

Proof. All equations are straightforward to prove. One has to use the dot-relations from Figure 26
and the relations from Definition 2.2.1.

In (d)+(f) the surfaceid(1)dot denotes an identity with an extra dot and+1 as an indicator.
Beware that the dot represents1

2
-times a handle. This forces a sign change after composition

with the cobordismΦ−
+. The reader should compare this with the relations in Definition 2.2.10. �

Now we take a look at the Karoubi envelope. The discussion above shows that there is an
isomorphism

≃ d ⊕ u.

With this notation we get

≃ d d⊕ d ⊕ u ⊕ u u and ≃
d

d

⊕
u

⊕
d

⊕
u

u
.

Recall that the standard orientation for the complexJ K is (see e.g. Figure 8)

J K =
S(1)++

++
−−−−→ .

In order to avoid mixing the notions of the down and up-colours and the orientations we denote
this complex simply asJ K++

++, i.e. standard orientations for all strings. Moreover, under the
convention left=first superscript, right=second superscript, bottom=first subscript and top=second
subscript, a notation likeJ K+−

−+ makes sense, i.e. act byΦ−
+ at the corresponding positions.

The following theorem is a main observation of this section.It is worth noting again that (e) of
Lemma 2.7.8 is crucial for the theorem.

Theorem 2.7.9.In Kobb(k)R, there are sixteen chain homotopies (only four are illustrated, but it
should be clear how the rest works)

J K++
++ ≃h d ⊕ u

0
−→

u

⊕
d

, J K+−
−+ ≃h d d⊕ u u

0
−→

d

d

⊕
u

u
,

J K++
+− ≃h d ⊕ u

0
−→

d

d

⊕
u

u
, J K+−

++ ≃h d d⊕ u u
0
−→

u

⊕
d

.

Moreover, similar formulas hold forJ K.

Proof. We use the observations from above, i.e. in the Karoubi envelope the differential ofJ K++
++

is a4 × 4-matrix of saddles. Hence, forJ K++
++ we get (for simplicity writeS = S(1)++

++ andSd
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andSu for the saddle under the action of down and up)

d d⊕ d ⊕ u ⊕ u u















Sd 0 0 0
0 0 0 0
0 0 0 0
0 0 0 Su















//
d

d

⊕
u

⊕
d

⊕
u

u
.

This is true, because all other saddles are killed by the orthogonality relations of the colours down
and up, i.e. (b) of Lemma 2.7.8.

Note that both non-zero saddles are invertible, i.e. their inverses are the saddles
1

2
(S : → )d and −

1

2
(S : → )u

with only + as boundary decorations. To see this one uses Lemma 2.7.8 andthe neck cutting
relation. Thus, we get

J K++
++ ≃h d ⊕ u

0
−→

u

⊕
d

.

To prove the rest of the statements one has to use the relation(e) of Lemma 2.7.8, i.e. the only
surviving objects change according to the action ofΦ−

+. We note again that this is a very important
observation, i.e. with a different action ofΦ−

+ this would not be true any more.
For J K++

++ one can simply copy the arguments from before. �

The following corollary is an application of the semi-localproperties of our construction, i.e.
we use Theorem 2.6.7 and Corollary 2.6.8 to avoid the usage ofsigns and Lemma 2.6.6 to see that
the involved choices do not matter up to chain isomorphisms.

Corollary 2.7.10. LetT kD be a v-tangle diagram withm crossings. ThenJT kDK is chain homotopic
to a chain complex(C∗, c∗) with only0-differentials and objects coloured by the orientations ofthe
resolutions ofT kD, i.e. if a resolution ofJT kDK is locally of the form

or or or

then(C∗, c∗) is locally of the form

d ⊕ u or d d⊕ u u or d d⊕ u u or d ⊕ u .

Proof. We note that we work in the Karoubi envelope, but with Proposition 2.7.6 we see that we
are free to do so. Moreover, as stated above, we do not care about signs or choices at this place.

Then the statement follows from Theorem 2.7.9 together withthe Theorem 2.6.7 in Section 2.6.
To be more precise, we copy the arguments from Theorem 2.7.9 for the saddles of the complex
JT kDK with a +1,−1-indicator. Note that these saddles have an extra action ofΦ−

+ at some of its
boundary components. That is why the parts of(C∗, c∗) are locally as illustrated above.

Moreover, the saddles with a0-indicator are0-morphisms for1
2
∈ R and there local de-

composition is the one given above, since they will, by construction, always be between non-
alternating parts of the resolutions and due to the orthogonality relations for up and down, i.e. (b)
of Lemma 2.7.8, thed andu parts will be therefore killed (the only possibility how they close
is as the rightmost case of Figure 7). �

As an application of the Theorems 2.7.2 and 2.7.9 above, we get the desired statement for v-link
diagrams. That is, we have the following.
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Theorem 2.7.11.(Degeneration) LetLD denote an-component v-link diagram. ThenJLDKLee is
homotopy equivalent (inKobb(∅)R) to a chain complex with only zero differentials and2n genera-
tors given by the2n non-alternating resolutions.

If n = 1, i.e.LD is a v-knot diagram, then the two generators are in homology degree0.

Proof. We will suppress the notion of the x-markers and the formal signs of the morphisms to
maintain readability. Moreover, we will choose a specific orientation for the resolutions. We can
do both freely because of Lemma 2.3.13.

The main part of the proof will be to choose the orientations in a “good” way and use Corol-
lary 2.7.10. Moreover, with Theorem 2.7.9, we see that the complex will be homotopy equivalent
to a complex with only0-differentials. Hence, the only remaining thing is to show that the number
of generators will work out as claimed.

Note that, if a resolution contains a lower part of a multiplication or a upper part of a comultipli-
cation, then by Corollary 2.7.10, this resolution is killed, because these will always be alternating,
e.g. , but will connect as the±1 cases of Figure 7 (the strings are closed with an even number
of v-crossings). Moreover, we can ignore top and bottom parts of θ, since they will always be
non-alternating.

Now we define thedual graph of a resolution, denotedD, as follows. Recall that a resolution is
a four valent graph without any c-crossings. Any edge of thisgraph is a vertex ofD. Two vertices
are connected with a labelled edge iff they are connected by av-crossing or a (or rotations)
that is a top part of a multiplication or a bottom part of a comultiplication. First edges should be
labelledv, the second type of edges should get a labelling that corresponds to the given orientation
of the resolution, that is an “a” for alternating orientations and a “n” otherwise. We will work with
the simple graph of that type, i.e. remove circles or parallel edges of the same type. See Figure 30,
i.e. the figure shows two resolutions from Figure 28 and theirdual graphs. Note that the leftmost

of the 011 resolution is part of aθ.

v v
v

v

a
a

n

n
n

FIGURE 30. The resolutions 000 and 011 and their dual graphs.

The advantage of this notation is that the question of surviving resolutions simplifies to the
question of a colouring of the dual graph, i.e. a colouring ofthe dual graph is a colouring with two
colours, say red and green, such that anyv-labelled ora-labelled edge has two equally coloured
adjacent vertices, but anyn-labelled edge has two equal colours at adjacent vertices. The reader
should compare this to Theorem 2.7.9 and Corollary 2.7.10.

Then, because of Corollary 2.7.10, a resolution will have surviving generators iff it does not
contain lower parts of multiplication or upper parts of comultiplications and, given an orientation
of the resolution, it allows such a colouring. For example, the left resolution in Figure 30 does not
allow such an colouring, but the right does.

Recall that the number of crossings is finite. Hence, we can choose an orientation of any reso-
lution such that the numberm of alternating crossings is minimal. The rest is just a case-by-case
check, i.e. we have the following three cases.
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(i) The dual graph of the resolution is a tree, i.e. no circles.
(ii) All circles in the dual graph have an even number ofv-labelled edges.

(iii) There is one circle in the dual graph with an odd number of v-labelled edges.

If m = 0, i.e. the resolution is non-alternating, we get exactly theclaimed number of generators,
since there are, by construction, no lower parts of multiplication or upper parts of comultiplications
and the dual graph is of type (i) or (ii) and in both cases the graph can be coloured.

So letm > 0 and letc be an alternating crossing in a resolutionRe. The whole resolution is
killed if the c is a lower part of a multiplication or an upper part of a comultiplication. Hence,
we can assume that all alternating crossings ofRe are either top components of multiplications or
bottom components of comultiplications.

So we only have to check the three cases from above. If the resolution is one of type (i), then it
is possible to choose the orientations in such a way that all crossings are non-alternating, i.e. this
would be a contradiction to the minimality ofm.

If the resolution is of type (ii), then the resolution only survives, i.e. the dual graph allows a
colouring, iff the number of other alternating crossings inevery circle is even. But in this case one
can also choose an orientation with a lower number of non-alternating crossings. Hence, we would
get a contradiction to the minimality ofm again. An analogous argument works in the case of type
(iii), i.e. contradicting the minimality ofm again4.

Hence, only non-alternating resolutions generate non-vanishing objects and any non-alternating
resolution will create exactly two of these. Thus, with Theorem 2.7.2, the statement follows. �

Example2.7.12. As an example how the Theorem 2.7.11 works consider the v-knot diagram of
Example 2.7.4 again.

The theorem tells us that the resolution 000 should not contribute to the number of generators,
i.e. it should get killed. To see this, we first note that in theKaroubi envelope there are43 different
direct summands of coloured (with the idempotents downd and upu) versions of the resolution,
i.e. four for each crossing. But most of them are killed by theorthogonality ofd andu, i.e. the two
components of the resolution need to have the same colour. Hence, we have the four remaining
summands as shown in Figure 31.

u u

u

u

u

u

u

u

u

u

u

u

m∗00

m0∗0

m00∗

FIGURE 31. The remaining four coloured versions of resolution 000.

Let us denote the three multiplications with this resolution γ000 as source by

m∗00 : γ000 → γ100 and m0∗0 : γ000 → γ010 and m00∗ : γ000 → γ001.

4It is worth noting that these arguments work because of the well-known fact that a graph allows a2-colouring iff
it has no circles of odd length.
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If we choose the orientation forγ000 as indicated in the Figure 28, we see that

m∗00 : → and m0∗0 : → and m00∗ : → .

We can now use Corollary 2.7.10 to see that the only remainingparts for the three multiplications
are as follows.

m∗00 : d d⊕ u u→
u

⊕
d

,

for m∗00 and for the other two

m0∗0, m∗00 : d ⊕ u →
u

⊕
d

.

Hence, the pick two distinct coloured versions as illustrated in Figure 31. Therefore, there are no
surviving generators for the 000 resolution.

It should be noted that changing for example the orientationof the leftmost v-circle in Fig-
ure 2.7.4 does not affecting the result, since Lemma 2.3.13 ensures that the resulting complexes
are isomorphic.

And in fact such a change leads to

m∗00 : → and m0∗0 : → and m00∗ : → .

Hence, them∗00 and the two multiplicationsm0∗0, m∗00 still pick out different coloured versions
of the resolution 000. Therefore, there will not be any surviving generators for this case either.

We finish by using the functorFLee to get the corresponding statement in the categoryR-Mod.
The reader may compare this to the results in the classical case, e.g. see Proposition 2.4 in [81].

Proposition 2.7.13.LetLD denote an-component v-link diagram. Then we have the following.

(a) If R = Z, then there is an isomorphism

H(FLee(LD),Z) ∼=
⊕

2n

Z⊕ Tor,

whereTor is all torsion. Moreover, he only possible torsion is2-torsion.
(b) If R = Q or R = Z

[
1
2

]
, then there is an isomorphism

H(FLee(LD), R) ∼=
⊕

2n

R.

Proof. The statement (b) follows from Theorem 2.7.11 above. Recallthat the whole construction
requires that2 is invertible.

For (a) recall the universal coefficients theorem. i.e. there is a short exact sequence

0→ H∗(FLee(LD),Z)⊗Z R→ H∗(FLee(LD), R)→ Tor(H∗+1(FLee(LD),Z)), R)→ 0.

Therefore, (a) follows from (b) withR = Q, since the Tor-functor will vanish in this case and from
(b) withR = Z

[
1
2

]
. Hence, this shows the proposition. �
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2.8. Computer talk. In this section we show some basic calculations with a computer program
we have written. The program is a MATHEMATICA (see [120]) package calledvKh.m. There is
also a notebook calledvKh.nb. Both and some calculation results are available online, i.e. on the
authors homepage5.

The input data is a v-link diagram in acircuit notation, i.e. the classicalplanar diagram nota-
tion, but we allow v-crossings. Hence, the input data is a string of labelledX, i.e crossings are
presented by symbolsXijkl where the numbers are obtained by numbering the edges of the v-link
diagram and the edges around the crossing start counting from the lower incoming and proceeding
counterclockwise. We denote such a diagram by CD[X[i,j,k,l],...,X[m,n,o,p]].

After starting MATHEMATICA and loading our package vKh.m, we type in the unknot from
Figure 5, the classical and virtual trefoil. Our notation follows the notation of Green in his nice
table of virtual knots6.

In[1]:= Unknot:= CD[X[1,3,2,4], X[2,1,3,4]]; Knot21 := CD[X[1,3, 2,4], X[4,2,1,3]];

Knot36 := CD[X[1,5,2,4], X[5,3,6,2], X[3,1,4,6]];

Let us denote the elements1, X ∈ A = Z[X ]/X2 = 0 by 1=vp[i] and X=vm[i] and tensors of
these elements multiplicatively. Here the moduleA should belong to thei-th v-circle. Moreover,
we denote by the worda, whose letters are from the alphabet{0, 1, ∗} with exactly one∗-entry,
the cobordism starting at the resolutionγ∗=0 and going to the resolutionγ∗=1. Let us check the
different morphisms.

In[2]:= d2[Unknot, "0 * "],d2[Unknot, " * 0"], d2[Unknot, "1 * "],d2[Unknot, " * 1"]

Out[2]= {{vp[1] -> vm[2] vp[1] - vm[1] vp[2], vm[1] -> vm[1] vm[2]}, { vp[1] -> 0,

vm[1] -> 0}, {vp[1] -> 0, vm[1] -> 0}, {vp[1] vp[2] -> -vp[1], v m[2] vp[1] ->

-vm[1], vm[1] vp[2] -> -vm[1], vm[1] vm[2] -> 0}}

We see that the two orientable morphisms are∆+
−+ and−m−−

− = −m++
+ . With the command

KhBracket[Knot,r] we generate ther-th module of the complex (here for simplicity without grad-
ings). Moreover, with d[Knot][KhBracket[Knot,r]] we calculate the image of ther-th differential
for the whole module. Let us check the output.

In[3]:= KhBracket[Unknot, 0], KhBracket[Unknot, 1], KhBracket[U nknot, 2]

Out[3]= {{v[0, 0] vm[1], v[0, 0] vp[1]}, {v[0, 1] vm[1] vm[2], v[0, 1] vm[2] vp[1],

v[0, 1] vm[1] vp[2], v[0, 1] vp[1] vp[2], v[1, 0] vm[1], v[1, 0 ] vp[1]},

{v[1, 1] vm[1], v[1, 1] vp[1]}}

In[4]:= d[Unknot][KhBracket[Unknot, 0]], d[Unknot][KhBracket[ Unknot, 1]]

Out[4]= {{v[0, 1] vm[1] vm[2], v[0, 1] vm[2] vp[1] - v[0, 1] vm[1] vp[2 ]}, {0,

-v[1, 1] vm[1], -v[1, 1] vm[1], -v[1, 1] vp[1], 0, 0}}

It is easy to check that the compositiond1 ◦ d0 is indeed zero.

In[5]:= d[Unknot][d[Unknot][KhBracket[Unknot, 0]]]

Out[5]= {0, 0}

Let us check this for the other two knots, too.

5http://xwww.uni-math.gwdg.de/dtubben/vKh.htm
6J. Green, A Table of Virtual Knots,http://www.math.toronto.edu/drorbn/Students/GreenJ/ (2004)
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In[6]:= d[Knot21][d[Knot21][KhBracket[Knot21, 0]]]

Out[6]= {0, 0, 0, 0}

In[7]:= d[Knot36][d[Knot36][KhBracket[Knot36, 0]]], d[Knot36] [d[Knot36]

[KhBracket[Knot36, 1]]]

Out[7]= {{0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}}

Now let us check for the trefoil how the signs of the morphismswork out.

In[8]:= sgn[Knot36, "00 * "], sgn[Knot36, "0 * 0"], sgn[Knot36, " * 00"]

Out[8]= {1, -1, 1}

In[9]:= sgn[Knot36, "01 * "], sgn[Knot36, "10 * "], sgn[Knot36, "0 * 1"],

sgn[Knot36, "1 * 0"], sgn[Knot36, " * 01"], sgn[Knot36, " * 10"]

Out[9]= {1, 1, 1, -1, -1, -1}

In[10]:= sgn[Knot36, "11 * "], sgn[Knot36, "1 * 1"], sgn[Knot36, " * 11"]

Out[10]= {1, 1, 1}

We observe that all of the six different faces have an odd number of signs. For example the
faceF1 = (γ000, γ001 ⊕ γ010, γ011) gets a sign from the morphismd0∗0. Furthermore, the face
F2 = (γ100, γ101 ⊕ γ110, γ111) gets a sign from the morphismd1∗0.

The first face is of type 2b and the second is of type 1b. Hence, after a virtualisation the latter
should have an even number of signs, but the first should have an odd number signs. Let’s check
this. First we define a new knot diagram which we obtain by performing a virtualisation on the
second crossing of the trefoil.

In[11]:= Knot36v := CD[X[1, 4, 2, 5], X[2, 5, 3, 6], X[3, 6, 4, 1]];

In[12]:= sgn[Knot36v, "00 * "], sgn[Knot36v, "0 * 0"], sgn[Knot36v, " * 00"]

Out[12]= {1, -1, 1}

In[13]:= sgn[Knot36v, "01 * "], sgn[Knot36v, "10 * "], sgn[Knot36v, "0 * 1"],

sgn[Knot36v, "1 * 0"], sgn[Knot36v, " * 01"], sgn[Knot36v, " * 10"]

Out[13]= {1, 1, 1, -1, -1, -1}

In[14]:= sgn[Knot36v, "11 * "], sgn[Knot36v, "1 * 1"], sgn[Knot36v, " * 11"]

Out[14]= {1, -1, 1}

Indeed only the sign of the morphismd1∗1 is different now. Hence, the faceF1 still has an odd
number, but the faceF2 has an even number off signs. This should cancel with the extra sign of
the pantsdown morphismd1∗1.

In[15]:= d[Knot36v][d[Knot36v][KhBracket[Knot36v, 0]]], d[Knot 36v][d[Knot36v]

[KhBracket[Knot36v, 1]]]

Out[15]= {{0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}}
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Let us look at some calculation results for the four knots. The output is Betti[q,t], i.e. the
dimension of the homology group in quantum degreeq and homology degreet. The unknot should
have trivial homology.

In[16]:= vKh[Unknot]

Out[16]= {Betti[-1,-2] = 0, Betti[-1,0] = 0, Betti[0,-2] = 0, Betti[0 ,-1] = 1,

Betti[0,0]= 0, Betti[0,1] = 1, Betti[0,1] = 0, Betti[1,0] = 0 , Betti[1,2] = 0}

Out[16]= 1/q + q

For the other outputs we skip the Betti-numbers. One can readthem off from the polynomial.
The trefoil and its virtualisation have the same output (as they should).

In[17]:= vKh[Knot21]

Out[17]= 1/qˆ3 + 1/q + 1/(qˆ6 tˆ2) + 1/(qˆ2 t)

In[18]:= vKh[Knot36]

Out[18]= 1/qˆ3 + 1/q + 1/(qˆ9 tˆ3) + 1/(qˆ5 tˆ2)

In[19]:= vKh[Knot36v]

Out[19]= 1/qˆ3 + 1/q + 1/(qˆ9 tˆ3) + 1/(qˆ5 tˆ2)

Let us check that the graded Euler characteristic is the Jones polynomial7.

In[20]:= Factor[(vKh[Knot21] /. t -> -1)/(q + qˆ-1)]

Out[20]= (1 - qˆ2 + qˆ3)/qˆ5

In[21]:= Factor[(vKh[Knot36] /. t -> -1)/(q + qˆ-1)]

Out[21]= (-1 + qˆ2 + qˆ6)/qˆ8

Another observation is the following. The mapΦ−
+ sends1 to itself, butX to −X. Hence,

there is a good change for 2-torsion. Let us check. Here Tor[q,t] denotes theZ/pZ-rank minus the
Z-rank (both graded) of Betti[q,t]⊗Z/pZ. Even the v-trefoil has 2-torsion, but no 3-torsion.

In[22]:= vKh[Knot21,2]

Out[22]= {Tor[-2,-6] = 0, Tor[-2,-4] = 0, Tor[-2,-2] = 0, Tor[-1,-4] = 1,

Tor[-1,-2] = 0, Tor[0,-3] = 0, Tor[0,-1] = 0}

Out[22]= 1/(qˆ4 t)

In[23]:= vKh[Knot21,3]

Out[23]= {Tor[-2,-6] = 0, Tor[-2,-4] = 0, Tor[-2,-2] = 0, Tor[-1,-4] = 0,

Tor[-1,-2] = 0, Tor[0,-3] = 0, Tor[0,-1] = 0}

Out[23]= 0

There seems to be a lot of 2-torsion!

In[24]:= Knot32 := CD[X[2, 6, 3, 1], X[4, 2, 5, 1], X[5, 3, 6, 4]];

7To simplify the outputs we have avoided to include the orientation of the v-links in the input, i.e. every output
needs a grading shift.
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In[25]:= vKh[Knot32]

Out[25]= 1/qˆ2 + 1/q + q + 1/(qˆ5 tˆ2) + 1/(q t) + qˆ2 t

In[26]:= vKh[Knot32,2]

Out[26]= 1/(qˆ3 t) + t

Because the virtual Khovanov complex is invariant under virtualisation, there are many exam-
ples of non-trivial v-knots with trivial Khovanov complex.

In[27]:= Knot459 := CD[X[2, 8, 3, 1], X[4, 2, 5, 1], X[3, 6, 4, 7], X[5, 8, 6, 7]];

In[28]:= vKh[Knot32]

Out[28]= 1/q + q

Let us try an harder example. We mention that the faces are allanticommutative, hence the
composition of the differentials is zero.

In[29]:= Knot53 := CD[X[1, 9, 2, 10], X[2, 10, 3, 1], X[5, 4, 6, 3], X[7, 4 , 8, 5],

X[8, 7, 9, 6]];

In[30]:= vKh[Knot53]

Out[30]= 2 + 1/qˆ3 + 1/qˆ2 + 1/q + 1/(qˆ7 tˆ3) + 1/(qˆ6 tˆ2) + 1/(qˆ5 tˆ2)

+ 1/(qˆ3 tˆ2) + 2/(qˆ4 t) + 1/(qˆ2 t) + 1/(q t) + t/q + qˆ2 t + qˆ3 tˆ 2

In[31]:= vKh[Knot53,2]

Out[31]= 2/qˆ2 + 1/(qˆ5 tˆ2) + 1/(qˆ4 t) + 1/(qˆ3 t) + t + q tˆ2

In[32]:= {d[Knot53][d[Knot53][KhBracket[Knot53, 0]]], d[Knot53] [d[Knot53][KhBracket

[Knot53, 1]]], d[Knot53][d[Knot53][KhBracket[Knot53, 2 ]]], d[Knot53][d[Knot53]

[KhBracket[Knot53, 3]]] }

Out[32]= {{0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0 , 0, 0,

0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0 , 0, 0,

0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}}

The virtual Khovanov complex is strictly stronger than the virtual Jones polynomial. The first
example appears for v-links with seven crossings. Let’s check two examples.

In[33]:= Example1 := CD[X[1, 4, 2, 3], X[2, 10, 3, 11], X[4, 9, 5, 10], X[ 11, 5, 12, 6],

X[6, 1, 7, 14], X[12, 8, 13, 7], X[13, 9, 14, 8]]; Example2 := CD [X[1, 4, 2, 3],

X[2, 11, 3, 10], X[4, 10, 5, 9], X[14, 5, 1, 6], X[6, 12, 7, 11], X [13, 7, 14, 8],

X[12, 8, 13, 9]]; Example3 := CD[X[1, 4, 2, 3], X[2, 11, 3, 10], X[4, 9, 5, 10],

X[13, 5, 14, 6], X[6, 11, 7, 12], X[14, 8, 1, 7], X[12, 8, 13, 9]] ; Example4 :=

CD[X[1, 4, 2, 3], X[2, 11, 3, 10], X[4, 10, 5, 9], X[14, 5, 1, 6], X[6, 13, 7, 14],

X[11, 7, 12, 8], X[12, 8, 13, 9]];

So let us see what our program calculates.

In[34]:= {vKh[Example1], vKh[Example2], vKh[Example3], vKh[Examp le4] }
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Out[34]= {2 + 1/q + q + 2 qˆ2 + 1/(qˆ3 tˆ2) + 2/(qˆ2 t) + q/t + 2 q t + 2 qˆ4 t

+ qˆ3 tˆ2 + 2 qˆ5 tˆ2 + qˆ7 tˆ3, 2 + 1/q + q + 2 qˆ2 + qˆ3 + 1/(qˆ3 tˆ2) + 2/(qˆ2 t)

+ q/t + 2 q t + qˆ2 t + qˆ3 t + 2 qˆ4 t + qˆ2 tˆ2 + qˆ3 tˆ2 + 2 qˆ5 tˆ2 + qˆ6 t ˆ2 + qˆ6

tˆ3 + qˆ7 tˆ3, 2/qˆ2 + 1/q + 3 q + 1/(qˆ6 tˆ3) + 2/(qˆ5 tˆ2) + 1/(qˆ 2 tˆ2) + 2/(qˆ3 t)

+ 2/(q t) + t + 2 qˆ2 t + qˆ4 tˆ2, 1 + 2/qˆ2 + 2/q + 3 q + 1/(qˆ6 tˆ3) + 2/ (qˆ5 tˆ2)

+ 1/(qˆ4 tˆ2) + 1/(qˆ2 tˆ2) + 1/t + 1/(qˆ4 t) + 2/(qˆ3 t) + 2/(q t) + t + t/q + 2 qˆ2 t

+ qˆ3 t + qˆ3 tˆ2 + qˆ4 tˆ2}

Good news: Example1 and Example2 have the same virtual Jonespolynomial (t = −1), but dif-
ferent virtual Khovanov homology, i.e. Example2 has the sixextra terms (compared to Example1)
q2t, q2t2, q3, q3t, q6t2 andq6t3. They all cancel if we substitutet = −1. An analogously ef-
fect happens for Example3 and Example4. Furthermore, our calculations suggest that this repeats
frequently for v-knots with seven or more crossings.

The command line GausstoCD convertssigned Gauss Codeto a CD representation. The signed
Gauss code has to start with the first overcrossing. To get themirror image we can use the rule
from below. For example the virtual trefoil and its mirror are not equivalent.

In[35]:= Knot21gauss := "O1-O2-U1-U2-";

In[36]:= GuasstoCD[Knot21gauss]

Out[36]= CD[X[1, 4, 2, 3], X[2, 1, 3, 4]]

In[37]:= GuasstoCD[Knot21gauss] /. X[i_,j_,k_,l_] :> X[i,l,k,j]

Out[37]= CD[X[1, 3, 2, 4], X[2, 4, 3, 1]]

In[38]:= {vKh[GausstoCD[Knot21gauss]],

vKh[GausstoCD[Knot21gauss] /. X[i_, j_, k_, l_] :> X[i, l, k , j]] }

Out[38]= {q + qˆ3 + qˆ2 t + qˆ6 tˆ2, 1/qˆ3 + 1/q + 1/(qˆ6 tˆ2) + 1/(qˆ2 t)}

We used this to calculate the virtual Khovanov homology for all different v-knots with less or
equal five crossings. The input was the list of v-knots from Green’s virtual knot table. The results
are available on the author’s website (as mentioned before). One could visualise the polynomial
with the functionPloyplot. It creates an output as in the figures 32, 33.

FIGURE 32. Homology
of the v-trefoil.

FIGURE 33. Homology
of the v-knot 4.1.
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In[39]:= Knot41 := "O1-O2-U1-U2-O3-O4-U3-U4-"; vKh[GausstoCD[Kn ot41]]

Out[39]= qˆ3 + qˆ5 + 2 qˆ4 t + qˆ5 tˆ2 + 2 qˆ8 tˆ2 + qˆ7 tˆ3

+ qˆ9 tˆ3 + qˆ11 tˆ4]

The output of this v-knot and of the mirror of the virtual trefoil is shown in the figures 32, 33.
In these pictures the quantum degree is on the y-axis and the homology degree on the x-axis.

2.9. Open issues.Here are some open problems that we have observed. Note that nowadays the
results about classical Khovanov homology form a highly studied and rich field. So there are much
more open questions related to our construction.

• It is quite remarkable that one has to use a “∧-product like” construction to define even,
virtual Khovanov homology. An interpretation of this fact is missing.
• Our complex is an extension of the classical (even) Khovanovcomplex. We shortly discuss

a method which could lead to an extension of odd Khovanov homology [92]. Even and odd
Khovanov homology differ overQ but are equal overZ/2.
• Secondly we discuss the relationship between the virtual Khovanov complex and the cat-

egorification of the higher quantum polynomials (n ≥ 3) from Khovanov in [51] and
Mackaay and Vaz in [82] and Mackaay, Stošić and Vaz in [80].
• The results from Section 2.7 could lead to an extension of theRasmussen invariant to

virtual knots.
On the second point: The reader familiar with the paper of Ozsváth, Rasmussen and Szabó may
have already identified our map

FKh((Φ
−
+ ∐ id+

+) ◦∆
+
++) : A→ A⊗ A

to be the comultiplication which they use.
One main difference between the even and odd Khovanov complex is the usage of this map in-

stead of the standard mapFKh(∆
+
++) and the structure of an exterior algebra instead of direct sums.

Furthermore, there are commutative and anticommutative faces in the odd Khovanov complex. But
because every cube has an even number of both types of faces, there is a sign assignment which
makes every face anticommute. One major problem is the question how to handle unorientable
faces, because these faces can be counted as commutative or anticommutative. Furthermore, one
should admit that faces of type 1a and 1b can be commutative oranticommutative. Hence, there is
still much work to do.

On the third point: The key idea in the categorification of thesl(n)-polynomial forn ≥ 3 is the
usage of so-called foams. This very interesting approach due to Khovanov, Mackaay, Stošić and
Vaz (see in their papers [51], [82] and [80]).

So in the virtual case one should use a topological construction with virtual webs and decorated,
possible non-orientable foams (immersed rather than embedded). So their concept to categorify the
sl(n)-polynomials forn = 3 should lift to v-links. This needs further work (the sign assignment
seem to be the main point), but seems to be very interesting. The n > 3 case is indeed more
complicated. In their paper Mackaay, Stošić and Vaz (see [80]) use a special formula, the so-called
Kapustin-Li formula, to find the adapted relations. But thisformula only works in the orientable
case and it has no straightforward extension to the non-orientable case. But hopefully the collection
of relations they use is already enough to show invariance under the vRM1, vRM2, vRM3 and the
mRM moves. At least in the casen = 2 the local relations are enough to show the invariance.
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3. THE sl3 WEB ALGEBRA

3.1. A brief summary. We summarise the results of Section 3 now. Recall that Section 3 is a
slight adaptation of a preprint of Mackaay, Pan and the author [78].

It is worth noting that we have collected some facts about higher categories (see Section 4.1),
Grothendieck groups (see Sections 4.2 and 4.3) and cellularalgebras (see Section 4.7) in later sec-
tions. They are far from being complete, but the reader can hopefully find some useful information
therein.

Recall that we consider thesl3 analogue of Khovanov’s arc algebras and we call themweb
algebrasand denote them byKS, whereS is a sign string (string of+ and− signs). We prove the
following main results regardingKS.

(1) KS is a graded, symmetric Frobenius algebra (Theorem 3.5.9).
(2) We give an explicit degree preserving algebra isomorphism between the cohomology ring

of the Spaltenstein varietyXλ
µ andZ(KS), whereλ andµ are two weights determined by

S (Theorem 3.8.3).
(3) Let VS = Vs1 ⊗ · · · ⊗ Vsn, whereV+ is the basicUq(sl3)-representation andV− its dual.

Kuperberg [70] proved thatWS, the space ofsl3 webs whose boundary is determined by
S, is isomorphic toInvUq(sl3)(VS), the space of invariant tensors inVS. Choose an arbitrary
k ∈ N and letn = 3k. By q-skew Howe duality, which we will explain at the beginning of
Section 3.9, we know that

V(3k) ∼=
⊕

S

WS.

HereV(3k) denotes the irreducibleUq(gln)-module with highest weight(3k). Recall that this
can be restricted to an irreducibleUq(sln)-module. The direct sum on the right-hand side is
taken over allenhanced sign sequencesof lengthn, which are in bijective correspondence
to the semi-standard Young tableaux withk rows and 3 columns.

In Section 3.11 we categorify this result. LetR(3k) be the cyclotomic Khovanov-Lauda-
Rouquier algebra (cyclotomic KLR algebra for short) with highest weight(3k). Brundan
and Kleshchev [17] (see also [46], [73], [115] and [117]) proved that

K⊕
0 (R(3k)-pModgr)

∼= V Z
(3k),

where the latter is the integral form ofV(3k).
We prove (in Proposition 3.11.7) that there exists an exact,degree preserving categorical

U(sln)-action on
⊕

S

KS-Modgr,

whereU(sln) is Khovanov and Lauda’s diagrammatic categorification ofU̇(sln). This
categorical action can be restricted to

⊕

S

KS-pModgr.
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By a general result due to Rouquier [100] (in fact a slight variation of Rouquier’s result,
see Section 4.4), which we recall in Proposition 3.4.15, we get

(3.1.1) R(3k)-pModgr
∼=
⊕

S

KS-pModgr.

(4) In particular, this proves that the split Grothendieck groups of both categories are isomor-
phic (Corollary 3.11.9). It follows that we have

K⊕
0

(
KS-pModgr

)
∼= W Z

S ,

for anyS. Again, the superscriptZ denotes the integral form.
(5) As proved in Corollary 3.11.9, the equivalence in (3.1.1) implies thatR(3k) and

⊕
SKS are

Morita equivalent (Proposition 3.11.10), i.e. we have

(3.1.2) R(3k)-Modgr
∼=
⊕

S

KS-Modgr.

(6) In Corollary 3.11.13, we show that (3.1.2) implies thatKS is a graded cellular algebra, for
anyS. This observation relies on several facts, see Section 4.7 for more details.

(7) We show that the graded, indecomposable, projectiveKS-modules correspond to the dual
canonical basis elements inInv(VS) (Theorem 3.11.22).

(8) In a new section we give an isotopy invariant, homogeneous basis ofKS (Theorem 3.12.15
and Corollary 3.12.16).

The first result is easy to prove and similar to the case forHn. Some of the other results are much
harder to prove forKS than their analogues are forHn (e.g. see Remark 3.11.16). In order to prove
the second and the penultimate result, we introduce a “new trick”, i.e. we use a deformation of
KS, calledGS. This deformation is induced by Gornik’s [39] deformation of Khovanov’s original
sl3 foam relations. One big difference betweenGS andKS is that the former algebra isfiltered
whereas the latter isgraded. As a matter of fact,KS is the associated graded algebra ofGS. The
usefulness ofGS relies on the fact thatGS is semisimple as an algebra, i.e. forgetting the filtration
(see Proposition 3.5.13).

Let us explain the connection to existing work in the literature. There are two diagrammatic
approaches which givesl3 link homologies, e.g. there is Khovanov’s original approach using
foams [51] and there is Webster’s approach [117], [118] using a generalisation of the cyclotomic
KLR-algebras. In Proposition 4.4 in [118], Webster proved that both link homologies are isomor-
phic, but the proof is quite sophisticated and relies on Mazorchuk and Stroppel’s approach [89] to
link homology using functors and natural transformations on certain blocks of categoryO. Our
results of Section 3 might help to give an elementary and direct proof that Khovanov and Webster’s
sl3 link homologies are isomorphic. A very recent and related approach is due to Lauda, Queffelec
and Rose in [72].

As we explained in more detail in Section 1.3, it should not betoo hard to generalise our results
of Section 3 to the case forsln, withn ≥ 4, using matrix factorisations instead of foams. This could
be helpful to show that Webster’ssln link homology is isomorphic to Khovanov and Rozansky’s
link homology [64]. Forn ≥ 4, Webster has conjectured this result to hold, but he has not proved
it (see his remarks below Proposition 4.4 in [118]).
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Another question is howKS-pModgr is related to (a subcategory of)RS-Modgr, whereRS is
Webster’s [117] generalisation of the cyclotomic KLR-algebra which categorifiesVS. In one of the
later versions of [117], Webster has added a section (Section 4.3) on the categorification of skew
Howe duality within his framework of generalised cyclotomic KLR-algebras.

As mentioned in Section 1.3, in [33], Fontaine, Kamnitzer and Kuperberg study so-called spiders
i.e. given a sign stringS, the Satake fiberF (S), denotedF (

−→
λ ) in [33], is isomorphic to the

Spaltenstein varietyXλ
µ mentioned above. Here we point out the difference in these notations

that otherwise might confuse the reader, i.e. theλ in [33] is equal toµ in our notation, which is
also equivalent toS. Given a webw with boundary corresponding toS, Fontaine, Kamnitzer and
Kuperberg also define a varietyQ(D(w)), called theweb variety. One obvious question is the
following (asked to us by Kamnitzer).

Question3.1.1. For any two basis websu, v ∈ BS, does there exist a isomorphism of graded vector
spaces

H∗(Q(D(u)))⊗F (S) H
∗(Q(D(v))) ∼= uKv,

that gives rise to an isomorphisms of graded algebras
⊕

u,v∈BS

uKv
∼=
⊕

u,v∈BS

H∗(Q(D(u)))⊗F (S) H
∗(Q(D(v))),

where the left side is the decomposition ofKS of Section 3.5 and the product on
⊕

u,v∈BS

H∗(Q(D(u)))⊗F (S) H
∗(Q(D(v)))

is given by convolution.

If the answer to this question is affirmative, then that wouldbe thesl3 analogue of the result, due
to Stroppel and Webster [108], relatingHn to the intersection cohomology of the(n, n)-Springer
fiber. Our Theorem 3.8.3 is a first step towards proving Kamnitzer’s conjecture. We also note that,
in [54], Khovanov showed that the center ofHn is isomorphic to the ordinary cohomology of the
(n, n)-Springer fiber, before Stroppel and Webster proved the moregeneral result.

Another related point is to prove similar results as Brundanand Stroppel [19] showed for thesl2
analogues, denotedHn, of our algebraKS. For example, they showed thatHn is a graded cellular
algebra by constructing an explicit cellular basis. Using the explicit basis, they also constructed
the quasi-hereditary cover ofHn. We note that the results of the new section, i.e. Section 3.12, are
the first step to generalise their work.

This section is organised as follows.
(1) We recall the definitions and some fundamental properties of sl3 webs in Section 3.2,sl3

foams in Section 3.3 and categorified quantum algebras and their categorical representa-
tions in Section 3.4.

(2) In Section 3.5, we defineKS and prove the first of our aforementioned main results.
(3) After recalling some notation in Section 3.6, we first study the relation between column

strict tableaux and webs with flows, i.e. in Section 3.7. Using this relation, we prove our
second main result in Section 3.8.

(4) In Section 3.9, we recall Howe duality.
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(5) In the Sections 3.10 and 3.11, we explain Howe duality (werecall Howe duality in Sec-
tion 3.9) in our context and categorify the case relevant in Section 3. This leads to the other
main results.

(6) The Sections 3.6, 3.7 and 3.8 and the three Sections 3.9, 3.10 and 3.11 are largely inde-
pendent of each other. However, the proof of Theorem 3.8.3 requires Proposition 3.11.10
and the proof of Proposition 3.11.19, which is a key ingredient for the proof of Theo-
rem 3.11.22, requires Lemma 3.8.2.

(7) In the new Section 3.12 we give in Theorem 3.12.6 a method,if one makes certain choices,
to obtain a homogeneous basis ofKS. We conjecture that certain choices will give a graded
cellular basis (in the sense of Section 4.7) ofKS. Furthermore, in Theorem 3.12.15 and
Corollary 3.12.16, we explain how this procedure can be usedto give an isotopy invariant
basis.

(8) Note that Section 4.8 replaces the Appendix of our paper [78].

3.2. Basic definitions and background: Webs.In [70], Kuperberg describes the representation
theory ofUq(sl3) using oriented trivalent graphs, possibly with boundary, calledwebs. Boundaries
of webs consist of univalent vertices (the ends of oriented edges), which we will usually put on a
horizontal line (or various horizontal lines), e.g. such a web is shown below.

(3.2.1)

We say that a web hasn free strands if the number of non-trivalent vertices is exactly n. In this
way, the boundary of a web can be identified with asign stringS = (s1, . . . , sn), with si = ±,
such that upward oriented boundary edges get a “+” and downward oriented boundary edges a
“−” sign. Webs without boundary are calledclosedwebs.

Any web can be obtained from the following elementary webs byglueing and disjoint union.

(3.2.2)

Fixing a boundaryS, we can form theC(q)-vector spaceWS, spanned by all webs with boundary
S, modulo the following set of local relations (due to Kuperberg [70]).

= [3](3.2.3)

= [2](3.2.4)

= +(3.2.5)

Recall that

[a] =
qa − q−a

q − q−1
= qa−1 + qa−3 + · · ·+ q−(a−1) ∈ N[q, q−1]

denotes thequantum integer.
By abuse of notation, we will call all elements ofWS webs. From relations (3.2.3), (3.2.4)

and (3.2.5) it follows that any element inWS is a linear combination of webs with the same bound-
ary and without circles, digons or squares. These are callednon-elliptic webs. As a matter of fact,
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the non-elliptic webs form a basis ofWS, which we callBS. Therefore, we will simply call them
basis webs.

LetW Z
S be the freeZ[q, q−1]-submodule ofWS generated byBS. We call this theintegral form

of the web space.

Following Brundan and Stroppel’s [19] notation for arc diagrams, we will writew∗ to denote the
web obtained by reflecting a given webw horizontally and reversing all orientations.

w
w∗(3.2.6)

By uv∗, we mean the planar diagram containing the disjoint union ofu and v∗, whereu lies
vertically abovev∗.

u

v∗
(3.2.7)

By v∗u, we shall mean the closed web obtained by glueingv∗ on top ofu, when such a construction
is possible (i.e. the number of free strands and orientations on the strands match).

u

v∗

(3.2.8)

In the same vein, byv∗1u1v
∗
2u2 we denote the following web.

u1

v∗2

u2

v∗1

(3.2.9)

To make the connection with the representation theory ofUq(sl3), we recall that a sign string
S = (s1, . . . , sn) corresponds to

VS = Vs1 ⊗ · · · ⊗ Vsn,

whereV+ is the fundamental representation andV− its dual. The latter is also isomorphic to
V+∧V+, a fact which we will need later on. BothV+ andV− have dimension three. Khovanov and
Kuperberg [57] use a particular basis forV+, denoted{e+1 , e

+
2 , e

+
3 }, and also one forV−, denoted

{e−1 , e
−
2 , e

−
3 }. In this interpretation, webs correspond to intertwiners and

WS
∼= Inv(VS).
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Therefore, the elements ofBS give a basis ofInv(VS). However, this basis is not equal to the usual
tensor basis. In Theorem 2 of [57], Kuperberg and Khovanov prove an important result concerning
the change of basis matrix, which we will reproduce in Theorem 3.2.5.

Kuperberg showed in [70] (see also [57]) that basis webs are indexed by closed weight lattice
paths in the dominant Weyl chamber ofsl3. It is well-known that any path in thesl3-weight
lattice can be presented by a pair consisting of a sign stringS = (s1, . . . , sn) and astate string
J = (j1, . . . , jn), with ji ∈ {−1, 0, 1} for all 1 ≤ i ≤ n. Given a pair(S, J) representing a closed
dominant path, a unique basis web (up to isotopy) is determined by a set of inductive rules called
thegrowth algorithm. We briefly recall the algorithm as described in [57]. In fact, the algorithm
can be applied to any path, but we will only use it for closed dominant paths.

Definition 3.2.1. (The growth algorithm)Given(S, J), a webwSJ is recursively generated by the
following rules.

(1) Initially, the web consists ofn parallel strands whose orientations are given by the sign
string. If si = +, then thei-th strand is oriented upwards; ifsi = −, it is oriented
downwards.

(2) The algorithm builds the web downwards. Suppose we have already applied the algorithm
k − 1 times. For thek-th step, do the following. If the bottom boundary string contains a
neighbouring pair of edges matching the top of one of the following webs (called H, arc and
Y respectively), then glue the corresponding H, arc or Y to the relevant bottom boundary
edges.

1

1

0

0

0

1

0

-1

0

0

-1

-1

1 -1

FIGURE 34. Top strands have different signs.

1 0

1

0 -1

-1

1 -1

0

FIGURE 35. Top strands have same sign.

These rules apply for any compatible orientation of the edges in the webs. Therefore, we have
drawn them without any specific orientations. Below, whenever we write down an equation in-
volving webs without orientations, we mean that the equation holds for all possible orientations.
For future use, we will call the rules above theH, arc and Y-rule. The growth algorithm stops if no
further rules can be applied.

If (S, J) represents a closed dominant path, then the growth algorithm produces a basis web.
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For example, the growth algorithm convertsS = (+−+−+++) andJ = (1, 1, 0, 0,−1, 0,−1)
into the following basis web.

1 1 0 0 -1 0 -1

++++-+ -

(3.2.10)

In addition, the growth algorithm has an inverse, called theminimal cut path algorithm[57], which
we will not use here.

Following Khovanov and Kuperberg in [57], we define aflow f on a webw to be an oriented
subgraph that contains exactly two of the three edges incident to each trivalent vertex. The con-
nected components of the flow are called theflow lines. The orientation of the flow lines need not
agree with the orientation ofw. Note that ifw is closed, then each flow line is a closed cycle.
At the boundary, the flow lines can be represented by a state string J . By convention, at thei-th
boundary edge, we setji = +1 if the flow line is oriented upward,ji = −1 if the flow line is
oriented downward andji = 0 there is no flow line. The same convention determines a state for
each edge ofw.

Remark3.2.2. Every flow determines a unique 3-colouring ofw, with colours−1, 0, 1, satisfying
the property that, for any trivalent vertex ofw, the colours of the three incident edges are all
distinct. These colourings are calledadmissiblein [39].

Conversely, any such 3-colouring determines a unique flow onw. This correspondence deter-
mines a bijection between flows and admissible 3-colouringsonw.

This remark will be important in Section 3.10 and in Section 3.11.

We will also say that any flowf that is compatible with a given state stringJ on the boundary
of w extendsJ .

Given a web with a flow, denotedwf , Khovanov and Kuperberg [57] attribute aweightto each
trivalent vertex and each arc inwf , as in Figures 3.2.11 and 3.2.12. The total weight ofwf is by
definition the sum of the weights at all trivalent vertices and arcs.

wt=0 wt=0 wt=0 wt=-1 wt=-1 wt=-1

wt=0 wt=0 wt=1 wt=1 wt=1wt=0

(3.2.11)

wt=0 wt=-1 wt=-2 wt=0                     wt=1                      wt=2 

(3.2.12)

For example, the following web has weight−3.

(3.2.13)
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We can extend the table in (3.2.11) and (3.2.12) to calculateweights determined by flows onH ’s,
so that it becomes easier to compute the weight ofwf whenw is expressed using the growth
algorithm (Definition 3.2.1).

Definition 3.2.3. [57] (Canonical flows on basis webs)Given a basis webw expressed using the
growth algorithm. We define thecanonical flowonw by the following rules.

1

1

0

0

0

1

0

-1

0

0

-1

-1

1 -1

1 0

1

0 -1

-1

1 -1

0

wt=0 wt=0 wt=0 wt=0

wt=0 wt=0 wt=0

(3.2.14)

The canonical flow does not depend on the particular instanceof the growth algorithm that we have
chosen to obtainw.

Observe that the definition of the canonical flows implies thefollowing lemma.

Lemma 3.2.4.A basis web with the canonical flow has weight zero.

Given(S, J), let
eSJ = es1j1 ⊗ · · · ⊗ e

sn
jn
.

Khovanov and Kuperberg prove the following theorem (Theorem 2 in [57]), which will be impor-
tant for us in Section 3.11.

Theorem 3.2.5.(Khovanov-Kuperberg) Given(S, J), we have

wSJ = eSJ +
∑

J ′<J

c(S, J, J ′)eSJ ′

for some coefficientsc(S, J, J ′) ∈ N[q, q−1], where the state stringsJ andJ ′ are ordered lexico-
graphically.

Remark3.2.6. Khovanov and Kuperberg [57] show thatBS is not equal to the dual canonical basis
of WS. This follows from the fact thatc(S, J, J ′) 6∈ qN[q−1] in general. In their Section 8, they
give explicit counterexamples of elementsw ∈ BS which admit non-canonical weight zero flows.

We note that the webw shown in Example 3.12.18 later in Section 3.12 is related to one of the
counterexamples of Khovanov and Kuperberg [57].

3.3. Basic definitions and background: Foams.In this section we review the category called
Foam3 of sl3-foams introduced by Khovanov in [51]. As a matter of fact, wewill also need a
deformation of Khovanov’s original category, due to Gornik[39] in the context of matrix factor-
izations, and studied in [82] in the context of foams. Therefore, we introduce a parameterc ∈ C
in Foamc

3, just as in [82], such that we get Khovanov’s original category for c = 0 and, for any
c 6= 0, the categoryFoamc

3 is isomorphic to Gornik’s deformation (his original deformation was
for c = 1). A big difference between these two specializations is that Foamc

3 is graded forc = 0
and filtered for anyc 6= 0. In fact, for anyc 6= 0, the associated graded category ofFoamc

3 is
isomorphic toFoam0

3.
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We recall the following definitions as they appear in [82]. Wenote that the diagrams accompa-
nying these definitions are taken, also, from [82].

A pre-foamis a cobordism with singular arcs between two webs. A singular arc in a pre-foam
U is the set of points ofU which have a neighborhood homeomorphic to the letter Y timesan
interval. Note that singular arcs are disjoint. Interpreted as morphisms, we read pre-foams from
bottom to top by convention. Thus, pre-foam composition consists of placing one pre-foam on top
of the other. The orientation of the singular arcs is, by convention, as in the diagrams below (called
thezipand theunziprespectively).

We allow pre-foams to have dots that can move freely about thefacet on which they belong, but
we do not allow a dot to cross singular arcs.

By a foam, we mean a formalC-linear combination of isotopy classes of pre-foams modulothe
ideal generated by the set of relationsℓ = (3D,NC, S,Θ) and theclosure relation, as described
below.

= c(3D)

= − − −(NC)

= = 0, = −1(S)

α
β
δ

=





1, (α, β, δ) = (1, 2, 0) or a cyclic permutation,

−1, (α, β, δ) = (2, 1, 0) or a cyclic permutation,

0, else.

(Θ)

Theclosure relation, i.e. anyC-linear combination of foams with the same bound-
ary, is equal to zero if and only if any way of capping off thesefoams with a
common foam yields aC-linear combination of closed foams whose evaluation is
zero.

The relations inℓ imply the following identities (for detailed proofs see [51]).

= −(Bamboo)

= −(RD)

= 0(Bubble)
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= −(DR)

= − −(SqR)

+ + = 0

+ + = 0

= c

(Dot Migration)

Definition 3.3.1. For anyc ∈ C, let Foamc
3 be the category whose objects are websΓ lying inside

a horizontal strip inR2, which is bounded by the linesy = 0, 1 containing the boundary points of
Γ. The morphisms ofFoamc

3 areC-linear combinations of foams lying inside the horizontal strip
bounded byy = 0, 1 times the unit interval. We require that the vertical boundary of each foam is
a set (possibly empty) of vertical lines.

Theq-gradingof a foamU is defined as

q(U) = χ(∂U)− 2χ(U) + 2d+ b,

whereχ denotes the Euler characteristic,d is the number of dots onU and b is the number of
vertical boundary components. This makesFoam0

3 into a graded category. For anyc 6= 0, this
makesFoamc

3 into a filtered category, whose associated graded category is isomorphic toFoam0
3.

Definition 3.3.2. [51] (Foam homology)Given a webw the foam homologyof w is the complex
vector space,F c(w), spanned by all foams

U : ∅ → w

in Foamc
3.

The complex vector spaceF c(w) is filtered/graded by theq-grading on foams and has rank〈w〉,
where〈w〉 is theKuperberg bracketcomputed recursively by the rules below.

(1)
〈
w ∐

〉
= [3]〈w〉.

(2) 〈 〉 = [2]〈 〉.

(3)
〈 〉

=
〈 〉

+
〈 〉

.
91



The relations above correspond to the decomposition ofF c(w) into direct summands. The idem-
potents corresponding to these direct summands are the terms on the r.h.s. of the relations (NC),
(DR) and (SqR), respectively. For anyc 6= 0, the complex vector spaceF c(w) is filtered and its
associated graded vector space isF0(w). See [51], [82] for details.

Remark3.3.3. Givenu, v ∈ BS, the observations above and Theorem 3.2.5 show that there exists
a homogeneous basis ofF0(u∗v) parametrised by the flows onu∗v. We have, in fact, constructed
such a basis, but it is not unique. See Section 3.12. There is also no “preferred choice”, unless one
requires the basis to have other nice properties, e.g. in thesl2 case, Brundan and Stroppel prove
that there is a cellular basis ofHn (in fact, it is also graded cellular 4.7.3). The construction of a
“good” basis of thesl3 web algebraKS (and similarly for Gornik’s deformationGS) is still work
in progress and will, hopefully, be the contents of a paper. Although we do not need such a “good”
basis here, it is important that the reader keep this remark in mind while reading Section 3.11.

3.4. Basic definitions and background: Quantum 2-algebras.

3.4.1. The quantum general and special linear algebras.First we recall the quantum general and
special linear algebras. Most parts in this section are copied from section two and three in [79].
Note that, in contrast to [79], we work overC(q) instead ofQ(q).

Thegln-weight lattice is isomorphic toZn. Let ǫi = (0, . . . , 1, . . . , 0) ∈ Zn, with 1 being on the
i-th coordinate, andαi = ǫi − ǫi+1 = (0, . . . , 1,−1, . . . , 0) ∈ Zn, for i = 1, . . . , n− 1. Recall that
the Euclidean inner product onZn is defined by(ǫi, ǫj) = δi,j.

Definition 3.4.1. Forn ∈ N>1 thequantum general linear algebraUq(gln) is the associative unital
C(q)-algebra generated byKi andK−1

i , for 1, . . . , n, andE±i (beware that some authors useFi
instead ofE−i), for i = 1, . . . , n− 1, subject to the relations

KiKj = KjKi, KiK
−1
i = K−1

i Ki = 1,

EiE−j − E−jEi = δi,j
KiK

−1
i+1 −K

−1
i Ki+1

q − q−1
,

KiE±j = q±(ǫi,αj)E±jKi,

E2
±iE±j − (q + q−1)E±iE±jE±i + E±jE

2
±i = 0, if |i− j| = 1,

E±iE±j −E±jE±i = 0, else.

Definition 3.4.2. Forn ∈ N>1 thequantum special linear algebraUq(sln) ⊆ Uq(gln) is the unital
C(q)-subalgebra generated byKiK

−1
i+1 andE±i, for i = 1, . . . , n− 1.

Recall that theUq(sln)-weight lattice is isomorphic toZn−1. Suppose thatV is aUq(gln)-weight
representation with weightsλ = (λ1, . . . , λn) ∈ Zn, i.e.

V ∼=
⊕

λ

Vλ,

andKi acts as multiplication byqλi on Vλ. ThenV is also aUq(sln)-weight representation with
weightsλ = (λ1, . . . , λn−1) ∈ Zn−1 such thatλj = λj − λj+1 for j = 1, . . . , n− 1.

Conversely, given aUq(sln)-weight representation with weightsµ = (µ1, . . . , µn−1), there is not
a unique choice ofUq(gln)-action onV . We can fix this by choosing the action ofK1, · · · , Kn. In
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terms of weights, this corresponds to the observation that,for anyd ∈ Z, the equations

λi − λi+1 = µi,(3.4.1)
n∑

i=1

λi = d,(3.4.2)

determineλ = (λ1, . . . , λn) uniquely, if there exists a solution to (3.4.1) and (3.4.2) at all. To fix
notation, we define the mapφn,d : Zn−1 → Zn ∪ {∗} by

φn,d(µ) = λ,

if (3.4.1) and (3.4.2) have a solution, and we putφn,d(µ) = ∗ otherwise.
Note thatUq(gln) andUq(sln) are both Hopf algebras, which implies that the tensor product of

two of their representations is a representation again.
Both Uq(gln) andUq(sln) have plenty of non-weight representations, but we will not discuss

them here. Therefore we can restrict our attention to the Beilinson-Lusztig-MacPherson [11] idem-
potent version of these quantum groups, denotedU̇(gln) andU̇(sln) respectively. It is worth noting,
as explained in (f) of Example 4.1.6, that such algebras can be seen as1-categories.

To understand their definition, recall thatKi acts asqλi on theλ-weight space of any weight
representation. For eachλ ∈ Zn adjoin an idempotent1λ to Uq(gln) and add the relations

1λ1µ = δλ,ν1λ,

E±i1λ = 1λ±αi
E±i,

Ki1λ = qλi1λ.

Definition 3.4.3. The idempotented quantum general linear algebra is defined by

U̇(gln) =
⊕

λ,µ∈Zn

1λUq(gln)1µ.

Let I = {1, 2, . . . , n − 1}. In the sequel we usesigned sequencesi = (α1i1, . . . , αmim), for any
m ∈ N, αj ∈ {±1} andij ∈ I. We denote the set of signed sequences bySiSeq.

For such ani = (α1i1, . . . , αn−1in−1) we define

Ei = Eα1i1 · · ·Eαn−1in−1

and we defineiΛ ∈ Zn to be then-tuple such that

Ei1µ = 1µ+iΛEi .

Similarly, forUq(sln), adjoin an idempotent1µ for eachµ ∈ Zn−1 and add the relations

1µ1ν = δµ,ν1λ,

E±i1µ = 1µ±αi
E±i, with αi = αi − αi+1,

KiK
−1
i+11µ = qµi1µ.

Definition 3.4.4. The idempotented quantum special linear algebra is defined by

U̇(sln) =
⊕

µ,ν∈Zn−1

1µUq(sln)1ν .
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Note thatU̇(gln) andU̇(sln) are both non-unital algebras, because their units would have to be
equal to the infinite sum of all their idempotents.

Furthermore, the onlyUq(gln) andUq(sln)-representations which factor throughU̇(gln) and
U̇(sln) respectively are the weight representations. Finally, note that there is no embedding of
U̇(sln) into U̇(gln), because there is no embedding of thesln-weights into thegln-weights.

Finally, recall theintegral formsof these quantum algebras. For eachi = 1, . . . , n− 1 and each
a ∈ N, define thedivided power

E
(a)
±i =

Ea
±i

[a]!
.

Definition 3.4.5. Let U̇Z(gln) ⊂ U̇(gln) and U̇
Z(sln) ⊂ U̇(sln) be theZ[q, q−1]-subalgebras

generated by the divided powersE(a)
±i 1λ.

3.4.2. Theq-Schur algebra.Let d ∈ N and letV be the naturaln-dimensional representation of
Uq(gln). Define

Λ(n, d) = {λ ∈ Nn |
n∑

i=1

λi = d} and

Λ+(n, d) = {λ ∈ Λ(n, d) | d ≥ λ1 ≥ λ2 ≥ · · · ≥ λn ≥ 0}.

Recall that the weights inV ⊗d are precisely the elements ofΛ(n, d), and that the highest weights
are the elements ofΛ+(n, d). The highest weights correspond exactly to the irreducibles Vλ that
show up in the decomposition ofV ⊗d.

We can define theq-Schur algebra as follows.

Definition 3.4.6. Theq-Schur algebraSq(n, d) is the image of the representationψn,d defined by

ψn,d : Uq(gln)→ EndC(V
⊗d).

Recall that forλ ∈ Λ+(n, d), theUq(gln)-action onVλ factors through the projection given by
ψn,d : Uq(gln) → Sq(n, d). This way we obtain all irreducible representations ofSq(n, d). Note
that this also implies that all representations ofSq(n, d) have a weight decomposition. As a matter
of fact, it is well-known that

Sq(n, d) ∼=
∏

λ∈Λ+(n,d)

EndC(Vλ).

ThereforeSq(n, d) is a finite dimensional, semisimple, unital algebra and its dimension is equal to
∑

λ∈Λ+(n,d)

dim(Vλ)
2 =

(
n2 + d− 1

d

)
.

SinceV ⊗d is a weight representation,ψn,d gives rise to a homomorphisṁU(gln) → Sq(n, d), for
which we use the same notation. This map is still surjective and Doty and Giaquinto, in Theorem
2.4 of [31], showed that the kernel ofψn,d is equal to the ideal generated by all idempotents1λ such
thatλ 6∈ Λ(n, d). Clearly the kernel ofψn,d is isomorphic toSq(n, d). By the above observations,
we see thatSq(n, d) has a Serre presentation. As a matter of fact, by Corollary 4.3.2 in [25], this
presentation is simpler than that ofU̇(gln), i.e. one does not need to impose the last two Serre
relations, involving cubical terms, because they are implied by the other relations and the finite
dimensionality.
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Lemma 3.4.7.Sq(n, d) is isomorphic to the associative, unitalC(q)-algebra generated by1λ, for
λ ∈ Λ(n, d), andE±i, for i = 1, . . . , n− 1, subject to the relations

1λ1µ = δλ,µ1λ,(3.4.3)
∑

λ∈Λ(n,d)
1λ = 1,(3.4.4)

E±i1λ = 1λ±αi
E±i, with αi = ǫi − ǫi+1 = (0, . . . , 1,−1, . . . , 0),(3.4.5)

EiE−j − E−jEi = δij
∑

λ∈Λ(n,d)
[λi]1λ.(3.4.6)

We use the convention that1µX1λ = 0, if µ or λ is not contained inΛ(n, d). Again[a] denotes the
q-integer from before.

Although there is no embedding ofU̇(sln) into U̇(gln), the projection

ψn,d : Uq(gln)→ Sq(n, d)

can be restricted toUq(sln) and is still surjective. This gives rise to the surjection

ψn,d : U̇(sln)→ Sq(n, d),

defined by

(3.4.7) ψn,d(E±i1λ) = E±i1φn,d(λ),

whereφn,d was defined below equations (3.4.1) and (3.4.2). By convention we put1∗ = 0.

Just for completeness, let us also recall the integral form of theq-Schur algebra.

Definition 3.4.8. DefineSZ
q (n, d) ⊂ Sq(n, d) to be theZ[q, q−1]-subalgebra generated by the di-

vided powersE(a)
±i 1λ.

3.4.3. The general and special quantum 2-algebras.We note that a lot of this section is copied
from [79]. The reader can find even more details there.

Let U(sln) be Khovanov and Lauda’s [60] diagrammatic categorificationof U̇(sln). It is worth
noting, as explained in (f) of Example 4.1.6, that such a categorification has to be a2-category.

In [79] it was shown that there is a quotient 2-category ofU(sln), denotedS(n, n), which cate-
gorifiesSq(n, n). Note that “categorifies” should be in the sense of Section 4.3.

We recall the definition of these categorified quantum algebras and some notions from above.
As before, letI = {1, 2, . . . , n − 1}. Again, we usesigned sequencesi = (α1i1, . . . , αmim),
for anym ∈ N, αj ∈ {±1} andij ∈ I, and the set of signed sequences is denotedSiSeq. For
i = (α1i1, . . . , αmim) ∈ SiSeq we defineiΛ = α1(i1)Λ + · · ·+ αm(im)Λ, where

(ij)Λ = (0, 0, . . . , 1,−1, 0 . . . , 0),

such that the vector starts withij − 1 and ends withk− 1− ij zeros. We also define the symmetric
Z-valued bilinear form onC[I] by i · i = 2, i · (i+ 1) = −1 andi · j = 0, for |i− j| > 1. Recall
thatλi = λi − λi+1.

We first recall the definition, given in [79], of the 2-category which conjecturally categorifies
U̇(gln). It is a straightforward adaptation of Khovanov and Lauda’sU(sln).
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Definition 3.4.9. U(gln) is an additiveC-linear 2-category. The 2-categoryU(gln) consists of
• Objects areλ ∈ Zn.

The hom-categoryU(gln)(λ, λ
′) between two objectsλ, λ′ is an additiveC-linear category con-

sisting of the following.
• Objects8 of U(gln)(λ, λ

′), i.e. a 1-morphism inU(gln) from λ to λ′, is a formal finite direct
sum of 1-morphisms

Ei1λ{t} = 1λ′Ei1λ{t} = Eα1i1 · · · Eαmim1λ{t}

for anyt ∈ Z and signed sequencei ∈ SiSeq such thatλ′ = λ+ iΛ andλ, λ′ ∈ Zn.
• Morphisms ofU(gln)(λ, λ

′), i.e. for 1-morphismsEi1λ{t} andEj1λ{t′} in U(gln), the hom
setsU(gln)(Ei1λ{t}, Ej1λ{t′}) of U(gln)(λ, λ

′) are gradedC-vector spaces given by linear
combinations of degreet− t′ diagrams, modulo certain relations, built from compositesof
the following.
(i) Degree zero identity 2-morphisms1x for each 1-morphismx in U(gln); the identity

2-morphisms1E+i1λ{t} and1E−i1λ{t}, for i ∈ I, are represented graphically by

1E+i1λ{t} 1E−i1λ{t}

λ+ iΛ

i

i

λ λ− iΛ

i

i

λ,

deg 0 deg 0

for anyλ+ iΛ ∈ Zn and anyλ− iΛ ∈ Zn, respectively.
More generally, for a signed sequencei = (α1i1, α2i2, . . . αmim), the identity1Ei1λ{t}
2-morphism is represented as

λ+ iΛ

i1

i1

i2

i2

· · ·

im

im

λ,

where the strand labelledik is oriented up ifαk = + and oriented down ifαk = −.
We will often place labels with no sign on the side of a strand and omit the labels at
the top and bottom. The signs can be recovered from the orientations on the strands.

(ii) Recall that− · − is the bilinear form from above. For eachλ ∈ Zn the 2-morphisms

Notation:
i,λ i,λ i,j,λ i,j,λ

2-morphism:
i

λλ+iΛ

i

λ λ+iΛ
i j

λ

i j

λ

Degree: i · i i · i −i · j −i · j

8We refer to objects of the categoryU(gln)(λ, λ
′) as 1-morphisms ofU(gln). Likewise, the morphisms of

U(gln)(λ, λ
′) are called 2-morphisms inU(gln). Compare to Section 4.1.
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Notation:
i,λ i,λ i,λ i,λ

2-morphism:
i

λ
i

λ
i

λ
i

λ

Degree: 1− λi 1 + λi 1 + λi 1− λi

• Bi-adjointness and cyclicity are shown below.
(i) 1λ+iΛE+i1λ and1λE−i1λ+iΛ are bi-adjoint, up to grading shifts:

(3.4.8)
λ+iΛ

λ

=
i

λλ+iΛ

λ

λ+iΛ

=
i

λ λ+iΛ

(3.4.9)
λ+iΛ

λ

=
i

λλ+iΛ

λ

λ+iΛ

=
i

λ λ+iΛ

(ii)

(3.4.10)

λ+iΛ

λ

=
i

λ λ+iΛ =

λ

λ+iΛ

(iii) All 2-morphisms are cyclic with respect to the above bi-adjoint structure. This is
ensured by the relations (3.4.10), and, for arbitraryi, j, the relations

(3.4.11)

ji

j i

λ =
i j

λ =

ij

i j

λ .

Note that we can take either the first or the last diagram aboveas the definition of the
up-side-down crossing. The cyclic condition on 2-morphisms, expressed by (3.4.10)
and (3.4.11), ensures that diagrams related by isotopy represent the same 2-morphism
in U(gln).
It will be convenient to introduce degree zero 2-morphisms as shown below.

(3.4.12)
i

j

λ =

ji

j i

λ =

ij

i j

λ
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(3.4.13) λ

i

j

=

ji

j i

λ =

ij

i j

λ ,

where the second equality in (3.4.12) and (3.4.13) follow from (3.4.11).
(iv) All dotted bubbles of negative degree are zero. That is,

(3.4.14)
m

i λ = 0, if m < λi − 1,
m

i λ = 0, if m < −λi − 1

for all m ∈ Z+, where a dot carrying a labelm denotes them-fold iterated vertical
composite of

i,λ
or

i,λ
depending on the orientation. A dotted bubble of degree zero

equals±1 as illustrated below.

(3.4.15)
m

i λ = (−1)λi+1, for λi ≥ 1,
m

i λ = (−1)λi+1−1, for λi ≤ −1.

(v) For the following relations we employ the convention that all summations are increas-
ing, so that a summation of the form

∑m

f=0 is zero ifm < 0.

i λ = −
−λi∑

f=0 i

−λi−f

λi−1+f

i λ and λ i =

λi∑

g=0 −λi−1+g

i λ

i

λi−g
(3.4.16)

(3.4.17)
i

λ

i

λ =

i i

λ −
λi−1∑

f=0

f∑

g=0

λ

λi−1−f

−λi−1+gf−g

i

and
i

λ

i

λ =

i i

λ −
−λi−1∑

f=0

f∑

g=0

−λi−1−f
λ

λi−1+gf−g

i

for all λ ∈ Zn (see (3.4.12) and (3.4.13) for the definition of sideways crossings).
Notice that for some values ofλ the dotted bubbles appearing above have negative
labels. A composite of

i,λ
or

i,λ
with itself a negative number of times does not

make sense. These dotted bubbles with negative labels, calledfake bubbles, are formal
symbols inductively defined by the equation

(3.4.18)

(
i λ

−λi−1

t0 + · · ·+
i λ

−λi−1+r

tr + · · ·

)(
i λ

λi−1

t0 + · · ·+
i λ

λi−1+r

tr + · · ·

)
= −1

and the additional condition
i λ

−1

= (−1)λi+1 and
i λ

−1

= (−1)λi+1−1, if λi = 0.

Although the labels are negative for fake bubbles, one can check that the overall de-
gree of each fake bubble is still positive, so that these fakebubbles do not violate the
positivity of dotted bubble axiom. The above equation, called the infinite Grassman-
nian relation, remains valid even in high degree when most ofthe bubbles involved are
not fake bubbles.
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(vi) NilHecke relations are the following.

(3.4.19)
i i

λ = 0,

i i i

λ =

i i i

λ

(3.4.20)
i i

λ =
i i

λ −
i i

λ =
i i

λ −
i i

λ.

• For i 6= j:

(3.4.21)
i j

λ =
i j

λ and
i j

λ =
i j

λ

• (i) For i 6= j:

(3.4.22)
i j

λ =





i j
λ, if i · j = 0,

(i− j)

(

i j
λ−

i j
λ

)
, if i · j = −1.

Notice that(i − j) is just a sign, which takes into account the standard orientation of
the Dynkin diagram.

(3.4.23)
i j

λ =
i j

λ and
i j

λ =
i j

λ.

(ii) Unlessi = k andi · j = −1:

(3.4.24)

i j k

λ =

i j k

λ

(iii) For i · j = −1:

(3.4.25)

i j i

λ−

i j i

λ = (i− j)

i j i

λ.

• The additive, linear composition functorU(gln)(λ, λ
′) × U(gln)(λ

′, λ′′) → U(gln)(λ, λ
′′)

is given on 1-morphisms ofU(gln) by

(3.4.26) Ej1λ′{t
′} × Ei1λ{t} 7→ Eji1λ{t+ t′}
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for iΛ = λ− λ′, and on 2-morphisms ofU(gln) by juxtaposition of diagrams, e.g.


λ λ′



×



λ′ λ′′



7→ λ λ′′.

This concludes the definition ofU(gln).

Note that for two1-morphismsx andy in U(gln) the 2-hom-spaceHomU(gln)(x, y) only contains
2-morphisms of degree zero and is therefore finite dimensional. Following Khovanov and Lauda
we introduce the graded 2-hom-space

HOMU(gln)(x, y) =
⊕

t∈Z
HomU(gln)(x{t}, y),

which is infinite dimensional. We also define the2-categoryU(gln)
∗ which has the same objects

and1-morphisms asU(gln), but for two1-morphismsx andy the vector space of 2-morphisms is
defined by

(3.4.27) U(gln)
∗(x, y) = HOMU(gln)(x, y).

Note thatU(sln) is defined just asU(gln), but labelling all the regions of the diagrams with
sln-weights, i.e. elements ofZn−1. One also has to renormalise the signs of the left cups and caps,
so that the bubble relations all become dependent on thesln-weights. For more details, see [79].

3.4.4. Theq-Schur 2-algebra.The categorification (in the sense of Section 4.3) ofSq(n, n) is now
obtained fromU(gln) by taking a quotient.

Definition 3.4.10. The 2-categoryS(n, n) is the quotient ofU(gln) by the ideal generated by all
2-morphisms containing a region with a label not inΛ(n, n).

We remark that we only put real bubbles, whose interior has a label outsideΛ(n, n), equal to
zero. To see what happens to a fake bubble, one first has to write it in terms of real bubbles with
the opposite orientation using the infinite Grassmannian relation (3.4.18).

A main result of [79], given in Theorem 7.11 in that paper, is the following.

Theorem 3.4.11.LetK⊕
0 (Ṡ(n, n)) denote the split Grothendieck group of the Karoubi envelope

of S(n, n). TheZ[q, q−1]-linear map

γS : S
Z
q (n, n)→ K⊕

0 (Ṡ(n, n)),

determined by

γS(Ei1λ) = [Ei1λ]

is an isomorphism of algebras.

Recall also (see Definition 4.1 in [79]) that there is an essentially surjective and full additive
2-functor

Ψn,n : U(sln)→ S(n, n),
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whose precise definition is not relevant here. Up to signs related to cups and caps, it is obtained by
mapping any string diagram to itself and applyingφn,n to the labels of the regions. By convention,
any diagram with a region labelled∗ is taken to be zero. It is important to note that

K⊕
0 (Ψn,n) : K

⊕
0 (U̇(sln))⊗Z[q,q−1] C(q)→ K⊕

0 (Ṡ(n, n))⊗Z[q,q−1] C(q)

corresponds to the aforementioned surjective homomorphism

ψn,n : U̇(sln)→ Sq(n, n).

3.4.5. The cyclotomic KLR-algebras.In this subsection, we recall the definition of the cyclotomic
KLR-algebras, due to Khovanov and Lauda [58], [59] and, independently, to Rouquier [100]. We
also recall two important results about them.

Fix ν ∈ Z≤0[I]. Let Seq(ν) be the set of all sequencesi = (−i1,−i2, · · · ,−im), such that
ik ∈ I for eachk andνj = #{k | ik = j}.

Definition 3.4.12. For anyi, j ∈ Seq(ν) and anygln-weightλ ∈ Zn, let

iR(ν)j ⊂ EndU(gln)(Ej1λ, Ei1λ)

be the subalgebra containing only diagrams which are oriented downwards. So, only strands ori-
ented downwards with dots and crossings are allowed. No strands oriented upwards, no cups and
no caps. The relations inU(gln) involving only downward strands do not depend onλ. Therefore,
the definition above makes sense. In [58], the authors do not label the regions of the diagrams.

ThenR(ν) is defined as
R(ν) =

⊕

i,j∈Seq(ν)
iR(ν)j .

The ringR is defined as
R =

⊕

ν∈Z≤0[I]

R(ν).

As remarked above, the definition ofR(ν) does not depend onλ. However, when we use a
particularλ, we will writeR(ν)1λ.

Note thatR(ν) is unital, whereasR has infinitely many idempotents.
Let R(ν)-pModgr be the category of graded, finitely-generated, projectiveR(ν)-modules and

define
R-pModgr =

⊕

ν∈Z≤0[I]

R(ν)-pModgr.

In Proposition 3.18 in [58], Khovanov and Lauda showed thatR-pModgr categorifies the nega-
tive half of U̇(sln) andR(ν)-pModgr categorifies theν-root space.

We can now recall the definition of thecyclotomic KLR-algebras. The reader can find more
details in [58] or [100], for example.

Definition 3.4.13. Choose a dominanṫU(gln)-weightλ ∈ Λ(n, n)+. LetR(ν;λ) be the quotient
algebra ofR(ν)1λ by the ideal generated by all diagrams of the form

��
��
��
��
�
�
�
�

�
�
�
�

��
��
��

��
��
��

i1 i2 i3 im

λm

λ .
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Define

Rλ =
⊕

ν∈Z≤0[I]

R(ν;λ).

Recall thatλm = λm − λm+1, them-th entry of thesln-weight corresponding toλ.
Note that we mod out by relations involving dots on the last strand, rather than the first strand as

in [58]. This is to make the definition compatible with the other definitions in Section 3.
It turns out thatRλ is a finite dimensional, unital algebra. LetRλ-pModgr be its category of

finite dimensional, graded, projective modules and letK⊕
0 (Rλ) = K⊕

0 (Rλ-pModgr) be the split
Grothendieck group of that category.

There is a graded categorical action (in the sense of Section4.4) of U(sln) on Rλ-pModgr

and Brundan and Kleshchev [17] (see also [46], [73], [115] and [117]) proved a conjecture by
Khovanov and Lauda, i.e. the following holds.

Theorem 3.4.14.We have

K⊕
0 (Rλ) ∼= V Z

λ

asU̇Z(sln)-modules. HereV Z
λ is the irreducibleU̇Z(sln)-module with highest weightλ.

Rouquier’s showed that, in a certain sense,Rλ is the universal categorification ofVλ. For a proof
of the following result, see Lemma 5.4, Proposition 5.6 and Corollary 5.7 in [100].

Proposition 3.4.15.Let V be any additive idempotent complete category, which allowsan inte-
grable graded categorical action byU(sln) (for the precise definition see[100]). SupposeVh is a
highest weight object inV, i.e an object that is killed byE+i, for all i ∈ I, andEndV(Vh) ∼= C.
Suppose also that any object inV is a direct summand ofXVh, for some objectX ∈ U(sln). Then
there exists an equivalence of categoricalU(sln)-representations

Φ: Rλ-pModgr → V.

There are some subtle differences between Rouquier’s approach to categorification and Kho-
vanov and Lauda’s, compare to Section 4.4. However, Proposition 3.4.15 holds in both set-ups, as
already remarked by Webster in Section 1.4 in [117].

The proof of Proposition 3.4.15 consists of Rouquier’s remarks in Section 5.1.2 and of the con-
tents of his proofs of Lemma 5.4 and Proposition 5.6 in [100],which only rely on the assumptions
in the statement of our Proposition 3.4.15 and the fact thatE+i andE−i are bi-adjoint inU(sln), for
anyi ∈ I.

The precise definition of the units and the counits, i.e. the cups and the caps, is not relevant for
the validity of the proof. Note that we have included the hypothesis

EndV(Vh) ∼= C

in Proposition 3.4.15, which is not one of Rouquier’s assumptions. There are categorifications
of Vλ without that property, see Conjecture 7.16 in [79] for example. However, in order to get a
categorification which is really equivalent toRλ-pModgr, i.e. with hom-spaces of the same graded
dimension, one needs to add that assumption because it holdsin the latter category.

We do not need the precise definition ofΦ here. In order to contain the length of this thesis
within reasonable boundaries, we will not explain it here.
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3.5. The sl3 web algebraWc
S. For the rest of this section, letS be a fixed sign string of lengthn.

We are going to define theweb algebraWc
S.

Definition 3.5.1. (Web algebra)Foru, v ∈ BS, we define

uW
c
v = F

c(u∗v){n},

where{n} denotes a grading shift upwards in degree byn.
Theweb algebraWc

S is defined by

Wc
S =

⊕

u,v∈BS

uW
c
v .

The multiplication onWc
S is defined by taking

uW
c
v1
⊗ v2W

c
w → uW

c
w

to be zero, ifv1 6= v2, and by the map to be defined in Definition 3.5.3, ifv1 = v2 = v.

Remark3.5.2. In Proposition 3.5.6 we prove that the multiplication foam always has degreen,
so the degree shift in the definition above makesW0

S into a graded algebra and, for anyc 6= 0, it
makesWc

S into a filtered algebra.

Definition 3.5.3. (Multiplication of closed webs)Themultiplication

uW
c
v ⊗ vW

c
w → uW

c
w

is induced by themultiplication foam

mu,v,w : u
∗vv∗w

Idu∗mvIdw
−−−−−−→ u∗w,

wheremv : vv
∗ → Vertn, with Vertn being the web ofn parallel oriented vertical line segments,

is defined by the following inductive algorithm.

(1) Expressv using the growth algorithm, label each level of the growth algorithm starting
from zero. Then formvv∗.

(2) At thekth level in the growth algorithm,resolvethe corresponding pair of arc, H or Y-rules
in v andv∗ by applying the foams.

(3.5.1)

Note that at the last level in the growth algorithm ofv, only pairs of arcs are present.

Example3.5.4. Letw andv be the following webs.

w v(3.5.2)
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The multiplication foammw,v,v is given by the following steps.

w∗

v

w∗

v∗

v

v

(3.5.3)

Proposition 3.5.5.The foammv in Definition 3.5.3 only depends on the isotopy type ofv.

Proof. We have to show thatmv is independent of the wayv is expressed using the growth al-
gorithm (Definition 3.2.1). LetG1 andG2 be two different expressions ofv using the growth
algorithm. We have to compareG1 andG2 walking backwards in the growth algorithm. Note that
we only have to worry about two consecutive steps in the same region ofv. Reordering steps in
“distant” regions ofv corresponds to an isotopy which simply alters the height function onmv.
With these observations, the only possible remaining difference between the last two steps inG1

andG2 is the following.

(3.5.4)

If the last two steps inG1 andG2 are equal, we have to go further back in the growth algorithm.Be-
sides two-step differences of the same sort as above, we can encounter another one of the following
sort.

(3.5.5)

We have to check that the above two-step differences inG1 andG2 correspond to equivalent foams.
In the first case, the foams in the multiplication algorithm are given by

FIGURE 36. A possible local difference betweenmG1 andmG2 .

In the second case, we get
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.

FIGURE 37. The other possible local difference betweenmG1 andmG2 .

The two foams in Figure 36 are isotopic - one foam can be produced from the other by sliding
the red singular arc over the saddle as illustrated below.

=(3.5.6)

The two foams in Figure 37 are also isotopic - one foam can be produced from the other by moving
the red singular arc to the right or to the left as illustratedbelow.

=
(3.5.7)

The cases above are the only possible ones, so their verification provides the proof. �

Proposition 3.5.6.The foammv hasq-gradingn.

Proof. We proceed by backward induction on the level of the growth algorithm expressingv. At the
final level of the growth algorithm, the only possible rule isthe arc rule. Resolving a corresponding
pair of arcs inv and v∗ results in two new vertical strands and is obtained by a saddle point
cobordism, which hasq-grading 2.

Let nk be the number of vertical strands andmk
v be the foam after resolving the lastk rules in

the growth algorithm ofv. Suppose thatnk is equal to theq-degree ofmk
v . In the next step of the

multiplication we can have three cases.

(1) The resolution of a pair of arc rules. In this case we havenk+1 = nk + 2 andmk+1
v is

obtained frommk
v by adding a saddle, which adds 2 to theq-grading.

(2) The resolution of a pair of Y rules. In this case we havenk+1 = nk + 1 andmk+1
v is

obtained frommk
v by adding an unzip, which adds 1 to theq-grading.

(3) The resolution of a pair of H rules. In this case we havenk+1 = nk andmk+1
v is obtained

frommk
v by adding a square foam, which adds0 to theq-grading.

�

There is a useful alternative definition ofWc
S, which we give below. As a service to the reader,

we state it as a lemma and prove that it really is equivalent toour definition above. Both definitions
have their advantages and disadvantages, so it is worthwhile to catalogue both in this thesis.

Lemma 3.5.7.For anyc ∈ C and anyu, v ∈ BS, we have a grading preserving isomorphism

Foamc
3(u, v)

∼= uW
c
v .
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Using this isomorphism, the multiplication

uW
c
v ⊗ v′W

c
w → uW

c
w

corresponds to the composition

Foamc
3(u, v)⊗ Foamc

3(v
′, w)→ Foamc

3(u, w),

if v = v′, and is zero otherwise.

Proof. The isomorphism of the first claim is sketched in the following figure.

v∗
v∗

v
v

The proof of the second claim follows from analysing what theisomorphism does to the resolution
of a pair of arc, Y or H-rules in the multiplication foam. Thisis done below.

f2

f1f1 f2

f2

f1
f1

f2

f2

f1
f1

f2

�

Note that Lemma 3.5.7 implies thatWc
S is associative and unital, something that is not imme-

diately clear from Definition 3.5.1. For anyu ∈ BS, the identity1u ∈ Foamc
3(u, u) defines an

idempotent. We have

1 =
∑

u∈BS

1u ∈ W
c
S.

Alternatively, one can seeWc
S as a category whose objects are the elements inBS such that the

module of morphisms betweenu ∈ BS andv ∈ BS is given byFoamc
3(u, v). In this thesis we will

mostly seeWc
S as an algebra, but will sometimes refer to the category pointof view.

In this thesis, we will studyWc
S for two special values ofc ∈ C.
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Definition 3.5.8. LetKS andGS be the complex algebras obtained fromWc
S by settingc = 0 and

c = 1, respectively. We call themKhovanov’s web algebraandGornik’s web algebra, respectively,
to distinguish them throughout Section 3.

Note thatGS is a filtered algebra. Its associated graded algebra isKS. By Lemma 3.5.7, bothKS

andGS are finite dimensional, unital, associative algebras. Theyalso have similar decompositions
as shown below.

KS =
⊕

u,v∈BS

uKv , GS =
⊕

u,v∈BS

uGv.

We now recall the definition of complex, graded and filtered Frobenius algebras. LetA be a finite
dimensional, graded, complex algebra and lethomC(A,C) be the complex vector space of grading
preserving maps. Thedualof A is defined by

A∨ =
⊕

n∈Z
homC(A,C{n}),

where{n} denotes an upward degree shift of sizen. Note thatA∨ is also a graded module, such
that

(3.5.8) (A∨)i = (A−i)
∨,

for any i ∈ Z. ThenA is called agraded, symmetric Frobenius algebra of Gorenstein parameter
ℓ, if there exists an isomorphism of graded(A,A)-bimodules

A∨ ∼= A{−ℓ}.

If A is a complex, finite dimensional, filtered algebra, lethomC(A,C) be the complex vector space
of filtration preserving maps. Thedualof A is defined by

A∨ =
⊕

n∈Z
homC(A,C{n}),

where{n} denotes an upward suspension of sizen. Note thatA∨ is also a filtered module, such
that

(3.5.9) (A∨)i = (A−i)
∨,

for any i ∈ Z. ThenA is called afiltered, symmetric Frobenius algebra of Gorenstein parameter
ℓ, if there exists an isomorphism of filtered(A,A)-bimodules

A∨ ∼= A{−ℓ}.

For more information on graded Frobenius algebras, see [114] and the references therein, for ex-
ample. We do not have a good reference for filtered Frobenius algebras, but it is a straightforward
generalisation of the graded case. We explain some basic results on the character theory of filtered
and graded, symmetric Frobenius algebras in Section 4.8.

Theorem 3.5.9.For any sign stringS of lengthn, the algebraKS is a graded, symmetric Frobenius
algebra andGS is a filtered, symmetric Frobenius algebra, both of Gorenstein parameter2n.

Proof. First, letc = 0. We take, by definition, the trace form

tr : KS → C

to be zero onuKv, whenu 6= v ∈ BS. For anyv ∈ BS, we define

tr : vKv → C
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by closing any foamfv with 1v, e.g. as pictured below.

1v

fv

v∗

v

Equivalently, inFoam0
3(v, v), closingfv by 1v,

fv
v∗

v

1v
v∗

v

gives

1v fv

The fact that the trace form is non-degenerate follows immediately from the closure relation in
Section 3.3.

The fact thattr(gf) = tr(fg) holds follows from slidingf around the closure until it appears
on the other side ofg, e.g. as shown below.

1u 1v

f

g

= 1v 1u

g

f

Note that a closed foam can only have non-zero evaluation if it has degree zero. Therefore, for any
u ∈ BS and any two homogeneous elementsf ∈ F0(u∗v) andg ∈ F0(v∗u), we havetr(fg) 6= 0
unlessdeg(f) = − deg(g). By the shift in

uKv = F
0(u∗v){n}

and by (3.5.8), this implies that the non-degenerate trace form onKS gives rise to a graded
(KS, KS)-bimodule isomorphism

(3.5.10) K∨
S
∼= KS{−2n}.
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Now, let c = 1. Then the construction above also gives a non-degenerate bilinear form onGS.
Moreover, it induces a filtration preserving bijectiveC-linear map of filtered(GS, GS)-bimodules

(3.5.11) Gs{−2n} → G∨
s .

The associated graded map is precisely the isomorphism in (3.5.10). By Proposition 4.8.3, this
implies that the map in (3.5.11) is a strict isomorphism of filtered(GS, GS)-bimodules. �

We now explain some of Gornik’s results, which are relevant for GS. Recall thatR1
u∗v is the

commutative ring associated tou∗v, generated by the edge variables ofu∗v and mod out by the
ideal, which, for each trivalent vertex inu∗v, is generated by the relations

(3.5.12) x1 + x2 + x3 = 0, x1x2 + x1x3 + x2x3 = 0, x1x2x3 = 1,

wherex1, x2 andx3 are the edge variables around the vertex. The algebraR1
u∗v acts onuGv in such

a way that each edge variable corresponds to adding a dot on the incident facet. See [39], [51]
or [82] for the precise definition and more details.

In what follows, 3-colourings will always be assumed to be admissible and we therefore omit
the adjective. Theorem 3 in [39] proves the following.

Theorem 3.5.10.(Gornik) There is a complete set of orthogonal idempotentseT ∈ R
1
u∗v, indexed

by the 3-colouringsT of u∗v. The number of 3-colourings ofu∗v is exactly equal todimq(uGv).
These idempotents are not filtration preserving, but as anR1

u∗v-module (i.e. forgetting the filtra-
tion onuGv and its leftuGu and rightvGv-module structures) we have

uGv
∼=
⊕

T

CeT .

Let us have a closer look at Gorniks idempotents. First of all, in the proof of Theorem 3 in [39]
Gornik notes that for any edgei and any 3-colouringT of u∗v, we have

(3.5.13) xieT = ζTieT ∈ R
1
u∗v,

whereζ is a primitive third root of unity,xi is the edge variable andTi the colour of the edge (see
(4) in [82] for this result in the context of foams).

Furthermore, a 3-colouring ofu∗v actually corresponds to a pair of 3-colourings ofu andv∗ that
match at the boundary. Of course, there is a bijective correspondence between 3-colourings ofv
andv∗, so we see that a 3-colouring ofu∗v corresponds to a matching pair of 3-colourings ofu and
v. Recall that 3-colourings can be seen as flows.

Recall thatuGv is a leftuGu-module and a rightvGv-module. LetT1 andT2 be a pair of matching
3-colourings ofu andv, respectively, which together give a 3-colouringT of u∗v. Then the action
of eT on anyf : u→ v can be written as

eT1feT2 .

To show that this notation really makes sense, defineGornik’s symmetric idempotentassociated to
T1 as

eu,T1 = eT11ueT1 .

So we let the Gornik idempotent associated to the symmetric 3-colouring ofu∗u, given byT1 both
onu andu∗, act on1u. Then we have

eT1feT2 = eu,T1fev,T2 ,

where on the right-hand side we really mean composition.
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We immediately see that

eT11ueT2 = 0⇔ T1 6= T2

and

eT11ueT1eT21ueT2 = δ1,2eT11ueT1 and
∑

T

eT1ueT = 1u,

where the sum is over all 3-colourings ofu. This shows that theeu,T , for all 3-colouringsT of a
givenu ∈ BS, are orthogonal idempotents inuGu. It also implies that

eT11ueT1 = eT11u = 1ueT1 ,

so it is enough to label just the source or just the target of1u. For this purpose, we defineR1
u to be

“half” of R1
u∗u, i.e. the subring which is only generated by the edge variables ofu. To be precise,

we have

R1
u∗u
∼= R1

u ⊗S R
1
u,

where⊗S indicates that we impose the relationx ⊗ 1 = 1 ⊗ x, for anyx corresponding to a
boundary edge ofu.

If u has no closed cycles, then all the 3-colourings ofu∗u are symmetric, because they are
completely determined by the colours on the boundary ofu. In that case

eT 7→ eu,T

defines an isomorphism of algebrasR1
u
∼= uGu. In particular,uGu is commutative. This is not true

in general, but we can prove the following.

Lemma 3.5.11.For anyu ∈ BS, the map

x 7→ x1u

defines a strict embedding of filteredR1
u-modules

ι : R1
u → uGu.

In particular, we see that(R1
u)0
∼= Im(ι)0 ∼= C1u.

Proof. The map is clearly a homomorphism of filtered algebras.
The relations (Dot Migration) correspond precisely to the relations inR1

u, because the only sin-
gular edges in1u are the ones corresponding to the trivalent vertices ofu. This shows that it is a
strict embedding. �

For anyu ∈ BS, we define the graded ring

R0
u = E(R1

u).

This ring is the one which appears in Khovanov’s original paper [51]. InR0
u we have the relations

(3.5.14) x1 + x2 + x3 = 0, x1x2 + x1x3 + x2x3 = 0, x1x2x3 = 0.

The reader should compare them to (3.5.12).
There are no analogues of the Gornik idempotents inR0

u, but we do have an analogue of
Lemma 3.5.11.
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Lemma 3.5.12.For anyu ∈ BS, the map

x 7→ x1u

defines an embedding of gradedR0
u-modules

E(ι) : R0
u → uKu.

In particular, we see that(R0
u)0
∼= Im(E(ι))0 ∼= C1u.

Another interesting consequence of Theorem 3.5.10 is the following.

Proposition 3.5.13.As a complex algebra, i.e. without taking the filtration intoaccount,GS is
semisimple.

Proof. For anyu ∈ BS and any 3-colouringT of u, define the projectiveGS-module

Pu,T = (GS)eu,T ,

whereeu,T is Gornik’s symmetric idempotent inGS defined above. Theorem 3.5.10 and our subse-
quent analysis of Gornik’s idempotents show that thePu,T form a complete set of indecomposable
projectiveGS-modules. Furthermore, we have

HomGS
(Pu,T , Pv,T ′) ∼= eu,T (GS)ev,T ′

∼=

{
C, if T andT ′ match atS,

{0}, else.

This shows thatPu,T ∼= Pv,T ′ if and only ifT andT ′ match at the common boundary. It also shows
that if Pu,T 6∼= Pv,T ′ , then

HomGS
(Pu,T , Pv,T ′) = HomGS

(Pv,T ′ , Pu,T ) = {0}.

Finally, it shows that eachPu,T has only one composition factor, i.e.Pu,T is irreducible.
It is well-known that this implies thatGS is semisimple; see Proposition 1.8.5 in [12] for exam-

ple. �

By Proposition 3.5.13, it is clear that for eachu ∈ BS and each colouringT of u, the corre-
sponding block inGS is isomorphic toEnd(Pu,T ). In Section 3.6, we will determine the central
idempotents ofGS.

3.6. The center of the web algebra and the cohomology ring of the Spaltenstein variety. For
the rest of this section (and the following two sections), choose arbitrary but fixed non-negative
integersn ≥ 2 andk ≤ n, such thatd = 3k ≥ n. Let

Λ(n, d) =

{
µ ∈ Nn |

n∑

i=1

µi = d

}

be the set ofcompositionsof d of lengthn. By Λ+(n, d) ⊂ Λ(n, d) we denote the subset of
partitions, i.e. allµ ∈ Λ(n, d) such that

µ1 ≥ µ2 ≥ . . . ≥ µn ≥ 0.

Also for the rest of this section (and the following two sections), choose an arbitrary but fixed sign
stringS of lengthn. We associate toS a unique elementµ = µS ∈ Λ(n, d), such that

µi =

{
1, if si = +,

2, if si = −.
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Let Λ(n, d)1,2 ⊂ Λ(n, d) be the subset of compositions whose entries are all1 or 2. For any sign
stringS, we haveµS ∈ Λ(n, d)1,2.

Let λ = (3k) ∈ Λ(n, d). Let Colλµ be the set of column strict tableaux of shapeλ and typeµ,
both of lengthn. It is well-known that there is a bijection betweenColλµ and the tensor basis of

Vµ = Vµ1 ⊗ · · · ⊗ Vµn ,

whereV1 = V+ andV2 = V1 ∧ V1 ∼= V− (see Section 3 in [89], for example). However, we are
interested in tensors as summands in the decomposition of elements inBS. Therefore, we prove
Proposition 3.7.2 in Section 3.7. The reader, who is not interested in the details of the proof of
this proposition, can choose to skip Section 3.7 at a first reading and just read the statement of the
proposition.

3.7. Tableaux and flows. Let pS be the number of positive entries andnS the number of negative
entries ofS. By definition, we have thatd = pS +2nS. The key idea in this section is to reduce all
proofs to the case wherenS = 0.

Definition 3.7.1. Fix any state stringJ of lengthn, we define a new state strinĝJ of lengthd by
the following algorithm.

(1) Let 0Ĵ be the empty string.
(2) For1 ≤ i ≤ n, let iĴ be the result of concatenatingji to i−1Ĵ if µi = 1. If µi = 2 then

(a) concatenate(1, 0) to i−1Ĵ if ji = 1.
(b) concatenate(0,−1) to i−1Ĵ if ji = −1.
(c) concatenate(1,−1) to i−1Ĵ if ji = 0.

We setĴ = nĴ . Lastly, for anyc ∈ {−1, 0, 1}, we defineĴc to be the number of entries in̂J that
is equal toc.

Proposition 3.7.2.There is a bijection betweenColλµ and the set of state stringsJ such that there
exists aw ∈ BS and a flowf onw which extendsJ .

The proof of Proposition 3.7.2 follows directly from Lemmas3.7.3 and 3.7.4.

Lemma 3.7.3.There is a bijection betweenColλµ and state stringsJ of lengthn such that

(3.7.1) Ĵ−1 = Ĵ0 = Ĵ1.

where theĴc are as defined in Definition 3.7.1.

Proof. Given a state stringJ satisfying (3.7.1), we first give an algorithm to build a 3-column
tableauYJ , filled with integers from 1 ton. Afterwards, we show thatYJ has shapeλ.

Begin by labelling the three columns with1, 0 and−1, reading from left to right. We are going
to build upYJ from top to bottom. Start by takingYJ to be the empty tableau. Then, fromi = 1 to
i = n, do the following.

(1) If µi = 1, add one box labelledi to columnji in YJ .
(2) If µi = 2, add two boxes labelledi to columnsc1 andc2, such thatc1 6= c2 andc1+c2 = ji.

We have to show thatYJ belongs toColλµ. Since the algorithm builds up from top to bottom,YJ
is strictly column increasing. To see thatYJ has shapeλ, we need to show that every row inYJ
has three entries. Observe that the number of filled boxes in columnc of YJ is exactly equal tôJc.
Since we have assumed condition (3.7.1), all three columns have the same length, therefore every
row in YJ must have exactly three entries.
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Conversely, letT ∈ Colλµ. We define a state stringJ as follows.

ji =
∑

i appears in column c

c.

Sinceµ corresponds to a sign string andT is column strict, we see that, for each1 ≤ i ≤ n, i can
appear at most twice inT but never twice in the same column. Thus,ji ∈ {−1, 0, 1}, i.e. J is
a state string. It follows from the definition of̂J that Ĵc is equal to the length of columnc of T .
SinceT is of shapeλ, the number of boxes in each column is the same. Hence, condition (3.7.1)
holds forJ .

It is straightforward to check that the above two constructions are inverse to each other and
therefore determine a bijection. �

Lemma 3.7.4.A state stringJ corresponds to the boundary state of a flow on a webw ∈ BS if
and only if condition(3.7.1)holds forJ .

Proof. Let w ∈ BS be equipped with a flow with boundary state stringJ . We are going to show
that J satisfies condition (3.7.1) by induction onn. For n = 2, w can only be an arc. In this
case it is simple to check that all flows onw have corresponding boundary state strings satisfying
condition (3.7.1).

For n > 2, we expressw using the growth algorithm in an arbitrary, but fixed way, with the
restriction that only one rule is applied per level. LetkJ denote the boundary state string at the be-
ginning of thek-th level in the growth algorithm andkĴ the associated string as in Definition 3.7.1.
Similarly, let kµ denote the composition corresponding to the sign string at thek-th level. Let us
comparek+1J andkJ . They can only differ in the following ways.

(1) In case an arc-rule is applied at thek-th level,kJ can be obtained fromk+1J by inserting
the substring(1,−1), (0, 0) or (−1, 1) between thei-th andi + 1-th entries ink+1J . kµ
can be obtained fromk+1µ by inserting the substring(1, 2) or (2, 1) between thei-th and
i+ 1-th entries ink+1µ.

1 -1 0 0 -1 1

(3.7.2)

(2) In case a Y-rule is applied,kJ can be obtained fromk+1J by replacing thei-th entry in
k+1J with a length two substring whose sum is equal to thei-th entry.kµ can be obtained
from k+1µ by replacing thei-th entry ink+1µ with the substring(3− k+1µi, 3− k+1µi).

1 -1 1 0 0 1 -1 1 -1 0 0 -1

0 1 1 0 -1 -1

(3.7.3)

(3) In case an H-rule is applied,kµ can be obtained fromk+1µ by replacing a substring(1, 2)
or (2, 1), at thei-th and(i+1)-th position ink+1µ, with (3−k+1µi, 3−k+1µi+1). kJ can be
obtained fromk+1J by replacing a substring of length two ink+1J at thei-th and(i+1)-th
position according to the schema.

1

1

0

0

0

0

1

1

-1

-1

0

0

0

0

-1

-1

(3.7.4)

0

1

0

-1

-1

0

1

0

0

-1

0

1

1

0

-1

0

(3.7.5)
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It is straightforward to check thatk+1J satisfies condition (3.7.1), with compositionk+1µ, if and
only if kJ does, with compositionkµ. Take, for example, an instance where a Y-rule is applied;
suppose also that thei-th entry ink+1µ is 2 and thei-th entry ink+1J is 0. Thus, thei-th entry in

k+1J contributes a pair(1,−1) to k+1Ĵ . By (3.7.3),kJ is obtained fromk+1J by replacing thei-th
entry ink+1J with (1,−1) and thei-th entry ink+1µ with (1, 1). We see thatkĴ is in fact exactly
equal tok+1Ĵ . Thereforek+1Ĵ satisfies condition (3.7.1) if and only ifkĴ does. Similar analysis
apply to all cases in (3.7.2), (3.7.3) and (3.7.4).

Let k be the first level in the growth algorithm ofw where a Y or an arc-rule is applied. From
the (k + 1)-th level down we have a non-elliptic webw′ with flow, whose boundary state string
k+1J and compositionk+1µ both have length less thann. Thus, by our induction hypothesis,k+1J ,
with compositionk+1µ, satisfies condition (3.7.1).

By the above argument, theniJ also satisfy condition (3.7.1), for any0 ≤ i ≤ k. In particular,
J = 0J satisfies that condition, which is what we had to prove.

Conversely, letJ satisfy condition (3.7.1), with compositionµ. We show, by induction onn,
that there is aw ∈ BS with flow whose boundary state string is exactlyJ . More specifically, we
first construct aw ∈ WS and then show thatw is non-elliptic, i.e.w ∈ BS.

Forn = 2, thenw must be an arc. It is simple to check that ifJ satisfies condition (3.7.1),J is
the boundary state of a flow on an arc.

Forn > 2, suppose it is possible to apply an arc or Y-rule to the pairµ andJ , depicted in (3.7.2)
and (3.7.3). Then we obtain a new pairµ′ andJ ′ with length less thann. Thus, by induction, there
exist a webw′ ∈ Ws′ and flow extendingJ ′. Gluing the arc or Y on top ofw′ results in a web
w ∈ WS with a flow extendingJ .

Suppose, then, that it is not possible to apply an arc or Y-rule toµ andJ . This means that one
of the following must hold.

(1) µ does not contain a substring of type(1, 2) or (2, 1) andJ = (1, ..., 1), J = (−1, ...,−1)
or J = (0, ..., 0).

(2) µ contains at least one substring of the form(1, 2) or (2, 1). For every substring inµ of
the form(1, 2) or (2, 1), the corresponding substring inJ is (±1,±1), (0, 1) or (1, 0). For
every substring inµ of the form(1, 1) or (2, 2), the corresponding substring inJ is (1, 1),
(−1,−1) or (0, 0).

Case 1 contradicts the assumption thatJ satisfies condition (3.7.1).
Case 2 contains several subcases, each of which contains details which are slightly different.

However, the general idea is the same for all of them and is very simple, i.e. apply H-moves until
you can apply an arc or a Y-rule and finish the proof by induction.

We first suppose, without loss of generality, thatµ contains a substring(µi, µi+1) = (1, 2) and
that the corresponding substring inJ is (ji, ji+1) = (1, 1) (the subcase for(ji, ji+1) = (−1,−1)
is analogous). We see that(1, 1) in J contributes a substring(1, 0, 1) to Ĵ . Thus, our assumption
that Ĵ satisfies condition (3.7.1) implies that̂J contains at least one more entry equal to−1. This
means that for somer 6= i, i+ 1, 1 ≤ r ≤ n, one of the following is true.

(a) jr = −1, µr = 1, denoted for brevity by

...

11 -1

......(3.7.6)
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(b) jr = −1, µr = 2, denoted

...

11 -1

......(3.7.7)

(c) jr = 0, µr = 2, denoted

...

11

...

0

...(3.7.8)

Without loss of generality, let us assumei+1 < r. Consider subcases (a) and (b). Ifjm 6= 0 for all
i+1 < m < r, then it is possible to apply an arc or Y-move toJ andµ, contrary to our assumption
in case 2. Thus, in all three scenarios above it suffices to analyse the following two configurations.

...

11

...

0

... ...

11

...

0

...(3.7.9)

Let i + 1 < r ≤ n be smallest integer wherejr = 0. We must have thatµr−1 = 3 − µr and
jr−1 = ±1. For any other values ofµr−1 and jr−1 we would be able to apply an arc or a Y-
move, contradicting our assumptions for case 2. In both situations, we can apply an H-rule to the
substrings(jr−1, jr) and(µr−1, µr) as shown below.

...

11  1 0

...... ...

11  1 0

......(3.7.10)

This results in new sign and state strings, each with lengthn satisfying condition (3.7.1). The
application of the H-rule in (3.7.10) moves the zero at ther-th position to ther−1 position. Either
we can now apply an arc or Y-rule to the new strings or by repeatedly applying an H-rule in the
manner of (3.7.10), we obtain one of the following pairs.

...

01

...

0

...

1

...(3.7.11)

To either of the above diagrams we can apply a Y-rule, after which we can use induction.
To complete our analysis of case 2, now suppose, without lossof generality, thatµ contains a

substring(µi, µi+1) = (1, 2) and that the corresponding substring inJ is (ji, ji+1) = (1, 0) (the
subcases for(0,±1) or (−1, 0) are analogous).

We see that(1, 0) in J contributes a substring(1, 1,−1) to Ĵ . Thus, our assumption that̂J
satisfies condition (3.7.1) implies thatĴ contains at least one more entry equal to−1. This means
that for somer, with 1 ≤ r ≤ n, one of the following is true.

(a) jr = −1, µr = 1, denoted for brevity by

...

1 -1

......(3.7.12)
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(b) jr = −1, µr = 2, denoted

...

1 -1

......(3.7.13)

(c) jr = 0, µr = 2, denoted

...

1

...

0 0

...(3.7.14)

For subcases (a) and (b), ifµi+2 = 1 andji+2 = −1, we may apply an H-rule to(µi+1, µi+2),
(ji+1, ji+2) to obtain a new pairµ′ andJ ′. Subsequently we can apply a Y-rule to thei-th and
(i+ 1)-th entries ofµ′ andJ ′ as illustrated below.

1 0 -1

......(3.7.15)

After applying the Y-rule, we can use induction.
Otherwise, we can show, just as before, that all three scenarios above reduce to an analysis of

the following two configurations.

...

1

...

0 0

... ...

1

...

0 0

...(3.7.16)

That is, we can assume thatµ contains a substring(µi, µi+1) = (1, 2) with the corresponding
substring inJ being(ji, ji+1) = (1, 0), and for some0 < r 6= i + 1 < n we havejr = 0. In
particular, this tells us that there exist a0 < r 6= i+ 1 < n such thatµr = 1 andjr = 0.

...

1

...

0 0

...(3.7.17)

This has to hold because otherwiseĴ cannot satisfy condition (3.7.1). Let us assumer to be the
smallest integer such thati + 1 < r, µr = 1 andjr = 0. By our assumption that we cannot apply
an arc or Y-rule toJ andµ, we see thatµr−1 = 2 andjr−1 = ±1. Applying an H-rule to(jr−1, jr)
and(µr−1, µr)

...

01  1 0

......(3.7.18)

results in new sign and state strings, also with lengthn, satisfying condition (3.7.1). The applica-
tion of the H-rule in the above case moves the zero at ther-th position to ther − 1-th position.
Either we can now apply an arc or a Y-rule to the new sign and state strings, or by repeatedly apply
an H-rule in the manner of (3.7.10), we obtain a pair like below.

00

......(3.7.19)

to which we can apply an arc-rule. Finally, apply induction.
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It remains to show that the webw (with flow) produced from the above algorithm is an element
of Bs, that is,w does not contain digons or squares. We note that, just as in [57], in the expression
of w using the arc, Y and H-rules, digons can only appear as the result of applying an arc-rule to
the bottom of an H-rule, i.e. we have

(3.7.20)

A square can only result from the following sequence of arc, Yand H-rules.

(3.7.21)

Note that in the above, we do not consider the case in which we apply an H-rule to the bottom of
another H-rule. This is because such a case cannot arise in our construction ofw.

Recall that in our inductive construction ofw, we only apply H-rules equipped with the follow-
ing flows.

(3.7.22)

We can immediately see that is it not possible to apply an arc-rule with flow to the bottom of
such an H-rule as shown below.

±10

(3.7.23)

Since we only use the above two H-rules with flow, the induced flows on squares are as follows.
0 0 ±1 ∓1 ±1 ∓1 0 0

(3.7.24)

±1 0 0 ∓1 ±1 0 0∓1

(3.7.25)

±1 0 ∓10 0 ±1 0∓1

(3.7.26)

In each case, one can check that it is possible to apply an arc-rule to the state and sign strings (the
same analysis applies to the cases where the faces above are given the opposite edge orientations).
However, recall that an H-rule is used in our construction only in the case for which it is not
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possible to apply any other rules to the boundary. This implies that none of the above faces can
appear during the construction ofw. �

Implicit in the proof of Lemma 3.7.4 is a procedure to construct, from a state stringJ satisfying
condition (3.7.1), a non-elliptic webw with flow extendingJ , such that∂w = µ. Note that this
procedure is not deterministic. That is, it is possible to produce different webs with flows extending
J by making different choices in the construction.

Example3.7.5. The procedure is exemplified below. If we choose to replace the substrings as
indicated in the right figure, the tableau on the left gives rise to the web with flow next to it.

1 0 -1

2

4

1

3

2

7

4

6 5

0 0 0 0 0 1 -1

++++-+ -

1
st

2
nd

4
th

3
rd

(3.7.27)

However, for other choices the same tableau generates the following web with flow.

0 0 0 0 0 1 -1

++++-+ -

(3.7.28)

As a matter of fact, we could also invert the orientation of the flow in the internal cycle. The
resulting web with flow would still correspond to the same tableau.

However, when we restrict to semi-standard tableaux, the procedure gives a unique web with
flow, the canonical flow. One can check that the procedure implicit in Lemma 3.7.4, restricts to the
same bijection betweenStdλµ and non-elliptic webs as defined by Russell in [101].

3.8. Z(GS) and E(Z(GS)). In this section,S continues to be a fixed sign string of lengthn.
Moreover, we continue to use some of the other notations and conventions from the previous
sections as well, e.g.d = 3k ≥ n etc. Letµ be the composition associated toS and letSµ be the
corresponding parabolic subgroup of the symmetric groupSd.

Let Z(KS) be the center ofKS and letXλ
µ be the Spaltenstein variety, with the notation as

in [18]. If ns = 0, thenXλ
µ = Xλ, the latter being the Springer fiber associated toλ.9

In Theorem 3.8.3, we are going to prove thatH∗(Xλ
µ) andZ(KS) are isomorphic as graded

algebras.

Recall the following result by Tanisaki [109]. LetP = C[x1, . . . , xd] and letIλ be the ideal
generated by

(3.8.1)

{
er(i1, . . . , im)

∣∣∣∣
m ≥ 1, 1 ≤ i1 < · · · < im ≤ d
r > m− λd−m+1 − · · · − λn

}
,

9When comparing to Khovanov’s result forsl2, the reader should be aware that he labels the Springer fiber by λT ,
the transpose ofλ.
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whereer(i1, . . . , im) ∈ P is ther-th elementary symmetric polynomial. Write

Rλ = P/Iλ.

Tanisaki showed that
H∗(Xλ) ∼= Rλ.

Note thatSµ acts onP by permuting the variables, but it mapsIλ to itself. LetP µ = P Sµ ⊂ P
be the subring of polynomials which are invariant underSµ. For 1 ≤ i1 ≤ · · · ≤ im ≤ n and
r ≥ 1, we leter(µ, i1, . . . , im) denote ther-th elementary symmetric polynomials in the variables
Xi1 ∪ · · · ∪Xim , where

Xp = {xk | µ1 + · · ·+ µp−1 + 1 ≤ k ≤ µ1 + · · ·+ µp} .

So, we have
er(µ, i1, . . . , im) =

∑

r1+···+rm=r

er1(µ; i1) · · · erm(µ; im).

If r = 0, we seter(µ, i1, . . . , im) = 1 and if r < 0, we seter(µ, i1, . . . , im) = 0. Let Iλµ be the
ideal generated by

(3.8.2)



er(µ, i1, . . . , im)

∣∣∣∣∣∣

m ≥ 1, 1 ≤ i1 < · · · < im ≤ d
r > m− µi1 + · · ·+ µim − λl+1 − · · · − λn
where l = #{i | µi > 0, i 6= i1, . . . , im}



 .

Note thatIλµ ⊆ Iλ holds. Write
Rλ
µ = P µ/Iλµ .

Brundan and Ostrik [18] proved that

H∗(Xλ
µ)
∼= Rλ

µ.

First we want to show thatRλ
µ acts onKS. Clearly,P µ acts onKS, by converting polynomials

into dots on the facets meetingS.

Lemma 3.8.1.The idealIλµ annihilates any foam inKS.

Proof. The following argument demonstrates that it suffices to showthis for the case whenns = 0.
Let u, v ∈ BS. For each1 ≤ i ≤ n with si = −, glue aY onto thei-th boundary edge ofu andv,
respectively. Call these new websû andv̂, respectively. Note that∂û = ∂v̂ = Ŝ, whereŜ = (+d).
Let f ∈ uKv be any foam. For each1 ≤ i ≤ n with si = −, glue a digon foam on top of thei-th
facet off meetingS. The new foamf̂ , obtained in this way, belongs tôuKv̂. Note that we can
reobtainf by capping offf̂ with dotted digon foams. Any polynomialp ∈ Iλµ ⊆ Iλ acting onf

also acts on̂f . So, if we know thatpf̂ = 0, then it follows thatpf = 0.
Thus, without loss of generality, assume thatns = 0. We are now going to show thatIλ

annihilatesKS.
As follows from Definition in (3.8.1),Iλ is generated by the elementary symmetric polynomials

er(xi1 , . . . , xim), for the following values ofm andr.

m = 2n+ 1 ; r > 2n− 2,
m = 2n+ 2 ; r > 2n− 4,
...

...
...

m = 3n− 1 ; r > 2,
m = 3n ; r > 0.
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Note that form = 3n, we simply get all completely symmetric polynomials of positive degree in
the variablesx1, . . . , xd. Any such polynomialp annihilates any foamf ∈ uKv, because by the
complete symmetry ofp, the dots can all be moved to the three facets around one singular edge.
The relations (Dot Migration) then show thatp kills f .

Now supposem = 3n − ℓ, for ℓ > 0. So we must haver > 2ℓ. The argument we are going
give does not depend on the particular choice ofi1, . . . , im ⊆ {1, 2, . . . , d}, so, without loss of
generality, let us assume that(i1, . . . , im) = (1, . . . , m).

Let f be any foam inuKv.
First assume thatℓ = 1, then we have

er(x1, . . . , xd−1)f

=− er−1(x1, . . . , xd−1)xdf

=er−2(x1, . . . , xd−1)x
2
df

...

=(−1)rxrdf.

All these equations follow from the fact that, for anyj > 0, we have

ej(x1, . . . , xd) = ej(x1, . . . , xd−1) + ej−1(x1, . . . , xd−1)xd,

and the fact thatej(x1, . . . , xd)f = 0, as we proved above in the previous case form = 3n. Since
in this case we haver > 2, we see that

(−1)rxrdf = 0,

by Relation (3D). This finishes the proof for this case.
In general, forℓ ≥ 1, we get thater(x1, . . . , xd−ℓ)f is equal to a linear combination of terms of

the form
xr1d−ℓ+1x

r2
d−ℓ+2 · · ·x

rℓ
d f,

with r1 + · · ·+ rℓ = r. Sincer > 2ℓ, there exists a1 ≤ j ≤ ℓ such thatrj > 2, in each term. So
each term killsf , by Relation (3D). This finishes the proof. �

Note that Lemma 3.8.1 shows that there is a well-defined homomorphism of graded algebras
cS : R

λ
µ → Z(KS), defined by

cS(p) = p1.

Similarly, there is a filtration preserving homomorphism

P µ → Z(GS)

defined byp 7→ p1. This homomorphism does not descend toRλ
µ, because the relations inGS are

deformations of those inKS, but the associated graded homomorphism mapsE(P µ) toE(Z(GS))
and we have

E(P µ1) = Rλ
µ1.

Before giving our following result, we recall that Brundan and Ostrik [18] showed that

dimH∗(Xλ
µ) = #Colλµ.

They actually gave a concrete basis, but we do not need it here.
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Lemma 3.8.2.We have
dimZ(GS) = #Colλµ.

Proof. Let J be any state-string satisfying condition (3.7.1). We define

(3.8.3) zJ =
∑

u∈BS

∑

T

eu,T ∈ GS,

where the second sum is over all 3-colourings ofu extendingJ .
First we show thatzJ ∈ Z(GS). For anyu, v ∈ BS, let f ∈ uGv. Choose two arbitrary

compatible colouringsT1 andT2 of u andv, respectively. Assume thateT1feT2 6= 0. Then we have

zJeT1feT2 =

{
eT1feT2 , if T1 extendsJ,

0, else.

We also have

eT1feT2zJ =

{
eT1feT2 , if T2 extendsJ,

0, else.

This shows thatzJ ∈ Z(GS), becauseT1 andT2 are compatible, and soT1 extendsJ if and only if
T2 extendsJ .

Note that ∑

J

zJ = 1 and zJzJ ′ = δJ,J ′zJ .

In particular, thezJ ’s are linearly independent.

For any state-stringJ satisfying condition (3.7.1), the central idempotentzJ belongs toP µ1. In
order to see this, first note that, for anyu ∈ BS, the element

zJ1u =
∑

T extends J

eu,T ,

belongs toP µ1u. This holds, because only the colours of the boundary edges of u are fixed. We
can sum over all possible 3-colourings of the other edges, which implies that these edges only
contribute a factor1 to zJ1u. Furthermore, we see thatzJ1u = pJ1u, for a fixed polynomial
pJ ∈ P

µ, i.e. pJ is independent ofu. Therefore, we have

zJ =
∑

u∈BS

pJ1u = pJ1 ∈ P
µ1.

It remains to show thatZ(GS)zJ = CzJ . Let z ∈ Z(GS). By the orthogonality of Gornik’s
symmetric idempotents, we have

z =
∑

u,T

eu,Tzeu,T .

By Theorem 3.5.10, we know that

eu,T zeu,T = λu,T (z)eu,T ,

for a certainλu,T (z) ∈ C. Therefore, we have

z =
∑

u,T

λu,T (z)eu,T ∈
⊕

u,T

Ceu,T .
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By Lemma 3.7.4, we know thatzJ 6= 0. This shows that

{zJ | J satisfying condition (3.7.1)}

forms a basis ofZ(GS). By Proposition 3.7.2, the claim of the lemma follows. �

Theorem 3.8.3.The degree preserving algebra homomorphism

cS : R
λ
µS
→ Z(KS)

is an isomorphism.

Proof. In Corollary 3.11.11 it will be shown that

dimH∗(Xλ
µS
) = dimZ(KS),

so it suffices to show thatcS is injective.
Lemma 3.8.1 shows that (as graded complex algebras)

Rλ
µ1 ⊂ Z(KS).

As already mentioned above, Brundan and Ostrik [18] showed that

H∗(Xλ
µ)
∼= Rλ

µ

as graded complex algebras.
The proof of Lemma 3.8.2 shows that the filtration preservinghomomorphism

P µ → Z(GS),

defined byp 7→ p1, is surjective. Note theE(·) is not a map. However, a filtered algebraA and its
associated gradedE(A) are isomorphic as vector spaces. In particular, they satisfy

dimA = dimE(A).

Therefore, sincep 7→ p1 is a surjection of vector spaces, we have

dimZ(GS) = dimE(Z(GS)) = dimE(P µ1) = dimP µ1.

Recall thatE(P µ1) = Rλ
µ1 anddimZ(GS) = dimRλ

µ. This shows

dimRλ
µ1 = dimP µ1 = dimZ(GS) = dimRλ

µ,

which implies that the mapcS is injective. �

3.9. Web algebras and the cyclotomic KLR algebras: Howe duality.Our main references for
Howe duality are [41] and [42], where the reader can find the proofs of the results, which we recall
below, and other details.

Let us briefly explain Howe duality.10 The two natural actions ofGLm = GL(m,C) and of
GLn = GL(n,C) onCm ⊗ Cn commute and the two groups are each others commutant. We say
that the actions ofGLm andGLn areHowe dual.

More interestingly, their actions on the symmetric powers

Sp (Cm ⊗ Cn)

and on the alternating powers
Λp (Cm ⊗ Cn)

10We follow Kamnitzer’s exposition in “The ubiquity of Howe duality”, which is online available at
https://sbseminar.wordpress.com/2007/08/10/the-ubiquity-of-howe-duality/.
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are also Howe dual, for anyp ∈ N. These are called thesymmetricand theskewHowe duality of
GLm andGLn, respectively. In this thesis, we are only considering the skew Howe duality.

The skew Howe duality implies that we have the following decomposition into irreducible
GLm ×GLn-modules.

(3.9.1) Λp (Cm ⊗ Cn) ∼=
⊕

λ

Vλ ⊗Wλ′ ,

whereλ ranges over all partitions withp boxes and at mostm rows andn columns andλ′ is the
transpose ofλ.

HereVλ is the unique irreducibleGLm-module of highest weightλ andWλ′ is the unique irre-
ducibleGLn-module of highest weightλ′.

Without giving a full proof of (3.9.1), which can be found in Section 4.1 of [41], we note that it
is easy to write down the highest weight vectors in the decomposition of

Λp (Cm ⊗ Cn) .

Define
ǫij = ǫi ⊗ ǫj ,

for any1 ≤ i ≤ m and1 ≤ j ≤ n. Here theǫi and theǫj are the canonical basis elements ofCm

andCn respectively. Letλ be one of the highestGLm weights in (3.9.1). Writeλ = (λ1, . . . , λm)
with n ≥ λ1 ≥ λ2 ≥ · · · ≥ λm ≥ 0. Then

vλ,λ′ = (ǫ11 ∧ · · · ∧ ǫ1λ1) ∧ (ǫ21 ∧ · · · ∧ ǫ2λ2) ∧ (ǫm1 ∧ · · · ∧ ǫmλm)

= ±
(
ǫ11 ∧ · · · ∧ ǫλ′11

)
∧
(
ǫ12 ∧ · · · ∧ ǫλ′22

)
∧
(
ǫ1n ∧ · · · ∧ ǫλ′nn

)

is a highestGLm×GLn weight. By convention, we exclude factorsǫij for whichλi = 0 orλ′j = 0.
Now restrict toSLm and assume thatp = mk, for somek ∈ N. By Schur’s lemma, the

decomposition in (3.9.1) implies that

(3.9.2) InvGLm
(Λp (Cm ⊗ Cn)) ∼= HomSLm

(C,Λp (Cm ⊗ Cn)) ∼= W(km),

whereC denotes the trivial representation.
Decompose

Cn ∼= Cǫ1 ⊕ Cǫ2 ⊕ · · · ⊕ Cǫn

into its one-dimensionalgln-weight spaces. Then we have

(3.9.3) Λp (Cm ⊗ Cn) ∼=
⊕

(p1,...,pn)∈Λ(n,p)
Λp1 (Cm)⊗ Λp2 (Cm)⊗ · · · ⊗ Λpn (Cm)

asGLm × T -modules, whereT is the diagonal torus inGLn.

This decomposition implies that

(3.9.4) InvSLm
(Λp1 (Cm)⊗ Λp2 (Cm)⊗ · · · ⊗ Λpn (Cm)) ∼= W (p1, . . . , pn),

whereW (p1, . . . , pn) denotes the(p1, . . . , pn)-weight space ofW(km).

It is worth noting that Cautis has written down aq-version of skew Howe duality in Section 6.1
in [20] (see also [22]). We do not recall his general explanation here.

Instead, in the next section, we use Kuperberg’s webs to givea q-version of the isomorphism
in (3.9.4), forUq(sl3) andUq(gln) with n = 3k andk ∈ N arbitrary but fixed.
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We also categorify this instance ofq-skew Howe duality, as we will explain after the next sec-
tion.

3.10. Web algebras and the cyclotomic KLR algebras: The uncategorified story.

3.10.1. Enhanced sign sequences.In this section we slightly generalise the notion of a sign se-
quence/string. We call this generalisationenhanced sign sequenceor enhanced sign string. Note
that, with a slight abuse of notation, we useŜ for sign strings andS for enhanced sign string
throughout the whole section.

Definition 3.10.1. An enhanced sign sequence/stringis a sequenceS = (s1, . . . , sn) with entries
si ∈ {◦,−1,+1,×}, for all i = 1, . . . n. The corresponding weightµ = µS ∈ Λ(n, d) is given by
the rules

µi =





0, if si = ◦,

1, if si = 1,

2, if si = −1,

3, if si = ×.

LetΛ(n, d)3 ⊂ Λ(n, d) be the subset of weights with entries between0 and3. Recall thatΛ(n, d)1,2
denotes the subset of weights with only1 and2 as entries.

Let n = d = 3k. For any enhanced sign stringS such thatµS ∈ Λ(n, n)3, we defineŜ to
be the sign sequence obtained fromS by deleting all entries that are equal to◦ or× and keeping
the linear ordering of the remaining entries. Similarly, for anyµ ∈ Λ(n, n)3, let µ̂ be the weight
obtained fromµ by deleting all entries which are equal to0 or 3. Thus, ifµ = µS, for a certain
enhanced sign stringS, thenµ̂ = µŜ. Note thatµ̂ ∈ Λ(m, d)1,2, for a certain0 ≤ m ≤ n and
d = 3(k − (n−m)).

Note that for any semi-standard tableauT ∈ Std(3k)
µ , there is a unique semi-standard tableau

T̂ ∈ Std
(3k−(n−m))
µ̂ , obtained by deleting any cell inT whose label appears three times and keeping

the linear ordering of the remaining cells within each column.
Conversely, letµ′ ∈ Λ(m, d)1,2, withm ≤ n andd = 3(k − (n−m)). In general, there is more

than oneµ ∈ Λ(n, n)3 such that̂µ = µ′, but at least one. Choose one of them, sayµ0. Then, given

anyT ′ ∈ Std
(3k−(n−m))
µ′ , there is a uniqueT ∈ Std(3k)

µ0
such thatT̂ = T ′.

The construction ofT is as follows. Suppose thati is the smallest number such that(µ0)i = 3.

(1) In each columnc of T ′, there is a unique vertical position such that all cells above that
position have label smaller thani and all cells below that position have label greater thani.
Insert a new cell labeledi precisely in that position, for each columnc.

(2) In this way, we obtain a new tableau of shape(3k−(n−m)+1). It is easy to see that this new
tableau is semi-standard. Now apply this procedure recursively for eachi = 1, . . . , n, such
that(µ0)i = 3.

(3) In this way, we obtain a tableauT of shape(3k). Since in each step the new tableau that
we get is semi-standard, we see thatT belongs toStd(3k)

µ0
.

Note also that̂T = T ′. This shows that for a fixedµ ∈ Λ(n, n)3, we have a bijection

Std(3k)
µ ∋ T ←→ T̂ ∈ Std

(3k−(n−m))
µ̂ .
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Given an enhanced sign sequenceS, such thatµS ∈ Λ(n, n)3, we define

WS =WŜ.

In other words, as a vector spaceWS does not depend on the◦ and×-entries ofS. However, they
do play an important role below. Similarly, we define

BS = BŜ and KS = KŜ.

3.10.2. An instance ofq-skew Howe duality.LetV(3k) be the irreducibleUq(gln)-module of highest
weight(3k). By restriction,V(3k) is also aUq(sln)-module and, since it is a weight representation,
it is a U̇(sln)-module, too. It is well-known (see [37] and [87]) for example) that

dimV(3k) =
∑

µ∈Λ(n,n)3

#Std(3k)
µ .

Note that a tableau of shape(3k) can only be semi-standard if its filling belongs toΛ(n, n)3, so
strictly speaking we could drop the3-subscript. More precisely, if

V(3k) =
⊕

µ∈Λ(n,n)3

V(3k)(µ)

is theUq(gln)-weight space decomposition ofV(3k), then

dimV(3k)(µ) = #Std(3k)
µ .

Note that the action ofUq(gln) onV(3k) descends toSq(n, n) and recall that there exists a surjective
algebra homomorphism

ψn,n : U̇(sln)→ Sq(n, n).

The action ofU̇(sln) onV(3k) is equal to the pull-back of the action ofSq(n, n) viaψn,n.
Define

W(3k) =
⊕

S∈Λ(n,n)3

WS.

Below, we will show thatSq(n, n) acts onW(3k). Pulling back the action viaψn,n, we see that
W(3k) is aU̇(sln)-module. We will also show that

W(3k)
∼= V(3k)

asSq(n, n)-modules, and therefore also asU̇(sln)-modules, and thatWS corresponds to theµS-
weight space ofV(3k).

Let us define the aforementioned left action ofSq(n, n) onW(3k). The reader should compare
this action to the categorical action on the objects in Section 4.2 in [79]. Note that our conventions
in this thesis are different from those in [79].

Definition 3.10.2. Let

φ : Sq(n, n)→ EndC(q)

(
W(3k)

)
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be the homomorphism ofC(q)-algebras defined by glueing the following webs on top of the ele-
ments inW(3k).

1λ 7→

λ1 λ2 λn

E±i1λ 7→

λ1 λi−1 λi λi+1

λi±1 λi+1∓1

λi+2 λn

We use the convention that vertical edges labeled 1 are oriented upwards, vertical edges labeled
2 are oriented downwards and edges labeled 0 or 3 are erased. The orientation of the horizontal
edges is uniquely determined by the orientation of the vertical edges. With these conventions, one
can check that the horizontal edge is always oriented from right to left forE+i and from left to
right forE−i.

Furthermore, letλ ∈ Λ(n, n) and letS be any sign string such thatµS ∈ Λ(n, n)3. For any
w ∈ WS, we define

φ(1λ)w = 0, if µS 6= λ.

By φ(1λ)w we mean the left action ofφ(1λ) on w. In particular, for anyλ > (3k), we have
φ(1λ) = 0 in EndC(q)

(
W(3k)

)
.

Let us give two examples to show how these conventions work. We only write down the relevant
entries of the weights and only draw the important edges. We have

E+11(22) 7→

2 2

3 1

E−2E+11(121) 7→

1 2 1

2 0 2

Remark3.10.3. Note that the introduction of enhanced sign strings is necessary for the definition
of φ to make sense. Although as a vector spaceWS does not depend on the entries ofS which are
equal to◦ or×, theSq(n, n)-action onWS does depend on them.

Remark3.10.4. A more general version of the mapφ was studied later in the paper [22] by Cautis,
Kamnitzer and Morrison.

Lemma 3.10.5.The mapφ in Definition 3.10.2 is well-defined.

Proof. It follows immediately from its definition thatφ preserves the three relations (3.4.3), (3.4.4)
and (3.4.5).
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Checking case by case, one can easily show thatφ preserves (3.4.6) by using the relations (3.2.3),
(3.2.4) and (3.2.5). We do just one example and leave the other cases to the reader. The figure below
shows the image of the relation

E1E−11(21) − E−1E11(21) = 1(21)

underφ.

2 1

2 1

−

2 1

2 1

=

2 1

2 1

This relation is exactly the third Kuperberg relation in (3.2.5). �

Lemma 3.10.6.The mapφ gives rise to an isomorphism

φ : V(3k) →W(3k)

of Sq(n, n)-modules.

Proof. Note that the empty webwh = w(3k), which generatesW(×k,◦2k) ∼= C(q), is a highest weight
vector.

The mapφ induces a surjective homomorphism ofSq(n, n)-modules

φ : Sq(n, n)1(3k) →W(3k),

defined by
φ(x1(3k)) = φ(x)wh.

As we already remarked above, we have

dimV(3k) =
∑

µS∈Λ(n,n)3

#Std(3k)
µS

=
∑

µS∈Λ(n,n)3

dimWS = dimW(3k).

Therefore, we have
V(3k) ∼= φ (Sq(n, n))wh ∼= W(3k),

which finishes the proof.

It is well-known that
V(3k) ∼= Sq(n, n)1(3k)/(µ > (3k)),

where(µ > (3k)) is the ideal generated by all elements of the formx1µy1(3k), with x, y ∈ Sq(n, n)
andµ is some weight greater than(3k). This quotient ofSq(n, n) is an example of a so calledWeyl
module. We see that the kernel ofφ is also equal to(µ > (3k)). �

We want to explain two more facts about the isomorphism in Lemma 3.10.6, which we will need
later.

Recall that there is an inner product onV(3k). First of all, there is aC-linear andq-antilinear
involution onC(q) determined by

aqn = aq−n,
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for anya ∈ C. Herea denotes the complex conjugate ofa. Recall Lusztig’sq-antilinear (antilinear
means w.r.t. to the involution above) algebra anti-involution τ onSq(n, n) defined by

τ(1λ) = 1λ, τ(1λ+αi
Ei1λ) = q−1−λi1λE−i1λ+αi

, τ(1λE−i1λ+αi
) = q1+λi1λ+αi

Ei1λ.

Theq-Shapovalov form〈 · , · 〉 onV(3k) is the uniqueq-sesquilinear form such that

(1) 〈vh, vh〉 = 1, for a fixed highest weight vectorvh.
(2) 〈xv, v′〉 = 〈v, τ(x)v′〉, for anyx ∈ Sq(n, n) and anyv, v′ ∈ V(3k).
(3) f〈v, v′〉 = 〈vf, v′〉 = 〈v, v′f〉, for anyf ∈ C(q) and anyv, v′ ∈ V(3k).

We can also define an inner product onW(3k), using the Kuperberg bracket. LetS be any

enhanced sign stringS, such thatµS ∈ Λ(n, n)3. Denote the length of the sign strinĝS by ℓ(Ŝ).

Definition 3.10.7. Define theq-sesquilinearnormalised Kuperberg formby

• 〈wh, wh〉 = 1, for a fixed highest weight vectorwh.
• 〈u, v〉 = qℓ(Ŝ)〈u∗v〉Kup, for anyu, v ∈ BS.
• 〈f(q)u, g(q)v〉 = f(q)g(q)〈u, v〉, for anyu, v ∈ BS andf(q), g(q) ∈ C(q).

The following lemma motivates the normalisation of the Kuperberg form.

Lemma 3.10.8.The isomorphism ofSq(n, n)-modules

φ : V(3k) →W(3k)

is an isometry.

Proof. First note that
〈(E±iu)

∗v〉Kup = 〈u
∗E∓iv〉Kup,

for anyu, v ∈ WS and anyi = 1, . . . , n, which is exactly (2) from above. This shows that the
result of the lemma holds up to normalisation.

Our normalisation of the Kuperberg form matches the normalisation of theq-Shapovalov form.
One can easily check this case by case. Let us just do two examples. Leti = 1. Then one has
E11(a,b,...) = 1(a+1,b−1,...)E1. If (a, b, . . .) ∈ Λ(n, n)3 such thata− b = −1, then

ℓ((̂a, b)) = ℓ( ̂(a+ 1, b− 1)),

whereℓ indicates the length of the sign sequence. This matches

τ(E11(a,b)) = 1(a,b)E−1.

If (a, b) = (2, 1), thenE11(2,1,...) = 1(3,0,...)E1. Note that

ℓ( ̂(2, 1, . . .)) = ℓ( ̂(3, 0, . . .)) + 2.

This+2 cancels exactly with the−2, which appears as the exponent ofq in

τ(E11(2,1,...)) = q−21(2,1,...)E−1.

�

We will need one more fact aboutφ. For anyi = 1, . . . , n and anya ∈ N, let

E
(a)
±i =

Ea
±i

[a]!
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denote thedivided powerin Sq(n, n). Recall the following relations for the divided powers.

E
(a)
±i E

(b)
±i 1λ =

[
a+ b
a

]
E

(a+b)
±i 1λ,(3.10.1)

E
(a)
+i E

(b)
−i 1λ =

min(a,b)∑

j=0

[
a− b+ λi − λi+1

j

]
E

(b−j)
−i E

(a−j)
+i 1λ,(3.10.2)

E
(b)
−iE

(a)
+i 1λ =

min(a,b)∑

j=0

[
b− a− (λi − λi+1)

j

]
E

(a−j)
+i E

(b−j)
−i 1λ.(3.10.3)

Here[a]! denotes thequantum factorialand

[
a
b

]
denotes thequantum binomial.

The images of the divided powers under

φ : Sq(n, n)→ End(W(3k))

are easy to compute. For example, we have (for simplicity, weonly draw two of the strands and
writeE = E+i)

φ(E21(0,2)) =

0 2

1 1

2 0

=

◦−

◦ −

= [2]

◦−

◦ −

.

Therefore, we get

φ(E(2)1(0,2)) =

◦−

◦ −

.

Another interesting example is

φ(E21(0,3)) =

0 3

1 2

2 1

= [2]

+−

◦ ×

,

which shows that

φ(E(2)1(03)) =

+−

◦ ×

.

The final example we will consider isφ(E(3)1(0,3)). We see that

φ(E31(0,3)) =

0 3

1 2

2 1

3 0

=

× ◦

◦ ×

= [3]!

× ◦

◦ ×

.
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Thus, we have

φ(E(3)1(0,3)) =

× ◦

◦ ×

,

which is the unique empty web from(◦,×) to (×, ◦).
Note that (3.10.2) and (3.10.3) imply that, for anya ∈ N, we have

(3.10.4) E
(a)
−i E

(a)
+i 1(...,0,a,...) = 1(...,0,a,...) and E

(a)
+i E

(a)
−i 1(...,a,0,...) = 1(...,a,0,...)

in Sq(n, n). Similarly, letSq(n, n)/I, whereI denotes the two-sided ideal generated by all1µ such
thatµ > (3k). Again by (3.10.2) and (3.10.3), we have

(3.10.5) E
(3−a)
−i E

(3−a)
+i 1(...,a,3,...) = 1(...,a,3,...) and E

(3−a)
+i E

(3−a)
−i 1(...,3,a,...) = 1(...,3,a,...)

in Sq(n, n)/I. One can check thatφ maps the two sides of the equations in (3.10.4) and (3.10.5) to
isotopic diagrams. For example,φ maps

E
(2)
− E

(2)
+ 1(0,2) = 1(0,2)

to
◦ −

− ◦

◦ −

=

◦ −

◦ −

.

Remark3.10.9. Let
W Z

(3k) =
⊕

µS∈Λ(n,n)3

W Z
S

be the integral form. Then the remarks above show that the action in Definition 3.10.2 restricts to
a well-defined action ofSZ

q (n, n) onW Z
(3k). Therefore, the isomorphism in Lemma 3.10.6 restricts

to a well-defined isomorphism between the integral forms

V Z
(3k)
∼= W Z

(3k).

The proof of the following lemma is based on an algorithm, which we callenhanced inverse
growth algorithm. The result is needed later to show surjectivity in Theorem 3.11.8.

Lemma 3.10.10.Let S be any enhanced sign string such thatµS ∈ Λ(n, n)3. For anyw ∈ BS,
there exists a product of divided powersx, such that

φ(x1(3k)) = w.

Proof. Choose anyw ∈ BS. We considerw ∈ BS
(×k,◦2k), i.e. a non-elliptic web with (empty)

lower boundary determined by(×k, ◦2k) and upper boundary determined byS. Expressw using
the growth algorithm, in an arbitary way. Suppose there arem steps in this instance of the growth
algorithm. The elementx is built up inm + 2 steps, i.e. an initial step, one step for each step in
the growth algorithm, and a last step. During the construction ofx, we always keep track of the◦s
and×s. At each step the strands ofw are numbered according to their position inx.
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If theH, Y or arc-move is applied to two non-consecutive strands, we first have to apply some
divided powers, as in (3.10.4) and (3.10.5), to make them consecutive. Letxk ∈ Sq(n, n) be the
element assigned to thek-th step and letµk be the weight after thek-step, i.e.xk = 1µk−1xk1µk .
The elementx we are looking for is the product of allxk.

(1) Takex0 = 1µS .
(2) Suppose that thek-th step in the growth algorithm is applied to the strandsi and i +

r, for somer ∈ N>0. This means that the entries ofµk−1 satisfyµj ∈ {0, 3}, for all
j = i + 1, . . . , i + r − 1. Let x′k be the product of divided powers which “swap” the
(µi+1, . . . , µi+r−1) andµi+r. So, we first swapµi+r−1 andµi+r, thenµi+r−2 andµi+r etc.
Now, the rule in the growth algorithm, still corresponding to thek-th step, can be applied
to the strandsi andi+ 1.

(3) Suppose that it is anH-rule. If the bottom of theH is a pair (up-arrow down-arrow),
then takexk = x′kE+i. If the bottom of theH is a pair (down-arrow up-arrow), then take
xk = X ′

kE−i.
(4) Suppose that the rule, corresponding to thek-th step in the growth algorithm, is aY -rule.

If the bottom strand ofY is oriented downward, then takexk = x′kE−i. If it is oriented
upward, takexk = x′kE+i. Note that these two choices are not unique. They depend on
where you put0 or 3 in µk. The choice we made corresponds to taking(µki , µ

k
i+1) = (2, 0)

in the first case and(µki , µ
k
i+1) = (1, 3) in the second case. Other choices would be perfectly

fine and would lead to equivalent elements inSq(n, n)1(3k)/(µ > (3k)).
(5) Suppose that the rule, corresponding to thek-th step in the growth algorithm, is an arc-

rule. If the arc is oriented clockwise, takexk = x′kE
(2)
−i . If the arc is oriented counter-

clockwise, takexk = x′kE−i. Again, these choices are not unique. They correspond to
taking(µki , µ

k
i+1) = (3, 0) in both cases.

(6) After them-th step in the growth algorithm, which is the last one, we obtain µm, which
is a sequence of3s and0s. Letxm+1 be the product of divided powers which reorders the
entries ofµm, so thatµm+1 = (3k).

(7) Takex = 1µSx1x2 · · ·xm+11(3k) ∈ Sq(n, n). Note thatx is of the formEi1(3k).

From the analysis of the images of the divided powers underφ, it is clear that

φ(x) = w.

�

We do a simple example to illustrate Lemma 3.10.10. Let

w =

1 1 1

Then the algorithm in the proof of Lemma 3.10.10 gives

x = 1(111)E−1E−2E−11(300),
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or as a picture (read from bottom to top)
1 1 1

E−1

2 0 1
E−2

2 1 0
E−1

3 0 0

.

We are now ready to start explaining the categorified story.

3.11. Web algebras and the cyclotomic KLR algebras: And its categorification. Let us denote
withKS-pModgr the category of all finite dimensional, projective, unitary, gradedKS-modules and
K⊕

0 (KS) = K⊕
0 (KS-pModgr) its split Grothendieck group. Recall that aunitarymodule is one on

which the identity ofKS acts as the identity operator. In what follows, it will sometimes be useful
to consider homomorphisms of arbitrary degree, so we define

HOMB(M,N) =
⊕

t∈Z
homB(M,N{t}),

for any finite dimensional, associative, unital, graded algebraB and any finite dimensional, unitary,
gradedB-modulesM andN . Note that for almost allt ∈ Z we have homB(M,N{t}) = {0}, so
HOMB(M,N) is still finite dimensional.

Moreover, we need the following notions throughout the restof the section.
Suppose thatS is an enhanced sign string such thatµS ∈ Λ(n, n)3. For anyu ∈ BS, let

Pu =
⊕

w∈BS

wKu.

Then we have
KS =

⊕

u∈BS

Pu,

and soPu is an object inKS-pModgr, for anyu ∈ BS. Note that, for anyu, v ∈ BS, we have

HOM(Pu, Pv) ∼= uKv,

where an element inu′Kv′ acts onPu by composition on the left-hand side.
Similarly, we can define

uP =
⊕

w∈BS

uKw,

which is a right graded, projectiveKS-module.

Remark3.11.1. Just one warning. The reader should not confusePu with Pu,T in Section 3.5.

3.11.1. The definition ofW(3k). Recall thatS denotes an enhanced sign string. Define

K(3k) =
⊕

µS∈Λ(n,n)3

KS

and
W(3k) = K(3k)-pModgr

∼=
⊕

µS∈Λ(n,n)3

KS-pModgr.
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The main goal of this section is to show that there exists a categoricalU(sln)-action onW(3k) and
that

W(3k)
∼= V(3k)

asU(sln)-2-representations as explained in Section 4.4.
This will imply that

K⊕
0 (W(3k)) ∼= V Z

(3k).

Note that
K⊕

0 (W(3k)) ∼=
⊕

µS∈Λ(n,n)3

K⊕
0 (KS).

We will show that this corresponds exactly to theUq(gln)-weight space decomposition ofV(3k). In
particular, this will show that

(3.11.1) K⊕
0 (KS) ∼= WS,

for any enhanced sign sequenceS such thatµS ∈ Λ(n, n)3.

First, we have to recall the definitions ofsweetbimodules.

3.11.2. Sweet bimodules.Note that the following definitions and results are thesl3-analogues of
those in Section 2.7 in [53].

Definition 3.11.2. Given ringsR1 andR2, a (R1, R2)-bimoduleN is calledsweetif it is finitely
generated and projective as a leftR1-module and as a rightR2-module.

If N is a sweet(R1, R2)-bimodule, then the functor

N ⊗R2 − : R2-Mod → R1-Mod

is exact and sends projective modules to projective modules. Given a sweet(R1, R2)-bimoduleM
and a sweet(R2, R3)-bimoduleN , then the tensor productM⊗R2N is a sweet(R1, R3)-bimodule.

LetS andS ′ be two enhanced sign strings. ThenB̂S′

S denotes the set of all webs whose boundary
is divided into a lower part, determined byS, and an upper part, determined byS ′. Here we mean
one diagram when we say web, not a linear combination of diagrams. LetBS′

S ⊂ B̂S′

S be the subset
of non-elliptic webs.

For anyw ∈ B̂S′

S , define a finite dimensional, graded(KS′, KS)-bimoduleΓ(w) by

Γ(w) =
⊕

u∈BS′ ,v∈BS

uΓ(w)v,

with

uΓ(w)v = F
c(u∗wv){n},

wheren is the length ofS ′. The left and right actions ofKS onΓ(w) are defined by applying the
multiplication foam in 3.5.3 to

rKu ⊗ uΓ(w)v → rΓ(w)v and uΓ(w)v ⊗ vKr → uΓ(w)r.

Let w ∈ B̂S′

S . Thenw = c1w1 + · · · + cmwm, for certainwi ∈ BS′

S andci ∈ N[q, q−1]. Since all
relations which are satisfied by the Kuperberg bracket have categorical analogues for foams, this
shows that

Γ(w) ∼= c1Γ(w1)⊕ · · · ⊕ cmΓ(wm),
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where the multiplication by theci is interpreted in the usual way using direct sums and grading
shifts.

We have the following analogue of Proposition 3 in [53].

Proposition 3.11.3.For anyw ∈ B̂S′

S , the graded(KS′ , KS)-bimoduleΓ(w) is sweet.

Proof. As a leftKS-module, we have

Γ(w) ∼=
⊕

v∈BS

Γ(w)v,

where
Γ(w)v =

⊕

u∈BS′

uΓ(w)v.

So, as far as the left action is concerned, it suffices to show thatΓ(w)v is a left projectiveKS′-
module. Note that, as a leftKS′-module, we have

Γ(w)v ∼=
⊕

u∈BS′

F0(wv).

Thenwv = c1u1 + · · ·+ c1um, for certainui ∈ BS′ andci ∈ N[q, q−1]. By the remarks above, this
means that

F0(wv) ∼= c1Pu1 ⊕ · · · ⊕ cmPum,

which proves thatΓ(w) is projective as a leftKS′-module.
The proof thatΓ(w) is projective as a rightKS-module is similar. �

It is not hard to see that (see for example [53]), for anyw ∈ B̂S′

S andw′ ∈ B̂S′′

S′ , we have

(3.11.2) Γ(ww′) ∼= Γ(w)⊗KS′ Γ(w
′).

Lemma 3.11.4.Letw,w′ ∈ B̂S′

S . An isotopy betweenw andw′ induces an isomorphism between
Γ(w) andΓ(w′). Two isotopies betweenw andw′ induce the same isomorphism if and only if they
induce the same bijection between the connected componentsofw andw′.

Lemma 3.11.5.Letw,w′ ∈ B̂S′

S and letf ∈ Foam0
3(w,w

′) be a foam of degreet. Thenf induces
a bimodule map

Γ(f) : Γ(w)→ Γ(w′)

of degreet.

Proof. Note that, for anyu ∈ BS′ andv ∈ BS, the foamf induces a linear map

F0(1u∗f1v) : F
0(u∗wv)→ F0(u∗w′v),

by glueing1u∗f1v on top of any element inF0(u∗wv) = Foam0
3(∅, u

∗wv). This map has degreet,
e.g. the identity has degree0 because the multiplication inKS is degree preserving. By taking the
direct sum over allu ∈ BS′ andv ∈ BS, we get a linear map

Γ(f) : Γ(w)→ Γ(w′).

The shifts in the definition ofΓ(w) andΓ(w′), given by the lengthn of w and the lengthm of w′,
imply thatdeg Γ(f) = t.
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The fact thatΓ(f) is a leftKS-module map follows from the following observation. For any
u ∈ BS andv ∈ BS′ , the linear mapF0(1u∗f1v) corresponds to the linear map

Foam0
3(u, wv)→ Foam0

3(u, w
′v)

determined by horizontally composing withf1v on the right-hand side. This map clearly commutes
with any composition on the left-hand side.

Analogously, the linear mapF0(1u∗f1v) corresponds to the linear map

Foam0
3(w

∗u, v)→ Foam0
3((w

′)∗u, v)

determined by horizontally composing withf ∗1u on the left-hand side. This map clearly commutes
with any composition on the right-hand side.

These two observations show thatΓ(f) is a(KS′, KS)-bimodule map. �

It is not hard to see that, for anyf ∈ Foam0
3(w,w

′) andg ∈ Foam0
3(w

′, w′′), we have

Γ(fg) = Γ(f)Γ(g).

Similarly, for any givenu1, u2 ∈ B̂S′

S andu′1, u
′
2 ∈ B̂S′′

S′ and any givenf ∈ Foam0
3(u1, u2) and

f ′ ∈ Foam0
3(u

′
1, u

′
2), we have a commuting square

Γ(u1u
′
1)

Γ(f◦f ′)
//

∼=
��

Γ(u2u
′
2)

∼=
��

Γ(u1)⊗KS′ Γ(u
′
1)

Γ(f)⊗Γ(f ′)
// Γ(u2)⊗KS′ Γ(u

′
2)

where the vertical isomorphisms are as in (3.11.2).

3.11.3. The categoricalS(n, n)-action onW(3k). We are now going to use sweet bimodules to
define a categorical action ofS(n, n) onW(3k) in the sense of Section 4.4. For the definition of
this action, we will considerS(n, n) to be a monoidal category rather than a 2-category. Like
always, everything should be strict. The reader should compare this to Section 4.1.

Definition 3.11.6. On objects:The categorical action of any objectEi1λ in S(n, n) onW(3k) is
defined by tensoring with the sweet bimodule (see Proposition 3.11.3)

Γ
(
φ
(
Ei1λ

))
.

Recall thatφ : Sq(n, n)→ EndC(q)(W(3k)) was defined in Definition 3.10.2.

On morphisms: We give a list of the foams associated to the generating morphisms ofS(n, n).
Applying Γ to these foams determines the natural transformations associated to the morphisms of
S(n, n).

As before, we only draw the most important part of the foams, omitting partial identity foams.
Note our conventions.

(1) We read the regions of the morphisms inS(n, n) from right to left and the morphisms
themselves from bottom to top.

(2) The corresponding foams we read from bottom to top and from front to back.
(3) Vertical front edges labeled1 are assumed to be oriented upward and vertical front edges

labeled2 are assumed to be oriented downward.
(4) The convention for the orientation of the back edges is precisely the opposite.
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(5) A facet is labeled 0 or 3 if and only if its boundary has edges labeled 0 or 3.

In the list below, we always assume thati < j. Finally, all facets labeled 0 or 3 in the images
below have to be erased, in order to get real foams. For anyλ > (3k), the image of the elementary
morphisms below is taken to be zero, by convention.

i,λ

7→

λi λi+1

i,λ

7→

λi λi+1

i,i,λ

7→ −

λi λi+1

i,i+1,λ

7→ (−1)λi+1

λi λi+1 λi+2

i+1,i,λ

7→

λi λi+1 λi+2

i,j,λ

7→

λi λi+1 λj λj+1

j,i,λ

7→

λi λi+1 λj λj+1

i,λ

7→

λi λi+1
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i,λ

7→ (−1)⌊
λi
2
⌋+⌈λi+1

2
⌉

λi λi+1

i,λ

7→ (−1)⌈
λi
2
⌉+⌊λi+1

2
⌋

λi λi+1

i,λ

7→

λi λi+1

Proposition 3.11.7.The formulas in Definition 3.11.6 determine a well-defined graded categorical
action ofS(n, n) onW(3k) in the sense of Section 4.4.

Proof. A tedious but straightforward case by case check, for each generating morphism and eachλ
which give a non-zero foam, shows that each of the foams in Definition 3.11.6 has the same degree
as the elementary morphism inS(n, n) to which it is associated. Note that it is important to erase
the facets labeled 0 or 3, before computing the degree of the foams. We do just one example here.
We have

i,(12)

7→ −

1 2

0 3
= f and deg(

i,(12)

) = 2.

We see thatf has one facet labeled 0 and another labeled 3, so those two facets have to be erased.
Therefore,f has 12 vertices, 14 edges and 3 faces, i.e.

χ(f) = 12− 14 + 3 = 1.

The boundary off has 12 vertices and 12 edges, so

χ(∂f) = 12− 12 = 0.

Note that the two circular edges do not belong to∂f , because the circular facets have been removed.
In this section we draw the foams horizontally, sob is the number of horizontal edges at the top
and the bottom off , which go from the front to the back. Thus, forf we have

b = 4.

Altogether, we get
q(f) = 0− 2 + 4 = 2.

In order to show that the categorical action is well-defined,one has to check that it preserves all
the relations in Definition 3.4.9. Modulo 2 this was done in the proof of Theorem 4.2 in [77]. At
the time there was a small issue about the signs in [60], whichprevented the author to formulate
and prove Theorem 4.2 in [77] overC. That issue has now been solved (see [79] and [61] for
more information) and in this thesis we use the sign conventions from [79], which are compatible
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with those from [61]. We laboriously checked all these relations again, but now overC and with
the signs above. The arguments are exactly the same, so let usnot repeat them one by one here.
Instead, we first explain how we computed the signs for the categorical action above and why they
give the desired result overC. After that, we will do an example. For a complete case by case
check, we refer to the arguments used in the proof of Theorem 4.2 in [77]. The reader should
check that our signs above remove the sign ambiguities in that proof.

One can compute the signs above as follows. First check the relations only involving strands of
one colour, i.e. thesl2-relations. The first thing to notice is that the foams in the categorical action
do not satisfy relation (3.4.20); for allλ, which give a non-zero foam, the sign is wrong. Therefore,
one is forced to multiply the foam associated to

i,i,λ

by−1, for all λ.
After that, compute the foams associated to the degree zero bubbles (real bubbles, not fake

bubbles) and adjust the signs of the images of the left cups and caps accordingly. This way, most
of the signs of the images of the left cups and caps get determined. The remaining ones can be
determined by imposing the zig-zag relations in (3.4.8) and(3.4.9).

Of course, one could also choose to adjust the signs of the images of the right cups and caps.
That would determine a categorical action that is naturallyisomorphic to the one in this thesis.

After these signs have been determined, one can check that all sl2-relations are preserved by the
categorical action.

The next and final step consists in determining the signs of

i,j,λ

,

for i 6= j. First one can check that cyclicity is already preserved. The relations in (3.4.11) are
preserved by the corresponding foams, which are all isotopic, with our sign choices for the foams
associated to the left cups and caps. Therefore, cyclicity does not determine any more signs.

The relations in (3.4.21) are preserved on the nose, fori = j and|i − j| > 1. For |i − j| = 1,
they are only preserved up to a sign. Note that, since the corresponding foams are all isotopic, the
signs actually come from the sign choice for the foams associated to the left cups and caps. Thus,
whenever the total sign in the image of (3.4.21) becomes negative, one has to change the sign of
one of the two crossings (not of both of course). Our choice has been to change the sign of the
foam associated to

i,i+1,λ

,

whenever necessary. Any other choice, consistent with all the previous sign choices, leads to a
naturally isomorphic categorical action. It turns out thatthe sign has to be equal to(−1)λi+1 , after
checking for allλ.

After this, one can check that all relations involving two orthree colours are preserved by the cat-
egorical action. Note that we have not specified an image for the fake bubbles. As stressed repeat-
edly in [60], fake bubbles do not exist as separate entities.They are merely formal symbols, used
as computational devices to keep the computations involving real bubbles tidy and short. As we
are usingsl3-foams in this thesis, most of the dotted bubbles are mapped to zero. Therefore, under
the categorical action it is very easy to convert the fake bubbles in the relations in Definition 3.4.9
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into linear combinations of real bubbles, using the infiniteGrassmannian relation (3.4.18). Thus,
there is no need to use fake bubbles in this thesis.

Finally, let us do two examples; one involving only one colour and another involving two
colours.

The left side of the equation in (3.4.17), fori = 1 andλ = (1, 2) (the other entries are omitted
for simplicity), becomes

1 2

2 1

1 2

= −

1 2

2 1

1 2

3 0

2 1
−

1 2

2 1

1 2
2 1

.

This foam equation is precisely the relation (SqR). Note that the signs match perfectly, because we
have

sign

(

i,(12)

)
= + and sign

(

i,(12)

)
= −.

The equation in (3.4.22), for(i, j) = (1, 2) andλ = (121) (the other entries are omitted for
simplicity), becomes

1 2 1

2 2 0

1
3

3 =

1 2 1

2 2 0

3

•
−

1 2 1

2 2 0

3

•
.

To see that this holds, apply the (RD) relation to the foam on the l.h.s., in order to remove the disc
bounded by the red singular circle on the middle sheet. �

LetWh
∼= C be the unique indecomposable, projective, gradedK(×k ,◦2k)-module of degree zero.

Recall thatK(×k,◦2k) is generated by the empty diagram, soWh is indeed one-dimensional. It is the
categorification ofwh, the highest weight vector inW(3k).

Note that we can pull back the categorical action onW(3k) via

Ψn,n : U(sln)→ S(n, n).

We are now able to prove one of our main results. Recall thatV is any additive, idempotent
complete category, which allows an integrable, graded categorical action byU(sln) in the sense of
Section 4.4.

Theorem 3.11.8.There exists an equivalence of categoricalU(sln)-representations

Φ: V(3k) →W(3k).
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Proof. As we already mentioned above, we have

EndW
(3k)

(Wh) ∼= C.

LetQ be any indecomposable object inW(3k). There exists an enhanced sign stringS such thatQ
belongs toKS-pModgr. Therefore, there exists a basis webw ∈ BS and at ∈ Z, such thatQ is a
graded direct summand ofPw{t}. Without loss of generality, we may assume thatt = 0.

By Lemma 3.10.10 and Proposition 3.11.7, there exists an object ofX in S(n, n) such thatQ
is a direct summand ofXWh. This holds, because iṅS(n, n), the Karoubi envelope ofS(n, n),
the divided powers correspond to direct summands of ordinary powers. For more details on the
categorification of the divided powers see [60] and [62].

Proposition 3.4.15 now proves the existence ofΦ. �

An easy consequence of Theorem 3.11.8 is the following.

Corollary 3.11.9. By Theorem 3.11.8, theSZ
q (n, n)-module map

K⊕
0 (Φ) : K

⊕
0 (V(3k))→ K⊕

0 (W(3k))

is an isomorphism.

The following consequence of Theorem 3.11.8 is very important and we thank Ben Webster for
explaining its proof.

Proposition 3.11.10.The graded algebrasK(3k) andR(3k) are (graded) Morita equivalent.

Proof. We are going to show that, for each weightµS which shows up in the weight decompo-
sition of V(3k), the graded algebrasKS andR(µS − λ, λ) are Morita equivalent. This proves the
proposition after taking direct sums.

Let µS be a weight which shows up in the weight decomposition ofV(3k). Define

ΘµS =
⊕

i∈Seq(µS−λ)
EiWh ∈ KS-pModgr.

In the proof of Theorem 3.11.8, we already showed that every object inKS-pModgr is a direct
summand ofXWh for some objectX ∈ S(n, n). By the biadjointness of theEi andE−i in S(n, n)
and the fact thatWh is a highest weight object, it is not hard to see thatXWh itself is a direct
summand of a finite direct sum of degree shifted copies ofΘµS . This shows that every object in
KS-pModgr is a direct summand of a finite direct sum of degree shifted copies ofΘµS . Since
KS is a finite dimensional, complex algebra, every finite dimensional, gradedKS-module has a
projective cover and is therefore a quotient of a finite direct sum of degree-shifted copies ofΘµS .
This shows thatΘµS is a projective generator ofKS-Modgr.

Theorem 3.11.8 also shows that

EndKS
(ΘµS)

∼= R(µS − λ, λ)

holds.
By a general result due to Morita, it follows that the above observations imply thatKS and

R(µS − λ, λ) are Morita equivalent. For a proof see Theorem 5.55 in [99], for example. �

We can draw two interesting conclusions from Proposition 3.11.10.
In [17], Brundan and Kleshchev defined an explicit isomorphism between blocks of cyclotomic

Hecke algebras and cyclotomic KLR-algebras. Theorem 3.2 in[14] implies that the center of
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the cyclotomic Hecke algebra, which under Brundan and Kleshchev’s isomorphism correponds to

R(µS − λ, λ), has the same dimension asH∗(X
(3k)
µS ).

Corollary 3.11.11. The center ofKS is isomorphic to the center ofR(µS − λ, λ). In particular,
we have

dimZ(KS) = dimZ(R(µS − λ, λ)) = dimH∗(X(3k)
µS

).

Proof. We only have to prove the first statement, which follows from the well-known fact that
Morita equivalent algebras have isomorphic centers. For a proof see for example Corollary 18.42
in [71]. �

In Theorem 3.8.3 we used Corollary 3.11.11 to give an explicit isomorphism

H∗(X(3k)
µS

)→ Z(KS).

Remark3.11.12. Just for completeness, we remark that the aforementioned results in [14] and [17]
together with the results in [15], which we have not explained, imply that

H∗(X(3k)
µS

) ∼= Z(R(µS − λ, λ)),

so we have not proved anything new aboutZ(R(µS − λ, λ)).

Another interesting consequence of Proposition 3.11.10 isthe following.

Corollary 3.11.13.KS is a graded cellular algebra.

Proof. In Corollary 5.12 in [43], Hu and Mathas proved thatR(µS − λ, λ) is a graded cellular
algebra.

In [67], König and Xi showed that “being a cellular algebra”is a Morita invariant property,
provided that the algebra is defined over a field whose characteristic is not equal to two. Moreover,
as we explained in Section 4.7, this is also true in the gradedsetting.

These results together with Proposition 3.11.10 prove thatKS is a graded cellular algebra. �

The precise definition of a graded cellular algebra can be found in [43] or Section 4.7. In
a follow-up paper, we intend to discuss the cellular basis ofKS in detail and use it to derive
further results on the representation theory ofKS. For an isotopy invariant, homogeneous basis
see Section 3.12.

Remark3.11.14. Corollary 3.11.13 is thesl3 analogue of Corollary 3.3 in [19], which proves that
Khovanov’s arc algebraHm is a graded cellular algebra. Compare also to the Example 4.7.3.

It is “easy” to give a cellular basis ofHm. The proof of cellularity follows from checking a small
number of cases by hand. ForKS, we tried to mimick that approach, but had to give up because
the combinatorics got too complex.

3.11.4. The Grothendieck group ofW(3k). Recall thatW Z
S has an inner product defined by the

normalised Kuperberg form (see Definition 3.10.7). TheEuler form

〈[P ], [Q]〉 = dimq HOM(P,Q)

defines aZ[q, q−1]-sesquilinear form onK⊕
0 (KS).

Lemma 3.11.15.LetS be an enhanced sign sequence. Take

γS : W
Z
S → K⊕

0 (KS)
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to be theZ[q, q−1]-linear map defined by

γS(u) = [Pu],

for anyu ∈ BS. ThenγS is an isometric embedding.
This implies that theZ[q, q−1]-linear map

γW =
⊕

µ(S) : Λ(n,n)3

γS

defines an isometric embedding

γW : W Z
(3k) → K⊕

0 (W(3k)).

Proof. Note that the normalised Kuperberg form, because of the relations 3.2.3, 3.2.4 and 3.2.5,
and the Euler form are non-degenerate. For any pairu, v ∈ BS, we have

dimq HOM(Pu, Pv) = dimq uKv = qℓ(Ŝ)〈u∗v〉.

The factorqℓ(Ŝ) is a consequence of the grading shift in the definition ofuKv.
Thus,γS is an isometry. Since the normalised Kuperberg form is non-degenerate, this implies

thatγS is an embedding. �

Remark3.11.16. It is well-known thatK⊕
0 (KS) is the freeZ[q, q−1]-module generated by the iso-

morphism classes of the indecomposable, projectiveKS-modules (see Example 4.2.5). In Section
5.5 in [90], Morrison and Nieh showed thatPu is not necessarily indecomposable (see also [97]).
This is closely related to the contents of Remark 3.2.6, as Morrison and Nieh showed. Therefore,
the surjectivity ofγW is not immediately clear and we need the results of the previous sections to
establish it below.

Thesl2 case is much simpler. The projective modules analogous to thePu are all indecompos-
able. See Proposition 2 in [53] for the details.

Theorem 3.11.17.The map
γW : W Z

(3k) → K⊕
0 (W(3k))

is an isomorphism ofSZ
q (n, n)-modules.

This also implies that, for each sign stringS, the map

γS : W
Z
S → K⊕

0 (KS)

is an isomorphism.

Proof. The proof of the theorem is only a matter of assembling already known pieces.
By Proposition 3.11.7,γW intertwines theSZ

q (n, n)
∼= K⊕

0 (Ṡ(n, n)) actions.
We already know thatγW is an embedding, by Lemma 3.11.15.
Note that, by Theorem 3.4.14, Lemma 3.10.6 and Corollary 3.11.9, we have the following com-

muting square

V Z
(3k)

γV //

φ

��

K⊕
0 (V(3k))

K⊕
0 (Φ)

��
W Z

(3k) γW
// K⊕

0 (W(3k))
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We already know thatγV , φ andK⊕
0 (Φ) are isomorphisms. Therefore,γW has to be an isomor-

phism. This shows thatKS indeed categorifies theµS-weight space ofV(3k).
Recall that we have not explained the definition ofγV nor Rouquier’s definition ofΦ. However,

for general reasons,γV has to send the highest weight vectorvh ∈ V
Z
(3k) to the class of the highest

weight object inV(3k) andΦ has to send that highest weight object to the highest weight object in
W(3k). This shows that the images of the highest weight vectorvh ∈ V

Z
(3k) around the two sides of

the square are equal. Since all maps involved areSZ
q (n, n) intertwiners, it follows that the square

indeed commutes. �

A good question is how to find the graded, indecomposable, projective modules ofKS. Before
answering that question, we need a result on the 3-colourings of webs.

Letw ∈ BS. Recall that there is a bijection between the flows onw and the3-colourings ofw,
as already mentioned in Remark 3.2.2. Call the 3-colouring corresponding to the canonical flow
of w, thecanonical 3-colouring, denotedTw.

Lemma 3.11.18.Letu, v ∈ BS. If there is a 3-colouring ofv which matchesTu and a 3-colouring
of u which matchesTv on the common boundaryS, thenu = v.

Proof. This result is a direct consequence of Theorem 3.2.5. Recallthat there is a partial order
on flows, and therefore on 3-colourings by Remark 3.2.2. Thisordering is induced by the lexico-
graphical order on the state-strings onS, which are induced by the flows. Note that two matching
colourings ofu andv have the same order, by definition. On the other hand, Theorem3.2.5 im-
plies that any 3-colouring ofu, respectivelyv, has order less than or equal to that ofTu andTv
respectively. Therefore, if there exists a 3-colouring ofv matchingTu, the order ofTu must be less
or equal than that ofTv.

Thus, if there exists a 3-colouring ofv matchingTu and a 3-colouring ofu matchingTv, then
Tu andTv must have the same order. This implies thatu = v, because canonical 3-colourings
are uniquely determined by their order and the corresponding canonical flows determine the cor-
responding basis webs uniquely by the growth algorithm. �

Proposition 3.11.19.For eachu ∈ BS, there exists a unique graded, indecomposable, projective
KS-moduleQu, such that

Pu ∼= Qu ⊕
⊕

Jv<Ju

d(S, Ju, Jv) Qv.

HereJu is the state string associated to the canonical flow onu, the coefficientsd(S, Ju, Jv) belong
to N[q, q−1] and indicate direct sums and degree shifts as usual, and the state strings are ordered
lexicographically.

Note that we need a lot of the results from the Sections 3.5, 3.8 and 3.11 to prove the proposition.

Proof. Let u ∈ BS. Then there is a complete decomposition of1u into orthogonal, primitive
idempotents

1u = e1 + · · ·+ er.

By Theorem 4.8.4 and Corollary 4.8.5, we can lift this decomposition toGS. We do not introduce
any new notation for this lift, trusting that the reader willnot get confused by this slight abuse of
notation.
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Let zu ∈ Z(GS) be the central idempotent corresponding toJu, as defined in the proof of
Lemma 3.8.2. We claim that there is a unique1 ≤ i ≤ r, such that

(3.11.3) zuej = δijzu1u,

for any1 ≤ j ≤ r.
Let us prove this claim. Note that

(3.11.4) zu1u = eu,Tu ,

whereTu is the canonical colouring ofu, i.e.Ju only allows one compatible colouring ofu, which
is Tu. Sinceeu,Tu 6= 0, courtesy of Lemma 3.5.11, this implies that

(3.11.5) zuuGu = uGuzu = zuuGuzu = eu,TuGSeu,Tu
∼= C,

by Theorem 3.5.10.
We also see that there has to exist at least one1 ≤ i0 ≤ r such thatzuei0 6= 0. Then, by (3.11.5),

there exists a non-zeroλi0 ∈ C, such that

zuei0 = λi0zu1u = λi0eu,Tu.

For any1 ≤ i, j ≤ r, we have

zueizuej = z2ueiej = zuδijei.

This implies thati0 is unique andλi0 = 1. In order to see that this is true, suppose there exist
1 ≤ i0 6= j0 ≤ r such thatzuei0 6= 0 andzuej0 6= 0. By (3.11.5), there exist non-zeroλi0 , λj0 ∈ C
such that

zuei0 = λi0zu1u and zuej0 = λj0zu1u.

However, this is impossible, because we get

zuei0zuej0 = λi0λj0zu1u 6= 0,

which contradicts the orthogonality ofzuei0 andzuej0 .
Thus, for eachu ∈ BS, there is a unique primitive idempotenteu ∈ EndC(Pu) that is not

killed by zu, when lifted toGS. We defineQu to be the corresponding graded, indecomposable,
projectiveKS-module

Qu = KSeu,

which is clearly a direct summand ofPu = (KS)1u.

Let us now show that, for anyu, v ∈ BS, we have

Qu
∼= Qv ⇔ u = v.

If u = v, we obviously haveQu
∼= Qv. Let us prove the other implication. SupposeQu

∼= Qv.
From the above, recall thateu andev can be lifted toGS. By a slight abuse of notation, call these
lifted idempotentseu andev again. We have

zueu = eu,Tu 6= 0 and zvev = ev,Tv 6= 0.

SinceQu
∼= Qv, we then also have

zuev 6= 0 and zveu 6= 0.

This can only hold ifTu gives a 3-colouring ofv andTv a 3-colouring ofu. By Lemma 3.11.18,
this implies thatu = v.
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Since

rkZ[q,q−1]K
⊕
0 (KS) = rkZ[q,q−1]W

Z
S = #BS,

by Theorem 3.11.17, the above shows that

{[Qu] | u ∈ BS}

is a basis of the freeZ[q, q−1]-moduleK⊕
0 (KS). For anyu, v ∈ BS, we have

zu1u = zueu and zv1u = 0, if Jv > Ju.

The second claim follows from the fact that there are no admissible 3-colourings ofu greater than
Ju. The proposition now follows. �

Remark3.11.20. Proposition 3.11.19 proves the conjecture about the decomposition of1u, which
Morrison and Nieh formulate in their Conjectures 5.14 and 5.15 in [90] and in the text below them.

Before giving the last result of this section, we briefly recall some facts about thedual canonical
basisof W Z

S . For more details see [34] and [57]. There exists aq-antilinear involutionψ̃ on V Z
S

(in [34] and [57] this involution is denotedψ′ andΦ, respectively). For any sign stringS and any
state stringJ , there exists a unique elementeS♥J ∈ V

Z
S which is invariant under̃ψ and such that

(3.11.6) eS♥J = eSJ +
∑

J ′<J

c(S, J, J ′)eSJ ′ ,

with c(S, J, J ′) ∈ qZ[q]. Note thatq = v−1 in [34] and [57]. TheeSJ are the elementary tensors,
which were defined in 3.2.5. The basis

{
eS♥J
}

is called thedual canonical basisof V Z
S . Restriction

to the dominant closed paths(S, J) gives the dual canonical basis ofW Z
S (see Theorem 3 in [57]

and the comments below it).
We have not given a definition of̃ψ, but we note that̃ψ is completely determined by Proposition

2 in [57], i.e. we recall the following.

Proposition 3.11.21.(Khovanov-Kuperberg) Each basis webw ∈ BS is invariant underψ̃.

The above definition is hard to check directly for{[Qu] | u ∈ BS}. Therefore, let us recall
Webster’s [116] very general definition of a canonical basisof a freeZ[q, q−1]-moduleM . Our q
corresponds toq−1 in [116]. A pre-canonical structureonM is a choice of the following.

• A q-antilinear “bar involution”ψ : M →M .
• A sesquilinear inner product〈−,−〉 : M ×M → Z((q)).
• A “standard basis”{ac}c∈C with partially ordered index set(C,<) such that

(3.11.7) ψ(ac) ∈ ac +
∑

c′<c

Z[q, q−1]ac′.

A basis{bc}c∈C is calledcanonicalif the following is satisfied.

(1) Each vectorbc is invariant underψ.
(2) Each vectorbc belongs toac +

∑
c′<c Z[q, q

−1]ac′ .
(3) The vectorsbc arealmost orthonormalin the sense that

(3.11.8) 〈bc, bc′〉 ∈ δc,c′ + qZ[q].
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If a canonical basis exists, for a given pre-canonical structure, then it is unique by Theorem 26.3.1
in [76]. In particular, the dual canonical basis is “canonical” in the above sense, w.r.t. to a pre-
canonical structure which we will discuss below. We note that the same basis can be canonical
w.r.t. different pre-canonical structures.

Let us show now how Lusztig’s canonical basis onV Z
(3k)
∼= K⊕

0 (V(3k)) is mapped to a basis in

W Z
(3k)
∼= K⊕

0 (W(3k)), which is also canonical according to Webster’s definition.After doing that,
we will prove that the latter basis is exactly the dual canonical basis defined in [33] and [57].

First the pre-canonical structures.
• As Brundan and Kleshchev showed in [17] and Webster recalledin 1.2 in [116], the bar

involution onK⊕
0 (V(3k)) is induced by Khovanov and Lauda’s [60] contravariant functor

ψ : R(3k) → R(3k),

given by reflecting the diagrams in thex-axis and inverting their orientation. On objects
this functor sendsFi{t} toFi{−t}.

Using our equivalence
Φ: V(3k) →W(3k)

from Theorem 3.11.8, we get a contravariant functor

ψ : W(3k) →W(3k)

given by reflecting the foams in the verticalyz-plane, i.e. the plane parallel to the front and
the back of the foams in Definition 3.11.6, and inverting the orientation of their edges.

We have
ψ(Pu) ∼= Pu, for any non-elliptic webu.

It might seem confusing thatPu is again a left and not a rightK(3k)-module. The reason
is that anyf ∈ K(3k) acts onψ(Pu) by multiplication on the right withψ(f). Sinceψ is
contravariant, this gives a left action again.

Using the isomorphism

ψ : W Z
(3k) → K⊕

0 (W(3k))

to pull backK⊕
0 (ψ), we get a bar involution onW Z

(3k)
which fixes the non-elliptic webs.

By Proposition 3.11.21, we see that this bar involution is equal toψ̃.
• As remarked by Webster in the introduction of [116], the inner product onK⊕

0 (V(3k)) is
given by the Euler form

〈[P ], [Q]〉 = dimq (HOM(P,Q)) .

Pulling back the Euler form via the isomorphism

γ : V Z
(3k) → K⊕

0 (V(3k))

gives theq-Shapovalov form.
Our isomorphism

K⊕
0 (Φ) : K

⊕
0 (V(3k))→ K⊕

0 (W(3k))

from Theorem 3.11.17 is an isometry intertwining the Euler forms. Furthermore, the Euler
form on the latter Grothendieck group corresponds to the normalised Kuperberg form on
W Z

(3k), by Lemma 3.10.8.
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• For our purpose, we are only interested in a standard basis ofK⊕
0 (W(3k)). We take{[Pu]},

where theu are the non-elliptic webs inW Z
(3k). The partial ordering is given by the lexi-

cographical ordering of the state-strings for eachS. By Proposition 3.11.21, we see that
{[Pu]} satisfies (3.11.7).

Now, let us have a look at the canonical bases inK⊕
0 (V(3k)) andK⊕

0 (W(3k)), which both satisfy
Webster’s definition.

(1) The canonical basis elements inK⊕
0 (V(3k)) are the classes of the indecomposable projective

R(3k)-modules, with their gradings suitably normalized (which is all that we need). These
elements correspond precisely to Lusztig’s canonical basis elements inV Z

(3k), as shown by
Brundan and Kleshchev [17]. In particular, they satisfy thethree conditions for a canonical
basis in Webster’s list.

Our equivalence in Theorem 3.11.8 maps the indecomposable objects inV(3k) to the
indecomposable objects inW(3k), which we had calledQu. In particular, this shows that
ψ̃([Qu]) = qa[Qu] for some suitable valuea. Since, isomorphisms on Grothendieck groups
intertwine theψ̃, we see thatqa[Qu] is ψ̃ invariant. But since, as a consequence of the
Propositions 3.11.19 and 3.11.21,[Qu] is alreadyψ̃ invariant, we see thata = 0.

(2) The[Qu] also satisfy the second condition in Webster’s list, as follows from inverting the
change of basis matrix in Proposition 3.11.19.

(3) The third condition in Webster’s list, for the[Qu], follows from the fact that Lusztig’s
canonical basis elements[Pu] satisfy that condition and the fact that the isomorphism

K⊕
0 (Φ) : K

⊕
0 (V(3k))→ K⊕

0 (W(3k)),

with Φ as in Theorem 3.11.17, maps Lusztig’s canonical basis isometrically onto{Qu}.

Theorem 3.11.22.The basis
{[Qu] | u ∈ BS}

corresponds to the dual canonical basis ofInv(V Z
S ), under the isomorphisms

Inv(V Z
S )
∼= W Z

S
∼= K⊕

0 (KS).

Proof. The remarks above prove that{[Qu] | u ∈ BS} is a canonical basis in the sense of Webster’s
definition. What remains to be proven, is that it is exactly the dual canonical basis defined by
Frenkel, Khovanov and Kirillov Jr. [34] (and in Theorem 3 in [57]).

As we demonstrated above, the bar involution onK⊕
0 (W(3k)) is exactly the bar involution for

the dual canonical basis in [34] and [57].
As we will explain below, the normalised KuperbergZ[q, q−1]-sesquilinear form onK⊕

0 (W(3k)),
given in Definition 3.10.7 and denoted by〈−,−〉Kup in this proof, is exactly the one corresponding
to the pre-canonical structure used in [34] and [57].

Since there is at most one canonical basis for any given pre-canonical structure onK⊕
0 (W(3k)),

this proves that the two bases are equal.

For completeness, let us explain why〈−,−〉Kup is exactly equal to theZ[q, q−1]-sesquilinear
inner product that is usedimplicitly in [34] and [57]. The form that is usedexplicitly in [34]
and [57] is actually Lusztig’sZ[q, q−1]-bilinear form, denoted(−,−)Lusz in this proof and defined
in Section 19.1.1 in [76] for irreducible modules and extended factorwise to tensor products in
Section 27.3 of that same book.
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Therefore, we first have to recall how theZ[q, q−1]-bilinear forms from above are related to
Z[q, q−1]-sesquilinear forms. Given aZ[q, q−1]-bilinear form (−,−) on V Z

S , we can define a
Z[q, q−1]-sesquilinear form onV Z

S which isZ[q, q−1]-antilinear in the first variable, by

(3.11.9) 〈x, y〉 = (ψ̃(x), y),

where ψ̃ is theZ[q, q−1] anti-involution mentioned above. This is exactly how Khovanov and
Lauda defined theirZ[q, q−1]-sesquilinear form oṅU(sln) in Definition 2.3 in [60].

We do not compute the action of̃ψ on the elementary tensorseSJ explicitly in this thesis. As
we will show below, theeSJ are orthonormal w.r.t.(−,−)Lusz. Therefore, it is easier to show
that(−,−)Lusz is equal to theZ[q, q−1]-bilinear form coming from Kuperberg’s bracket, which we
denote by(−,−)Kup in this proof, than to compare the correspondingZ[q, q−1]-sesquilinear forms
directly. Just for the record, we remark that〈−,−〉Lusz is not equal to the factorwiseq-Shapovalov
form, which is part of the pre-canonical structure for Lusztig’s canonical basis ofV Z

S (see Theorem
3.10 in [116]).

Let us recall the definition of(−,−)Lusz on an irreducible weighṫUZ(sl3)-moduleV Z with
highest weight vectorvh. We follow Khovanov and Lauda’s normalisation from Proposition 2.2
in [60]. Lusztig’sZ[q, q−1]-bilinear form onV Z is uniquely determined by the properties below.

• (vh, vh)Lusz = 1.
• (ux, y)Lusz = (x, ρ(u)y)Lusz.
• (y, x)Lusz = (x, y)Lusz, for anyx, y ∈ V Z and anyu ∈ U̇

Z(sl3).

Hereρ is theZ[q, q−1]-linear anti-involution onU̇Z(sl3) defined by

ρ(Ei) = q−1K−1
i E−i, ρ(E−i) = q−1KiEi, ρ(K

±1
i ) = K±1

i .

Let (−,−)Lusz also denote theZ[q, q−1]-bilinear inner product onV Z
S obtained by taking factorwise

the above form onV Z
si

, for i = 1, . . . , ℓ(S).
Before we can compute the inner product of the elementary tensors, we first have to compute

(−,−)Lusz onV Z
+ andV Z

− . Let e+1 be the highest weight vector ofV+, of weight(1, 0), and define

e+0 = E−1(e
+
1 ) and e+−1 = E−2(e

+
0 ).

Note thate+0 ande+−1 are of weight(−1, 1) and(0,−1) respectively. Similarly, lete−1 be the highest
weight vector ofV Z

− , of weight(0, 1), and define

e−0 = E−2(e
−
1 ) and e−−1 = E−1(e

−
0 ).

Note thate+0 ande+−1 are of weight(1,−1) and(−1, 1) respectively. Using the rules above, we get

(e±i , e
±
j )Lusz = δij.

OnV Z
S , we now get

(3.11.10) (eSJ ′ , eSJ ′′)Lusz = δJ ′,J ′′ ,

for any elementary tensorseSJ ′ andeSJ ′′ .
Note that both(−,−)Lusz and (−,−)Kup areZ[q, q−1]-bilinear and symmetric. Therefore, in

order to show that they are equal, it suffices to show that we have

(wSJ , w
S
J )Lusz = (wSJ , w

S
J )Kup,

for anywSJ ∈ BS.
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LetwSJ ∈ BS be arbitrary and write

wSJ = eSJ +
∑

J ′<J

c(S, J, J ′)eSJ ′ ,

as in Theorem 3.2.5. Then, by (3.11.10), we get

(3.11.11) (wSJ , w
S
J )Lusz = 1 +

∑

J ′<J

c(S, J, J ′)2.

Finally, let us compute(wSJ , w
S
J )Kup. By (3.11.9), we see that

(wSJ , w
S
J )Kup = 〈wSJ , w

S
J 〉 = qℓ(S)〈(wSJ )

∗wSJ 〉Kup.

The first equality follows from Proposition 3.11.21. Now consider the way in which the coefficients
c(S, J, J ′) change under the symmetryx 7→ x∗, for x anyY , cup or cap with flow. Comparing the
corresponding weights in (3.2.11) and (3.2.12), we get

weight(x∗) = q−(ℓ(t(x))−ℓ(b(x)))weight(x).

wheret(x) andb(x) are the top and bottom boundary ofx. Recall also that the canonical flow on
wSJ has weight 0 (see Lemma 3.2.4). It follows that

(wSJ , w
S
J̃
)Kup = qℓ(S)〈(wSJ )

∗wS
J̃
〉Kup

= qℓ(S)

(
q−ℓ(S) + q−ℓ(S)

∑

J ′<J

c(S, J, J ′)2

)

= 1 +
∑

J ′<J

c(S, J, J ′)2.

This finishes the proof that(−,−)Lusz = (−,−)Kup. �

3.12. An isotopy invariant basis. In the present section we define ahomogeneous, isotopy in-
variant basisof KS. Note that this section is not part of our paper [78] and that it splits into two
subsections.

To be more precise, we give a method for obtaining several different homogeneous bases in the
first subsection and explain how one can define at least one of them (by analgorithm) in anisotopy
invariantway in the second subsection. Note that the method follows a face removing convention,
motivated by the Kuperberg relations [70]. The algorithm makes a particular, isotopy invariant
choice, that we callpreferred. But the procedure that we explain works for anyfixedchoice of how
to remove faces as explained in Theorem 3.12.6.

This isotopy invariant basis is parametrised by flow lines, as we explain later in Theorem 3.12.15
and Corollary 3.12.16. Moreover, the whole discussion in this section also works for the more
general web algebraWc

S from Definition 3.5.1. And therefore for Gronik’s filtered algebraGS

defined in Definition 3.5.8.

The question can be explained as follows. Given an algebraA that is only defined by generators
and relation, e.g.KS, then it is not obvious what the dimension ofA is, how to find a basis ofA and
how to find a basis ofA with “good” structure coefficients (for example cellularity as described in
Section 4.7, e.g. Theorem 4.7.6).

In this section we answer the second question forKS and we conjecture that one of the bases
we define is a graded cellular basis related to the basis for the cyclotomic KLR-algebra defined
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by Hu and Mathas [43]. Recall thatKS andR(µS − λ, λ) are graded Morita equivalent as we
showed in Proposition 3.11.10. This, by Theorem 4.7.7 of König and Xi [67] and the discussion
in Section 4.7, shows thatK(3k) is a graded cellular algebra.

In the whole section letS denote a sign string of lengthn. Recall that ifu, v ∈ BS are two
non-elliptic webs with boundaryS, thenw = u∗v is the closed web obtained by glueingu∗ on top
of the webv. Moreover, recall thatuf denotes a webu with a flowf that extents tou. By a slight
abuse of notation, we use a similar notation for a closed webw with flow f , but in this case the
flow is closed and can be split into two flowsfu, fv that extent tou andv respectively and match
at the boundary. Recall that flows have a weight that can be read off locally. In most pictures we
use wt as a short hand notation for the weight.

We need some more terminology before we can start, i.e. in this section it is crucial to distinguish
three types of faces.

• Theexternal faceof w, i.e. the unbounded face around the webw.
• Thefacesof w, i.e. all bounded faces ofw.
• The internal facesof w, i.e. all bounded faces ofw = u∗v not intersecting the cut line.

For completeness, we note the following Proposition and a Corollary, i.e. the answer of question
one from above. It is important to note that the web algebra has itsq-degree shifted by{n}.

Proposition 3.12.1.Givenu, v ∈ BS, then theq-graded dimensiondimq of uKv is given by the
Kuperberg bracket, i.e.dimq(uKv) = qn · 〈u∗v〉Kup.

Proof. This was already implicit in Section 3.3 and Section 3.5, i.e. combine the notes below
Definition 3.3.2, Remark 3.3.3 and Lemma 3.5.7. �

Corollary 3.12.2. Let uBv be any homogeneous basis ofuKv and letw = u∗v. Then there is a
bijection of sets

{wf | weight off = k} = uF
k
v
∼= uB

−k+n
v = {b ∈ uBv | deg(b) = −k + n}.

Proof. This follows directly from Proposition 3.12.1 and the discussion in Section 3.2. �

Face removing algorithm.The definition below gives a procedure how to obtain for a given closed
webw = u∗v and a flowf of weightk on it an element inuKv of degree−k+n. By a slight abuse
of terminology, we call this procedure an algorithm, although we avoid to make some necessary
choices at this point. This inductive algorithm is called the face removing algorithm.

It is worth noting that the order in which we apply our local rules matters, since different orders
give rise to different foams, but can be any fixed order if not otherwise specified.

Definition 3.12.3. (Face removing algorithm)Given a closed basis webw = u∗v with any flow
f , denotedwf , we define a foamfwf

: ∅ → w ∈ uKv by a set of inductive, local rules beginning
with the identity foam ofw. Each rule corresponds to the removal of a circle, digon or a square
face by glueing an elementary foam to the bottom of the previous foam. This is done in a way that
is consistent with the flow until no more rules can be applied.
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The elementary foams, which determine the local rules, called circle, digon and square removals,
are depicted below. Thecircle removals(for both possible orientations of the web) are

wt=2

7−→ ∅

wt=0 wt=0

7−→ ∅

wt=0 wt=−2

7−→ ∅

wt=0

and thedigon removalsare

wt=1

7−→

wt=0

wt=−1

7−→

wt=0

wt=1

7−→

wt=0

wt=−1

7−→

wt=0

wt=1

7−→

wt=0

wt=−1

7−→

wt=0

and thevertical square removalsare

wt=0

7−→

wt=0

wt=0

7−→

wt=0

wt=0

7−→

wt=0

wt=0

7−→

wt=0

wt=0

7−→

wt=0

wt=0

7−→

wt=0

wt=0

7−→

wt=0

wt=0

7−→

wt=0

wt=0

7−→

wt=0

151



and thehorizontal square removalsare

wt=0

7−→

wt=0

wt=1

7−→

wt=1

wt=−1

7−→

wt=−1

wt=0

7−→

wt=0

wt=1

7−→

wt=1

wt=−1

7−→

wt=−1

wt=0

7−→

wt=0

wt=2

7−→

wt=2

wt=−2

7−→

wt=−2

It should be noted that none of the faces pictured above has tointersect the cut line, but we still
call the two different square removals usually vertical andhorizontal.

Furthermore, we call any fixed way in which this procedure is applied aremoval (of the faces)
of the webw.

Proposition 3.12.4.Letw = u∗v be a closed web. Letf be a flow onw of weightk. Moreover, fix
an order in which to remove the faces of the webw.

(a) The foamfwf
: ∅ → w ∈ uKv obtained from the face removing algorithm 3.12.3 has a

q-degree of−k + n.
(b) If u = v andf = c is the canonical flow, thenfwf

: ∅ → w ∈ uKu is the identity foam.

Proof. (a) The algorithm uses three different elementary foams, i.e. a circle removal, a digon
removal and a square removal. It is easy to check that theq-degree of these foams are−2,−1
and0 respectively. Note that the change of weight, as indicated in the figures in Definition 3.12.3,
correspond exactly to minus theq-degree of the associated foam. For example, the removal of a
circle with a counterclockwise flow lowers the weight by2 and the associated foam hasq-degree
−2. Hence, the resulting foamfwf

will be of theq-degree−k + n.
(b) First we prove that any removal ofwc is a combination of dot-free removal of circle and

digon faces and vertical removal of square faces (by which wemean a removal which leaves intact
the two sides of the square that lie perpendicular to the cut line) each of which intersects the cut
line. That is, faces removed in each step of the removal ofwc are as follows (the dashed line
represents the cut line in each figure).
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We proceed by induction on the number of steps in the removal of wc, i.e. we show that before
each step all faces with four or less edges lie on the cut line and the removal in each step is either
a dot-free removal of a circle or digon face or a vertical removal of a square face.

Sinceu is a non-elliptic web with boundary, at the initial step of the removal ofwc, all faces
with four sides or less must lie on the cut line. Hence, the face removed in this step is one which
intersects the cut line. In addition, since the flow onw = u∗u is canonical, we see that circle faces
in wc carry the following flow.

(3.12.1)

Moreover, digon faces ofwc must carry one of the following three flows.

(3.12.2)

And finally square faces ofwc must carry one of the flows shown below.

(3.12.3)

Thus, at the initial step of the procedure, a removal of a circle and digon face is dot-free and a
removal of a square face is vertical (for both orientations of the square).

Assume that in then-th step in the removal, all faces with four sides or less lie on the cut line and
the removal is either a dot-free removal of a circle face, a dot-free removal of a digon or vertical
removal of a square. In the case that the face removed in then-th step is a circle or a digon, faces
with four sides or less in the(n+ 1)-th step must again be on the cut line, since removal of circles
or digons on the cut line clearly do not affect the internal faces ofu andu∗. Otherwise, if the
face removed in then-th step is a square, we have two possibilities, either theF1 = F2 (i.e. it is
the external face ofw = u∗u or connects somewhere by crossing the cut line) orF1 andF2 are
different faces ofu andu∗ respectively. The result of removing this square face vertical is pictured
below.

F1

F2

7−→

F

In the former situation, removal of the square face has no affect on the internal faces ofu andu∗

and thus faces with four sides or less in the(n + 1)-th step must again be on the cut line. In the
latter situation, the removal of the square face results in the creation of a new face on the cut line.
Note that no other internal faces ofu andu∗ are affected. Here again, faces with four sides or less
in the(n+ 1)-th step must be on the cut line.
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Furthermore, beginning with a symmetric web with the canonical flow, then any removal of a
circle face, a digon face or the vertical removal of a square face on the cut line results in another
web with the canonical flow, due to locality of the removal conventions above. Thus, we see that
in the (n + 1)-th step, the faces on the cut line are again of the form in 3.12.1, 3.12.2 or 3.12.3.
That is, removal of circle and digon faces are dot-free and removal of square faces are vertical.

In the following, we consider the removal ofwc as a foam inuKu and denoted it byfwc
. Since in

the removal ofwc consists solely of dot-free removal of digon or circle facesor vertical removal of
square faces that intersect the cut line, we have thatfwc

is composed of the following local foams
(corresponding to one part of circle, digon and square ratemoval respectively). Note that we use
the alternative description of the foam space (see Lemma 3.5.7 for example).

From this we see thatfwc
must be the identity foam inuKu. �

Example3.12.5. We illustrate now that the order of removing faces is important, in contrast to
the Kuperberg bracket that is independent of the order of face removals. In particular, if one uses
different orders for different flows, then it can not be guaranteed that the resulting foams are linear
independent.

(a) Consider the theta webw1 and the two flows illustrated below.

Then there are two methods to remove the faces, i.e. from right to left or vice versa.
Removing the faces from right to left gives the left (right) foam illustrated below for the
left (right) flow.

In contrast, removing faces from left to right gives the following result.

Note that (b) of Proposition 3.12.4 is therefore not trivialbecause of the possible existence
of non-trivial idempotents.
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(b) Another example is the following. Consider the webw2 also called “square with digon
ears” and the two flows onw2 pictured below.

Removing faces from right to left and from left to right givesthe same foam (up to rotation).
The resulting foams are pictured below.

=

For the following theorem assume that one has afixedway how to remove faces in a fixed order
for anyclosed webw independent of flow lines. By a slight abuse of notation, we call this a fixed
way to remove webs. We give one isotopy invariant method to assign to eachw such an preferred
face removal later in Definition 3.12.12.

Theorem 3.12.6.The set of flows on a webw parametrises a basis forF(w), via the face removal
algorithm, if one uses the given fixed way to remove webs.

Proof. We proceed by induction on the number of faces ofw. In the case thatw is a set of circles,
it is easy to see that the flows onw parametrise a basis forF(w) by applying the cups from the
circle removals in Definition 3.12.3. Moreover, one easily shows that the claim is true for the theta
web (see Example 3.12.5 or Example 3.12.17). Note that the theta web has exactly two ways to
remove faces, i.e. from right to left or vice versa.

Suppose the claim is true for all closed webs with at mostn faces. Letw be a closed web with
n+ 1 faces. Without loss of generality, we can assume thatw contains no circles or theta webs.

Suppose the first step of the face removal algorithm is a digonremoval. The web without the
digon is calledw′ and hasn − 1 faces. Recall that the order of the faces inw′ is the same for all
flows (because we fixed a removal independent of flow lines). Aswe show in the pictures below,
given a flowf onw′, there are exactly two flows onw which give rise tof . The two possible flows
are pictured in the same column and there are three differentcases howf can interact withw′.

w′

w′

τ1 :

τ2 :

w′

w′

w′

w′

By induction, the flows onw′ parametrize a basis ofF(w′) via the face removal algorithm. Given a
flow onw′, the two compatible flows onw always give rise to two different digon removals shown
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below, i.e. either without or with a dot.

τ1 =

w

w′
τ2 =

w

w′

From Proposition 8 in [51] we haveF(w) ∼=φ F(w
′){1}⊕F(w′){−1}, where the isomorphismφ

is given by

F(w′){−1}
F(τ1)
−−−→ F(w) and F(w′){1}

F(τ2)
−−−→ F(w),

whereF(τ1) andF(τ2) are glued on the top ofF(w′). Hence, we conclude that flows onw
parametrise a basis forF(w) as desired.

Now suppose that the first step of the face removal algorithm is a square removal, resulting in
two new webswv, wh with possiblen − 2 faces (depending on the position of the external face
relatively to the square face).

There are two different square removals, each corresponding to either a vertical or horizontal
square removal in Definition 3.12.3. One checks that every flow on wv corresponds to exactly
one onw that is removed vertical and every flow onwh corresponds to exactly one onw that is
removed horizontal. As can be seen, all eighteen possible flows onw appear exactly once this way.
By induction and Proposition 9 in [51], i.e. given the two removals

τ1 =

w

wv
τ2 =

w

wh

one has an isomorphismF(w) ∼=φ F(w
v)⊕ F(wh), where the isomorphismφ is given by

F(wv)
F(τ1)
−−−→ F(w) and F(wh)

F(τ2)
−−−→ F(w),

whereF(τ1) andF(τ2) are glued on the top ofF(wv) orF(wh). This implies that the flows onw
parametrise a basis forF(w). �

Colouring of webs.We will proceed by giving a particular isotopy invariant method to remove
any closed web. We will call this procedurepreferred. We note that “isotopy invariance” is a
rather strong requirement. In order to obtain such a basis weneed some technical definitions and
lemmata, but the main idea is rather simple. We shortly explain it here and the reader may skip the
more technical points below on the first reading.

It should be noted that the face removing algorithm 3.12.3, as explained in Example 3.12.5,
dependson the order how to remove faces, but only forneighbouringfaces, as explained in
Lemma 3.12.14 below. Therefore, it suffices to give a face colouring of webs such that neigh-
bouring faces get different colours. Moreover, since a web is a special type of a trivalent graph, it
is possible to give a3-colouring(we call the colours1, 2, 3) of faces. Hence, we can summarise
the rest of the section in three sentences.

• We give in 3.12.7 an isotopy invariant method how to 2-colouredges of a closed webw.
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• This 2-colouring of the edges can be used to give a 3-colouring of the faces, as explained
in 3.12.12.
• Remove all available faces with thelowestnumber (colour) in any order using the face

removal convention 3.12.3.

We will use the 2-colouring below to fix a way to remove the faces of webs. It is worth noting
that this colouring has a very special property, i.e. itonly depends on the sign stringS. There-
fore, it gives rise to a 2-colouring that extends toany possible web with the boundary stringS.
It should be noted, as we explain in Remark 3.12.9, that this 2-colouring therefore has some-
how “anti-properties” of the canonical 2-colouring (the one induced by the canonical flow). See
Lemma 3.11.18.

Using Theorem 3.12.6, we note that this implies the existence of an isotopy invariant basis, since
the face removing algorithm 3.12.3 and the procedure 3.12.12 below are both isotopy invariant.

We need some terminology before we can start. Given a webw = u∗v we can split it into its
connected componentswcj , i.e. we can split a web withm such components as

w = wc1 ∐ · · · ∐ wcm.

We call the connected componentsnested of typek ≥ 0 and denote them bywcjk , using the follow-
ing inductive definition.

• The0-nested components are the webs incident to the external faceFext.
• Fork > 0, we call a componentk-nested, if it is incident to the external face after removing

all k′-nested components fork′ ≤ k − 1, but not after removing allk′-nested components
for k′ < k − 1.

The picture below illustrates the definition.

Fextwc10 wc41

wc52wc31

wc20

Moreover, given a 2-colouring (say with colours red and green) of the edges of a closed webw, we
call a faceF of w of typer, if all the edges of the face are red, and of typeg if at least one edge is
green. We denote them byFr or Fg respectively. The following pictures illustrate the notion.

Fg Fg Fr

It should be noted that this technical distinction between nested or non-nested is necessary as we
see later in Lemma 3.12.8. Moreover, the same lemma ensures that the algorithm from Defini-
tion 3.12.7 does not run into ambiguities.
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Definition 3.12.7. (Colouring of closed webs)We give an algorithm to produce a 2-colouring
(say with colours red and green) of the edges of a closed webw, such that at each vertex two red
edges and one green edge meet. We call this colouringpreferred. It should be noted that it is not
a priori clear why this procedure does not run into ambiguities. But this will never happen, see
Lemma 3.12.8. The same lemma ensures that the result at the end does not depend on the choices
involved.

The algorithm works as follows. First colourall 0-nested componentswcj0 by the following
procedure.

(1) At the initial stage, colour all edges of the external face ofwcj0 red.
(2) At thei-th stage we complete the colouring of the edges incident to the vertices ofwcj0 with

at least one edge already coloured from the(i− 1)-th stage.
(3) At a given vertex, if only one edgeei−1 had already been coloured and it is green, then we

colour the two remaining edgesei, e′i red (if one is already red, then colour the remaining
one also red). If two edgesei−1, e

′
i−1 had already been coloured and they are red, then we

colour the remaining edgeei green.

ei−1

ei e′i

e′i−1ei−1

ei

(4) At a given vertex, if only one edgeei−1 had already been coloured and it is is red, then we
colour one of the other incident edges in the following fashion.
• Green forei, if the type of the corresponding face ofei is already green.
• The remaining edgese′i incident to this vertex should be red.

Below we have summarised the convention in a picture.

ei−1

e′iei

ei−2 ei−2

ei−1

e′i ei

Now, if all k-nested components are coloured, then colour exactly one edge of eachk + 1-nested
by first choosing a line that cuts though all the components atleast once (e.g. the cut line). Then
at least one edge of allk+1-nested component is neighbouring an already coloured edge. Choose
one such edge for allk + 1-nested component and colour it in the following way and thenrepeat
the procedure from before.

→ → → →

Or in words, use the same colour, iff the orientation of the line is reversed. The algorithm stops if
every edge is coloured.

Lemma 3.12.8.The 2-colouring ofw above is well-defined and it does not depend on the choices
involved.
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Proof. First we prove the second statement, i.e. that the choices donot matter. In fact this can be
easily seen by locally alternating the line that cuts thoughthe components as illustrated below.

Fg Fg Fg

Note that all three choices above give the same result since the corresponding face is of green type.
We leave it to the reader to check the other possible colourings. Hence, since choosing a different
edge can also be seen as rearranging the line, we get the second statement.

To see that the colouring is well-defined, we proceed by induction on the numberm of faces of
w. It can be easily checked that it is well-defined for a circle or a theta web.

Moreover, one easily checks that every closedsl3 webw has at least one circle, digon or square
face. Fix one such faceF and remove it from the web as explained in the subsection before. The
resulting webw′ is, by induction, colourable without ambiguities. If the faceF is a circle, then
one easily sees that the colouring ofw′ can be extended without ambiguities tow by applying the
procedure in Definition 3.12.7.

If F is either a digon or a square, then one can extend the colouring in the following way.

7→
← [
w w′

7→
← [
w w′

7→
← [
w w′

in the case thatF is a digon and ifF is a square, then we use the following.

7→
← [

w w′

7→
← [

w w′

7→
← [

w w′

It should be noted that the only ambiguous seeming case, i.e.the case where the result of the
square removal ofw has two alternating coloured edges inw′, does not occur. This is because the
two strings inw′ have a different orientation.

Hence, if they are part of the same connected component, thenthey have the same colour,
because the colours and the orientations always alternate at vertices. If they are not part of the
same connected component, then we have to use the cut procedure explained before to see that
they have the same colour. This proves the first statement. �

Remark3.12.9. Note that the Definition 3.12.7 can also be made for half webs,i.e. websu with a
given sign stringS at the boundary. An analogue of Lemma 3.12.8 can be shown as above.

Moreover, it is easy to show that, given a fixed sign stringS and two websu, v such that
S = ∂u = ∂v, then the preferred colourings ofu and v match at the boundary and the pre-
ferred colourings ofu∗v andv∗u are given by glueing the preferred colourings ofu, v together.
This is already implicit in Lemma 3.12.8 because the way how to cut a web does not affect the
result, i.e. we can take the cut line for non-elliptic webs.
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Example3.12.10. An easy example of how the colouring works is shown below.

Definition 3.12.11. (Preferred flow on closed webs)Consider the subgraph ofw given by the red
edges. It is easy to see that this subgraph consists of a disjoint set of closed cycles. By orienting
these edges so that the flows around the parts of the web are oriented counterclockwise and all
other cycles clockwise we obtain a flow onw. We call this flow thepreferred flowand writewp for
w with the preferred flow.

Note that, by construction, the preferred flowwp always consists of flowsinsidefaces or flows
around the web. That is, they will never cross through edges,i.e. the case below will never occur.
A good example is the flow pictured in Example 3.12.18.

The following definition of thepreferred face removalis given for a connected webw. For an
arbitrary web, the whole process should be repeated for any connected component.

Definition 3.12.12. (The preferred face removing)Given a closed web with a flow denoted as
wf . At each stage of the face removing algorithm let the order ofthe faces be determined in the
following way.

It should be noted that the preferred flow from Definition 3.12.11 implies that any faceF of wp
is of the following type because every face has an even numberof edges and the closed circles of
the preferred flowp are always oriented clockwise except the flows around the web. We note that,
by abuse of notation, we denote a face around a connected component of the web asFext, although
this face is not the external face for nested parts.

• FacesF1, such that the preferred flow has a component ofp insideF1.
• FacesF2, such that the preferred flowp has the same orientation as the edges ofF2.
• FacesF3, such that the preferred flowp is against the orientation of the edges ofF3.

To summarise see the figure below. A face of typek should be labelledk.

F1

F3F2

F1

F3 F2

Fext

F3F2

Fext

F3 F2

At each stage of the algorithm we continue to call the web withflow wf . We removewf by the
following algorithm.

(1) Remove all circles inwf using the local circle rules of Definition 3.12.12, in any order. If
there are no faces remaining, the algorithm stops. If there are faces remaining and some of

160



them are digons, then proceed to step 2. If no remaining facesare digons, then proceed to
step 3.

(2) Remove all digons with the smallest label using the localdigon rules of Definition 3.12.12,
in any order. Go back to step 1.

(3) Remove all square faces with the smallest label using thelocal square rules of Defini-
tion 3.12.12, in any order. Go back to step 1.

We call the above process of obtaining a foamFwf
∈ F(w) thepreferred face removalof wf or

shortpreferred resolutionof wf .

Remark3.12.13. Notice that it is relatively easy to calculate the order of face removing since the
preferred colouring of the webw′ (and therefore the preferred flow) after removing a particular
face ofw can be computed directly as indicated before in the proof of Lemma 3.12.8.

It is straightforward to check that this recursive procedure gives the same answer as if one
calculates the preferred colouring ofw′ as in Definition 3.12.7.

Lemma 3.12.14.The preferred resolution ofwf is well-defined.

Proof. We note that the labelling of the faces is in such a way that neighbouring faces never have
the same label, i.e. they define a colouring of the faces ofw with three colours. Hence, we only
need to show that the consecutive resolution of two non-neighbouring faces in two different orders
results in isotopic foams.

A simple illustration shows that the consecutive removing of the two faces in two different orders
yields isotopic foams.

=

The above only illustrates the effect of removing both square faces in one particular way, but similar
arguments demonstrate the claim for different removing of the square faces as well as removing of
digon faces. �

Theorem 3.12.15.Given a webw = u∗v, the face removing algorithm 3.12.3 together with the pre-
ferred face removal 3.12.12 gives an isotopy invariant, homogeneous basis ofF(w) parametrised
by flows onw. If w is symmetric, then the basis contains the identity given by the canonical flow.

Proof. This is a direct consequence of Theorem 3.12.6, Proposition3.12.4 and the fact that the
procedures explained in the Definitions 3.12.3 and 3.12.12 work in an isotopy invariant way. �

From Theorem 3.12.15 we get the following corollary since for any fixed sign stringS the
algebraKS was defined as

KS =
⊕

u,v∈BS

uKv.
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Corollary 3.12.16. Let S be a fixed sign string. The set of flows on all websw with S = ∂w
parametrises an isotopy invariant, homogeneous basis forKS, via the preferred face removing
algorithm.

Example3.12.17. Consider the theta webw from Example 3.12.5 again. We know that the graded
dimension ofF(w) is given by the Kuperberg bracket and is therefore[2][3] = q−3+2q−1+2q+q3.
The six possible flows (ordered by weight) onw are illustrated below.

wt=3

wt=−1

wt=1

wt=−1

wt=1

wt=−3

Notice that in this case the canonical flow is also the preferred flow. Hence, the order of removal
of the faces is from right to left. This gives the following basis elements (ordered byq-degree) for
the corresponding flows.

q−deg=0

q−deg=4

q−deg=2

q−deg=4

q−deg=2

q−deg=6

Example3.12.18. The counterexample of Khovanov and Kuperberg [57] for the negative exponent
property (compare to Theorem 3.2.5 and the Remark 3.2.6) gives rise to another interesting exam-
ple, i.e. the corresponding foam will be (up to a scalar factor) a non-trivial idempotent of the web
algebra. The preferred flowp from Definition 3.12.11 onw pictured below (for both orientations
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of w) has weightwt(p) = 12. Thus, the corresponding foam hasq-degree0.

wt = 12
One easily checks that the canonical flowc on this web also haswt(c) = 12. Thus,F(w) has
two linear independent foams inq-degree zero. Note that (b) of Proposition 3.12.4 ensures that the
foam obtained from the canonical flow is the identity.

3.13. Open issues.Let us mention some open questions that are hopefully answered in future
work. Note that some other open questions were already discussed in Section 3.1. We will focus
here on four questions the author is currently working on, namely the ones listed below.

(a) We conjecture that there is an ordering how to resolve webs as explained in Section 3.12
such that the resulting basis is a graded cellular basis. Fora lot of constructions involv-
ing graded cellular bases one needs a particular basis in an explicit form (compare to the
discussion in Section 4.7). Hence, it is a future goal to givesuch a basis forKS.

(b) A generalisation of the results on Howe duality from Section 3.10. That is a pictorial
version similar to the results in Section 3.10, but for arbitrary representations ofUq(sln). In
order to do so, one would for example consider clasps and clasped web spaces as explained
by Kuperberg in [70]. Note that this is not known at the moment, even forn = 2. This
would correspond to the coloured versions of thesln polynomials instead of the uncoloured
case.

(c) Instead of a categorification of theinvariant tensors, as we have done, one could also
try to give a categorification of thefull tensor product. Note that in then = 2 case a
categorification is known, e.g. see Chen and Khovanov [24]. It is worth noting that this is
related to the question how to construct the quasi-hereditary cover ofKS. Such a cover for
Khovanov’s arc algebra, i.e. thesl2 case, was studied by Brundan and Stroppel [19], Chen
and Khovanov [24] and Stroppel [107].

(d) The Question 3.1.1 asked by Kamnitzer, i.e. how our work is related to the approach from
algebraic geometry by Fontaine, Kamnitzer and Kuperberg [33].
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4. TECHNICAL POINTS

4.1. Higher categories. In the present section we recall some definitions and theorems from
higher category theory.

Note that we always talk aboutstrict (n, n)-categoriesif we sayn-category. Here we allow
n ∈ {0, 1, 2, . . . , ω}. One can think of an-category as an-dimensional category.

We usually drop the “strict”, that is all categories are assumed to be strict unless otherwise
mentioned. Informally, the strict refers to the fact that composition of higher morphism is “on the
nose” associative and satisfies some identity laws.

Moreover, a(n, r)-category (withr ≤ n) is a category with only non-trivialk-cells fork ≤ n of
which allk′-cells forr < k′ ≤ n are invertible. For example a strict(1, 0)-category is a groupoid,
while a strict(1, 1)-category is a usual category.

Note that(n, 1)-categories arise in a lot of examples motivated from topology and are sometimes
calledn-categories. But we do not need them in this thesis, so we onlyrefer to Leinster’s [75] book
for a more detailed discussion.

Moreover, toavoidall set-theoretical question, which are interesting for their own sake, but not
for our purposes, all categories should beessentially small, i.e. the skeleton should be small. By a
slight abuse of notation, we always take about sets of objects, morphisms etc.

We start by recalling some “classical” notions that we need in the following.

Definition 4.1.1. Let C be a category. The category is called(strict) monoidalif it is a monoid
in the categoryCat1, i.e. the category of categories. That is the categoryC is equipped with a
bifunctor⊗ : C × C → C such that the following is satisfied.

(a) There exists a unit1 ∈ Ob(C) such that for allC ∈ Ob(C)

1⊗ C = 1⊗ C = C.

(b) For allC1, C2, C3 ∈ Ob(C) the associativity holds, that is

(C1 ⊗ C2)⊗ C3 = C1 ⊗ (C2 ⊗ C3).

Note that the functoriality implies

(f ′ ◦ g′)⊗ (f ◦ g) = (f ′ ⊗ f) ◦ (g′ ⊗ g)

for suitable morphismsf, f ′, g, g′.
A weak monoidalcategory is the same as above, but (a) and (b) hold only up to natural isomor-

phism, denotedrC , ℓC andαC1,C2,C3, such that the following two diagrams commute.

(C1 ⊗ 1)⊗ C2

αC1,1,C2 //

rC1
⊗1 ''PPPPPPPPPPP

C1 ⊗ (1⊗ C2)

1⊗ℓC2wwnnnnnnnnnnn

C1 ⊗ C2
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and the so-called pentagram identity

(C1 ⊗ C2)⊗ (C3 ⊗ C4)

C1 ⊗ (C2 ⊗ (C3 ⊗ C4))

C1 ⊗ ((C2 ⊗ C3)⊗ C4)(C1 ⊗ (C2 ⊗ C3))⊗ C4

((C1 ⊗ C2)⊗ C3)⊗ C4

αC1,C2,C3⊗C4

''OOOOOOOOOOOOOOOOOOOOOOOOOOO

1⊗αC2,C3,C4

BB����������������αC1,C2⊗C3,C4//

αC1,C2,C3
⊗1

��9
99

99
99

99
99

99
99

9

αC1⊗C2,C3,C4

77ooooooooooooooooooooooooooo

A (weak or strict) monoidal category(C,⊗) is calledsymmetricif for all C1, C2 ∈ Ob(C) there
exists natural isomorphismsγC1,C2 : C1 ⊗ C2 → C2 ⊗ C1 andγC2,C1 : C2 ⊗ C1 → C1 ⊗ C2 such
thatγC2,C1 ◦ γC1,C2 = idC1⊗C2 andγC1,C2 ◦ γC2,C1 = idC2⊗C1 .

Example4.1.2. For a given fieldK the categoryC =VecK together with the usual tensor product
is a weak, symmetric monoidal category.

In general, since one is mostly interested in more than equivalence classes of objects, strict
monoidal categories are rare. But a well-known fact, also known asMac Lane’s coherence theo-
rem, allows us to “ignore” the difference between strict and weak monoidal categories, i.e. by Mac
Lane’s coherence theorem we have the following.

Theorem 4.1.3.Every weak monoidal category is equivalent to a strict monoidal category.

Note that a monoidal category has already a2-dimensional structure, see Example 4.1.6. We are
going to recall the notion of a “2-dimensional category” now.

Definition 4.1.4. A 2-categoryC is a1-category enriched overCat1.

Informally, a2-category is a category consisting of the following.

• Objects, also called0-cells. One can imagine them as0-dimensional. They are often
pictured as•. We denote the class of objects usually byOb(C).
• 1-morphisms, also called1-cells. One can imagine them as1-dimensional and they have

therefore one way of composition. They are often pictured inthe following way.

• •
f //

We denote the class of1-cells betweenC,D ∈ Ob(C) usually byMor1(C,D) or without
the subscript1 if the context is clear. Composition is drawn in the following way.

• • •
f // g //

• 2-morphisms, also called2-cells. One can imagine them as2-dimensional and they have
therefore two ways of composition, i.e. avertical ◦v and ahorizontal◦h. The2-cells are
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often pictured in the following way.

• •

f

��

g

DD
α
��

The two compositions are usually drawn in the following way.Here the left is the vertical.

α ◦v β = • •//

f

��

g

EE

α
��
β
��

α ◦h β = • •

f

��

g

DD
α
��
• •

f ′

��

g′

DD
β
��

• The interchange law, that is

(α ◦h γ) ◦v (β ◦h δ) = (α ◦v β) ◦h (γ ◦v δ)

or in pictures

• •//

f

��α
�� • •//

f ′

��γ
��

◦v
• •//

g

EEβ
��

• •//

g′

EEδ
��

= • •//

f

��

g

EE

α
��
β
��

• •//

f ′

��

g′

EE

γ
��
δ
��

= • •//

f

��

g

EE

α
��
β
��

◦h • •//

f

��

g

EE

γ

��
δ
��

.

Again, the notion of aweak2-category, introduced as a so-calledbicategoryby Bénabou, is more
common. Informally, this is like a strict2-category, but some equations should only hold up to
natural2-isomorphisms. We do not recall the formal definition here and refer e.g. to Leinster [75],
since the formal definition is rather complicated and Theorem 4.1.5 below shows that we can
“ignore” the difference again. A proof of the theorem is alsowell-known (in the sense that Bénabou
already proved it in the 1960s). For a proof see for example [75]. An interesting fact is that if2 < n,
then there isnocorresponding coherence theorem forn-categories!

Theorem 4.1.5.Every weak2-category is equivalent to a strict2-category.

Example4.1.6. There are a lot of examples of (weak and strict)2-categories.

(a) The category of all categoriesCat2 is a strict2-category with categories as0-cells, functors
as1-cells and natural transformations as2-cells.

(b) The category of topological spacesTop can be seen as a weak2-category, i.e. the2-cells are
homotopies of continuous maps. We note that it is a weak(2, 1)-category, e.g. composition
of homotopies is not associative, but all homotopies are invertible. Note that this can be
generalised to a weak(n, 1)-category forn ∈ {1, 2, . . . , ω}.

(c) The categoryBiMod is a weak2-category. To be more precise.
– The0-cells are unital ringsR, S, T, . . . .
– The1-cells are bimodulesRMS, SNT and composition of bimodules is defined by

RMS ◦1 SNT = RMS ⊗S SNT .
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– The2-cells are bimodule homomorphisms. Vertical and horizontal composition are

f ◦v g = f ◦ g and f ◦h g = f ⊗S g,

where◦ denotes the standard composition of bimodule maps.
Note that the higher morphisms are not invertible, i.e. it isa weak(2, 2)-category.

(d) An example that is related to our constructions in Section 2 and Section 3 is the category
Cob2, i.e. the category of two dimensional cobordisms. This category is a good example
why 2-categories can be seen as two dimensional. To be more precise.

– The0-cells are disjoint unions of pointsx, y, . . . in a fixed plane.
– The1-cellsf : x→ y are one dimensional manifolds with boundary embedded in the

plane whose boundary is exactlyx at one side andy on the other. Composition is
given by glueing along the common boundary.

– The 2-cells α : (f : x → y) ⇒ (g : x → y) are two dimensional manifolds with
boundary whose boundary is exactlyf at the top andg at the bottom. Such a2-cell
could look like

•

x

x

y

yf

g

α

•
•
•

••

•• ................

Composition is given by glueing along the common boundary.
Note that this is a(2, 2)-category, since cobordisms are almost never invertible.

(e) Another important example we need is that a given (weak orstrict) monoidal category
(C,⊗) can be seen as a (weak or strict)2-categoryC by “pushing up the cells”. To be more
precise.

– We add exactly one0-cell called∗.
– We see the0-cells of the categoryC as 1-cells of C. Composition is given by the

monoidal product.
– We see the1-cells of the categoryC as2-cells ofC. The vertical composition is the

composition inC, while the horizontal composition is given by the monoidal product.
(f) Another example we need is the following. Recall that a ringR is calledidempoteted, if

there exists a setE of idempotentsE = {ei ∈ R | i ∈ I} such that

R =
⊕

ei,ej∈E
eiRej .

Such rings correspond to categoriesR whose0-cells are the idempotentsei and whose
1-cells betweenei, ej are the elements ofeiRej . Note thateiRej is an abelian group, i.e.
R is pre-additive. An example of such a ring is Beilinson-Lusztig-MacPherson [11] ring
U̇(sln) from Section 3.4. In the same vein, an idempotented categoryC can be seen as a
pre-additive2-categoryC.

Note that Example 4.1.6 (e) shows that Theorem 4.1.5 includes the Theorem 4.1.3.

4.2. Grothendieck groups of categories.In this section we recall some well-known facts about
the Grothendieck group of anabelian, triangulatedor additivecategoryC. Moreover, we explain
how this notion can be categorified such that it makes sense for 2-categories. We closely follow
Mazorchuk [88]. Note that our convention is to writeK0(C), K

⊕
0 (C) or K∆

0 (C) for the (usual)
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Grothendieck group, thesplit Grothendieck group or thetriangulatedGrothendieck group of a
corresponding suitable (details below) categoryC respectively.

The origin of the Grothendieck group lies in abstract algebra, i.e. it is the most natural way
to extend a commutative monoid(M,+, 0) to an abelian group(A,+, 0), e.g. the well-known
construction of the integers(Z,+, 0) from the natural numbers(N,+, 0). Let us be more precise.

Definition 4.2.1. TheGrothendieck groupof a commutative monoid(M,+, 0) is a pair(A, φ) of
an abelian groupA and a monoid homomorphismφ : M → A such that the following universal
property is true.

Given a monoid homomorphismψ : M → A′ to any abelian groupA′, there exists a unique
monoid homomorphismΦ: A→ A′ such that the following diagram commutes.

M
φ //

ψ   B
BB

BB
BB

B A

∃!Φ~~~~
~~

~~
~

A′

Alternatively, if there exists a functor[·] : Mon → Abel from the category of monoidsMon to the
category of abelian groupsAbel that is a left adjoint to the forgetful functor in the other direction,
then theGrothendieck groupof a commutative monoid(M,+, 0) is [M ].

To make sense of the definition we only need to construct the Grothendieck group, since unique-
ness up to isomorphisms follows from standard arguments. That the following definition works can
be easily checked, as in the construction[N] = Z. For a given monoid(M,+, 0) set

A =M ×M/ ∼, (m1, n1) ∼ (m2, n2)⇔ ∃s ∈M such thatm1 + n2 + s = n1 +m2 + s

for the abelian group and
φ : M → A, φ(m) = (m, 0)

as the monoid homomorphism.

The definition of the Grothendieck group via a functor[·] suggest that the Definition 4.2.1 can
be generalised to categories with small skeleton and some extra properties. To be more precise, we
recall the following classical definition forabeliancategories.

Definition 4.2.2. Let A be an abelian category with a small and fixed skeletonSk(A). The
Grothendieck groupK0(A) of A is defined as the quotient of the free abelian group generated
by allA ∈ Sk(A) modulo the relation

A2 = A1 + A3 ⇔ ∃ an exact sequence0→ A1 → A2 → A3 → 0.

The elements ofK0(A) are denoted by[A] for A ∈ Sk(A).

It is easy to check that for this construction, given an additive functionφ : A → A′ for an abelian
groupA′, there exists a unique group homomorphismΦ: K0(A) → A′ such that the following
diagram commutes.

A
[·]

//

φ ""D
DD

DD
DD

DD
K0(A)

∃!Φ{{xx
xx

xx
xx

x

A′
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Hence, one can say that this construction is the “most natural” way to make the categoryA into an
abelian groupK0(A).

Example4.2.3. LetK be an arbitrary field.
(a) We explain the exampleC =FinVecK from Section 1.1 in detail now. Since two finite

dimensionalK-vector spacesV,W are isomorphic iffdim V = dimW , we see that

[V ] = [KdimV ] ∈ K0(C) for all V ∈ Ob(C).

Form = m1 +m2 we observe that one can construct an injectionι : Km1 → Km and a
projectionp : Km → Km2 with im(ι) = ker(p). Therefore, we see that

0→ Km1 ι
→ Km p

→ Km2 → 0 ⇒ [Km] = [Km1 ] + [Km2 ] ∈ K0(C).

Hence, the Grothendieck groupK0(C) is isomorphic toZ and generated by[K] ∈ K0(C).
(b) Given a finite dimensionalK-algebraA, we can consider the category of its finite dimen-

sional (left)A-modules, denoted byA-Mod. Assume thatS1, . . . , Sk form a complete set
of pairwise non-isomorphic, simpleA-modules. ThenK0(A-Mod) is isomorphic to the
free abelian group with the set{[Si] | i = 1, . . . , k} as a basis.

Note that, if we only consider an additive categoryA⊕, then it makes no sense to speak about ex-
act sequences in general. Hence, one considers the notion ofthesplit Grothendieck groupK⊕

0 (A
⊕)

as explained below. Similarly, given a triangulated category T , it is more convenient to use another
notion known astriangulatedGrothendieck groupK∆

0 (T ). Notice that every abelian or triangu-
lated category is additive, but the split Grothendieck group can be bigger thanK0 orK∆

0 . We recall
the following definition.

Definition 4.2.4. LetA⊕ be an additive category with a small and fixed skeletonSk(A⊕). Thesplit
Grothendieck groupK⊕

0 (A⊕) of A⊕ is defined as the quotient of the free abelian group generated
by allA ∈ Sk(A⊕) modulo the relation

A2 = A1 + A3 ⇔ A2 ≃ A1 ⊕ A2.

Let T be a triangulated category with a small and fixed skeletonSk(T ). Then thetriangulated
Grothendieck groupK∆

0 (T ) of T is defined as the quotient of the free abelian group generatedby
all T ∈ Sk(T ) modulo the relation

T2 = T1 + T3 ⇔ ∃ a triangleT1 → T2 → T3 → T1[1].

Thesplit Grothendieck groupK⊕
0 (A), K

⊕
0 (T ) is defined as before, since every abelian or triangu-

lated categoryA or T is additive.

An interesting example is the following.

Example4.2.5. Given any fieldK and any finite dimensionalK-algebraA, then we can consider
C = A-Mod or the category of finite dimensional, projective (left)A-modulesD = A-pMod.
Notice thatC is abelian andD is additive. Moreover, assume thatP1, . . . , Pn form a complete set
of pairwise non-isomorphic indecomposable, projectiveA-modules. Hence, we have the following
set of pairwise non-isomorphic simpleA-modules.

S = {S1 = P1/rad(P1), . . . , Sn = Pn/rad(Pn)}.

As explained above in Example 4.2.3,K0(A-Mod) is isomorphic to the free abelian group with
the set of all simpleA-modules as a basis. In the same vein one can see thatK⊕

0 (A-pMod) is
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isomorphic to the free abelian group with the set of all indecomposable, projectiveA-modules as a
basis. Now the obvious embedding functorι : A-pMod → A-Mod gives rise to an injective group
homomorphism

[ι] : K⊕
0 (A-pMod)→ K0(A-Mod), [P ] 7→ [P ].

If A has finite global dimension, i.e. the supremum of all projective dimensions ofA-modules
is finite, then[ι] is an isomorphism giving another basis ofK0(A-Mod). Note that the converse
does not apply, e.g. the map[ι] is also surjective for thesl2 analogue of the algebra we define in
Section 3.5, but the algebra itself has infinite global dimension (see Brundan and Stroppel [19]).

Remark4.2.6. The Grothendieck group of an abelian, triangulated or additive andmonoidalcate-
goryC is in fact a ring, i.e. the multiplication is induced by the monoidal product. In this case one
calls the corresponding Grothendieck group the (usual, triangulated or split)Grothendieck ring.

It is worth noting that one motivation to introduce and studyGrothendieck groups in the mid
1950s was to give a definition ofgeneralised Euler characteristic. To be more precise.

Definition 4.2.7. Let C be an abelian, triangulated or additive category. Denote byKomb(C) the
category of bounded complexes consisting of

• The0-cells are bounded complexes of the form

0 // C−k
c−k // C−k+1

// · · · // Cl−1

cl−1 // Cl // 0,

for somek, l ∈ N andCi ∈ Ob(C) and suitableci ∈ Mor1(Ci, Cj) such thatci+1 ◦ ci = 0.
Note that this makes sense in any abelian, triangulated or additive category.
• The1-cells are maps of complexes, consisting of1-cells ofC, together with the standard

requirement of commuting squares.
Denote with(C∗, c∗) ∈ Ob(Komb(C)) such a bounded complex. Then theEuler characteristic of
(C∗, c∗) is defined by

χ(C∗) =
∑

i∈Z
(−1)i[Ci],

with [Ci] ∈ K0(C), if C is abelian,[Ci] ∈ K∆
0 (C), if C is triangulated, or[Ci] ∈ K⊕

0 (C), if C is
additive. This is well-defined, since the complex is bounded.

The question that arise is if the generalised Euler characteristic is an invariant under homotopy.
Or equivalent, given an additive categoryC, thenKomb(C) is triangulated. Therefore, one can ask
isK⊕

0 (C) isomorphic toK∆
0 (Komb(C)). The answer is yes. We refer to Rose [98] for a proof.

Theorem 4.2.8.Let C be an additive category and denote the category of bounded complexes by
D = Komb(C). Let (C∗, c∗), (D∗, d∗) ∈ Ob(D) be homotopy equivalent.

(1) There exists an isomorphism of groupsK⊕
0 (C) ≃ K∆

0 (D).
(2) We haveχ(C∗) = χ(D∗).

Now we are able to“categorify” the definitions above. LetC be an abelian, triangulated or
additive2-category. Then taking some “Grothendieck group like construction” should lead to a
1-category byidentifying structureson the level of2-cells. By a slight abuse of notation, we write
K∗

0 as a short hand notation for the three different casesK0, K
∆
0 andK⊕

0 , since it should be clear
which definition should be used. Moreover, we write simply Grothendieck group instead of usual,
triangulated or split Grothendieck group. We recall the following definition.
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Definition 4.2.9. Let C be an abelian, triangulated or additive2-category, then theGrothendieck
group(or Grothendieckcategory) of C, denotedK∗

0 (C), is defined as follows.

• The0-cells ofK∗
0 (C) are exactly the0-cells ofC.

• Note that for fixedC,D ∈ Ob(C) the collection of1-cells MorC1(C,D) and the corre-
sponding2-cells forms a category under vertical composition◦v of 2-cells. We can take
the Grothendieck group of this category!
• The1-cells between two0-cellsC,D ∈ Ob(C) = Ob(K∗

0 (C)) are precisely the elements
of the Grothendieck group mentioned before. For a given2-cell α : f ⇒ g, we denote the
corresponding1-cell by [α], wheref, g : C → D are1-cells ofC.
• Composition of1-cells[α], [β] should be given by

[α] ◦ [β] = [α ◦h β].

Note that the Grothendieck groupK∗
0 (C) of C is enriched overAbel, i.e. it ispre-additive. The

following example illustrates the notion from Definition 4.2.9.

Example4.2.10. TheC-algebra ofdual numbersis defined byD = C[X ]/(X2). We note that
Khovanov homology as explained in Section 1.1 uses a vector spaceV of dimension two which
can be realised as the dual numbers (more about this later in Example 4.3.6). Consider the category
C = D-Mod and denote byM theD-bimoduleM = D ⊗C D. Define a2-categoryC with the
following data.

• The2-category has onlyC as a0-cell.
• Denote the category of all functorsF : C → C byD. The collection of1-cells and2-cells

should be the full additive subcategory ofD of functors isomorphic to direct sums of copies
of id : C → C orM ⊗D − : C → C. Since one easily verifies that

M ⊗D M ≃ M ⊕M,

this collection is closed under composition.

Using the isomorphism above, we see that[id] and[M ⊗D−] form a basis of the1-cells ofK⊕
0 (C).

Note that, given a monoidal categoryC, then one can see this as a2-categoryC, as explained in
Example 4.1.6, thenK∗

0(C) can be seen as a ring that is isomorphic to the “classical” Grothendieck
ring of Remark 4.2.6.

4.3. Grothendieck groups and categorification. In this section we define what we mean by a
Grothendieck group categorificationor decategorification. We follow Mazorchuk [88]. In the
following, as always, all categories are assumed to have a small skeleton. Note that aGrothendieck
decategorificationof a categoryC is eitherK0, if the categoryC is abelian,K∆

0 , if the category is
triangulated, orK⊕

0 , if C is additive, as defined in Section 4.2. As before, we writeK∗
0 as a short

hand notation for the three different casesK0, K
∆
0 andK⊕

0 and skip the words usual, triangulated
and split.

If R is a commutative ring with1 ∈ R, then we would like to speak about aR-decategorification.
The reader may think of acategorificationof some algebra overR.

Definition 4.3.1. Let C be an abelian, triangulated or additive category. Then a(Grothendieck)
decategorificationof C is the abelian groupK∗

0 (C) from Definition 4.2.2 or Definition 4.2.4. A
R-decategorificationfor some commutative, unital ringR, is defined byK∗

0(C)⊗Z R.
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One wants to define aR-categorificationof anR-moduleM . If a R-decategorification is an
abelian group, then aR-categorification should be an abelian, triangulated or additive category. To
be more precise.

Definition 4.3.2. A R-categorificationof anR-moduleM is a pair(C, φ) of an abelian, triangu-
lated, or additive categoryC together with a isomorphism

φ : M → K∗
0 (C)⊗Z R.

We say that the pair(C, φ) is aR-precategorification, if we only assume thatφ is a monomorphism.

Example4.3.3. (a) As always, there is no reason to speak about THE categorification. Only
the decategorification is uniquely defined. For example, takeR = Z and setM = Zn. If
A is anyK-algebra, for any fieldK, such that the categoryA-Mod has exactlyn simple
modules, then this category is a categorification ofM as explained in Example 4.2.3.

(b) Consider theC-algebra of dual numberD from Example 4.2.10 again and setC = D−Mod
as before. Then the monomorphism

φ : Z→ K0(C), 1 7→ [D]

is not surjective since there is aunique(up to isomorphisms) simpleD-moduleC (theX
annihilates it) andD( 6∼= C) is its projective cover. But tensoring overZ with Q induces an
isomorphism

φ′ : Q→ K0(C)⊗Z Q.

Hence, the pair(C, φ′) is aQ-categorification ofQ = Q⊗Z Z.
It is worth noting that in fact in “most interesting” cases the “natural” basis of the

Grothendieck group is given by indecomposable, projectivemodules, but the example il-
lustrates that the set of indecomposable, projective modules is not a basis in general.

One also wants to speak of acategory of categorificationsof a module. Hence, what we need is
a1-cell betweenR-categorifications. Note that the same also works forprecategorifications.

Definition 4.3.4. LetM be anR-module and let(C, φ) and(D, ψ) be twoR-categorifications as
in Definition 4.3.2. A morphism of such categorifications is an exact, triangular or additive (for
the three cases abelian, triangular or additive) functorF : C → D such that the following diagram
commutes.

K∗
0(C)

[F ]
// K∗

0 (D)

M

φ

ccFFFFFFFF ψ

;;wwwwwwwww

Now we have (almost) enough terminology tocategorifyR-modules using module categories
of finite dimensionalK-algebras. The last technical point we need is to extend the constructions
above to theZ-graded setting, since we need a quantum degreeq for our purposes. We give the
needed terminology now. Graded always meansZ-graded and the categories in Definition 4.3.5
should be graded (which implies that its Grothendieck groupis aZ[q, q−1]-module).

Definition 4.3.5. Let ι : Z[q, q−1] → R a homomorphism withι(1) = 1, whereR is a graded,
commutative, unital ring. Hence,R can be seen as a (right)Z[q, q−1]-module. As before, letC be
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an abelian, triangulated or additive category. Aι-decategorificationof C is defined by

KR
ι (C) = K∗

0 (C)⊗Z[q,q−1] R.

In the same vein, given a gradedR-moduleM , then aR-categorificationis a pair(C, φ) of an
abelian, triangulated or additive categoryC with a fixed, freeZ-action on it and an isomorphism
φ : M → KR

ι (C).

Note that in most examples the homomorphismι is the canonical inclusion. In this case we write
for simplicityK∗

0 instead ofKR
ι .

Example4.3.6. An interesting example is the following. TheC-algebra of dual numbers from
Example 4.2.10 has a natural (in the sense that the dual numbers can be obtained as a cohomology
ring of certain flag varieties) grading, that isX should be of degree2. The reader should also
compare this to Khovanov homology explained in Section 1.1,where the vector spaceV has a
basisv+ andv− of degrees1 and−1 respectively. Now setC = D−Modgr, i.e. finite dimensional,
gradedD-modules. Hence,Z[q, q−1] ≃ K0(C) asZ[q, q−1]-modules. Therefore, we see that the
graded categoryC is a(Z[q, q−1], id)-categorification ofZ[q, q−1].

Given a graded, commutative and unital ringR, one can speak ofR-(de)categorificationsof a
suitable2-category as in Definition 4.2.9.

Definition 4.3.7. LetR,C be as before. TheR-decategorificationKR
0 (C) of C is the category

KR
0 (C) = K∗

0(C)⊗Z R or KR
0 (C) = K∗

0 (C)⊗Z[q,q−1] R

(ungraded or graded) and, given a categoryC enriched overR−Mod (or the graded version), also
calledR-linear or gradedR-linear, aR-categorificationof C is a pair(C,Φ), whereC denotes a
2-category as before andΦ: C → KR

0 (C) is an isomorphism.

4.4. Higher representation theory. In the present section we are going to recall some definitions
from higher representation theory. Here “higher” means2-representation theory. To be more pre-
cise, after recalling some basic notions from2-representation theory, we specify from the general
case to the case of a2-representation ofg. Roughly speaking, while a “classical” representation of
g is given by an action on aK-vector space, a “higher” representation ofg is given by an action on
aK-linear category. That is, instead of studying linear maps,one studies linear functorsandnat-
ural transformations between these functors. The latter are “invisible” in classical representation
theory. We denote byK an arbitrary field in the whole section. Recall that we assumethat every
n-category and everyn-functor is strict.

We follow Cautis and Lauda [23] in this section. Note that thefirst systematic study of these
higher representations is due to Chuang and Rouquier [26]. It is worth noting that Rouquier [100]
formalises the notion of a2-Kac-Moody representation, i.e. he defines2-categoriesC associated
to Kac-Moody algebras and then he defines such a2-representation as a2-functorF : C → D to
an appropriated2-categoryD.

We start by recalling the basic ideas.

Definition 4.4.1. Let C,D be two 2-categories. A2-representation ofC on D is a 2-functor
F : C→ D.
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The basic question is, given for example a groupG, what are thesymmetriesthe group acts on,
i.e. its representation theory. In this spirit,higher representation theoryshould be the study of
the“higher” symmetries(e.g. natural transformations). Usually one has to refine Definition 4.4.1.
For instance, the following definition is more suitable for our purposes. First recall the notion of a
Cartan datum.

Definition 4.4.2. A Cartan datumfor an fixed index setI consists of the following.

• A weight latticeX and two subsetsα,Λ ⊂ X called the set ofsimple rootsandfundamental
weightsrespectively. Hereα,Λ are indexed byI, i.e. we haveα = {αi | i ∈ I} and
Λ = {Λi | i ∈ I}.
• A setX∨ = homZ(X,Z) of simple co-roots. Again, this set is indexed byI, i.e. we have
X∨ = {hi | i ∈ I}.
• A bilinear form(−,−) : X ×X → Z and a canonical pairing〈−,−〉 : X∨ ×X → Z that

satisfies the following.
– For all i ∈ I and allλ ∈ X we have0 6= (αi, αi) ∈ 2Z and

〈hi, λ〉 = 2
(αi, λ)

(αi, αi)
.

– For all i, j ∈ I with i 6= j we have(αi, αj) ≤ 0.
– For all i, j ∈ I we have〈hi,Λj〉 = δij .

We use the two short hand notationsαij = (αi, αj) andαλi = 〈λ, αj〉.

Definition 4.4.3. A strong2-representationof g is a graded, additive,K-linear2-categoryD with
the following data.

• The0-cells are indexed by the weightsλ ∈ X.
• The 2-category has identity1-cells1λ for all weights. Moreover, for all weights and all
i ∈ I there are1-cellsEi1λ : λ→ λ+ αi andE−i1λ : λ+ αi → λ such that the following
holds.

– All 1-cellsEi1λ have left and right adjoints. The right adjoints are theE−i1λ.
– We haveE−i1λ = Ei1λ{−αii − 1

2
αλi}.

Other1-cells are obtained by composition, sums, grading shifts oradding images of idem-
potent2-cells.

These data should satisfy the conditions (1)-(5) below.

(1) The0-cellsλ + kαi are isomorphic to the zero object for alli ∈ I andk ≪ 0 or k ≫ 0.
This condition is known asintegrability.

(2) The space of2-cells between any two1-cells is finite dimensional. Moreover, for all
weights we assume thatMor1(1λ,1λ) is one dimensional andMor1(1λ,1λ{k}) is zero
for negative shiftsk < 0.

(3) In D there exists isomorphisms

EiE−i1λ ≃ E−iEi1λ ⊕ 1λ if 〈hi, λ〉 > 0 and E−iEi1λ ≃ EiE−i1λ ⊕ 1λ if 〈hi, λ〉 < 0.

(4) In D there exists isomorphisms fori, j ∈ I andi 6= j

EiE−j1λ ≃ E−jEi1λ.
(5) TheE+i’s carry an action of the Khovanov-Lauda-Rouquier algebra (see Section 3.4). Note

that this gives an action on theE−i’s, too. More details can be found in [23].
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We are going to recall parts of the definition of the2-categoriesU(g) and its Karoubi envelope
U̇(g) also called idempotent completion. We are not going to recall the relations in general since
we do not need them for generalg. We are giving the full definition in the casesg = gln and
g = sln in Section 3.4. For the full list of relations we refer to [23]. Note that, for simplicity, we
chose the scalars considered in [23] to betij = 1 = tji andspqij = 0 for all i, j ∈ I and suppress
this notion in the following.

Definition 4.4.4. Let us fix a Cartan datum as in Definition 4.4.2. The2-categoryU(g) for this
datum is the graded, additive,K-linear2-category with the following cells.

• The0-cells are theλ ∈ X.
• The1-cells (defined for alli ∈ I andλ ∈ X) are formal direct sums of compositions of

1λ, E+i1λ = 1λ+αi
E+i = 1λ+αi

E+i1λ and E−i1λ = 1λ−αi
E−i = 1λ−αi

E−i1λ.

• The 2-cells are graded,K-vector spaces generated by compositions of diagrams shown
below. Here{k} denotes a degree shift byk. Moreover, we use the two short hand notations
αij = (αi, αj) andαλi = 〈λ, αj〉 again.

φ1 =
i

λλ+αi φ2 =
i

λλ+αi φ3 =
i j

λ φ4 =
i

λ φ5 =
i

λ

with φ1 = idEi1λ , φ2 : Ei1λ ⇒ Ei1λ{αii}, φ3 : EiEj1λ ⇒ EjEi1λ{αij} and cups and caps
φ4 : EiEi1λ ⇒ 1λ{12α

ii + αλi} andφ5 : EiEi1λ ⇒ 1λ{12α
ii − αλi}. Moreover, we have

diagrams of the form

ψ1 =
i

λλ−αi ψ2 =
i

λλ−αi ψ3 =
i j

λ ψ4 =
i

λ ψ5 =
i

λ

with ψ1 = idE−i1λ , ψ2 : E−i1λ ⇒ E−i1λ{αii}, ψ3 : E−iE−j1λ ⇒ E−jE−i1λ{αij} and cups
and capsψ4 : E−iEi1λ ⇒ 1λ{12α

ii + αλi} andψ5 : EiE−i1λ ⇒ 1λ{12α
ii − αλi}.

• The convention for reading these diagrams is from right to left and bottom to top. The
2-cells should satisfy several relation which we will not recall here. Details are either in
Cautis and Lauda’s paper [23] or in the special casesg = gln andg = sln in Section 3.4.

We denote theKaroubi envelopeof U(g) by U̇(g) and of a general categoryC by a slight abuse of
notation byKar (C).

With these definitions we are able to refine Definition 4.4.1 again. To be more precise.

Definition 4.4.5. A 2-representation ofU(g) in a graded, additive2-categoryD is a graded, addi-
tive,K-linear2-functorF : U(g)→ D. A 2-representation oḟU(g) in a graded, additive2-category
D is a graded, additive,K-linear2-functorF : U̇(g)→ D.

It is worth noting that, if the Karoubi envelopeKar (D) of D is equivalent toD, then any2-
representation ofU(g) extents uniquely to a2-representation oḟU(g). Note that Definition 4.4.3
of g is the same as the definition of anintegrable2-Kac-Moody representation by Rouquier [100]
except that Rouquier does not require (2) from Definition 4.4.3. But we need the notions above so
we mention that Rouquier’s universality theorem, which we recall in Section 3.4, is true with or
without (2) as Webster remarks in [117]. For completeness, Cautis and Lauda proved the following.

Theorem 4.4.6.Any strong2-representation ofg onD in the sense of Definition 4.4.3 extents to a
2-representation in the sense of Definition 4.4.5.
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4.5. Cones, strong deformation retracts and homotopy equivalence. In this section we have
collected some well-known facts from homological algebra about (mapping) cones, strong defor-
mation retracts and homotopy equivalences. We need these facts in Section 2. In particular, we
need them in the proof of Theorem 2.3.8.

In this section letC denote any pre-additive category. It should be noted that this includes that the
notion “chain complex”, i.e.d◦d = 0, makes sense. We denote thecategory of chain complexes of
C by Kom(C) (in contrast to the category ofboundedchain complexesKomb(C)), i.e. the objects
are chain complexes with chain groups inOb(C) and differentials inMor(C) and the morphisms
are chain maps, i.e. sequences of elements ofMor(C) with the standard requirements.

We denote chain complexes byC = (Ci, ci), D = (Di, di) ∈ Kom(C). With a slight abuse of
notation, we call elements ofMor(C) simply “maps”. All appearing indices should be elements of
Z. Moreover, recall the following three definitions.

Definition 4.5.1. Let C,D be two chain complexes with chain groupsCi, Di and differentials
ci, di. Let ϕ, ϕ′ : C → D be two chain maps. Lethi : Ci → Di−1 be a collection of maps as
illustrated below.

. . .
ci−2 // Ci−1

ci−1 //

ϕ′
i−1

��

ϕi−1

��

hi−1

||
||

||
||

~~||
||

||
||

|

Ci
ci //

ϕ′
i

��

ϕi

��

hi

||
||

||
||

~~||
||

||
||

Ci+1

ci+1 //

ϕ′
i+1

��

ϕi+1

��

hi+1

||
||

||
|

~~||
||

||
||

. . .

hi+2

||
||

||
||

|

~~||
||

||
||

. . .
di−2 // Di−1

di−1 // Di

di // Di+1

di+1 // . . .

The two chain mapsϕ, ϕ′ : C → D are calledchain homotopic, denoted byϕ ∼h ϕ′, if

ϕi − ϕ
′
i = hi+1 ◦ ci + di−1 ◦ hi for all i ∈ Z.

Two chain complexesC,D are calledchain homotopicif there exists two chain mapsϕ : C → D
andψ : D → C such that

ψi ◦ ϕi ∼h idC and ϕi ◦ ψi ∼h idD for all i ∈ Z.

Such chain mapsϕ : C → D andψ : C → D are calledhomotopy equivalences. We denote chain
homotopic complexes byC ≃h D.

Definition 4.5.2. Let ψ : D → C be a homotopy equivalence. Assume thatψ has a “homotopy
inverse”ϕ : C → D, that is

ψi ◦ ϕi = idC and ϕi ◦ ψi ∼h idD for all i ∈ Z,

thenψ is called adeformation retraction. Moreover, if there exists a homotopyh with h ◦ ϕ = 0,
thenψ is called astrong deformation retractionandϕ is called aninclusion into a strong deforma-
tion retract.

A (mapping) cone of two chain complexes is defined below. Be careful: Some authors use a
different sign convention.

Definition 4.5.3. (The cone) Let C,D be two chain complexes with chain groupsCi, Di and
differentialsci, di. Letϕ : C → D be a chain map. Theconeof C,D alongϕ is the chain complex
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Γ(ϕ : C → D) with the chain groups and differentials

Γi = Ci ⊕Di−1 andγi =

(
−ci 0
ϕi di−1

)
,

i.e. if the two chain complexesC,D look like

C,D : · · ·
ci−1,di−1
−−−−−→ Ci, Di

ci,di−−→ Ci+1, Di+1
ci+1,di+1
−−−−−→ Ci+2, Di+2

ci+2,di+2
−−−−−→ · · ·

then the cone alongϕ is generated by direct sums over the diagonal as shown below.

. . .
ci−2 // Ci−1

−ci−1 //

ϕi−1

��

⊕

Ci
−ci //

ϕi

��

⊕

Ci+1

−ci+1 //

ϕi+1

��

⊕

. . .

⊕

. . .
di−2 // Di−1

di−1 // Di

di // Di+1

di+1 // . . .

It is easy to check that the cone gives again a chain complex (here one has to use the signs
above). The following well-known proposition concludes this section. We need it in order to prove
Theorem 2.3.8.

Proposition 4.5.4.LetC,D,E, F be four chain complexes and let

C

f

��

D

g′

��
E ϕ

//

f ′

OO

F

g

OO

be a diagram in the categoryKom(C). Assume thatf is an inclusion into a strong deformation
retractf ′ andg is a strong deformation retraction with inclusiong′. Then

Γ(ϕ ◦ f) ≃h Γ(ϕ) ≃h Γ(g ◦ ϕ).

Proof. In order to maintain readability, we suppress some subscripts in the following.
To show thatΓ(ϕ) ≃h Γ(ϕ ◦ f) we denote their differentials bydΓ(ϕ◦f) anddΓ(ϕ) respectively.

Consider the following diagram

Γ(ϕ ◦ f) : . . . // Ci+1 ⊕ Fi
dΓ(ϕ◦f)

//

ψf ′

��

Ci+2 ⊕ Fi+1
//

ψf ′

��

. . .

Γ(ϕ) : . . . // Ei+1 ⊕ Fi
dΓ(ϕ)

//

ψf

OO

Ei+2 ⊕ Fi+1
//

ψf

OO

ψh

oo . . .,

where the three mapsψa, ψb andh are given by

ψf =

(
f 0
0 id

)
and ψf

′

=

(
f ′ 0

ϕ ◦ h′ id

)
and ψh =

(
h 0
0 0

)
.
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Here the maphi : Ei → Ei−1 should be the homotopy from the inclusion off into f ′. One easily
checks that the diagram above is commutative and that this setting gives rise toΓ(ϕ) ≃h Γ(ϕ ◦ f).
The statementΓ(g ◦ ϕ) ≃h Γ(ϕ) can be verified analogously. �

4.6. Cubes and projective complexes.In this section we define/recall some facts from homolog-
ical algebra about cubes and projective complexes. We need them in the Section 2.6, since we can
only ensure that our assignment will be a “projective chain complex”. That means lousily speaking
that face are commutative “up to a sign”.

Let Cun be a standard unitn-cube. We can consider this cube as a directed graph by labelling
neighbouring verticesγ by wordsaγ in {0, 1} of lengthn as follows. Choose one vertex and give
it the label0 . . . 0 with n-entries. Any of itsn neighbours get a different word of lengthn with
exactly one1. Continue by changing exactly one entry until every vertex has a label.

For two verticesγa, γb that differ by only one entryk one assigns a label for the edges between
them by replacingk with a∗. The edges is oriented fromγa to γb iff k = 0 for γa. We denote such
an edge byS : γa → γb. Recall thatR denotes a commutative, unital ring of arbitrary characteristic.

Definition 4.6.1. (Cube) An n-cube in aR-pre-additive categoryC is a mapping

CuC
n : Cun → C

that associates each vertexγa with an elementγCa ∈ Ob(C) and each edgeS : γa → γb with an
elementSC

a,b ∈ Mor(γCa , γ
C
b ).

A morphisms of cubesφ : CuC
n → Cu′C

n is a collection of morphisms for all vertices that is

{SC
a,a′ | γa, γa′ vertices ofCuC

n,Cu
′C
n}.

We denote the category ofn-cubes inC by Cbn(C) and the category of all cubes inC by Cb(C).
It should be noted that a morphisms between twon-cubes can be seen as an+1-cube. Moreover,

from an+1 cube one can define a morphism ofn-cubes by fixing a letterk of the words associated
to the verticesγa and fixing then-subcubesCu0C

n andCu1C
n of CuC

n+1 such that the vertices ofCu0C
n

havek = 0 and the ones ofCu1C
n havek = 1. The morphism is the given by all edges ofCuC

n+1

that changek = 0 to k = 1.

Definition 4.6.2. (Cube types) Denote byR∗ all units inR. The categoryCP = C/R∗ is called the
projectivisationof C, i.e. morphisms are identified iff they differ only by a unit.A projectivisation
of a cubeCuCP

n is given by the composition with the obvious projection.
A face of a cube, denoted byF , is given by (we hope that the notation is clear)

γa01
S∗1

##G
GGGGGGG

γa00

S∗0 ""F
FFF

FFFF

S0∗

<<xxxxxxxx
γa11 ,

γa10
S1∗

;;wwwwwwww

or with an extra superscriptC for a cube inC. Such a face is said to be oftypea, c or p if the
following is satisfied.

(Type a) We haveSC
1∗ ◦ S

C
∗0 = −S

C
∗1 ◦ S

C
0∗ (anticommutative).

(Type c) We haveSC
1∗ ◦ S

C
∗0 = SC

∗1 ◦ S
C
0∗ (commutative).

(Type p) We haveSC
1∗ ◦ S

C
∗0 = uSC

∗1 ◦ S
C
0∗ for u ∈ R∗ (projective).
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Furthermore, a cubeCuC
n is called oftype a, type cor type p, if all of its faces are of the corre-

sponding types.
A morphisms betweenn-cubesCuC

n,Cu
′C
n is called oftype a, type cor type pif the corresponding

n+ 1-cube is type a, type c or type p respectively.
Two cubesCuC

n andCu′C
n are calledp-equalif

CuCP
n = Cu′CP

n .

We call two morphisms betweenCuC
n andCu′C

n p-equalif the correspondingn + 1-cubes are p-
equal.

Note that morphisms of type c and type p are closed under compositions. Hence, the category
Cb(C) has three subcategories, namely the following.

(Type a) The subcategoryCba(C) with cubes of type a and morphisms of type c.
(Type c) The subcategoryCbc(C) with cubes of type c and morphisms of type c.
(Type p) The subcategoryCbp(C) with cubes of type p and morphisms of type p.

It is worth noting that we can see any cube inC as a complex(C∗, c∗) (the reader should be care-
ful that we do not saychaincomplex here) by taking direct sums of vertices with the samenumber
of 1 in their labels and matrices of the morphisms associated to the edges between neighbouring
vertices.

Definition 4.6.3. Let (C∗, c∗) and (D∗, d∗) be two cubes of type p. We call two morphisms
ϕ, ϕ′ : C → D of type pp-homotopic, denoted byϕ ∼Ph ϕ

′, if

ϕi − ϕ
′
i = hi+1 ◦ ci + uidi−1 ◦ hi for all i ∈ Z,

for a backward diagonalh as in Definition 4.5.1 and unitsui ∈ R∗.
Two such cube complexes are calledp-homotopicif there exists two morphisms of type p

ϕ : C → D andψ : D → C such that

ψi ◦ ϕi ∼
P
h idC and ϕi ◦ ψi ∼

P
h idD for all i ∈ Z.

Such morphismsϕ : C → D andψ : C → D are calledp-homotopy equivalences. We denote
p-homotopic complexes of type p byC ≃ph D.

Definition 4.6.4. Let Cun denote ann-cube and let us denote the set of edges ofCun by E(Cun).
An edge assignmentǫ of the cube is a map

ǫ : E(Cun)→ {+1,−1}.

Let C be aR-pre-additive category. Then an edge assignmentǫ of the cubeCun is callednegative
(or positive), if CuC

n is a cube of type a (or of type c) after multiplying the morphism fe of the edge
e ∈ E(Cun) of the cubeCb(C) with ǫ(e).

The following lemma follows immediately from the definition.

Lemma 4.6.5. If CuC
n is a cube of type a (or of type c), then there is a negative (or positive) edge

assignment ofCuCP
n . �
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4.7. Graded cellular algebras. We recall the definition of acellular algebradue to Graham and
Lehrer [40] in the present section. Note that we need the definition of a graded cellular algebra
and some facts about these algebras and their representation theory. We follow the paper of Hu
and Mathas [43]. Moreover, we also need some more facts aboutcellular algebras, e.g. the notion
is (almost) categorical in the sense that it is Morita invariant iff char(K) 6= 2. We follow König
and Xi in [67] in order to recall these facts.

Note that in the whole sectionK denotes a field of arbitrary characteristic unless otherwise
specified. Moreover,R denotes a commutative, unital, integral domain and our convention for the
weight posetis that✄ denotesstrictly bigger. Furthermore,gradedalways meansZ-graded11.
A graded(left) R-module is a module with a direct decompositionM =

⊕
d∈ZMd, where the

elements ofMd arehomogeneous of degreed andM{i} denotes a degree shift byi ∈ Z.
An graded(left) R-algebra is an algebra that is a graded (left)R-module withAdAd′ ⊂ Ad+d′

for all d, d′ ∈ Z. A graded(left) A-module is a module withAdMd′ ⊂ Md+d′ for all d, d′ ∈ Z,
while the rest is defined in the obvious way. We denote the category of (left)A-modules byA-Mod
and the category of graded (left)A-modules byA-Modgr.

Definition 4.7.1. SupposeA is a graded free algebra overR of finite rank. Agraded cell datumis
an ordered quintuple(P, T , C, i, deg), where(P,✄) is theweight poset, T (λ) is a finite set for all
λ ∈ P, i is aninvolutionof A andC is an injection

C :
∐

λ∈P
T (λ)× T (λ)→ A, (s, t) 7→ cλst.

Moreover, thedegree functiondeg is given by

deg :
∐

λ∈P
T (λ)→ Z.

The whole data should be such that thecλst form a homogeneousR-basis ofA with i(cλst) = cλts and
deg(cλst) = deg(s) + deg(t) for all λ ∈ P ands, t ∈ T (λ). Moreover, for alla ∈ A

acλst =
∑

u∈T (λ)

ra(s, u)c
λ
ut (mod A✄λ).

HereA✄λ is theR-submodule ofA spanned by the set{cµst | µ✄ λ ands, t ∈ T (µ)}.
An algebraA with such a quintuple is called agraded cellular algebraand thecλst are called a

graded cellular basisof A (with respect to the involutioni).

Example4.7.2. Let A = R[x]/(xn) andi = id. And letP = {0, . . . , n − 1} andT (k) = {1}.
Then the standard basisck11 = xk has a very special property, namely that the coefficients for
multiplication only depend on higher powers ofx (moduloxn).

LetA = Mn×n(R), i.e. the set ofn× n-matrices overR. SetP = {∗} andT (∗) = {1, . . . , n}.
The standard basis ofA, i.e. theeij-matrices, has a very special property, namely that the coeffi-
cients for multiplication with a matrix from the right only depend on thei-th row and vice versa
for multiplication from the left only on thej-th column. Moreover, for the involution defined by
i(M) =M t, we havei(eij) = eji.

11Usually if we stress that something is graded we mean with a non-trivial grading.
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For an example of a graded cellular algebra, we can takeA = M2×2(R) with the same data as
above. The degree of the two elements inT (∗) = {1, 2} should bedeg(1) = 1 anddeg(2) = −1.
One can easily check that this a graded cell datum as in Definition 4.7.1.

In the same spirit, one can see (using the Artin-Wedderburn Theorem) that every semisimple
algebra over a algebraically closed field is a cellular algebra. It is worth noting that Gornik’s
deformationGS of our web algebraKS as defined in 3.5 is by Proposition 3.5.13 semisimple.
Hence, we see directly that it is a cellular algebra. Moreover, the exampleA = M2×2(R) can
easily extended toA = Mn×n(R), showing that it is agradedcellular algebra. This implies
that every semisimple algebra is in fact a graded cellular algebra, although the grading forGS is
artificial and does not have connections to theq-filtration explained in 3.5.

The idea of Graham and Lehrer was to “interpolate” between the two extremes from Exam-
ple 4.7.2. One main example for our purposes is the following.

Example4.7.3. As Hu and Mathas [43] point out, the algebras studied by Brundan and Strop-
pel [19], and their quasi-hereditary covers aregradedcellular algebras in the sense of Defini-
tion 4.7.1. Note that these algebras are thesl2 analogue of the algebras we defined in Section 3.

Another main example for us is also given by Hu and Mathas in [43], i.e. they showed the
following Theorem.

Theorem 4.7.4.Suppose thatO is a commutative integral domain such thate is invertible inO,
e = 0 or e is a non-zero prime number, and letRn

Λ be the cyclotomic Khovanov-Lauda-Rouquier
algebraRn

Λ overO. ThenRn
Λ is a graded cellular algebra with respect to the dominance order

and with homogeneous cellular basis explicitly given in[43].
Using Brundan and Kleshchev[16] graded isomorphism, this includes that the corresponding

cyclotomic Hecke algebra is a graded cellular algebra ifO is a field.

Let us recall some facts about (graded) cellular algebras.

Definition 4.7.5. Let A be a graded cellular algebra overR with a given graded cell datum
(P, T , C, i, deg). Moreover, fix a weightλ ∈ P. The graded (left)A-cell module forλ denoted
Cλ is

Cλ =
⊕

d∈Z
Cλ
d ,

whereCλ
d is the freeR-module with basis

{cλs | s ∈ T (λ) and deg s = d}.

The action is given by

acλs =
∑

u∈T (λ)

ra(s, u)c
λ
u.

The coefficients should be the ones from Definition 4.7.1. Theaction of the involutioni is defined
in the obvious way. Note that these modules can be seen as a generalisation of the (graded) Specht
modules for the symmetric group and the Hecke algebras of type A.

For fixedλ ∈ P we can define

Dλ = Cλ/rad(Cλ).
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One main point why (graded) cellular algebras are interesting is that they give a lot of informa-
tion about the categoriesA-Modgr andA-Mod, if one knows a particular (graded) cell datum for
it, i.e. although the existence of a (graded) cell datum isnot trivial, as we argue below, anexplicit
(graded) cell datum is preferable. To be more precise, we recall a theorem of Hu and Mathas. The
proof can be found in their paper [43] in the Section 2.

Theorem 4.7.6.SupposeK is a field and thatA is a graded cellular algebra overK with graded
cell datum(P, T , C, i, deg). LetP0 = {λ ∈ P | Dλ 6= 0}. Then we have the following.

(a) The gradedA-moduleDλ is absolutely irreducible for allλ ∈ P0.
(b) For all λ, µ ∈ P0 we haveDλ ≃ Dµ{i} for somei ∈ Z iff i = 0 andλ = µ.
(c) A complete set of pairwise non-isomorphic, graded, simpleA-modules is given by

D = {Dλ{i} | λ ∈ P0 and i ∈ Z}.

(d) Let · : A-Modgr → A-Mod denote the functor that forgets the grading. Then a complete
set of pairwise non-isomorphic simpleA-modules is given by

D = {D
λ
| λ ∈ P0}.

We recall a theorem due to König and Xi [67], i.e. that the property “being cellular” is Morita
invariant over fields of characteristic not2. To be more precise.

Theorem 4.7.7.Let K be a field withchar(K) 6= 2. Moreover, letA be anK-algebra that is
cellular with respect to an involutioni. LetB be anK-algebra that is Morita equivalent toA.
ThenB is a cellular algebra with respect to a suitable involutioni′.

It should be noted that their proof of Theorem 4.7.7 relies ona ring theoretical and basis free
definition of the notion cellular algebra using acell filtration of cell ideals. It is well-known that
this definition is equivalent to the original one given by Graham and Lehrer, see [68]. To be more
precise, we recall the following.

Definition 4.7.8. SupposeA is a graded, free algebra overR of finite rank andi : A → A is an
involution. A two sided idealJ ⊂ A that is fixed by the involutioni is called acell ideal iff
there exists a left ideal∆ ⊂ J that is finitely generated and free as anR-module together with an
isomorphism ofA-bimodulesα : J → ∆⊗R i(∆) such that the following diagram commutes.

J
α //

i

��

∆⊗R i(∆)

x⊗y 7→i(y)⊗i(x)
��

J α
// ∆⊗R i(∆)

The algebraA is calledcellular with respect toi if there is a finite chain of two-sided ideals (all
fixed by i), i.e. 0 = J0 ⊂ J1 ⊂ · · · ⊂ Jn−1 ⊂ Jn = A, such thatJk/Jk−1 is a cell ideal ofA/Jk−1

with respect toi for all 1 ≤ k ≤ n.

Theorem 4.7.9.An R-algebraA is (ungraded) cellular in the sense of Definition 4.7.1 iff itis
(ungraded) cellular in the sense of Definition 4.7.8.

The Definition 4.7.8 can be copied and applied in the graded setting, too. Moreover, a slight
change of the proof of the equivalence given in [68] shows that one can give an equivalent basis
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free definition of Definition 4.7.1 usingcell filtration of graded cell ideals. Hence, using a result,
i.e. Theorem 5.4 and Corollary 5.5, of Gordon [38], one obtains thatgradedMorita equivalence
between two algebras over a field of characteristic not2, one a cellular algebra with a non-trivial
grading, implies the existence of a non-triviallygradedcellular basis for the other in the sense of
Definition 4.7.1, although neither the bases elements nor the involution or grading areexplicit.

The assumption thatchar(K) 6= 2 is necessary as König and Xi showed and the following
example (given in Section 7 in [67]) shows that one has to be careful with the involution.

Example4.7.10. LetK be field withchar(K) 6= 2 and letA be theK-algebraA = Mat2×2(K).
Define two involutionsi, i′ by

i :

(
a b
c d

)
7→

(
d b
c a

)
and i′ :

(
a b
c d

)
7→

(
d −b
−c a

)
.

One can check thatA is cellular with respect toi if one sets the corresponding cell module to be

∆ =

{(
a b
c d

)
∈ Mat2×2(K) | a = b, c = d

}
.

But A is not cellular with respect toi′, sinceA is simple and therefore its own cell ideal which
would imply that there exists a cell module∆ such that

A ≃ ∆⊗K i′(∆),

but an easy calculation, using the conditions given in Definition 4.7.8, shows that this is impossible.

4.8. Filtered and graded algebras and modules.In this section (note that this was the appendix
in [78]), we have collected some basic facts about filtered algebras, the associated graded algebras
and the idempotents in both. Our main sources are [102] and [105]. In this section, everything is
defined over an arbitrary commutative, associative, unitalringR.

LetA be a finite dimensional, associative, unitalR-algebra together with an increasing filtration
of R-submodules

{0} ⊂ A−p ⊂ A−p+1 ⊂ · · · ⊂ A0 ⊂ · · · ⊂ Am−1 ⊂ Am = A.

Actually, for anyt ∈ Z we have a subspaceAt, where we extend the filtration above by

At =

{
{0}, if t < −p,

A, if p ≥ m.

Note that in the language of [102], such a filtration isdiscrete, separated, exhaustive and complete.
If 1 ∈ A0 and the multiplication satisfiesAiAj ⊆ Ai+j , we say thatA is an associative, unital,
filtered algebra. Theassociated graded algebrais defined by

E(A) =
⊕

i∈Z
Ai/Ai−1,

and is also associative and unital. AlthoughA andE(A) are isomorphicR-modules, they are not
isomorphic as algebras.

A finite dimensional,filteredA-moduleis a finite dimensional, unitaryA-moduleM with an
increasing filtration ofR-submodules

{0} ⊂M−q ⊂M−q+1 ⊂ · · · ⊂ Mt =M,
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such thatAiMj ⊆ Mi+j , for all i, j ∈ Z, after extending the finite filtration to aZ-filtration as
above.

We define thet-fold suspensionM{t} ofM , which has the same underlyingA-module structure,
but a new filtration defined by

M{t}r =Mr+t.

Given a filteredA-moduleM , theassociated graded moduleis defined by

E(M) =
⊕

i∈Z
Mi/Mi−1.

An A-module mapf : M → N is said topreserve the filtrationsif f(Mi) ⊆ Ni, for all i ∈ Z. Any
such mapf : M → N induces a grading preservingE(A)-module mapE(f) : E(M)→ E(N) in
the obvious way.

This way, we get a functor

E : A-Modfl → E(A)-Modgr,

whereA-Modfl is the category of finite dimensional, filteredA-modules and filtration preserving
A-module maps andE(A)-Modgr is the category of finite dimensional, gradedE(A)-modules and
grading preservingE(A)-module maps.

Recall thatA-Modfl is not an abelian category, e.g. the identity mapM → M{1} is a filtration
preserving bijectiveA-module map, but does not have an inverse inA-Modfl. In order to avoid
such complications, one can consider a subcategory with fewer morphisms. AnA-module map
f : M → N is calledstrict if

f(Mi) = f(M) ∩Ni

holds, for alli ∈ Z. LetA-Modst be the subcategory of filteredA-modules and strictA-module
homomorphisms.

Lemma 4.8.1.The restriction ofE toA-Modst is exact.

We also need to recall a simple result about bases. A basis{x1, . . . , xn} of a filtered algebraA
is calledhomogeneousif, for each1 ≤ j ≤ n, there exists ani ∈ Z such thatxj ∈ Ai\Ai−1. In
that case,{x1, . . . , xn} defines a homogeneous basis ofE(A), wherexj ∈ Ai/Ai−1. In order to
avoid cluttering our notation, we always writexj and then specify in which subquotient we take
the equivalence class by saying that it belongs toAi/Ai−1.

Given a homogeneous basis{y1, . . . , yn} of the associated gradedE(A), we say that a homoge-
neous basis{x1, . . . , xn} of A lifts {y1, . . . , yn} if xj = yj ∈ Ai/Ai−1 holds, for each1 ≤ j ≤ n
and the correspondingi ∈ Z. The result in the following lemma is well-known. However, we
could not find a reference in the literature, so we provide a short proof here.

Lemma 4.8.2.LetA be a finite dimensional, filtered algebra and{y1, . . . , yn} be a homogeneous
basis ofE(A). Then there is a homogeneous basis{x1, . . . , xn} ofA which lifts{y1, . . . , yn}.

Proof. We prove the lemma by induction with respect to the filtrationdegreeq. SupposeAq = 0,
for all q < −p, andAq = A, for all q ≥ m. ThenE(A−p) = A−p. Since{y1, . . . , yn} is a
homogeneous basis ofE(A), a subset of this basis forms a basis ofA−p.

For each−p + 1 ≤ q ≤ m, choose elements inAq which lift the homogeneous subbasis of
E(Aq). We claim that the union of the sets of these elements, for all−p ≤ q ≤ m, form a
homogeneous basis ofA which lifts {y1, . . . , yn}. Call it {x1, . . . , xn}. By definition, thexj lift
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theyj, for all 1 ≤ j ≤ n. It remains to show that thexj are all linearly independent. This is true
for q = −p, as shown above.

Let q > −p and suppose that the claim holds for{x1, . . . , xmq−1}, the subset of{x1, . . . , xn}
which belongs toAq−1. Let

{x1, . . . , xmq
} = {x1, . . . , xmq−1} ∪ {xmq−1+1, . . . , xmq

}

be the subset belonging toAq. Suppose that

(4.8.1)
mq∑

j=1

λjxj = 0,

with λj ∈ R. Then we have
mq∑

j=1

λjxj =

mq∑

j=mq−1+1

λjxj =

mq∑

j=mq−1+1

λjyj = 0 ∈ Aq/Aq−1.

By the linear independence of theyj, this implies thatλj = 0, for all mq−1 + 1 ≤ j ≤ mq. Thus,
the linear combination in (4.8.1) becomes

mq−1∑

j=1

λjxj = 0.

By induction, this implies thatλj = 0, for all 1 ≤ j ≤ mq−1.
This shows thatλj = 0, for all 1 ≤ j ≤ n, so thexj are linearly independent. �

For a proof of the following proposition, see for example Proposition 1 in the appendix of [105].

Proposition 4.8.3.LetM andN be filteredA-modules andf : M → N a filtration preservingA-
linear map. IfE(f) : E(M)→ E(N) is an isomorphism, thenf is an isomorphism (and therefore
strict too).

The most important fact about filtered, projective modules and their associated graded, projec-
tive modules, that we need in Section 3, is Theorem 6 in [102].Note that these projective modules
are the projective objects in the categoryA-Modst.

Theorem 4.8.4(Sjödin). Let P be a finite dimensional, graded, projectiveE(A)-module. Then
there exists a finite dimensional, filtered, projectiveA-moduleP ′, such thatE(P ′) = P . Moreover,
if M is a finite dimensional, filtered,A-module, then any degree preservingE(A)-module map
P → E(M){t}, for some grading shiftt ∈ Z, lifts to a filtration preservingA-module map
P ′ → M{t}.

We also recall the following corollary of Sjödin (Corollary in [102] after Lemma 20).

Corollary 4.8.5. LetM be a finite dimensional, filtered,A-module, then any finite or countable
set of orthogonal idempotents in

im(φ) ⊂ homE(A)(E(M), E(M))

can be lifted tohomA(M,M), whereφ is the natural transformation

φ : E(homA(M,M))→ homE(A)(E(M), E(M)).
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[102] G. Sjödin, On filtered modules and their associated graded modules, Math. Scand. 33 (1973), 229-249.
[103] W. Soergel, The combinatorics of Harish-Chandra bimodule, J. Reine Angew. Math. 429 (1992), 49-74.
[104] N. Spaltenstein, The fixed point set of a unipotent transformation on the flag manifold, Proc. Kon. Nederlandse
Ak. van Wetenschappen 79 (1976), 452-456.

[105] R. Sridharan,Filtered algebras and representationsof Lie algebras, Trans. Am. Math. Soc.100-3(1961),530-550.
[106] C. Stroppel, Categorification of the Temperley-Lieb category, tangles and cobordisms via projective functors,
Duke Math. J. 126 (2005), 547-596.

[107] C. Stroppel, Parabolic categoryO, perverse sheaves on Grassmannians, Springer fibres and Khovanov homol-
ogy, Compos. Math. 145 (2009), 945-992, online available arXiv:math/0608234v3.

[108] C. Stroppel and B. Webster, 2-Block Springer fibers: convolution algebras and coherent sheaves, Comment.
Math. Helv. 87 (2012), 477-520, online available arXiv:0802.1943.

[109] T. Tanisaki, Defining ideals of the closures of the conjugacy classes and representations of the Weyl groups,
Tohoku Math. J. 34 (1982), 575-585.

[110] D. Tubbenhauer, Khovanov homology for virtual links using cobordisms, online available arXiv:1111.0609v2.
[111] D. Tubbenhauer, Khovanov homology for virtual tangles and applications, online available arXiv:1212.0185.
[112] V. Turaev,Quantum Invariants of Knots and3-manifolds, De Gruyter Studies in Math. 18, 2nd edition (2010).
[113] V. Turaev and P. Turner, Unoriented topological quantum field theory and link homology, Algebr. Geom. Topol.
6 (2006), 1069-1093, online available arXiv:math/0506229v3.

[114] K. Ueyama, Graded Frobenius algebras and quantum Beilinson algebras, Proc. of the 44th Symposium on Ring
Theor. and Represent. Theor., Okayama University, Japan, 2012.

[115] M. Varagnolo and E. Vasserot, Canonical bases and Khovanov-Lauda algebras, J. Reine Angew. Math. 659
(2011), 67-100, online available arXiv:0901.3992v2.

[116] B. Webster, Canonical bases and higher representation theory, online available arXiv:1209.0051v2.
[117] B. Webster, Knot invariants and higher representation theory I: diagrammatic and geometric categorification of
tensor products, online available arXiv:1001.2020v8.

[118] B. Webster, Knot invariants and higher representation theory II: the categorification of quantum knot invariants,
online available arXiv:1005.4559v6.

[119] B.W. Westbury, Web bases for the general linear groups, J. Alger. Comb. 35 (2012), 93-107, online available
arXiv:1011.6542v2.

[120] S. Wolfram,The MATHEMATICA book, Cambridge University Press, 4th edition (1999).
[121] H. Wu, Matrix factorizations and colored MOY graphs, online available arXiv:0803.2071v5.
[122] Y. Yonezawa, Matrix factorizations and intertwinersof the fundamental representations of quantum group
Uq(sln), online available arXiv:0806.4939.

11D.T.: Courant Research Center “Higher Order Structures”, University of Göttingen, Germany; Mathe-
matisches Institut, Georg-August-Universität Göttingen, Germany.email: dtubben@uni-math.gwdg.de

189


	1. Introduction
	1.1. Categorification
	1.2. Virtual Khovanov homology
	1.3. The sl3 web algebra

	2. Virtual Khovanov homology
	2.1. A brief summary
	2.2. The topological category
	2.3. The topological complex for virtual links
	2.4. Skew-extended Frobenius algebras
	2.5. The topological complex for virtual tangles
	2.6. Circuit algebras
	2.7. An application: Degeneration of Lee's variant
	2.8. Computer talk
	2.9. Open issues

	3. The sl3 web algebra
	3.1. A brief summary
	3.2. Basic definitions and background: Webs
	3.3. Basic definitions and background: Foams
	3.4. Basic definitions and background: Quantum 2-algebras
	3.5. The sl3 web algebra WSc
	3.6. The center of the web algebra and the cohomology ring of the Spaltenstein variety
	3.7. Tableaux and flows
	3.8. Z(GS) and E(Z(GS))
	3.9. Web algebras and the cyclotomic KLR algebras: Howe duality
	3.10. Web algebras and the cyclotomic KLR algebras: The uncategorified story
	3.11. Web algebras and the cyclotomic KLR algebras: And its categorification
	3.12. An isotopy invariant basis
	3.13. Open issues

	4. Technical points
	4.1. Higher categories
	4.2. Grothendieck groups of categories
	4.3. Grothendieck groups and categorification
	4.4. Higher representation theory
	4.5. Cones, strong deformation retracts and homotopy equivalence
	4.6. Cubes and projective complexes
	4.7. Graded cellular algebras
	4.8. Filtered and graded algebras and modules

	References

