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1. Introduction

1.1. Mechanosensation

Mechanosensation relies on the transduction of mechanical stimuli into neuronal impulses. It comprises the sense of touch and also proprioception and hearing. In contrast to sight, smell and taste, relatively little is known about the molecular machineries that mediate the mechanotransduction. However, it is already clear that important aspects are conserved from *Caenorhabditis elegans* to humans. Because of the advantages including a sequenced genome and the ability to conduct electrophysiological recording from mechanoreceptor neurons, *Drosophila melanogaster* has taken a well placed position to make contributions to mechanotransduction studies. Even human geneticists expect that studies on *Drosophila* will provide a new source of candidate genes which with their human homologues can be examined for roles in mechanosensory development, function and disease.

Hearing is a specialized form of the mechanosensation. Not all animals that can sense mechanical stimuli are able to hear. Hearing of an animal depends on whether it can behaviorally respond to biological relevant sound stimuli following the processing flow:

- Sound stimuli $\rightarrow$ detected by sound receiver $\rightarrow$ transduced in sensory organ $\rightarrow$ processed and encoded by CNS $\rightarrow$ effect or initiate corresponding behavior.

In *Drosophila*, evidence for hearing and the corresponding mating behavior (courtship songs) emerged already in late of 50’s and early 60’s last century [1-3].

In this thesis, it will be focused on the study of hearing with the model organism *Drosophila*. 
1.2. Hearing in Drosophila

The studies on hearing in Drosophila were initiated by the discovery of the flies’ communication with courtship songs [1-3, 5-7]. In addition to visual, olfactory and gustatory cues, auditory cues are important for Drosophila mating behavior [7] (Figure 1). During courtship, male flies flap one of their wings generating trains of sound pulses that are detected by the females. Two kinds of courtship songs can be distinguished: short sound pulses that are delivered at a rate of ca 30 pulses per second [8] and sine songs produced by continuous vibration of the wing [8, 9]. Both song types have a dominant frequency of ca 150-200 Hz and are believed to serve different roles in mating [10]: the sine songs prime the female prior to courtship and the pulse songs act as a final trigger and also increase the activity of nearby males [9, 11, 12]. As a part of the multisensory communication system, acoustic courtship song serves sex and species recognition [13, 14] and provides information about male quality and reproductivity.

Figure 1: Sequence of courtship of Drosophila melanogaster

1.3. Anatomy of the fly's ear

Figure 2: Antennal hearing organ of Drosophila

(A) Sketch of the antenna depicting six segments. Segments 3-6 form the sound receiver, vibrations of which are picked up by Johnston’s organ, which is housed in Segment 2. (B) Frontal view of the left part of Drosophila head, second antennal segment (a2) and third antennal segment are shown. Direction of the movement of the 3rd segment and its extension are indicated by black arrows. (C) Sketch of a cross section through the 2nd segment shows the direct connection of the 3rd segment (a3) to the neurons in the 2nd segment and the relative movements depicted by black arrows.

Anatomically, the Drosophila antenna is composed of six segments (a1-a6) (Figure 2 A and B): 3 three large basal segments: the scape (first segment; a1), the pedicel (second segment; a2), the funiculus (third segment; a3), and two small segments residing on the funiculus (a4 and a5) connected with a feather-like extension named arista (a6) [15]. Only the 1\textsuperscript{st} segment houses muscles, allowing for active movements of the entire antenna. The 2\textsuperscript{nd} segment houses a chordotonal stretch-receptor organ, Johnston’s organ (JO). The 3\textsuperscript{rd} segment is flexibly suspended in the 2\textsuperscript{nd} segment via an antennal joint [16] (Figure 2C). Segments a3-a6 are stiffly coupled together and mediate the reception of sound as a rigid body, which is named as arista [16, 17]. When stimulated acoustically, the distal segments (a3-a6) sympathetically twist back and forth about the longitudinal axis of a3 (Figure 2B and C). These movements are directly coupled to, and picked up by the primary mechanosensory neurons of Johnston’s organ.
Johnston’s organ is composed of ca. 200 chordotonal sensilla (scolopidia). Each of these sensilla consists of two to three sensory neurons and several accessory cells (Figure 3) [18, 19]. Chordotonal sensory neurons are bipolar and monodendritic, bearing a single distal ciliated dendrite and a proximal axon that conveys neuronal impulses to the CNS [21]. The ciliated dendrite of the sensory neurons is directly connected to the antennal sound receiver via an extracellular cap. The neurons of Johnston’s organ are arranged like a bowl [22]. Cross-sections through the organ show that the neurons form two populations that are symmetrically connected to the posterior and anterior sides of the sound receiver [16, 22]. Recordings of intracellular calcium signals in neurons of Johnston’s organ revealed that these two neural populations are alternatively activated when the sound receiver twists back and forth [22]. The neurons are endowed with mechanically gated transduction channels [23-25]. Because of the direct connection between these channels and the sound receiver, the mechanics of the sound receiver can be used to probe the auditory transduction events.

1.4. Mechanics of *Drosophila* sound receiver

The mechanics of the fly’s antennal sound receiver can be assessed noninvasively by measuring its vibration via a laser-Doppler Vibrometer (LDV) ([26] and section 2.3). Because the entire sound receiver (a3-a6) moves as a rigid body, monitoring the vibration at one point betrays the frequency characteristics of the whole antennal sound receiver [16, 17]. In the absence of acoustic stimulation, the
sound receiver twitches erratically back and forth due to thermal bombardment by air particles in Brownian motion [27, 28]. The power spectra of the receiver’s free fluctuation closely resemble those of a moderately damped harmonic oscillator, whose resonance frequency approximately corresponds to the dominant frequency of the fly’s courtship songs (ca. 150-200 Hz) [27]. When the sound receiver is stimulated with a pure tone at a much higher frequency than the dominant frequency of the courtship songs, the amplitude of the vibration response linearly scales with the intensity of the pure tone [29]. This linear behavior coincides with that of a single harmonic oscillator. However, when the frequency of the stimulating pure tone approaches the resonance frequency of the sound receiver, this linear relation breaks down: In the near of the resonance frequency, the sound receiver displays the compressive nonlinearity, which is one of the four characteristics defining the cochlear amplifier [30, 31]. Due to this compressive nonlinearity, a wide range of stimulus intensities is condensed into a narrow range of response amplitudes and the sensitivity to faint sounds is increased by a factor of ca. 10 [29, 32, 33] (Figure 4C, green trace). With the compressive nonlinearity the sound receiver achieves an increase in the dynamic range with the by-product of reduced intensity resolution. When the fly’s physiological condition deteriorates, this gain in sensitivity become much larger, reaching factors of up to 100 [29] (Figure 4, red traces). Along with this excess gain the oscillation becomes larger, resulting in the sharp peak in the power spectrum [28, 29, 34]. When the flies die or are anesthetized by CO₂, the fluctuation amplitude drops and the peak in the power spectrum and the nonlinearity disappear. The sound receiver then behaves linearly throughout the intensity range [27, 28] (Figure 4, blue traces). When the receiver is stimulated by different intensities of sound, the mechanical frequency response varies. This change results in a down shift of resonance frequency from ca. 800 Hz to 200 Hz, as the stimulus intensity declines [17, 27, 35]. This suggests that the sound receiver tunes in on the courtship songs when the songs are faint.
1.5. Active amplification

As mentioned in the section 1.4, the fly’s sound receiver displays a compressive nonlinearity that is frequency specific and can oscillate spontaneously in the absence of sound stimulation. Both these properties can be found in vertebrate auditory systems, where they are ascribed to the cochlear amplifier [37]. The concept of the cochlear amplifier posits that the vertebrate cochlea is endowed with a force-generating process that feeds mechanical energy into sound-induced basilar membrane motion [38-41]. Four key characteristics define the cochlear amplifier [30, 39]: (1) compressive nonlinearity, (2) frequency specific amplification, (3) active amplification / power gain, and (4) self sustained oscillations. An existing active amplifier must exhibit the power gain, i.e. more energy must be dissipated by the amplifier than is originally fed in. A rigorous way to test for power gain is to demonstrate the violation of the fundamental principle in equilibrium thermal dynamics, the equipartition or the fluctuation-dissipation theorem. Using this method, the sensory hair-bundles of bullfrog’s inner hair cells and the fly’s sound receiver have been shown to violate the fluctuation-dissipation theorem (Figure 5) [42-44], demonstrating that they are active and exhibit power gain. In *Drosophila*, the total energy that is pumped into
the vibration of the antennal sound receiver by the active process has been estimated by comparing the energy of receiver’s free fluctuation between dead and live flies [28]. This active energy has been found to correspond to ca. 20zJ.

1.6. Motility of sound receptors of *Drosophila*

By monitoring and analyzing the mechanics of the antennal sound receiver in *Drosophila* mutants, the cellular basis of the active process of the fly’s auditory system has been traced down to the chordotonal sensory neurons of Johnston’s organ. Fly mutants with hearing defects have been identified in behavioral screens [8, 45]. One of the respective genes is *no-mechanoreceptor-potential A* (*nompA*). Flies carrying null alleles of *nompA* fail to produce the mechanical evoked electrical response in the tactile bristles [46] and, as well, lack the sound evoked electrical response in the antennal nerves [46, 47]. The gene *nompA*, reportedly, encodes an extracellular linker protein, which is expressed in the cap (Figure 3) that connects the sensory cilia of the neurons of Johnston’s organ to the antennal sound receiver [46]. In *nompA* nulls, the attachment is broken and the neurons in Johnston’s organ are disconnected from the sound receiver [46]. Along with this anatomical defect, the compressive nonlinear behavior in the mechanics of the sound receiver and active amplification are lost, which suggest that the source of the active mechanical energy are in the sensory

Figure 5: Violation of the fluctuation-dissipation theorem demonstrates the active process

At the thermal equilibrium the ratio between the effective temperature and the ambient temperature is one. The hair bundle of the bullfrog (upper panel) and the fly’s sound receiver (lower panel) violate the fluctuation-dissipation theorem at 8 Hz and 120 Hz, respectively, demonstrating the active property. [42, 44]
neurons of Johnston’s organ [27, 28]. Furthermore, evidences that insensitive-larva B (tilB) and Beethoven (btv) mutants lost the receiver’s nonlinearity and activity supported the theory that the neurons of Johnston’s organ generate motions and actively pump energy into the vibrations of the antennal sound receiver [27, 28]. Mutants in both tilB and btv affect the structure of the sensory cilia of the neurons of Johnston’s organ. Anatomically, the btv mutants show defects in the ciliary dilation (Figure 3) [47]. The tilB mutants fail to develop ciliary dynein arms and to produce motile sperm [47]. This combination suggests that the force-generating machinery is located in the proximal region of the sensory cilia of the neurons of Johnston’s organ, because the ciliary dynein arms have been shown only to exist in this region [48].

1.7. Molecular mechanisms of the sensory neurons

Hair cells display two kinds of active motions: prestin-mediated somatic electromotility and the active hair bundle motility that is powered by the molecular machinery for auditory transduction [40, 41, 49]. Somatic electromotility seems restricted to mammalian outer hair cells, while active hair bundle motility is more widespread to characterize the hair cells of both mammalian and non-mammalian vertebrates. As explained in the preceding subsections, the chordotonal sensory neurons in Drosophila demonstrate similarity to the hair cells in vertebrates: they are motile and play both the transducing and the actuating roles. According to the Drosophila genome sequence, a prestin ortholog is expressed in Johnston’s organ [50], yet more evidences suggest that the auditory transduction machinery promotes the active amplification in the sensory neurons of Johnston’s organ.

1.7.1 Candidate transducer is required for the active amplification
By analyzing the auditory mechanics in flies carrying mutations in transient receptor potential family (TRP-family) ion channels, it has been shown that active amplification in fly hearing requires candidate transducer components. In *Drosophila*, three members of the TRP-family have been identified that are expressed in Johnston’s organ and are involved in hearing in flies: No-mechanoreceptor-potential C (NompC) (= TRPN1) and the TRPVs, Nanchung (Nan) and Inactive (Iav). Nan and Iav are deemed to form a heteromultimeric Nan-Iav channel [51-53]. Investigations of *Drosophila* tactile bristles have shown that NompC might be a transduction channel [54]. NompC harbors a predicted pore region and a N-terminal ankyrin spring, and therefore seems structurally qualified for being a mechanically gated (gating-spring) ion channel as implicated in auditory transduction [25, 55-58]. Furthermore, NompC is required for the mechanoreceptors in *Drosophila* and nematode [51, 59-61] and is essential for hearing in drosophila [62]. Based on these evidences, it has been speculated that NompC could also be one of the transduction channels for hearing [51, 63-66]. Yet, loss of NompC does not turn out the sound-evoked electric potentials in nerves completely. Remnant potentials persist in NompC mutants [47]. On the other hand, the potentials are completely abolished by null alleles of *nan* and *iav*, which could be the evidence that it is the TRPV which forms the transduction channel for hearing [52, 54].

![Figure 6: Model of TRP-channel function in Drosophila ear](image)

Nan-Iav acts downstream of NompC in auditory pathway. The feedback amplification requires NompC and is controlled by Nan-Iav. A NompC independent mechanotransduction channel (X) is responsible for remnant compound action potentials (CAPs) in *nompC* mutants. Disrupting Nan-Iav breaks the signal propagation. After [36]
Molecular mechanisms of the sensory neurons

However, disrupting the NompC channels abolishes active amplification, which is facilitated by the disruption of Nan-Iav [29]. Epistatic analysis indicates that Nan-Iav acts downstream of NompC in auditory pathway, facilitating active amplification in a NompC-dependent way (Figure 6). According to this theory, both NompC-dependent and NompC-independent transduction mechanisms exist and NompC but not Nan-Iav might be the transduction channel. The remnant action potentials in nompC mutants can be ascribed to the NompC-independent way. This notion was supported by the finding that neurons in Johnston’s organ are grouped for 2 different tasks: sound-detection and gravity/wind-detection [67, 68].

As these genetic studies have shown that the active amplification in the auditory system of Drosophila requires components of candidate transduction channels, biophysical modeling demonstrated that the active amplification in fly’s ear can be explained by transducer-based force generation [44].

1.7.2 Transducer-based model of Drosophila hearing organ

Mechanical signatures that are consistent with a direct mechanotransducer gating have been identified in fly’s ear [23]. These signatures conform to those of the gating-spring model of vertebrate auditory transduction [23]. The gating-spring model describes mechanotransduction in hair cells [69-71]. According to this model, deflections of hair bundles in vertebrate hair cells directly gate mechanoelectrical transduction channels (MET-channels). The MET-channels are attached to elastic elements, the gating-springs. This channel-spring-complex is serially coupled to adaptation motors (Figure 7). Forces acting on the channel (gate) are conducted by the spring. According to this model, the extension of the gating-spring and the open probability of the channel alter, when the force acting on the gating-spring changes. The channels operate in parallel and each of these channels is assumed to have two states: open or closed. At resting position, the open probability is ca. 0.5. When the transducer is actuated by a pulling force, the tension of the spring increases and more channels are opened. In the open state, extracellular ions flow into the sensory cell and interact with the gating spring-
channel-complex, so that the channel gate is closed, which can be ascribed to fast adaptation of the channel. After this closure, the channel gate cannot be reopened for a short time [72-74], followed by a motor driven slow adaptation [71] (Figure 7). This motor driven adaptation reduces the spring tension and restores the open probability of the channel (Figure 7).

To test whether this molecular arrangement of gating spring model also explains the active amplification in the auditory system of *Drosophila*, a biophysical model for the fly’s auditory system was devised. In this model, transducer modules as for the vertebrate auditory hair cells coupled to a simple harmonic oscillator that represents the fly’s antennal sound receiver [44] (Figure 8). In accordance with the anatomy of the *Drosophila* hearing organ (section 1.3), two opposing populations of transducer modules are arranged symmetrically. The harmonic oscillator twists about the a2/a3 joint (Figure 8). Mathematically, the model is described by a set of coupled differential equations. Simulation of this model captures the mechanics of the fly’s antennal sound receiver including its response to force, its free fluctuation, and its frequency characteristics.
Molecular mechanisms of the sensory neurons

Comparing simulated and measured responses revealed that this model suffices to quantitatively reproduce the active properties of the fly’s sound receiver and properties of the sound-evoked potentials in the antennal nerve [25, 44]. Analysis with this model revealed that active amplification in the fly’s auditory system arises from the interplay between the transduction channels and associated adaptation motors [44], analogous to active hair bundle motions.

Figure 8: Model of Drosophila hearing organ

In accordance with the anatomy of the fly’s hearing organ, the hair cell-like transducer modules are symmetrically arranged into opposing populations and coupled with a simple harmonic oscillator that represents the antennal sound receiver of fly. When the sound receiver is actuated, the harmonic oscillator twists about the a2/a3 joint, and the transducer modules in both sides are stretched and compressed, respectively. After [44]
1.8. **Aim of this study**

The biophysical model for fly’s hearing organ mentioned in the preceding subsections has helped to understand and explain the active process in the neurons of Johnston’s organ, linking the macroscopic measurements to parameters on molecular level, and providing valuable means for analyzing mechanics of fly’s antennal sound receiver and the auditory functions of fly’s ear. However, running the models and simulations is highly time-consuming, preventing a systematic analysis of auditory function in a large number of flies. During my doctoral thesis I have established a computational framework, the “Virtual Fly Ear” that facilitates the analysis via models, providing the means to systematically compare this function between hearing-impaired mutants and respective controls. Furthermore, multiple models: (1) two-state model, (2) simple harmonic oscillator model with floating joint, (3) two-state model with floating joint, (4) two-state model with nonlinear parallel stiffness, and (5) four-state model are implemented in this framework. Based on these models, the hearing mechanics of mutant flies can be explained in a more specific way. Comparing the model’s fit results may help to identify and verify the defects in the auditory machinery. In addition to the modeling, a novel method for analyzing auditory function is presented that allows to quantify power fluxes in the ear.
Aim of this study
2. Material and methods

2.1. Fly lines

Table 1 of mutants/wide types used during the thesis

<table>
<thead>
<tr>
<th>fly</th>
<th>Full genotype</th>
</tr>
</thead>
<tbody>
<tr>
<td>Canton-S (CS)</td>
<td>wild-type</td>
</tr>
<tr>
<td>NompA</td>
<td>w;cn bw nompA[2]/Cy P{Ubi-GFP},</td>
</tr>
<tr>
<td>TilB</td>
<td>yw tilB[2]/FM4</td>
</tr>
<tr>
<td>NompC</td>
<td>;NompC(3)/CyO;</td>
</tr>
</tbody>
</table>

2.2. Fly preparation for mechanical measurement

Movements of the 3rd antennal segment (funicle) were measured at the tip of the antennal arista. Environmental vibrations were canceled by the use of an air table. Unwanted animal movements were prevented by a thorough stabilization of the animal using wax and dental glue. The only possible movement was the rotation of the 3rd segment about its longitudinal axis relative to the 2nd segment (Figure 2). Techniques were adapted and refined according to references of [23, 28, 29].
2.3. Mechanical Measurements

2.3.1 Free fluctuations of the sound receiver

In absence of external force, the fly’s sound receivers fluctuate due to the Brownian motion of air particles and the active movements of JO neurons. The LDV was used to measure the free fluctuations by focusing the laser beam on the tip of the arista. The LDV allows precise measurements of the velocity of the sound receiver on nm/s level. The velocities of the fluctuation were recorded as time trace with a sampling rate of 8192 Hz. To analyze the fluctuation, a python script (psd_plot.py) was used, which converts the velocity time trace $\dot{X}(t)$ into a displacement time trace $X(t) = \int \dot{X}(t) dt$. The displacement power spectral density (PSD) was calculated with the displacement time trace by applying the Wiener-Khinchin theorem [75]. (For detail of definitions for FFT please see Appendix A.) The LDV software allows for the evaluation of the one sided PSD as well. To exclude out-of-focus data, all fluctuation data in the thesis was calculated with own python scripts, and the LDV software only serves as control.

Individual best frequencies (iBF) of each sound receiver were determinate from velocity spectra obtained with the software.

2.3.2 Sound-induced intensity characteristic of the sound receiver

To assess the mechanical response of the fly’s sound receiver in to acoustic stimuli, pure tones at the iBF with different amplitudes (ranging over 96 dB) were broadcast via with a loudspeaker/HiFi-system. Resulting stimulus practical velocities at the animal’s position were measured by an Emkay NR 3158 pressure-gradient microphone as described [27]. The time trace of the displacement of the tip of the arista was measured with a Polytec PSV-400 Laser Doppler Vibrometer equipped with an OFV-700 close-up unit and digitalized at a rate of 12.1 kHz. The phase-locked displacement amplitude at the stimulus frequency was measured as Fourier amplitude, $\tilde{X}(\nu)$. CAPs were recorded with an electrolytically tapered tungsten electrode inserted between the 1st antennal segment and the head. A non-differential electrode for CAP recording was placed in the thorax. The CAP amplitudes were read at twice the stimulus frequency because of the frequency-
doubling of the CAPs produced by JO [23]. The individual CAP response was normalized\(\left(\frac{V-V_{\text{min}}}{V_{\text{max}}-V_{\text{min}}}\right)\), where V denotes the voltage recorded by the electrode. The normalized CAP signals were fitted with a Hill-equation with 4 free parameters: \(y_{\text{min}}, y_{\text{max}}, m, n\). The fit equation reads

\[
f(x) = y_{\text{min}} + \frac{y_{\text{max}}-y_{\text{min}}}{1+\left(\frac{x}{m}\right)^n},
\]

where \(y_{\text{min}}\) is the minimum, \(y_{\text{max}}\) the maximum, \(m\) a constant defining intensity at half-maximal response and \(n\) a measure of the dynamic phase [76].

Thresholds were defined as the sound particle velocity/antennal displacement amplitude at which 5% of the \(y_{\text{max}} - y_{\text{min}}\) was reached. The dynamic range was defined as 5%-95% of the \(y_{\text{max}} - y_{\text{min}}\).

### 2.3.3 Passive receiver mechanics

To determine the passive mechanical properties of the fly’s antennal receiver, animals were anesthetized with \(CO_2\) ([14, 27]). The PSD of the receiver’s passive fluctuations were fitted with a simple harmonic oscillator (SHO) function. The elastic properties of the JO and the antennal joint are well described by the constants of the harmonic oscillator. A driven damped harmonic oscillator can be defined by

\[
m\ddot{x} + \gamma \dot{x} + Kx = F, \tag{1}
\]

where \(m\) is the mass, \(\gamma\) is the friction constant and \(K\) is the stiffness constant, \(x\) and \(F\) are displacement and external force, respectively.

In the absence of external stimulation, the sound receiver is driven by thermal force \(F = \eta\). According to the equipartition theorem of the fluctuation-dissipation theorem, the thermal force in the near of the thermal equilibrium [42] can be defined by

\[
\langle \eta(t)\eta(0) \rangle = 2k_B T \gamma \delta(t),
\]

where \(k_B\) denotes the Boltzmann constant, \(T\) the ambient temperature, \(\delta\) the delta function and the brackets the autocorrelation operator.
On the basis of the definition for the harmonic oscillator equation 1, the linear response function can be deduced as

\[ \tilde{X}(\omega) = \frac{\tilde{X}(\omega)}{\tilde{F}(\omega)} = \frac{1}{-m\omega^2 + i\omega\gamma + k}, \]  
\[(2)\]

And by replacing the driven force in equation 1 with \( \tilde{F}(\omega) = \tilde{\eta}(\omega) \), we obtain

\[ \tilde{X}(\omega) = \frac{\tilde{\eta}(\omega)}{-m\omega^2 + i\omega\gamma + k}. \]  
\[(3)\]

Knowing the Fourier transformed displacement as a function of frequency \( \tilde{X}(\omega) \), the power spectral density can be deduced by applying the Wiener-Khinchin theorem:

\[ \tilde{S}(\omega) = \frac{2k_BT\gamma}{m^2 \left( (\omega^2 - \omega_0^2)^2 + \left( \omega \frac{\omega_0}{Q} \right)^2 \right)} = 2k_BT\gamma |\tilde{\chi}(\omega)|^2, \]  
\[(4)\]

where \( Q \) is the quality factor and equals to \( \frac{\omega_0 m}{\gamma} \) and \( \omega_0 \) is the natural angular frequency of undamped system and equals to \( \sqrt{K/m} \).

According to the definition of discrete Fourier transform (Appendix A) the discrete form of equation 4 reads

\[ \frac{X^2(\omega)}{\Delta\omega} = \frac{2k_BT\gamma}{m^2 \left( (\omega^2 - \omega_0^2)^2 + \left( \omega \frac{\omega_0}{Q} \right)^2 \right)} \]  
\[(5)\]

and

\[ \frac{X^2(\omega)}{\Delta\omega} = 2k_BT\gamma |\tilde{\chi}(\omega)|^2, \]  
\[(6)\]

where the \( X^2(\omega) \) is the squared Fourier transformed amplitude of measured displacement.

Integrating the function (equation 5) for frequencies between zero and infinity yields the fluctuation power, i.e. the mean-square displacement, \( \langle X^2 \rangle \), of the
receiver's fluctuations [42]. Fits were performed by an automatic fit program using the Nelder-Mead algorithm [77], which is called Downhill-Simplex-Algorithms as well.

2.3.4 Sound-induced vibrations

External stimulus forces can entrain active receiver vibrations, suggesting that the active energy that is dissipated by the receiver might redistribute in the presence of sound. To investigate how sound alters dissipation, the receiver was exposed to tones at its individual best frequency and the tone intensity was varied. To separate active and passive components in the receiver’s response, responses were measured before and during anesthetization with $CO_2$.

2.3.4.1 Fitting sound-induced vibrations

When exposed to tones, the receivers of anesthetized flies vibrate in response to the external stimuli and, in addition, fluctuate due to thermal and background noise. By fitting the PSD of the receiver with equation 5 while neglecting the stimulus frequency and higher harmonics, we isolated its thermal fluctuations from its tone-induced vibrations and background noise. By re-adding its vibration response at the stimulus frequency to the resulting fit-function, the PSD of its vibrations was reconstructed, yielding a “clean” PSD that does not include higher harmonics and background noise.

The model (equation 5) describes neither the peak amplitudes nor the amplitudes at the stimulus frequency’s harmonics. To simplify the calculation of the PSD of such a stimulated fluctuation, we divided the PSD into a base spectrum (spectrum without the amplitudes at the stimulus frequency and its harmonics) for the thermal fluctuation and background noise and the peak amplitude at stimulus frequency. The amplitudes at the harmonics of the stimulus frequency have only minor impact on the energy distribution, thus they are not included in the calculations.
Mechanical Measurements

**Figure 10 Fitting stimulated PSD**
Illustration of fitting PSD of sound induced vibration. After the Peak amplitude at stimulus frequency (A, black arrow) and the higher harmonics were removed (A blue line before and green line after). The base spectrum (B, blue line) was fit to the model (equation 5). Subsequently, the peak amplitude (A, black arrow) was re-added to the fit curve for reconstruction (C).

### 2.3.4.2 Estimating the force exerted by sound stimulation

The passive receiver mechanics of anesthetized flies can be deduced by fitting model of simple harmonic oscillator (equation 5) to the corresponding receiver fluctuations. Because the fluctuations result from thermal bombardment and the thermal driving force $\eta_0$ satisfies

$$\langle \eta_0(t' + t)\eta(t') \rangle = D_0 \delta(t), \quad (7)$$

where the angle bracket denotes the autocorrelation function, and $D_0 = 2k_B T \gamma$, the Fourier amplitude of the force can be written as

$$\frac{F^2}{\Delta \nu} = 2k_B T \gamma. \quad (8)$$

Because the system is linear, the Fourier amplitude of the force exerted by a tone stimulus at the frequency of stimulation can be directly deduced from the Fourier amplitude of the receiver’s displacement at the corresponding frequency if its mechanics are known. Fitting the receiver’s vibrations with simple harmonic oscillator (equation 5) provides information about this mechanics, so the Fourier amplitude of the force exerted by the stimulus can be deduced:

For a specific frequency $\nu$, we thus obtain
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\[
\frac{|X_{0\nu}|^2}{\Delta \nu} = D_0 \cdot |\tilde{x}(\nu)|^2. \quad (9)
\]

The linear response function (LRF) is defined as

\[
\tilde{x}(\nu) = \frac{\tilde{X}(\nu)}{\tilde{F}(\nu)} \quad (10)
\]

where \(\tilde{X}(\nu)\) denotes the Fourier transformed displacement and \(\tilde{F}(\nu)\) the Fourier transformed stimulus.

When the sound receiver is additionally driven with white noise so that force it experiences is \(D_T = n \cdot D_0\), the discrete form of the PSD is given by

\[
\frac{|X_{T\nu}|^2}{\Delta \nu} = D_T \cdot |\tilde{x}(\nu)|^2. \quad (11)
\]

Therefore

\[
\frac{|X_{0\nu}|^2}{|X_{T\nu}|^2} = \frac{D_0}{D_T} \quad (12)
\]

Combining equations 9-11, the force amplitude is

\[
|F_0| = \sqrt{\Delta \nu \cdot D_0}, \quad |F_T| = \sqrt{\Delta \nu \cdot D_T}, \quad (13), (14)
\]

where \(|F_0|\) and \(|F_T|\) have the unit N. Substituting \(D_0\) and \(D_T\) in the equation 12 with the equations 13 and 14, we obtain the following equation:

\[
|F_T| = \sqrt{\frac{2k_B T \Delta \nu \cdot |X_{T\nu}|^2}{|X_{0\nu}|^2}}. \quad (15)
\]

Equation 15 is used to deduce the force exerted by pure tones with the unit N.
The PSD of a sound receiver actuated by pure tone stimulus with frequency $f_s$, (Blue line), which is described by the thermal constant $D_0$. The PSD described by constant $D_T$ (green line) has the same amplitude as the peak amplitude of the stimulated PSD (blue) at the frequency $f_s$. 

**Figure 11 Illustration of force estimation for the sound induced stimulation**
2.3.5 Mechanical & nerve response to step stimulus

Figure 12 Setup for electrostatic measurements

Two bipolar electrodes were positioned to both anterior (aE) and posterior (pE) to the arista. The fly was charged with -100 V above ground by a charging/indifferent electrode (cE). Mechanical responses (displacements) of the arista were recorded by LDV. A recording electrode (rE) allowed for a simultaneously record of the nerve responses (CAP). Modified from [23]. The laser scan head and AD converter were connected for the input and output of the signal. Measurement data were monitored and analyzed online with connected computers. Pictures of laser scan head and CED AD converter are adapted from the webpage of Polytec and Cambridge Electronic Design, respectively.

The gating compliance and the parallel stiffness of the antennal sound receivers can be deduced by measurements of mechanical responses to step forces to the receivers. The step forces were generated electrostatically so that a non-touched stimulus can be achieved. Similar technique has been described by Dr. Jörg Albert [23]. This technique was adapted and improved by introducing another electrostatic probe, so that electrostatic actuation could come from both anterior and posterior side of the antennal receiver (Figure 12), and the pushing and pulling forces were much more equal. In addition, the flies were loaded with a static potential of 100 V over ground by an electrode inserted into the thorax. Through the loading, the polarization effects were compensated. These modifications improved the linearity of applied forces in relative to the distance between the sound receiver and the electrodes.
Mechanical Measurements

The bipolar tungsten stereotrodes (WE3ST31.0A5 and WE3ST31.0A10, Micro Probe, Inc.) were used as actuator probes. The probes were aligned to the laser beam axis of LDV optically and positioned to the anterior and posterior sides of the arista equally. During the measurements the probes could be charged up to ± 400 V. This high loading increased the possible forces acting on the sound receiver and allowed more space for the positioning of the electrodes, which contributed the compensation of the quadratic effect between the stimulus voltage and the generated force. To obtain the values of step forces multiple steps were generated and a quadratic fit with equation,

\[
\text{Force} = f(v) = p_0 + p_1 v + p_2 v^2,
\]

was applied.

To measure the mechanical responses to the step forces 28 digital steps were generated by a script of the Spike2 software. A CED micro3 (Cambridge Electronic Devices, Cambridge, UK) were used for AD convention at a sampling frequency 13.1 kHz, which is controlled by the software Spike2. As described above the converted voltages/electric fields were experienced by the arista. The laser scan head detected and recorded the motion of the arista, data were monitored and stored by the computer running the software PSV, which controlled the laser scan head. The recorded data were cleaned and analyzed by multiple scripts and programs (see section 2.4).

We distinguished two different kind of stiffness from the measured data: \( K_{\text{peak}} \) and \( K_{\text{steady}} \). \( K_{\text{steady}} \) describes only the combined stiffness of the a2/a3 joint and the structures that suspend JO, doesn’t describe the mechanical stimulus coupling [24] from the sound receiver to the mechanotransduction channel. Therefore, \( K_{\text{steady}} \) is constant. \( K_{\text{peak}} \) describes the gating spring and the dynamic stiffness changes that is based on the opening and closing of the mechanotransduction channels. Thus, \( K_{\text{peak}} \) isn’t constant and depends on the external force, the number of channels, their open probabilities, the gating swing and the energy needed to gate a single channel.
2.3.5.1 Force estimation of electrostatic steps

Theoretically the electric field $E(r)$ at a distance $r$ from the actuator electrode is proportional to the command voltage $V_c$ fed to the electrode. And the force $F$ experienced by the sound receiver depends on the receiver’s polarization $p$. Although we used double bipolar electrodes as actuators to minimize the polarization, minor polarization effect still remained. And this polarization is proportional to the electric field $p \propto E(r)$. This leads to a quadratic relation between command voltage and the force [23].

To obtain the explicit value of force acting on the sound receiver, 28 step stimuli with different $V_c$ were produced. The onset acceleration $a_{on}$ was calculated by the pre-analysis programs. A fit to the following equation was carried out:

$$\frac{F}{m} = a_{on} = \frac{p_1}{m} (v_c - v_0) + \frac{p_2}{m} (v_c^2 - v_0^2),$$

where $m = \text{effective mass of the arista}$,

$a_{on} = \text{onset acceleration}$,

$p_1, p_2 = \text{parameters of the quadratic equation}$,

$v_c = \text{command voltage}$,

$v_0 = \text{base voltage}$.

After the fit, the parameters $p_0, p_1, p_2$ combined with were $v_c$ used to deduce the external force for the fitting of the models.
Figure 13  Displacement response and its time trace of acceleration
(A) Illustration of displacement response of step force stimulus. (B) The calculated acceleration. The accelerations of every single step stimulus were plotted in (C) as green dots, and the fit as blue curve. Experimental data provided by Dr. Thomas Effertz.

2.3.6  Receiver’s linear response function for weak sinusoidal forcing

To determine the linear response function, defined as \( \tilde{\chi}(f) = \tilde{F}(f)/\tilde{X}(f) \), we actuate the sound receiver electrostatically with a multiple-sine stimulus consisting of n sinusoids of identical force amplitude A. For very small stimuli, the linear response function is independent of the forcing amplitude. During the measurement the fly was mounted and positioned between electrodes as described in section 2.3.5 and Figure 12.
Experimentally a voltage sequence generated by script “reizfileproducer.py” was fed to the PSV Scanning Vibrometer Software, which in turn produced the command voltage and therefore the electric field to actuate the receiver (Figure 12 green data stream). The displacement response was recorded by LDV with a sampling rate of 8192 Hz. The recorded data was cleaned and analyzed by further programs.

2.4. Pre-processing of experimental data

The resulting dataset from force steps measurements containing time traces of stimuli, mechanical and nerve responses with duration of 2h were recorded by Spike2 computer. After exporting the data into a smr file the raw data were subsequently processed by C/C++ and python programs. To access the compiled binary smr file a self-made python [78] wrap of “C++ son library” was used, which is provided by the company CED upon request.

The experimental data measured for PSDs and linear response functions were recorded by the software PSV, which was controlling LDV. The exported data holding file extension unv were stored in Universal File Format (UFF) [79], which contained the time traces and FFT data of the measurements. A python program “unv_extractor.py” converted the unv file into binary and ASCII file for subsequent cleaning processes.

2.4.1 Drift correction

Since the measurements took a long period of time, the recorded time trace was slightly drifted. The following approaches were applied to correct the drifts:

For fluctuation and linear response measurements the low frequency baseline drifts were corrected. The complete time trace was Fourier transformed, low frequencies were removed from the frequency domain. After the inverse Fourier transform, the baseline was corrected.
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For force steps the drift correction was achieved by fitting the baseline before the stimulus and after the stimulus linearly and the subsequent subtraction of the fit equation.

2.4.2 Outlier detection

Disturbances in the experimental data, for example the data out of the laser beam focus or sudden motion of the fly, were detected using outlier detection and excluded from the analysis. The python program “cutoffdetection_qt.py” and several more programs carry out the outlier detection based on the Grubb’s test [80].

To carry out the outlier detection for triggered data i.e. the step measurements, time traces of each of the 28 step stimuli were extracted, the mean values and standard deviations for each stimulus were computed. For continuous data i.e. the fluctuation and linear response function, each complete second was swept and its mean value and standard deviation were calculated.

Two z-scores [80] were defined:

For the mean value,

\[ Z_{\text{mean}} = \frac{|X_i - \bar{X}|}{s}, \]

with \( X_i \) being the tested value for measurement \( i \), and \( \bar{X} \) the mean of complete trigger or sweep time unit and \( s \) the standard deviation.

For the maximal distance to mean value,

\[ Z_{\text{max}} = \frac{Q_i - \bar{X}}{s}, \]

with \( Q_i = |\max (X_i - \bar{X})| \).

When

\[ z > \frac{N - 1}{\sqrt{N}} \sqrt{\frac{t_{\alpha/(2N),N-2}^2}{N - 2 + t_{\alpha/(2N),N-2}^2}}, \]
the hypothesis of no outliers is rejected at significance level of $\alpha/(2N)$ (in our case $\alpha = 0.5$), where $t^{2}_{\alpha/(2N), N-2}$ denotes the upper critical value of the t-distribution with N-2 degrees of freedom (in our case the number of measured points).

Data fragments which couldn’t pass any of the both tests were excluded from further analysis.

![Figure 14 Data cleaning](image)

**Figure 14 Data cleaning**

The displacement response as a time trace is plotted (A. upper plot). On the time trace each of the same step events (A. upper plot green dots) is depicted. The standard deviation (A. middle plot) and maximal difference to the mean value (A. lower plot) of each step displacement responses are calculated. The Grubb’s test was carried out for both of the conditions. Events excluded from the test are colored red, excluded by the other test blue. The distribution of the standard deviations of the data is shown in B. The selection boundaries of the standard deviation test are marked as red points. The displacement mean value of this step stimulus was calculated before (C. black line) and after (C. red line) the cleaning for validation. Experimental data provided by Dr. Thomas Effertz

### 2.4.3 Averaging

The displacement and nerve response of each individual force step were extracted, sorted after the 28 stimuli. After the outliers were filtered away one average time trace was generated (Figure 15). Time traces for fluctuation and linear response function were split into fragments of 1 sec. An average time trace and the standard deviation and standard error for each measured data point were computed as well.
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**Figure 15 Averaged time trace**
Demonstration of the averaged time trace for the displacement response (black) and the command voltages for the stimuli (red). Experimental data provided by Thomas Effertz

### 2.4.4 Data smoothing

To achieve the optimal data set for fit process the experimental data of fluctuation and linear response function after filtering of outliers and averaging should be smoothed. Smoothing algorithms range from the simple moving average to very sophisticated techniques involving Fourier transformation, frequency filtering, and Bach transformation. Depending on the quality two of the smoothing approaches could be optionally applied.

1. Smoothing based on the convolution of a scaled window function [81] with the signal itself. The moving average is the special case when the “flat window” is chosen. For more detail of the implementation please see the python function “Lib.Smoothing.smooth (x, window_len, window)”.

Savitzky-Golay (SG) smoothing: The Savitzky-Golay [82] removes high frequency noise from data. It has the advantage of preserving the original shape and features of the signal better than other types of filtering approaches, such as moving averages techniques. The SG is a type of low-pass filter, particularly suited for smoothing noisy data. The main idea behind this approach is to make
for each point a least-square fit with a polynomial of high order over an odd-sized window centered at the point.

2.5. Summary of experimental data

After the pre-processing we cleaned and averaged the experimental data. The following table summarizes all used experimental data.

Table 2 Summary of experimental data

<table>
<thead>
<tr>
<th>Measurement</th>
<th>Function</th>
<th>Unit</th>
<th>Use of the data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Displacement response to electrostatic force step</td>
<td>$X(t)$</td>
<td>nm</td>
<td>Feed to the fit module of virtual ear</td>
</tr>
<tr>
<td>Nerve response to electrostatic force step</td>
<td>$N(t)$</td>
<td>mV</td>
<td>Analysis of Virtual Ear</td>
</tr>
<tr>
<td>Electrostatic stimulated Linear response function</td>
<td>$\tilde{x}(v)$</td>
<td>nm/pN</td>
<td>Feed to the fit module of virtual ear</td>
</tr>
<tr>
<td>PSD of free fluctuation of the arista</td>
<td>$\tilde{S}(v)$</td>
<td>nm$^2$/Hz</td>
<td>Feed to the fit module of virtual ear</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Analysis of energy flux</td>
</tr>
<tr>
<td>PSD of actuated anesthetized receiver</td>
<td>$\tilde{S}_s(v)$</td>
<td>nm$^2$/Hz</td>
<td>Analysis of energy flux</td>
</tr>
</tbody>
</table>

2.6. System requirement and integrated libraries for the programs

To carry out the pre-process and the fit of the experimental data and the subsequent analysis, a set of programs and scripts were involved. The “Virtual Fly Ear” and its peripheral scripts integrate a list of scientific and graphical libraries in multiple programming languages for the tasks like scientific computing, parallel computing, visualization, etc. These libraries, compilers and programs needed by the “Virtual Ear” and its peripheral scripts are listed in the following table.
### Table 3 Libraries and description

<table>
<thead>
<tr>
<th>Library</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Needed for C/C++</strong></td>
<td></td>
</tr>
<tr>
<td>GNU Scientific Library (GSL) [83]</td>
<td>GSL is a numerical library for C and C++ programmers under GNU General License, which provides a wide range of mathematical routines. The optimization calculation of “Virtual Fly Ear” is based the GSL function.</td>
</tr>
<tr>
<td>Qt4 [84]</td>
<td>Qt is a cross-platform UI framework. Programs in the “Virtual Fly Ear” with the graphical user interface are based on components of Qt.</td>
</tr>
<tr>
<td>SON Library</td>
<td>The library offers a set of functions to access the smr data files exported from the software Spike2. It is provided by the company CED upon request.</td>
</tr>
<tr>
<td>Qt widgets for technical applications (QWT) [85]</td>
<td>This library contains GUI components and utility classes which are primarily useful for programs with technical background. Some of the plotting tools of the “Virtual Fly Ear” are based on the QWT components.</td>
</tr>
<tr>
<td><strong>Needed for Python</strong></td>
<td></td>
</tr>
<tr>
<td>Scipy [86]</td>
<td>The scientific computing tool for Python</td>
</tr>
<tr>
<td>PyQt [87]</td>
<td>PyQt is a set of platform independent Python bindings for Qt framework. It is used for the Python part of the programs</td>
</tr>
<tr>
<td>Numeric [88]</td>
<td>Numeric is a Python module for high-performance, numeric computing.</td>
</tr>
<tr>
<td>PyGSL [89]</td>
<td>This package provides a Python interface for the GSL.</td>
</tr>
<tr>
<td>ScientificPython [90]</td>
<td>A collection of Python modules those are useful for the scientific computing.</td>
</tr>
<tr>
<td>Matplotlib [91]</td>
<td>A Python plotting library</td>
</tr>
<tr>
<td>Python-sqlite [92]</td>
<td>A Python wrapper for the Sqlite library in C/C++ that empowers the Python to access Sqlite Databases.</td>
</tr>
</tbody>
</table>
## Table 4 System requirements

<table>
<thead>
<tr>
<th>System program</th>
<th>Linux/Unix</th>
<th>Windows</th>
</tr>
</thead>
<tbody>
<tr>
<td>C/C++</td>
<td>Compiler g++</td>
<td>MinGW, MSYS</td>
</tr>
<tr>
<td>Python interpreter [78]</td>
<td>Python2.6 (tested version)</td>
<td>Python(x,y) 2.6 (tested version)</td>
</tr>
</tbody>
</table>
System requirement and integrated libraries for the programs
3. Results

Modeling and simulation have provided detailed insights into the function of the *Drosophila* ear. However, running the models and simulations is time-consuming, preventing systematic analysis of auditory function in large number of flies. During my doctoral thesis I established a computational framework, the “Virtual Fly Ear”, which allows for high-throughput analysis of auditory function, providing the means to systematically compare this function between hearing-impaired mutants and respective controls. The Virtual Fly Ear integrates modules for the

1. pre-processing of experimental data,
2. modeling of this data and simulation that can be accessed via a graphical user interface.

The Virtual Fly Ear is described in the following sections (3.1-3.4) and was used to analyze auditory function in mutant flies (section 3.3). In addition, a novel method for analyzing auditory function is presented that allows quantifying power fluxes in the ear (section 3.4).
3.1. The virtual fly ear

3.1.1 Structure and workflow of the programs

The experimental data (see Table 2 in subsection 2.5) were processed via the pre-processing modules (for more details please see subsection 3.1.2) and then fed to the simulation modules where the mechanical response to step forces, the linear response function and the power spectral density (PSD) was simulated. For the fits, 64 or 128 sets of initial parameters were randomly generated. The respective fits, which run in parallel, were compared using the cost-function.

The mechanical response to step forces, the linear response function and the PSD were fed to the analysis modules to deduce gating compliance, parallel stiffness and the active work due to neurons exertion of the sound receiver. The results were plotted and data files in plain text format were produced.

To facilitate the usage and coordinate these programs, a GUI was programmed on the base of the Qt4 framework (see Table 3). Several windows were designed to guide the performance. For the parallel fit, which cannot be carried out via the GUI, a CLI command was generated.

Figure 16: The workflow of the programs

The program framework “Virtual Fly Ear” consists of a set of modules covering numerical and analytical calculations, fitting, analysis and graphical user interfaces. The Figure 16 illustrates the program components and the arrangement.
The resulting parameter sets and the respective experimental data were stored in a database based on SQLite (see Table 3).

### 3.1.2 Post-processing of the experimental data

Experimental data of electrostatic experiment includes the time traces of mechanical and the electrical responses to force steps with 28 different forcing amplitudes in randomized order. After cleaning of the data, it was fed into the post-processing module. This post-processing included the averaging of the respective time traces, the sorting of force steps (and respective responses) with respect to forcing amplitude, the rearrangement of the time traces with rank numbers, which were assigned to steps of different amplitudes (with No. 1 being the largest negative amplitude and No. 28 being the largest positive amplitude; Force with direction away from the fly’s body was defined positive and, respectively, force with direction towards the fly’s body was defined negative.), detection of the forcing onsets and stationary states and the baseline correction. And at the end the time traces of each force step were truncated to a proper size for the fit procedure.

Furthermore the post-processing modules calculate the PSDs from fluctuation measurements and the linear response functions from the displacement responses to multi-sinusoidal stimuli.

The programs of the pre-processing packages were partially contributed by Dr. Björn Nadrowski (step recognition, step onset detection and acceleration determination).

#### 3.1.2.1 Step recognition with edge detection

Step stimuli display edges. This property is used for automatically detection of the steps. The steps were recognized by applying the Discrete Wavelet Transform (DWT) according to the references [94] and [95]. A Python implementation was encoded in the package “edge_detection.py”. The result of such edge detection is shown in Figure 17 illustrating this procedure highlighting the stimulus on- and offsets (data was measured with a wild type Drosophila, CS, with 28 force steps).
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The DWT edge-detection provided a significant range for the step candidates. With the given range, a local sigmoidal fit to the equation

$$V(t) = A_1 + \frac{A_2 - A_1}{1 + e^{-\frac{t - t_0}{\delta}}}$$

(16)

was performed. Here, $V(t)$ denotes the voltage used to provide the electrostatic force as a function of time. Five free parameters were fitted, $A_1$ corresponds to the left asymptote, $A_2$ to the right asymptote, $t_0$ to the time offset defining the voltage value at the halfway between $A_1$ and $A_2$ and $\delta$ to the steepness of the sigmoid curve.

A significance coefficient, defined as

$$\frac{|\text{amplitude of plateau} - \text{amplitude of baseline}|}{\max (\text{STD of baseline}, \text{STD of plateau})}$$

was calculated (STD stands for standard deviation). A cutoff value for the significance coefficient was defined. After dropping step candidates with a significance coefficient smaller than 5, true step stimuli were robustly recognized (Figure 17 lower panel).
3.1.2.2 Determination of the onset of the steps

The onset of each step was determined by using the parameters of the sigmoidal fit (equation 16). A tangent of the sigmoid function at time point $t_0$ has an intercept with the lower asymptote. The point measured right before this intercept (marked with a star in Figure 18) was defined as the onset of the step.

According to the fit equation 16, the tangent (Figure 18, blue dashed line) at $t = t_0$ has the slope of $1/(4 \cdot \delta)$ and passes the point $(t_0, (A_2 - 2A_1)/2)$.

Therefore, we can calculate the intercept with the asymptote $f(t) = A_1$, when $t = 2\delta(2A_1 - A_2) + t_0$. This is illustrated in Figure 18 using experimental data from a canton-S wild type fly. For the 20th force step, parameters were obtained:

![Figure 17: Applying DWT edge detection on step stimuli](image)

The DWT of the averaged step stimuli (A) was calculated (B). The local extrema of the DWT were localized on the time trace and marked (red dots in A and B) both for the original and the transformed time traces. A subsequent sigmoidal fit was performed in the regions estimated via DWT. Step candidates that passed the cutoff condition, significance coefficient > 5, are shown in C (red lines). Experimental data provided by Dr. Thomas Effertz.
\( A_1 = -0.979152 \text{ V}, A_2 = -0.947501 \text{ V}, t_0 = 3.45958 \text{ s} \) and \( \delta=3.5\times10^{-6} \text{ V} \). The slope of the tangent was \( 1.4\times10^{-5} \text{ V/s} \) and the step began at \( 3.459572 \text{ s} \), because the sampling frequency was 13.1 kHz.

**Figure 18: Fitting the step onset with sigmoidal function**

The step stimulus (black line) was fitted to the sigmoid function (fit curve shown as red line). The tangent at \( t = t_0 \) (marked as blue dot) was calculated (blue dashed line). The asymptotes of the sigmoid function are shown as green dashed line. The last measured data point (marked as star) before the intercept of the lower asymptote and the tangent was defined as the step onset. Experimental Data provided by Dr. Thomas Effertz.

### 3.1.2.3 Determination of the onset acceleration and the stationary state of the response

Because the mass of the sound receiver can be assumed to be constant and was unknown before the fit, the onset accelerations of its response to force steps were calculated and used to estimate the electrostatic force. The onset accelerations were evaluated by a post-processing module (Python package “ResponseStepDetector.py”).

Using this package, the acceleration of the antennal displacement around the onset of the step stimuli was fitted with the equation

\[
X(t) = X_B + X_0 \left[ 1 - e^{-\lambda(t-t_0)} \cos(\omega(t-t_0)) \right].
\]  
(17)
Results

Here, $X(t)$ corresponds to the displacement response to the step at time $t$, $X_B$ to the baseline amplitude, $X_0$ to the maximal amplitude, $\lambda$ to the decay constant, $\omega$ to the natural angular frequency and $t_0$ to the time point where the stimulus event occurs. The five free parameters, $X_B, X_0, \lambda, \omega$, and $t_0$, were fitted with the Orthogonal Distance Regression Algorithm. The onset acceleration was estimated as

$$a(t_0) = \frac{d^2 X}{dt^2}(t_0) = X_0(\omega^2 - \lambda^2).$$

To determine the response displacement at stationary state, additionally, the measurement points around the offset of the step response were fit with the exponential equation

$$X(t) = A e^{-\frac{t}{B}} + C,$$

in which $A$, $B$ and $C$ are free parameters. The asymptote, $X(t_0)=C$, was defined as the stationary displacement of the receiver’s response. Also here, the Distance Regression Algorithm was used for the fit.

### 3.1.2.4 Baseline correction and truncation of the time trace

At the end of the post-processing of the data, the baselines of step responses were corrected to 0 nm. Stimuli and responses were isolated (Figure 19).
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Figure 19: Separated step stimuli and responses

The step stimuli (A) and responses (B for displacement response; C for CAP responses) were truncated according to the onset/offset time points. The base lines before stimulus onsets and onset time points were zeroed. For details of the data behind these figures please see Table 5. Experimental data provided by Dr. Thomas Effertz.

Once finished, a text file containing the result of the post-processed steps measurements is automatically produced. For instance, the information about the stimuli and responses of a measured wild type fly (CS) is overviewed in the following table:
### Table 5: Result file produced by the post-processing modules

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.02</td>
<td>0.08</td>
<td>5.43E-04</td>
<td>-232.59</td>
<td>-15538.56</td>
<td>-17230.62</td>
<td>0.28</td>
<td>-0.83</td>
</tr>
<tr>
<td>2</td>
<td>0.20</td>
<td>0.26</td>
<td>4.31E-04</td>
<td>-173.34</td>
<td>-11979.40</td>
<td>-13567.36</td>
<td>0.36</td>
<td>-0.79</td>
</tr>
<tr>
<td>3</td>
<td>0.38</td>
<td>0.44</td>
<td>2.76E-04</td>
<td>-114.69</td>
<td>-8403.68</td>
<td>-9330.44</td>
<td>0.41</td>
<td>-0.78</td>
</tr>
<tr>
<td>4</td>
<td>0.56</td>
<td>0.62</td>
<td>1.51E-04</td>
<td>-56.69</td>
<td>-4827.47</td>
<td>-4704.90</td>
<td>0.38</td>
<td>-0.74</td>
</tr>
<tr>
<td>5</td>
<td>0.74</td>
<td>0.80</td>
<td>7.05E-05</td>
<td>-27.89</td>
<td>-2873.49</td>
<td>-2328.96</td>
<td>0.38</td>
<td>-0.68</td>
</tr>
<tr>
<td>6</td>
<td>0.93</td>
<td>0.99</td>
<td>6.07E-05</td>
<td>-23.08</td>
<td>-2478.38</td>
<td>-1884.18</td>
<td>0.42</td>
<td>-0.69</td>
</tr>
<tr>
<td>7</td>
<td>1.11</td>
<td>1.17</td>
<td>5.36E-05</td>
<td>-18.26</td>
<td>-2093.97</td>
<td>-1512.61</td>
<td>0.42</td>
<td>-0.66</td>
</tr>
<tr>
<td>8</td>
<td>1.29</td>
<td>1.35</td>
<td>4.01E-05</td>
<td>-13.14</td>
<td>-1662.31</td>
<td>-1079.09</td>
<td>0.39</td>
<td>-0.63</td>
</tr>
<tr>
<td>9</td>
<td>1.47</td>
<td>1.53</td>
<td>2.96E-05</td>
<td>-8.31</td>
<td>-1196.68</td>
<td>-685.09</td>
<td>0.41</td>
<td>-0.58</td>
</tr>
<tr>
<td>10</td>
<td>1.65</td>
<td>1.71</td>
<td>2.41E-05</td>
<td>-3.51</td>
<td>-641.10</td>
<td>-266.04</td>
<td>0.39</td>
<td>-0.47</td>
</tr>
<tr>
<td>11</td>
<td>1.83</td>
<td>1.89</td>
<td>2.13E-05</td>
<td>-1.73</td>
<td>-414.63</td>
<td>-139.13</td>
<td>0.38</td>
<td>-0.33</td>
</tr>
<tr>
<td>12</td>
<td>2.01</td>
<td>2.07</td>
<td>2.10E-05</td>
<td>-0.78</td>
<td>-269.22</td>
<td>-77.62</td>
<td>0.41</td>
<td>-0.16</td>
</tr>
<tr>
<td>13</td>
<td>2.19</td>
<td>2.25</td>
<td>1.89E-05</td>
<td>-0.54</td>
<td>-186.19</td>
<td>-50.21</td>
<td>0.42</td>
<td>-0.06</td>
</tr>
<tr>
<td>14</td>
<td>2.37</td>
<td>2.43</td>
<td>1.36E-05</td>
<td>-0.28</td>
<td>-97.07</td>
<td>-22.95</td>
<td>0.45</td>
<td>-0.02</td>
</tr>
<tr>
<td>15</td>
<td>2.55</td>
<td>2.61</td>
<td>1.71E-05</td>
<td>0.15</td>
<td>49.59</td>
<td>12.36</td>
<td>0.41</td>
<td>0.00</td>
</tr>
<tr>
<td>16</td>
<td>2.74</td>
<td>2.80</td>
<td>1.42E-05</td>
<td>0.35</td>
<td>136.30</td>
<td>38.52</td>
<td>0.39</td>
<td>-0.03</td>
</tr>
<tr>
<td>17</td>
<td>2.92</td>
<td>2.98</td>
<td>1.56E-05</td>
<td>0.70</td>
<td>236.85</td>
<td>63.83</td>
<td>0.42</td>
<td>-0.11</td>
</tr>
<tr>
<td>18</td>
<td>3.10</td>
<td>3.16</td>
<td>2.29E-05</td>
<td>1.52</td>
<td>393.18</td>
<td>130.90</td>
<td>0.40</td>
<td>-0.29</td>
</tr>
<tr>
<td>19</td>
<td>3.28</td>
<td>3.34</td>
<td>2.51E-05</td>
<td>3.28</td>
<td>630.72</td>
<td>278.20</td>
<td>0.37</td>
<td>-0.45</td>
</tr>
<tr>
<td>20</td>
<td>3.46</td>
<td>3.52</td>
<td>3.20E-05</td>
<td>8.29</td>
<td>1186.09</td>
<td>678.05</td>
<td>0.42</td>
<td>-0.54</td>
</tr>
<tr>
<td>21</td>
<td>3.64</td>
<td>3.70</td>
<td>3.68E-05</td>
<td>12.86</td>
<td>1665.25</td>
<td>1155.63</td>
<td>0.41</td>
<td>-0.59</td>
</tr>
<tr>
<td>22</td>
<td>3.82</td>
<td>3.88</td>
<td>5.25E-05</td>
<td>18.01</td>
<td>2107.64</td>
<td>1514.70</td>
<td>0.43</td>
<td>-0.63</td>
</tr>
<tr>
<td>23</td>
<td>4.00</td>
<td>4.06</td>
<td>6.50E-05</td>
<td>22.48</td>
<td>2519.85</td>
<td>1976.31</td>
<td>0.40</td>
<td>-0.67</td>
</tr>
<tr>
<td>24</td>
<td>4.18</td>
<td>4.24</td>
<td>6.87E-05</td>
<td>27.49</td>
<td>2900.68</td>
<td>2394.87</td>
<td>0.38</td>
<td>-0.67</td>
</tr>
<tr>
<td>25</td>
<td>4.36</td>
<td>4.42</td>
<td>1.08E-04</td>
<td>41.61</td>
<td>3972.58</td>
<td>3773.29</td>
<td>0.38</td>
<td>-0.71</td>
</tr>
<tr>
<td>26</td>
<td>4.55</td>
<td>4.61</td>
<td>1.75E-04</td>
<td>84.09</td>
<td>6936.90</td>
<td>7767.27</td>
<td>0.40</td>
<td>-0.79</td>
</tr>
<tr>
<td>27</td>
<td>4.73</td>
<td>4.79</td>
<td>2.50E-04</td>
<td>112.95</td>
<td>8894.17</td>
<td>10321.61</td>
<td>0.44</td>
<td>-0.83</td>
</tr>
<tr>
<td>28</td>
<td>4.91</td>
<td>4.97</td>
<td>4.91E-04</td>
<td>171.40</td>
<td>12926.28</td>
<td>14999.64</td>
<td>0.42</td>
<td>-0.88</td>
</tr>
</tbody>
</table>

For reasons of clarity, only some of the parameters are shown.

#### 3.1.2.5 Power spectral density and linear response function

Apart from the response to step stimuli, also the receiver’s fluctuation and the responses to multi-sine-stimulation are post-processed. Frequencies that will be
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used for fitting are selected and outliers in the experimental data can be removed (e.g. 50 Hz and its multiples).

The results are output to plain text files, which will be registered in a database and used for fits.

![Figure 20: The pre-processing of the PSD and the linear response function](image)

A. the PSD from the original recording was calculated (blue line), the outlying points were removed, the missing data points after deletion were linearly interpolated (green lines) the result data were then smoothed (red line) and selected (turquoise dots and line).

B. linear response function at selected frequency is calculated based on the cleaned time trace (black dots marked the real part of the function and red dots the imaginary part). The result was compared with the calculation of Polytec software (+ marked points).

Experimental data provided by Dr. Thomas Effertz.

### 3.1.3 Data storage (database structure)

To organize experimental data and result files, a relational database was established that is based on SQLite (Table 3), which is adequate for the portability as well.

This database consists of two data tables and three reference tables. Information about the experiment animals is stored in the data table “Fly”. Each data record in the table “Fly” can be linked to multiple fit and analysis results that are stored in
the data table, “Parameters”, which is linked to the table “Fly” via the indexing field “Fly.id” (see Figure 21). Additional information about the animals (e.g. synonyms of genotype names) is provided by reference tables, which are again linked to data tables via the indexing fields.

Figure 21 database structure

The database consists of 5 tables: two data tables (red boxes) and three reference tables (black boxes). The tables are connected together with their key indices. Arrows show the joining directions of the connection constraints of the SQL-Statement.
In the framework of the “Virtual Fly Ear” each *Drosophila* ear is represented by its fit parameters. After post-processing Experimental data is fitted. The fit parameters are then stored in a database for further analysis. To simplify fitting and storing, graphical interfaces are designed and implemented in Python and Qt (Python package PyQt [87]) and C++. In this subsection, the workflow of data fitting and storing with the help of graphical user interfaces (GUI) is illustrated by screenshots.

Figure 22 GUI: Main window
The GUI window overview of the database table “Fly” and the daughter table “Parameters”, which can be modified by the buttons.

Figure 23 GUI: Flies Management
The content of table “Fly” can be administrated by using this window.
Results

edited, or deleted by clicking the buttons (right). Picking a fit configuration from the table and clicking the button “Start Fit” carries out the fit with the chosen model.

The records in table “Fly” are managed with the help of the window shown in Figure 23. There, all the information about the fly and the links to associated data that are registered in the database can be accessed.

Fit configurations (shown in the lower table on the main window, Figure 22) are set by means of the window “Fit configuration”, shown in Figure 24. One can choose: the fit model from a dropdown list; the desired force step stimuli from a list of available steps; whether the fit to PSD and LRF should be included, and at which location output figures and parameter settings are stored.

Figure 24 GUI: Fit configuration
Individual fit configurations are set.

Figure 25 GUI: Parameters
Free parameters are selected and their initial parameters can be estimated randomly. The number of fit threads and competition mode are set.
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(Figure 25). If one chooses to carry out the fit process by clicking the button “Start Fit” on the main window, the fit program only runs with one CPU-thread (without parallel algorithms) due to the restriction of the Qt library. An alternative way to run the fit using the parallel algorithms would be via the command line interface: by clicking the button “Print CMD” on the window for fit configuration, a command line is returned, which can be copied to the command line interface and run directly. Depending on the CPU architecture, using the parallel algorithms can reduce the run-time of the fit program by multiple times.

Clicking the button “Parameters” on the window “Fit configuration” opens the window for parameter settings (Figure 25). To obtain a good estimation of the initial parameters for the Downhill-Simplex-Algorithms [77], $2^n$ (n for 0, 1, 2 …) initial simplexes (parameter sets) can be randomly generated inside reasonable boundaries. Depending on the configuration, each of these initial simplexes runs in his own thread until the end (the stop condition) or until a certain station is reached. The number of these initial simplexes is set in the window “Parameters” (Figure 25) via a dropdown input box, provided the check box “Random. threads” (upper left corner) is checked. One can choose the “Competitive” mode by ticking the check box right behind the dropdown list. When the “Competitive” mode is chosen, the optimization threads started with the randomized initial simplexes will make a stop at a certain point, which is predefined as 100 iterations performed by the Downhill-Simplex-Algorithm. At this point, the threads are sorted according to the values of cost-function, which is described in section 3.1.5.8. Based on these values, half of the threads with high cost are discarded. The surviving threads are allowed to further compete until only 4 threads are left. These four threads are run till the end. The result parameter set of the thread with the best cost-function value will be stored in the database; information about other threads can be found in a log-file. All available parameters for the fit are listed in a list box where unsuitable parameters combinations are grayed out. The checked parameters will vary in the fit; others will be fixed to their initial values. When the check box “Random. Threads” is unchecked, the specified initial values in the input box “Init. Value” will be used. By clicking on the button “Random”, a random value is suggested with respect to the boundaries, which follows:
Parameter Value = e^{\ln B_l + (\ln B_u - \ln B_l) r},

where $B_l$ corresponds to the lower boundary, $B_u$ to the upper boundary, and $r$ to a uniformly distributed random number.

Reference tables are managed via the window “Preferences” (Figure 26). A dropdown list helps to choose the desired reference table. By clicking the button “New”, a distinct key for the new record is generated. It can then be edited or deleted. These reference tables prevent multiple entries due to different synonyms of mutants, genotypes, etc.

When the fit process is finished, the result parameters are stored in the database table “Parameters” with the corresponding fit configuration. Experimental data and the simulations are plotted (Figure 27). The figures are saved at a specified storage location (Figure 24).

In order to gain a more intuitive understanding of the dynamics of the model, a visualization tool based on the two-state general model (see section 3.1.5.1) was implemented (Figure 28). Model components like the antennal joint, the parallel spring, the gating-spring modules with transduction channel and the gating spring are scaled, symbolized and visualized with a...
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3.1.5 The models

The GUI described in the last subsection interfaces between user, database, and the mathematical core of the “Virtual Fly Ear” (see also Figure 16). Programs and scripts defining the GUI and the mathematical core are kept separately, so that they also can be used alone either through the command line interface or a recombined script.

In the mathematical core, the revised and modified gating spring model [69-71, 74] for the fly’s ear [44] (section 1.7.2) and four extended models were implemented. The biophysical models are mathematically described by a set of coupled differential equations that are encoded in the Python package “ode_funcs”. The routines for integrating the functions are encoded in the Python

---

**Figure 28 GUI: Visualization tool for the simulations**

Demonstration of a simulation: based on the simulation data (upper table) an animation with symbolized model components was dynamically generated. Time traces of chosen variables of the model differential equations were monitored in the lower right corner.

Dynamically generated animation. The time signals can be followed visually while the program scrolls through the data.
package “integrator”. Depending on the selected model, the fourth-order Runge-
Kutta method [96] or the Euler method are used for evaluating the solutions of the
ordinary differential equations.

3.1.5.1 The two-state model

This model is described by Nadrowski at el. 2008 ([44]). A schematic illustration including 2
states of the channel is shown in Figure 29.

In this model, only one type of transducer channel is involved (Figure 29, green markers). Each
channel can assume 2 states: open or closed. Two identical populations of the transducer modules, which is
composed of one gating spring, one transduction channel and adaptation
motors, are symmetrically coupled with a simple harmonic oscillator that
represents the fly’s antennal receiver [44] (Figure 29).

The dynamics of the model are
described by four coupled first-order differential equations:

\[
\dot{X} = V
\]

\[
\lambda_a \dot{X}_a = K_{GS} (X - X_a - DP_o (X - X_a)) + F_{max} (SP_o (X - X_a) - 1)
\]

\[
\lambda_a \dot{X}_p = K_{GS} (-X - X_p - DP_o (X - X_p)) + F_{max} (SP_o (-X - X_p) - 1)
\]
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\[ m\dot{V} = -K_{GS}(X - X_a - DP_o(X - X_a)) + K_{GS} \left( -X - X_p - DP_o(X - X_a) \right) - \lambda V \]
\[ - K_{AJ}X + F_{ext} \]

The first equation couples the velocity and the displacement of the arista tip.

The dynamics of the anterior and posterior transducer modules are described by the 2nd and the 3rd equations, where \( K_{GS} \) denotes the combined gating spring stiffness, \( X_a \) and \( X_p \) the projected position of anterior and posterior adaptation motor onto the tip of arista, \( D \) the projected gating swing, \( P_o(X - X_a) \) and \( P_o(-X - X_p) \) the open probabilities of anterior and posterior channel population, respectively. The adaptation motors display a linear force-velocity relation, which is characterized by the projected slope \( \lambda_a \). The maximal force that the adaptation can generate is denoted by \( F_{max} \).

The harmonic oscillator and the symmetrically coupled transducer modules are described by the 4th equation, where \( X \) denotes the arista position, \( m \) the effective mass of the sound receiver, \( V \) the velocity of the arista, \( \lambda \) the friction constant of the antennal joint, \( K_{AJ} \) the stiffness of antennal joint, and \( F_{ext} \) the external force experienced by the arista tip.

In these differential equations the open probability \( P_o \) is defined as [69, 74]:

\[ P_o(Y) = \frac{1}{1 + Ae^{-\delta}} \]  \hspace{1cm} (19)

with

\[ \delta = \frac{Nk_BT}{K_{GS}D} \]  \hspace{1cm} (20)

where \( \delta \) is the typical distance the receiver has to move in order to change the state of the channels, \( N \) is the number of transducer modules in one corresponding transducer population and \( A \) is a factor that accounts for the intrinsic energy difference between the channel states:

\[ A = e^{\frac{\Delta G + K_{GS}D^2/(2N)}{k_BT}} \]  \hspace{1cm} (21)

Here, \( \Delta G \) denotes the intrinsic energy difference and \( k_B \) and \( T \) are the Boltzmann constant and the ambient temperature, respectively.
Results

To describe stimulus-evoked electrical response of the fly’s ear, open probabilities that exceed the resting $P_o$ are summed up for both transducer populations, and are defined as: $P_e = \max(P_{o,a} - P_{o,s}, 0) + \max(P_{o,p} - P_{o,s}, 0)$, where $P_{o,a}, P_{o,p}$ denote the open probabilities of the anterior and posterior channel populations, respectively. The stationary open probability at rest is denoted as $P_{o,s}$.

To fit the experimental data that is used for testing mechanical correlates of transducer gating and adaptation (the experiment is described in section 2.3.5), $P_{o,s}, S, K_{A_f}, \delta, \lambda, K_{GS}, \lambda_a, m$, and $N$ are free fit parameters, $D$ and $F_{max}$ were calculated using equation 19 and equation 24 in section 3.1.5.6.

Mechanical measurements revealed that the displacement response of the sound receiver to the step force display a characteristic pattern [23]. The time trace of the displacement response shows an initial overshoot in the forcing direction that is followed by a rebound and a damped oscillation. After certain time, a constant steady-state position is reached (Figure 30 A). The height of the initial displacement peak at stimulus onset is nonlinearly related to the stimulus force (Figure 30 B and C, blue curve for simulated and dots for experimental data): the corresponding dynamic stiffness of the antennal receiver decreases, when the external force declines (Figure 30 C). The displacement of steady-state scales linearly with the stimulus force (Figure 30 B and C, black curve for simulated and dots for experimental data). Within the limit of small stimulus forces ($F_{external} = 0$ to 10 pN), these force-displacement characteristics are accurately reproduced with the 2-state model.
By using the “Virtual Fly Ear”, motor movements and channel open probabilities can be predicted (Figure 31). For small force steps, the predicted excess open probability well describes the amplitude characteristics of the measured CAPs [44].
In wild-type flies, antennal displacements equal to or greater than ~50 nm are sufficient to elicit CAPs [62]. The maximum amplitudes of CAP increase monotonously for displacements between ~50 nm and ~60 nm [62], defining the dynamic range of the CAP response. The force-displacement characteristics in this range are accurately reproduced by the simulation with 2-state model (Figure 30). To test whether the two-state model can describe the force-displacement characteristics beyond this dynamic range, larger step forces (up to 400pN in both posterior and anterior directions) were applied. The results of a general fit (section 3.1.5.8) are shown in Figure 32.

Although the details of the time traces (Figure 32 A) were qualitatively reproduced, small quantitative deviations occurred (Figure 32 B and C). In the
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following subsections (3.1.5.2-3.1.5.5), the model is modified to also obtain a quantitative description of the measured data. To get a better idea about the system mechanics and how it can be modeled, I analyzed auditory mechanics in mutant flies.

Figure 32: Force-displacement characteristics of wild-type fly (Canton-S) with large stimuli fitted by 2-state model

(A) Time traces of receiver’s displacement in response to force steps. Experimental data are shown in black, simulated data in blue. (B) Initial peak displacements (blue dots) and steady-state displacements (black squares) are plotted against external forces. Experimental data are shown as discrete points, simulated data as curve. (C) Slope stiffness at initial displacement peak (blue dots) and at steady-state (black squares) are plotted against force. Discrete data points and curve as in (B). All measured data represent of 200-300 repetitions and error bars indicate standard deviation (partly not visible due to their small size). Experimental data provided by Dr. Thomas Effertz.

(b) Limitation of the 2-state model: creep in the receiver mechanics

Mutations in tilB and nompA, cause anatomical defects in Johnston’s organ due to aberration of dendritic cilia of the mechanosensory neurons (tilB [47]) or due to disconnection between the mechanosensory neurons and the antennal receiver (nompA [46]). Because of the loss of the connection between the receiver and the neurons, the nonlinearity of initial overshoots breaks down (Figure 33). This nonlinearity is abolished in the simulations using the two-state model with corresponding fit parameters (Figure 33 C and F). Furthermore, receivers of tilB and nompA mutants slowly crept towards the displacement at steady-state. This
Results

creep could not be reproduced with the 2-state model and simulations still displayed nonlinearity (Figure 33 A and D). Apparently, the 2-state model in its present form does not allow describing the receiver mechanics of \textit{nompA} and \textit{tilB} mutants. In section 3.1.5.2, I will show that good fits can be obtained when the model is supplemented with a floating joint.
Figure 33: Fit results of tilB and nompA mutants with 2-state model

(A) and (D): Time traces of tilB mutant and nompA mutant, respectively. Experimental data are shown in black, and simulated data are shown in blue. Detected stimulus onset peak displacements are marked as dots, black for experimental and red for simulated data. (B) and (E): Displacement-force relation for mutant of tilB and nompA, respectively. Onset peak displacements (blue) and steady-state displacement (black) are plotted against the corresponding force stimuli. Experimental data are shown as discrete data points, and simulated data are shown as curve. (C) and (F): Plot of slope stiffness against the corresponding force stimuli for tilB mutant and nompA mutant, respectively. Experimental and simulated data are shown as in (B) and (E). All measured data represent of 200-300 repetitions and error bars indicate standard deviation. Experimental data provided by Dr. Thomas Effertz.
NompC is a candidate auditory transduction channel [51, 63-66]. Measurements of the auditory mechanics in *nompC* nulls revealed that the initial overshoot in the receiver’s response to force steps is absent and that the nonlinearity is reduced. This residual nonlinearity was not well described by the two-state model. Because only one half of the neurons of the fly’s JO seem to require NompC function, a four-state model with two distinct NompC-dependent and -independent channels was developed, which yields fits to measurements obtained from wild-type flies with lower cost-function values (see section 3.1.5.5).

Simulations with the fit parameters could just reproduce the temporal evolution of the time traces for each step (Figure 34 A). Stiffness of the onset displacement peak and steady-state showed large deviations to the experimental data.

**Figure 34: Fit results of *nompC* mutants with 2-state model**

(A) Time traces of receiver’s displacement in response to force steps. Experimental data are shown in black, simulated data in blue. (B) Initial peak displacements (blue dots) and steady-state displacements (black squares) are plotted against external forces. Experimental data are shown as discrete points, simulated data as curve. (C) Slope stiffness at initial displacement peak (blue dots) and at steady-state (black squares) are plotted against force. Discrete data points and curve as in (B). All measured data represent of 200-300 repetitions and error bars indicate standard deviation. Experimental data provided by Dr. Thomas Effertz.
3.1.5.2 Harmonic oscillator with floating joint

As mentioned in the previous subsection, *tilB* and *nompA* mutations cause anatomical defects at the connection between the mechanosensory neurons and the antennal receiver. Notwithstanding these connection defects, their mechanical response to step stimulus display a creep towards the stationary state (Figure 33), which could not be explained only by $K_{AJ}$, but could be ascribed to floating of the entire pedicel. Therefore, an additional spring with stiffness $K_y$ and friction constant $\lambda_y$ was introduced to the model. The projected relative deflection of joint with respect to the enclosing pedicel $Y$ is dependent on the arista deflection, $X$.

In addition to the creep of the displacement time traces, the mutant flies do not display the gating compliance and their receiver mechanics are completely linear (Figure 33). Following the law of succinctness, components accounting for the gating compliance in the 2-state model were removed, leading to a linear model, whose dynamics are described by

\[
\begin{align*}
\dot{X} &= V \\
m\dot{V} &= -\lambda V - K_{AJ}X(1 + Fracy) + F_{ext} \\
\lambda_y\dot{Y} &= -K_yY + K_{AJ}X,
\end{align*}
\]

with $Fracy = \frac{K_y}{K_{AJ}}$.

Here, $Y$ denotes the projected relative deflection of the joint with respect to the pedicel. $\lambda_y$ corresponds to the projected friction constant of the additional spring, and $K_y$ to the additional combined stiffness. The new differential equation introduced two additional free parameters: $K_y$ and $\tau_y$, where $\tau_y = \frac{\lambda_y}{K_y}$, $m, \lambda, K_{AJ}, K_y$ and $\tau_y$ are fit parameters.
Results

Fit results for *tilB* and *nompA* mutants (Figure 35) show that this linear model is sufficient to describe the receiver’s force-displacement characteristics. Peak displacements and stationary displacements and also the creep of the receiver during maintained deflection were accurately reproduced.

**Figure 35: Fit results of *tilB* and *nompA* mutants with harmonic oscillator with floating joint**

(A) Displacement time traces in response to step stimuli. Experimental data are shown in black, and simulated data are shown in blue. Detected stimulus onset peak displacements are marked as dots; black for experimental and red for simulated data. (B) Displacement-force relation for mutant of *tilB* and *nompA*, respectively. Onset peak displacements (blue) and steady-state displacement (black) are plotted against the corresponding force stimuli. Experimental data are shown as discrete data points, and simulated data are shown as curve. All measured data represent of 200-300 repetition. Experimental data provided by Dr. Thomas Effertz.
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The assumption that the elasticity of the cuticle of the pedicel could affect the evolution of the displacement response, suggests that this floating motion of the antennal joint ought to exist in the sound receivers of wild-type flies as well, when the sound receiver is strongly actuated. However, this simple model fails to describe the channel opening and the associated gating-compliance (Figure 36). It is, therefore, necessary to implement another model, which includes not only the floating joint but also the nonlinearity of the onset peak displacements and adaptation motor activity.

Figure 36: Fit results of wild-type fly with harmonic oscillator with floating joint

(A) Displacement time traces in response to step stimuli of CS wild-type fly. Experimental data are shown in black, and simulated data are shown in blue. Detected stimulus onset peak displacements are marked as dots; black for experimental and red for simulated data. (B) Displacement-force relation of CS wild-type fly. Onset peak displacements (blue) and steady-state displacement (black) are plotted against the corresponding force stimuli. Experimental data are shown as discrete data points, and simulated data are shown as curve. (C) Plot of slope stiffness against the corresponding force stimuli for CS wild-type fly. Experimental and simulated data are shown as in (B). All measured data represent of 200-300 repetitions and error bars indicate standard deviation.
3.1.5.3 The two-state model with floating joint

To introduce the floating joint into the two-state model, a spring was added by a series connection to the transducer modules on both sides, which accounts for the relative deflection of the whole Johnston’s organ (JO) with respect to the pedicel (Figure 37). The property of this additional spring was described in previous subsection (3.1.5.2).

To this end, the differential equations were modified to:

\[
\dot{X} = V
\]

\[
\lambda_a \dot{X_a} = K_{GS}(X - X_a - DP_o(X - X_a)) + F_{max}(SP_o(X - X_a) - 1)
\]

\[
\lambda_a \dot{X_p} = K_{GS}(-X - X_p - DP_o(X - X_p)) + F_{max}(SP_o(-X - X_p) - 1)
\]

\[
m\dot{V} = -K_{GS}(X - X_a - DP_o(X - X_a)) + K_{GS}(-(X - X_p - DP_o(X - X_a)) - \lambda V
\]

\[
- K_{AJ}X(1 + Frac_y) + F_{ext}
\]

\[
\lambda_y \dot{Y} = -K_y Y + K_{AJ}X
\]

The definition of the open probability remains unchanged. Due to the new differential equation, two new fit parameters, \(K_y\) and \(\tau_y\), (defined by \(\tau_y = \frac{\lambda_y}{K_y}\)), are appended to the list of fit parameters.

Using this model, wild type flies (Canton-S), \(tilB\) mutants and \(nompA\) mutants were fitted. Fit results of wild-type fly (Figure 38) showed improved fitness for moderate stimuli (10-150 pN). Yet, for the external forces that are larger than 150 pN, the onset peak displacements and stationary displacement at steady-state deviated. The force-displacement characteristics of \(tilB\) mutant were accurately reproduced. For \(nompA\) mutant, the nonlinearity of the model caused high
deviation for small stimuli ($F_{ext} < \sim 300$ pN). (For goodness of fits, please see section 3.2)

Figure 38: Fit results of wild-type fly, tilB mutant, and nompA mutant with two-state model with floating joint

(A) Displacement time traces in response to step stimuli. Experimental data are shown in black, and simulated data are shown in blue. Detected stimulus onset peak displacements are marked as dots; black for experimental and red for simulated data. (B) Displacement-force relation. Onset peak displacements (blue) and steady-state displacement (black) are plotted against the corresponding force stimuli. Experimental data are shown as discrete data points, and simulated data are shown as curve. (C) Plot of slope stiffness against the corresponding force stimuli. Experimental and simulated data are shown as in (B). All measured data represent of 200-300 repetitions and error bars indicate standard deviation. Experimental data provided by Dr. Thomas Effertz.
The two-state model with nonlinear parallel stiffness

The two-state model assumes that the parallel stiffness due to the antennal joint (symbolized by a parallel spring in Figure 29) is linear-elastic following the Hooke’s law. However, biological processes usually involve nonlinear elastic functions, which, in effect, show a slight nonlinearity (Figure 39). This also applies to the flies’ system.

To describe this nonlinearity, a simple nonlinear elastic function is introduced defined as:

$$ F = K_1X + K_2X^2 + K_3X^3. $$

After substituting $K_{AJ}X$ of the two-state model with the nonlinear function, the dynamical differential equations read:

$$ \dot{X} = V $$

$$ \lambda_a \dot{X}_a = K_{GS}(X - X_a - D P_o (X - X_a)) + F_{max}(SP_o(X - X_a) - 1) $$

$$ \lambda_a \dot{X}_p = K_{GS}(-X - X_p - D P_o (X - X_p)) + F_{max}(SP_o(-X - X_p) - 1) $$

$$ m \dot{V} = -K_{GS}(X - X_a - D P_o (X - X_a)) + K_{GS}(-X - X_p - D P_o (X - X_a)) - \lambda V $$

$$ - K_1X - K_2X^2 - K_3X^3 + F_{ext} $$

The definition of the open probability remains unchanged. In the new model, parameters $K_1$, $K_2$ and $K_3$ replace $K_{AJ}$ as new fit parameters in the model.
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In comparison with the fit with the two-state floating joint model (Figure 38, wild-type), the results of the fit to experimental data of the same wild-type fly (CS) revealed remarkably improved fitness for the force-displacement relation (Figure 39) and force-stiffness relation (Figure 40 B). Both the gating compliance and the stationary nonlinearity are better described, even for large scale of stimulus forces (Figure 40 B). The temporal evolution of the time traces is also well reproduced (Figure 40 A).

**Figure 40: Fit results of wild-type fly with two-state model with nonlinear parallel stiffness**

(A) Displacement time traces in response to step stimuli. Experimental data are shown in black, and simulated data are shown in blue. Detected stimulus onset peak displacements are marked as dots; black for experimental and red for simulated data. (B) Plot of slope stiffness against the corresponding force stimuli. Stiffness at onset displacement peak (blue) and at steady-state (black) are plotted against the corresponding force stimuli. Experimental data are shown as discrete data points, and simulated data are shown as curve. All measured data represent of 200-300 repetitions and error bars indicate standard deviation. Experimental data provided by Dr. Thomas Effertz.
3.1.5.5 The four-state model

To model both the NompC-dependent and -independent channel types, the 2nd channel type was introduced [97] (section 1.7.1).

With this additional transducer channel, a total of four states are assumed: (1) both channels open, (2) both channel types closed, (3) first channel type open and second channel type closed, (4) first channel type closed and second channel type open.

To model both the mechanotransduction channels, two additional differential equations were introduced. Thus, the model’s dynamics for the four-state model reads:

\[ \dot{X} = V \]

\[
m\dot{V} = -K_{GS}(X - X_a - D_p (X - X_a)) + K_{GS}(-X - X_p - D_p (X - X_a)) \]
\[
- K_{GS2}(X - X_{a2} - D_2 P_{o2} (X - X_{a2})) \]
\[
+ K_{GS2}(-X - X_{p2} - D_2 P_{o2} (X - X_{a2})) - \lambda V - K_A J X + F_{ext} \]
\]

\[
\lambda_a \dot{X}_a = K_{GS}(X - X_a - D_p (X - X_a)) + F_{max}(S P_o (X - X_a) - 1) \]
\[
\lambda_a \dot{X}_p = K_{GS}(-X - X_p - D_p (X - X_p)) + F_{max}(S P_o (-X - X_p) - 1) \]
\]

\[
\lambda_{a2} \dot{X}_{a2} = K_{GS2}(X - X_{a2} - D_2 P_{o2} (X - X_{a2})) + F_{max2}(S_2 P_{o2} (X - X_{a2}) - 1) \]
\[
\lambda_{a2} \dot{X}_{p2} = K_{GS2}(-X - X_{p2} - D_2 P_{o2} (X - X_{p2})) + F_{max2}(S_2 P_{o2} (-X - X_{p2}) - 1) \].
Along with these two differential equations, 4 free parameters were introduced for the 2nd channel: $K_{GS2}$, $\lambda_{a2}$, $S_2$, $N_2$, with respective meanings as for the first channel. $D_2$ and $F_{max2}$ were calculated using equation 19 and equation 24 (in section 3.1.5.6), and the definition of the channel open probability reads:

$$P_{02}(Y) = \frac{1}{1 + A_2e^{-\frac{Y}{\delta_2}}}$$

with:

$$\delta_2 = \frac{N_2k_BT}{K_{GS2}D_2}$$

$$A_2 = e^{\frac{\Delta G_2 + K_{GS2}D_2^2/(2N_2)}{k_BT}}.$$

To fit the mechanics of the wild-type (Canton-S) fly’s sound receiver with the four-state model, fit parameters from the nompC mutant have been set as the initial parameters for the second transduction channel, so that searching for the local minimum began closely to the parameter set of the fit with nompC mutant. The fit results (Figure 42) do not display remarkable improvement in comparison to the fit results with two-state model (Figure 32). In section 3.2, the “goodness” of fits will be compared quantitatively by using the Akaike’s Information Criterion (AIC).
3.1.5.6 Stationary states

To evaluate the dynamics of each model, I first analyzed the stationary state of the corresponding model. Stationary states with or without stimulus were calculated analytically by the following relations:

\[ X_s = \frac{F_{\text{ext}}}{K_{A_J}} \]  \hspace{1cm} (22)

and

\[ X_{p,s} = -2X_s + X_{a,s}, \]  \hspace{1cm} (23)

where \( X_s \) is the displacement at the stationary state and \( X_{a,s} \) is a solution of

Figure 42: Fit results of wild-type fly with four-state model

(A) Displacement time traces in response to step stimuli of CS wild-type fly. Experimental data are shown in black, and simulated data are shown in blue. Detected stimulus onset peak displacements are marked as dots; black for experimental and red for simulated data. (B) Displacement-force relation of CS wild-type fly. Onset peak displacements (blue) and steady-state displacement (black) are plotted against the corresponding force stimuli. Experimental data are shown as discrete data points, and simulated data are shown as curve. (C) Plot of slope stiffness against the corresponding force stimuli for CS wild-type fly. Experimental and simulated data are shown as in (B). All measured data represent of 200-300 repetitions and error bars indicate standard deviation. Experimental data provided by Dr. Thomas Effertz.
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\[
\begin{align*}
\dot{p}_{o,s} &= p_o(X_s - X_{a,s}) = \frac{K_{GS}(X_s - X_{a,s}) - F_{\text{max}}}{K_{GS}D - F_{\text{max}}S} \\
\end{align*}
\]

Equation 24 can have 1 to 3 solutions, because the Boltzmann-like function (left side of the equation) and the linear function (right side of the equation) can have 1 to 3 intersections. Solutions referring to unstable states were discarded.

3.1.5.7 Stochastic noise sources for simulations of free fluctuation

For simulations with noise in the background, stochastic forces were added to the model equations. The influence of stochastic forces on the dynamical movements of the sound receiver was taken into account by adding noise terms to the equations describing the dynamics of the harmonic oscillator and the adaptation motors. For instance, the equations of the two-state model (see section 3.1.5.1) was altered into

\[
\begin{align*}
\dot{X} &= V \\
\lambda_a\dot{x}_a &= K_{GS}(X - X_a - DP_o(X - X_a)) + F_{\text{max}}(SP_o(X - X_a) - 1) + \eta_a \\
\lambda_a\dot{x}_p &= K_{GS}(-X - X_p - DP_o(X - X_p)) + F_{\text{max}}(SP_o(-X - X_p) - 1) + \eta_p \\
m\ddot{V} &= -K_{gs}(X - X_a - DP_o(X - X_a)) + K_{gs}(-X - X_p - DP_o(X - X_a)) - \lambda V \\
&\quad - K_{\text{air}}X + F_{\text{ext}} + \eta,
\end{align*}
\]

where \(\eta_a, \eta_p\) and \(\eta\) are the stochastic noise terms having zero mean. The characteristics of these noise terms following fluctuation-dissipation theorem [43] are defined as [44]

\[
\begin{align*}
\langle \eta(t)\eta(0) \rangle &= 2k_B T\lambda \delta(t) \\
\langle \eta_a(t)\eta_a(0) \rangle &= 2k_B T\lambda_a \delta(t) \\
\langle \eta_p(t)\eta_p(0) \rangle &= 2k_B T\lambda_a \delta(t)
\end{align*}
\]

where the brackets are the autocorrelation operator and \(\delta\) the delta-function.
3.1.5.8 Fitting procedure and the cost-function

Individual fits were performed by numerically integrating the corresponding model equations for a single force step of given amplitude and polarity and by comparing predicted and measured receiver displacements. Depending on the program configuration chosen by the user, the measurement points used for the fits were distributed logarithmically or linearly. When logarithmically distributed, the density of points gradually decreased from the beginning to the end of the step. When linearly distributed, the points scattered uniformly.

The cost-function used for individual fit of single force step was

$$\sum_{i=1}^{N_p} \frac{(S_i - Y_i)^2}{N_p}, \quad (25)$$

where $N_p$ is the number of the measured points and $S_i$ and $Y_i$ are simulated and measured receiver displacement, respectively.

More general fits were performed by simultaneously fitting the displacement responses to multiple force steps chosen by the user in program (typically 10 smallest steps with peak displacement $< 800$ nm for small range fitting and all 28 steps for large range fitting), the linear response function and the power spectral density of the free fluctuations. The predicted values of the linear response function and the power spectral density were analytically calculated for reduction of program run time. The simulation of the power spectral density was performed analytically as well with the noise defined in the subsection 3.1.5.7.

The cost-function for the general fit was defined as
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\[ W_s \left( \sum_{i=1}^{N_s} \sum_{j=1}^{N_i,p} \frac{(S_{i,j} - Y_{i,j})^2}{E_{S,i,j}} \right) \left( \frac{\sum_{i=1}^{N_s} \frac{1}{P_i^2} \sum_{i=1}^{N_s} p_i^2}{N_s} \right) \]

\[ + W_{\chi} \left( \frac{\sum_{k=1}^{N_{\chi}} \frac{\chi_0,0^{(\prime)}(f_k) - \chi_0,0^{(0)}(f_k)}{E_{\chi',k}}}{N_{\chi}} \right) + \frac{\sum_{k=1}^{N_{\chi}} \frac{\chi_0,0^{(\prime \prime)}(f_k) - \chi_0,0^{(0)}(f_k)}{E_{\chi'',k}}}{N_{\chi}} \]

\[ + W_{C} \frac{\sum_{l=1}^{N_{C}} \frac{\tilde{C}(f_l) - \tilde{C}(f_l)}{E_{C,l}}}{N_{C}}. \]

Here, \( N_s \) is the number of force steps, \( N_{i,p} \) is the number of measured points in step \( i \), \( S_{i,j} \) and \( Y_{i,j} \) are the simulated and measured receiver displacement for point \( j \) in step \( i \), \( P_i \) is the peak displacement in response to step \( i \), \( W_s \) is the weight of steps fitting and \( E_{S,i,j} \) is the standard error of the \( j \)-th measured point in step \( i \).

Furthermore, \( \chi_0,0 \) is the linear response function calculated for the corresponding model, \( N_{\chi} \) is the number of points used for fitting the linear response function, \( E_{\chi',k} \) and \( E_{\chi'',k} \) are the standard error of the real part and imaginary part of the measured linear response function at point \( k \) and \( W_{\chi} \) is the weight for fitting the linear response function. Similarly for the power spectral density, \( \tilde{C} \) is the calculated power spectral density of free fluctuation, \( N_{C} \) is the number of measurements of power spectral density, \( E_C \) and \( W_C \) are the standard error of measured points and the weight for the power spectral density fitting.

As mentioned in previous subsections, the initial guess of the parameters were generated randomly and the Nelder-Mead Simplex were used for minimizing the value of cost-function. The parallel and single threaded implementations were stored in the Python package “vefit”.
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3.2. Model selection and Akaike’s information criterion

3.2.1 Akaike’s Information Criterion (AIC).

To assess the “goodness” of a fit, various numerical measures can be used. A simple and straightforward way is to calculate the cost-function (section 3.1.5.8). Yet, the value of cost-function does not take the number of free parameters into account. A problem arises when different models are compared: the model with more free parameters usually fits the data better, tending to produce better cost-function value, which eventually causes overfitting.

When selecting a model, overfitting can be prevented by using measure for goodness of fit that takes the number of free parameters into account. One of such measures is the Akaike’s Information Criterion (AIC). The AIC is defined as

\[
AIC = -2 \ln(likelihood) + 2k,
\]

where \(likelihood\) is the probability that the data is exactly reproduced by the model and \(k\) is the number of free parameters in the model. AIC can be calculated using residual sums of squares from regression:

\[
AIC = n \ln\left(\frac{\text{Rss}}{n}\right) + 2k,
\]

where \(n\) is the number of data points (observations), and \(\text{Rss}\) is the residual sum of squares. \(\text{Rss}\) is calculated by

\[
\text{Rss} = \sum_{i=0}^{n} (y_i - f_i)^2,
\]

with \(f\) denoting the simulated value and \(y\) denoting the measured value.

For infinite sample sizes, it is highly recommended by Burnham & Anderson [98] to use the AIC with bias adjustment (AICc: corrected AIC):

\[
AIC_c = -2 \ln(likelihood) + 2k + \frac{2k(k + 1)}{n - k - 1}.
\]

Hence, the AIC used to compare the models is calculated as
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\[
AIC_c = -n \ln \left( \frac{RSS}{n} \right) + 2k + \frac{2k(k+1)}{n-k-1}.
\]

The AICc makes it possible to compare fits from different models that have a different number of parameters. The model with the lowest AICc can be selected as the model that explains the data best without overfitting.

A better means of interpreting the AICs is to normalize the relative likelihood value as:

\[
w_i = \frac{L_{R,i}}{\sum_{i=1}^{m} L_{R,i}},
\]

where \(L_{R,i}\) is the relative likelihood of model \(i\) (from \(m\) models), which is defined as:

\[
L_{R,i} = e^{-0.5\Delta_i}.
\]

Here, \(\Delta_i\) is the difference between the AICc values of model \(i\) and of the best model, i.e. \(\Delta_i = AICc_i - AICc_{min}\).

\(w_i\) is the weight of the evidence that model \(i\) is the model that describes the data best, given the data and set of candidate models. Alternatively, the \(w_i\) can be interpreted as the ratio of likelihood for model \(i\).

### 3.2.2 Model selection by using AIC

The mechanical response of the fly’s sound receiver includes the initial overshoot, the rebound and damped oscillation, and the steady-state. The initial displacement peak displays nonlinear relation to the external force, which is a good measure for the existence of gating-compliance, i.e. the channel activity, while the stationary displacement at steady-state is an indicator of the passive properties, when the adaptation motors and active processes of the neurons in JO reach their stationary state. We, therefore, choose both these measures for comparing the models based on the goodness of fits.
3.2.2.1 Selecting model for wild-type flies

The AICs of wild-type fly (Canton-S) are calculated for the slope stiffness at initial displacement peak and for the stationary state separately (Table 6 and Table 7). Both results indicate that, among the different models examined, the two-state model provides the best fits.

<table>
<thead>
<tr>
<th>Model</th>
<th>K</th>
<th>Δ_i</th>
<th>( L_{R,i} )</th>
<th>( w_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Two-state</td>
<td>9</td>
<td>0</td>
<td>1</td>
<td>0.9999</td>
</tr>
<tr>
<td>SHO with floating joint</td>
<td>5</td>
<td>92.24</td>
<td>9.36e-21</td>
<td>9.36e-21</td>
</tr>
<tr>
<td>Two-state with floating joint</td>
<td>11</td>
<td>35.25</td>
<td>2.22e-8</td>
<td>2.22e-8</td>
</tr>
<tr>
<td>Two-state with nonlinear parallel stiffness</td>
<td>11</td>
<td>22.33</td>
<td>1.41e-5</td>
<td>1.41e-5</td>
</tr>
<tr>
<td>Four-state</td>
<td>14</td>
<td>103.39</td>
<td>3.5e-23</td>
<td>3.55e-23</td>
</tr>
</tbody>
</table>

Table 6: Model selection for initial displacement peak of wild-type fly’s sound receiver

<table>
<thead>
<tr>
<th>Model</th>
<th>K</th>
<th>Δ_i</th>
<th>( L_{R,i} )</th>
<th>( w_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Two-state</td>
<td>9</td>
<td>0</td>
<td>1</td>
<td>0.9999</td>
</tr>
<tr>
<td>SHO with floating joint</td>
<td>5</td>
<td>27.63</td>
<td>9.97e-7</td>
<td>9.99e-7</td>
</tr>
<tr>
<td>Two-state with floating joint</td>
<td>11</td>
<td>44.03</td>
<td>2.74e-10</td>
<td>2.74e-10</td>
</tr>
<tr>
<td>Two-state with nonlinear parallel stiffness</td>
<td>11</td>
<td>54.77</td>
<td>1.28e-12</td>
<td>1.28e-12</td>
</tr>
<tr>
<td>Four-state</td>
<td>14</td>
<td>100.28</td>
<td>1.67e-22</td>
<td>1.67e-22</td>
</tr>
</tbody>
</table>

Table 7: Model selection for stationary state of wild-type fly’s sound receiver
3.2.2.2 Model selection - tilB mutants

Three models were applied to the tilB mutants. According to the AIC calculation (Table 8 & Table 9), the simple harmonic oscillator model with floating joint fits the initial displacement peak best, whereas the stationary state is best fitted by the two-state model, although with the simple harmonic oscillator model with floating joint, also good result were obtained (Table 9).

Table 8: Model selection for initial displacement peak of tilB mutant’s sound receiver

<table>
<thead>
<tr>
<th>Model</th>
<th>K</th>
<th>AICc</th>
<th>Δ_i</th>
<th>L_{R,i}</th>
<th>w_i</th>
</tr>
</thead>
<tbody>
<tr>
<td>Two-state</td>
<td>9</td>
<td>-281.20</td>
<td>51.99</td>
<td>5.14e-12</td>
<td>5.14e-12</td>
</tr>
<tr>
<td>SHO with floating joint</td>
<td>5</td>
<td>-333.18</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Two-state with floating joint</td>
<td>11</td>
<td>-283.50</td>
<td>49.68</td>
<td>1.63e-11</td>
<td>1.62e-11</td>
</tr>
</tbody>
</table>

Table 9: Model selection for stationary state of tilB mutant’s sound receiver

<table>
<thead>
<tr>
<th>Model</th>
<th>K</th>
<th>AICc</th>
<th>Δ_i</th>
<th>L_{R,i}</th>
<th>w_i</th>
</tr>
</thead>
<tbody>
<tr>
<td>Two-state</td>
<td>9</td>
<td>-337.47</td>
<td>0</td>
<td>1</td>
<td>0.76</td>
</tr>
<tr>
<td>SHO with floating joint</td>
<td>5</td>
<td>-335.14</td>
<td>2.33</td>
<td>0.31</td>
<td>0.24</td>
</tr>
<tr>
<td>Two-state with floating joint</td>
<td>11</td>
<td>-243.82</td>
<td>93.65</td>
<td>4.62e-21</td>
<td>3.52e-218</td>
</tr>
</tbody>
</table>

3.2.2.3 Selecting model for nompA mutants

As for the tilB mutants, three models were also applied to describe auditory mechanics in nompA mutants. AIC identified the simple harmonic oscillator model with floating joint as the best model both for the initial displacement peak and for the stationary state (Table 10 and Table 11).
### Table 10: Model selection for initial displacement peak of *nompA* mutant's sound receiver

<table>
<thead>
<tr>
<th>Model</th>
<th>K</th>
<th>AICc</th>
<th>Δ_I</th>
<th>L_{R,I}</th>
<th>w_I</th>
</tr>
</thead>
<tbody>
<tr>
<td>SHO with floating joint</td>
<td>5</td>
<td>-286.35</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Two-state with floating joint</td>
<td>11</td>
<td>-217.42</td>
<td>68.9238</td>
<td>1.08e-15</td>
<td>1.08e-15</td>
</tr>
</tbody>
</table>

### Table 11: Model selection for stationary state of *nompA* mutant's sound receiver

<table>
<thead>
<tr>
<th>Model</th>
<th>K</th>
<th>AICc</th>
<th>Δ_I</th>
<th>L_{R,I}</th>
<th>w_I</th>
</tr>
</thead>
<tbody>
<tr>
<td>Two-state</td>
<td>9</td>
<td>-202.69</td>
<td>102.93</td>
<td>4.45e-23</td>
<td>4.45e-23</td>
</tr>
<tr>
<td>SHO with floating joint</td>
<td>5</td>
<td>-305.62</td>
<td>0</td>
<td>1</td>
<td>0.99</td>
</tr>
<tr>
<td>Two-state with floating joint</td>
<td>11</td>
<td>-281.29</td>
<td>24.33</td>
<td>5.2e-6</td>
<td>5.2e-6</td>
</tr>
</tbody>
</table>
3.3. Assessment of active process by calculation of energy flux

Hearing in insects and vertebrates relies on active processes that improve the sensitivity and frequency selectivity [27, 99-101]. The mechanosensory neurons in the *Drosophila* ear actively pump energy into sound-induced vibration of the fly’s receiver. This vulnerable physiological mechanism is suppressed when the animal is anesthetized by exposure to CO2 [27].

In this subsection, an approach is presented to quantify the active energy flux in the fly’s ear. The approach is based on the comparison of receiver fluctuations in anesthetized and unanesthetized flies and takes the advantage of the fact that fluctuations of the “passive” receiver of anesthetized flies can be described by a simple harmonic oscillator model [28].

### 3.3.1 The fluctuation of sound receiver of anesthetized fly

The free fluctuations of a wild type receiver were measured before and during anesthetization with CO2. After exposure to CO2 with 20s, the mechanics of the sound receiver reversibly linearizes and the active energy contributions are lost.

The flies were measured near the tip of the arista. In absence of the external stimulation, the fluctuation of the antennal receiver of an unanesthetized fly displayed spontaneous, irregular, noisy twitches, which disappeared after anesthetization (Figure 43, Vibration). With the model of a harmonic oscillator, the PSD of this latter, passive fluctuation was well fitted (Figure 43, PSD).
3.3.2 The active and passive components betrayed by the sound receiver

By comparing the PSDs before and during anesthetization, the forcing acting on the sound receiver due to the active process of the auditory neurons can be isolated from the fluctuations.

For an unanesthetized receiver, the total driving force experienced by the receiver, $\langle |\eta_\omega|^2 \rangle$, can be described by

$$\langle |\eta_\omega|^2 \rangle = \langle |\eta_a|^2 \rangle + \langle |\eta_0|^2 \rangle.$$  \hspace{1cm} (26)

Here, $\eta_a$ corresponds to the forcing due to the active process and $\eta_0$ is the forcing due to thermal bombardment.

When the fly is anesthetized, the active process is reversibly lost, i.e. $\langle |\eta_a|^2 \rangle = 0$. The total force experienced by the sound receiver is thus described by $\langle |\eta_\omega|^2 \rangle = \langle |\eta_0|^2 \rangle$.

**Figure 43: Mechanical fluctuation of the antennal sound receiver and corresponding PSD**

Left panel: Time traces of the velocity of the anesthetized (red) and unanesthetized (blue) receiver. Right panel: The corresponding PSDs (red for the anesthetized receiver and blue for the unanesthetized receiver). The PSDs are fitted with a simple harmonic oscillator model (straight lines), turquoise line for the fit curve of anesthetized receiver and green line for the unanesthetized receiver.
Assessment of active process by calculation of energy flux

Following the harmonic oscillator equation, the power spectral density of the fluctuation of the fly’s receiver can be rewritten as:

\[ \langle |X_\omega|^2 \rangle = \frac{\langle |\eta_\omega|^2 \rangle}{(K - m\omega^2)^2 + \gamma^2 \omega^2} \]  \hspace{1cm} (27)

and

\[ \langle |\eta_\omega|^2 \rangle = \langle |X_\omega|^2 \rangle ((K - m\omega^2)^2 + \gamma^2 \omega^2). \] \hspace{1cm} (28)

Here, \(1/((K - m\omega^2)^2 + \gamma^2 \omega^2)\) corresponds to the passive component, which can be calculated by the fit parameters deduced for the anesthetized receiver. \(\langle |X_\omega|^2 \rangle\) contains information about the active and the passive components.

The active forcing term \(|\eta_a|^2\) can be deduced by measuring the PSDs of the unanesthetized receiver and the anesthetized receiver and calculating the amplitude difference in the frequency domain:

\[ \langle |\eta_a|^2 \rangle = ((K - m\omega^2)^2 + \gamma^2 \omega^2)(\langle |X_{\omega,unanesthetized}|^2 \rangle - \langle |X_{\omega,anesthetized}|^2 \rangle) \] \hspace{1cm} (29)

### 3.3.3 The dissipation rate spectrum

For the fly’s receiver, the forcing term due to the thermal noise and the active process can be described by

\[ F(t) = F_0 e^{i\omega t} + c. c. , \]

and its displacement can be described by

\[ X(t) = X_0 e^{i\omega t} + c. c. . \]

The velocity, i.e. the derivative of the displacement, is described by

\[ \dot{X}(t) = i\omega (X_0 e^{i\omega t} - c. c. ). \]
Results

Here, $F(t)$ is the force acting on the sound receiver and $X(t)$ is the resulting displacement response. $F_0$ and $X_0$ are the amplitudes of the periodical force and displacement, respectively. c.c. denotes the complex conjugate of the complex number.

The dissipation rate of the sound receiver is calculated as following:

$$\dot{\theta}(\omega) = \frac{1}{T} \int_{0}^{T} F(t) \cdot \dot{X}(t) dt$$

$$\dot{\theta}(\omega) = \frac{1}{T} \int_{0}^{T} i\omega (F_0 e^{i\omega t} + \text{c.c.})(X_0 e^{i\omega t} - \text{c.c.}) dt$$

$$\dot{\theta}(\omega) = \frac{1}{T} \int_{0}^{T} i\omega (F_0 X_0 e^{2i\omega t} + F_0^* X_0 - F_0 X_0^* - F_0^* X_0 e^{-2i\omega t}) dt$$

$$\dot{\theta}(\omega) = \frac{1}{T} \int_{0}^{T} [i\omega (F_0^* X_0 - \text{c.c.}) + i\omega (F_0 X_0 e^{2i\omega t} - \text{c.c.})] dt$$

$$\dot{\theta}(\omega) = \frac{1}{T} \int_{0}^{T} i\omega (F_0^* X_0 - \text{c.c.}) dt + \frac{1}{T} \int_{0}^{T} i\omega (F_0 X_0 e^{2i\omega t} - \text{c.c.}) dt$$

where $\dot{\theta}(\omega)$ denotes the dissipation rate spectrum as a function of frequency and $T$ is the time window of the Fourier transform.

When the time window $T$ equals to multiples of half the forcing frequency, i.e. $T = n \cdot \frac{\omega}{2}, n = 1, 2, 3 \ldots$, the equation simplifies to $\frac{1}{T} \int_{0}^{T} i\omega (F_0 X_0 e^{2i\omega t} - \text{c.c.}) dt = 0$. The dissipation rate, therefore, can be further deduced as:

$$\dot{\theta}(\omega) = \frac{1}{T} \int_{0}^{T} i\omega (F_0^* X_0 - \text{c.c.}) dt$$

$$\dot{\theta}(\omega) = \frac{1}{T} i\omega (F_0^* X_0 - \text{c.c.}) \int_{0}^{T} dt$$

$$\dot{\theta}(\omega) = i\omega (F_0^* X_0 - \text{c.c.})$$

According the definition of the linear response function $X_0 = \chi F_0$, we obtain:
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\[ \dot{\theta}(\omega) = i\omega(\chi|F_0^2| - c.c.) = 2\omega \text{Im}(\chi)|F_0^2| \]

This calculated dissipation rate spectrum describes the power dissipated by the sound receiver per Hz. Because the passive component of the fluctuation of the sound receiver was isolated (section 3.3.2) and the force source has been described (equation 26), the dissipation rate spectrum due to the active process that is betrayed by the vibration of the sound receiver can be deduced as

\[ \dot{\theta}(\omega) = \frac{-2\gamma \omega^2}{(K - m\omega^2)^2 + \gamma^2 \omega^2} (|\eta_\omega|^2 - |\eta_0|^2). \]  

(30)

Hence, the energy flux due to the active process, which is macroscopically betrayed by the fluctuation of the sound receiver, can be deduced as the integral of the dissipation rate spectrum over all frequencies.

\[ \dot{\theta} = \int \dot{\theta}(\omega)d\omega \]

And it holds the unit [J/s].

This calculation is demonstrated in the Figure 44 by the results of 3 wild type flies (Canton-S).

3.3.4 Energy flux during the fluctuation of the sound receiver

In this experiment, the PSDs of the sound receivers of the anesthetized receiver and the unanesthetized receiver were measured subsequently. The PSDs were fitted with equation 5. The fit parameters of the anesthetized fly were used for calculating the passive components described in section 3.3.2. The parameters deduced from the fit to the unanesthetized receiver fluctuations were used for integrating over the frequencies. The total forcing \( \eta_\omega \) was calculated according to the equation 29. Note, the \( \eta_\omega \) of the anesthetized receiver contained only the thermal force. The force due to the active process of the auditory neurons was
isolated by subtracting the force due to thermal noise $\eta_0$ from $\eta_\omega$, i.e. $\eta_{\omega,\text{unanethetized}} - \eta_{\omega,\text{anethetized}}$. Subsequently, the dissipation rate spectra were calculated by using the equation 30. At the end, the dissipation rate, which is a measure of the energy flux, was calculated by integrating the dissipation rate spectra over frequencies from 0 Hz to 3000 Hz (Table 12). In this table, dissipation is shown as multiple of $k_B T$ ($k_B$ stands for Boltzmann constant and $T$ for environmental temperature).
Figure 44 dissipation rate spectrum during fluctuation of the sound receiver

The dissipation spectra of 3 wild type flies were calculated. For each fly, the PSD of the free fluctuation of the anesthetized (red lines) and the unanesthetized (blue lines) receiver was fitted and plotted.

The total forcing including the thermal noise and the active process of the auditory neurons of the unanesthetized receiver was calculated (according to the equation 26), fitted and plotted. The forcing due to the active process was calculated using equation 30 and fitted. At the end the dissipation spectra were calculated and fitted. Note that negative dissipation means the sound receiver is absorbing energy from the environment. Legend AC denotes the data of unanesthetized receiver; PA the data of anesthetized receiver. Experimental data provided by Dr. Thomas Effertz.
Table 12: Fit parameters and the dissipation rates of measured flies

<table>
<thead>
<tr>
<th></th>
<th>m [kg]</th>
<th>γ [kg/s]</th>
<th>K [N/m]</th>
<th>Dissipation rate [kBT/s]</th>
<th>Dissipation rate from fit [kBT/s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fly 1</td>
<td>1.179e-11</td>
<td>5.093e-08</td>
<td>0.00031814</td>
<td>-36251.4</td>
<td>-37262.5</td>
</tr>
<tr>
<td>Fly 2</td>
<td>8.875e-12</td>
<td>2.995e-08</td>
<td>0.000162415</td>
<td>-22689.2</td>
<td>-23574</td>
</tr>
<tr>
<td>Fly 3</td>
<td>9.684e-12</td>
<td>3.939e-08</td>
<td>0.00017787</td>
<td>-23899.8</td>
<td>-26404.6</td>
</tr>
<tr>
<td>Mean</td>
<td>1.01e-11±0.12e-11</td>
<td>4.01e-8±0.86e-8</td>
<td>2.19e-4±0.7e-4</td>
<td>-2.76e4±0.61e4</td>
<td>-2.91e4±0.59e4</td>
</tr>
</tbody>
</table>

According to the Table 12, for the animals shown we obtain dissipation rates due to active process of 2.91e4 kBT/s. The hydrolysis of 1 ATP yields an energy equivalent of 15 to 20 kBT, so the 2.91e5 kBT/s translates into ca. 1455-1940 ATP/s for the active animals. The energy provided by a single molecular motor corresponds to ca. 100-1000 ATP/s, so 1-19 motors would be sufficient to generate the active energy flux observed in flies. The results could show that only tiny amount of the energy was fed into the antenna by the auditory neurons.

3.3.5 Energy flux and frequency tuning during sound stimulation

After assessing the energy flux during the free fluctuation of the sound receiver, the energy flux and the frequency tuning were investigated when the sound receiver was acoustically stimulated with pure tones. External stimulus forces can cause active receiver vibrations suggesting that the active energy emitted by the auditory neurons and dissipated by the sound receiver might redistribute and be tuned to the stimulus frequency in the presence of sound.

In this experiment, the fly’s receiver was exposed to tones at the best frequency of fluctuations in the unanesthetized state. The tone intensity was varied in a range of 90 dB. During stimulation, the PSDs were measured alternatively in the unanesthetized and anesthetized states. These PSDs were fitted as described in section 2.3.4.1 and the apparent forces of the pure tone stimuli were estimated as described in section 2.3.4.2. For each stimulus intensity, the total driving force $\eta_\omega$, the force due to the active process $\eta_a$, the dissipation rate spectrum $\dot{\theta}_\omega$, and
the dissipation rate $\dot{\theta}$ were calculated as described in section 3.3.4. The results are shown in the left panel of Figure 45. For reasons of clarity, only data obtained from the fly 1 at a stimulus intensity of 60 fN (apparent force of the pure tone) is shown. Data of fly 2 and fly 3 can be found in the Appendix B. For fly 1, the stimulus frequency was 262 Hz, which is the best frequency of its antennal sound receiver in unanesthetized state. When anesthetized, the fly’s sound receiver displayed a best frequency at 595 Hz. 14 stimulus intensities were tested. To investigate the frequency tuning of the active component, the stimulus frequency was neglected when calculating the dissipation rate spectrum (from 100 Hz to 3000 Hz). As shown in the right panel of Figure 45, the active energy, which appears as a negative dissipation, declined at frequencies other than the stimulus frequency when the stimulation intensity was raised. And the frequency with minimal dissipation rate (i.e. maximal active energy) shifted from 262 Hz, the best frequency observed in the unanesthetized state, to 595 Hz, the best frequency in the anesthetized state.
The dissipation rate was calculated by integrating the dissipation rate spectrum from 0 Hz to 3000 Hz. Absolute dissipation rates were normalized to the applied apparent force and plotted separately with and without the stimulus frequency (Figure 46, left panel). When the stimulus intensity was increased, the dissipation rate declined at frequencies other than the stimulus frequency, while the dissipation rate at the stimulus frequency increased. The total dissipation rate remained unchanged. When the apparent force of the stimulus exceeded $10^{-12}$ N, the dissipation rate at the stimulus frequency dominated in the overall dissipation rate (Figure 46, right panel), suggesting all the dissipated energy due to the active process was fed into the frequency of stimulation.

Figure 45: Dissipation rate spectrum of the sound receiver during sound-induced vibration

Left panel: The PSD of the sound-induced vibration was measured and fitted. Force $\eta_w$ and $\eta_a$ and the dissipation rate spectrum was calculated and fitted (the measured data of the fly at anesthetized state were colored red and its fit data were colored green; the measured data of the fly at unanesthetized state were colored blue and its fit data in turquoise.)

Right panel: The dissipation rate spectra of 14 stimulus intensities were plotted. The spectrum at the lowest stimulus intensity (apparent force = 60 fN) was colored black and the spectrum resulted from the highest stimulus intensity (apparent force=25 pN) was colored light orange. Spectra of the other stimuli were colored according to the color gradient.

Data shown were measured with wild type fly Canton-S (fly 1); for left panel, the apparent force of the pure tone stimulus was 60 fN. Experimental data provided by Dr. Thomas Effertz.
Figure 46: Dissipation rate and ratio of the dissipation rate at the stimulus frequency

Left panel: The absolute value of normalized dissipation rates were plotted against the apparent force exerted by the pure tone. The dissipation rates were normalized to the apparent force. The dissipation rate at the stimulus frequency is marked by green triangles; the dissipation rate at frequency other than the stimulus frequency by red squares and the total dissipation rate by blue circles.

Right panel: The ratio between the dissipation rate at the stimulus frequency and the total dissipation rate was plotted against the apparent force of the pure tone. Experimental data provided by Dr. Thomas Effertz.
4. Discussion

4.1. The framework “Virtual Fly Ear”

The models and simulations of the “Virtual Fly Ear” provide a useful tool to systematically analyze auditory functions in large numbers of flies. Using the models, the macroscopic measurements can be linked to parameters on molecular level. By using optimization algorithm, parameters are optimized to fit the experimental data, providing a list of parameters that reflect biophysical properties of the sound receiver and the transduction apparatus: the apparent mass of sound receiver \( m \), the open probability of transduction channels \( P_{o,s} \), the stiffness of the antennal joint \( K_{AJ} \) of two-state model, \( K_1, K_2 \) and \( K_3 \) of two-state model with nonlinear parallel stiffness, the combined stiffness of the gating springs \( K_{GS} \), the friction constant of the antennal joint \( \lambda \), the combined friction constant of the adaptation motors \( \lambda_a \), the number of transducer modules \( N \) in each transducer population, the projected gating swing of the transduction channels \( D \), the maximal projected force that the adaptation motors can generate \( F_{max} \), and the stiffness of the joint suspension \( K_y \) of models with floating joint. Parameter values obtained by the fit seem reasonable, for instance, fitting the experimental data from a wild-type (Canton-S) fly with the two-state model predicts the mass of the sound receiver to be several nanograms, which is consistent with earlier reports [28, 44], and the number of transduction channel is several thousand (e.g. \( N=11885 \)). Assuming that JO of Drosophila houses approximately 500 sensory neurons [22], this translates into 47 transduction channels per neuron.

The simulation program of the “Virtual Fly Ear” can reproduce the temporal evolution of mechanotransduction events. By integrating the differential equations numerically, the time traces of displacement response to stimulations, the power spectral densities of free fluctuation and the linear response function are reproduced. Furthermore, the motions of adaptation motors and the change of transduction channels are predicted. An associated program visualizes the temporal process, providing a more intuitive understanding of the dynamics, in
The framework “Virtual Fly Ear”

which the movements of the parallel spring, the gating spring and transduction channels are symbolized and scaled (see screenshot in Figure 28).

Following the anatomy of the fly’s auditory organ and mutant phenotypes, five models are implemented. Among these models, 4 models implement transducer modules displaying the compressive nonlinear behavior due to the gating compliance, 1 model implements the nonlinearity of stationary states, 1 model simultaneously implements 2 types of transduction channels with independent gating and adaptation properties and 1 model excludes any transducer module and, thus, is linearized. The best model without overfitting can be selected by AIC analysis. For a mutant fly, fitting experimental measurements with different models and subsequently comparing the models via AIC can help to narrow down the nature of the mutant defect. In this thesis, experimental data of *tilB* and *nompA* mutants has been explored. The AIC analysis revealed that the model without any transducer modules and their associated adaptation motors (model SHO with floating joint) is the best model, which is consistent with their linear antennal mechanics due to aberration of the sensory cilia of the auditory neurons in JO (*tilB* mutation, [47]) or the disconnection of the mechanosensory neurons and the antennal receiver (*nompA* mutation, [46]).

Programs have been developed to the pre-process the experimental data, and extract relevant data automatically (see section 2.4). These programs facilitate the cleaning of large experimental datasets by automatic drift correction, outlier detection, and average calculation of time traces. These programs are also designed to be used as standalone applications. The post-processing programs of the “Virtual Fly Ear” (see section 3.1.2) extract and calculate relevant values (see Table 5) from the pre-processed experimental data and prepare the data for the fit. Assisted by the pre- and post-processing programs, the graphical user interfaces, the database and the parallel computation algorithm, the “Virtual Fly Ear” can be used as a high throughput application that allows analyzing mutant defect in auditory organ functions systematically.
4.2. Two-state model

The two-state model combines the gating-spring model, which describes mechanotransduction in hair cells [69-71], with the anatomy of the hearing organ of Drosophila [44]. Experimental measurements were shown that this model explains the active performance of fly’s ear and quantitatively captures the displacement response, free fluctuation and nonlinearity of the fly’s antennal sound receiver within the limit of small stimulus forces [44].

My analysis confirmed that, for small step forces ($F_{external} = 0$ to $10 \text{ pN}$), simulations with the 2-state model accurately reproduce the mechanics of the fly’s sound receiver. Yet, the two-state model has its limitations: (1) General fits (including fit to displacement response to all step stimuli, free fluctuation and linear response function) only partially described the experimental data, especially when force amplitudes were high (Figure 32). When stimulated by larger stimuli, the stationary displacement at steady-state was slightly nonlinear (Figure 40). (2) The displacement response of the receivers of wild-type flies, $tilB$ mutants and $nompA$ mutants also displaced a slow creep that could not be described. (3) Applying the model to mutant flies with linearized auditory mechanics can cause overfitting or mislead the optimization process. As shown in Figure 33, the fit parameters of mutants revealed much smaller numbers of the transducer modules in each population ($N_{nompA1}=88$, $N_{cs1}=11885$), the projected gating swing on the tip of arista ($D_{nompA1}=65 \text{ nm}$, $D_{cs1}=5331 \text{ nm}$), and the coupling coefficient of the adaptation motors ($S_{tilB1}=1.68e-24$, $S_{cs1}=0.07$), indicating the absence of the transducer modules. Accordingly, a simplified model without transducer models was developed to fit their auditory mechanics.

Simulations also could not accurately reproduce the mechanics of $nompC^3$ mutants. JO of Drosophila houses sound and gravity/wind receptors, about half of ~500 JO receptors preferentially respond to sound whereas the other half respond to static antennal deflection and mediate the detection of wind or gravity [67, 68, 102], and NompC is crucial for sound detection [62]. Accordingly, I developed a four-state model with 2 channel types, which can describe the wild-type fly better. Therefore, to obtain a better fit to experimental data of $nompC$ mutants, the initial
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parameters must be refined to match the properties of the machinery that detects static deflection.

4.3. Simple harmonic oscillator with floating joint versus 2-state model

To obtain a better description of the creep of displacement response to large stimuli, which is presumably caused by the movements of the pedicel, a floating joint was introduced into the model. Fits to experimental measurements of *tilB* and *nompA* mutants suggested the absence of transducer modules (see section 4.2). To prevent overfitting, all equations describing the transducer modules were removed.

AIC analysis revealed that, of the tested models, the simple harmonic oscillator with floating joint describes the mechanics of *nompA* receiver best and also describes the initial peak stiffness of the *tilB* receiver with ~100% probability and their steady-state stiffness with 24% probability. Although the two-state model is with 76% of probability the best model for *tilB* mutant, models having their AICc within 1–2 of the minimum have substantial support and should be taken into consideration [98].

4.4. Two-state model with floating joint or with nonlinear parallel stiffness versus 2-state model

To better describe the creep of the displacement response to step forces in wild-type flies, the two-state model was supplemented with a floating joint. Notwithstanding the reduced cost-function values, AIC analysis suggested that the two-state model is the best model without overfitting. This is because the AIC analysis in this thesis focused on the stiffness of the initial peak and steady-state. The temporal evolution of the time traces was not taken into account. An AIC analysis focusing on the time traces might yield different results.

The two-state model with a nonlinear parallel stiffness produced a better fit for wild-type fly than the one with linear parallel stiffness (Figure 40). Quantitatively, adding a nonlinear parallel stiffness to the model reduced the cost-function value by a factor of 1.2. However, the AIC is very sensitive with respect to the number
of free parameters indicating that the two-state model, which has 2 parameters less than the model with nonlinear parallel stiffness, is the best model.

4.5. Four-state model versus 2-state model

To fit the experimental data of wild-type fly with a four-state model, the fit parameters obtained from the fit to \( \text{nompC}^3 \) mutants was taken as the initial parameters for the 2\textsuperscript{nd} channel type. Because the fit to \( \text{nompC}^3 \) mutant was already quite poor, possibly due to the initial parameter problem, fit with the four-state model to experimental data of wild-type flies did not yield satisfying result. Because the four-state model contains 5 more parameters than the two-state model, AIC indicated that this model is too complicated.

To improve the fit result, a better parameter set for the initial guess of 2\textsuperscript{nd} channel type must be found.

4.6. Active process by energy flux

Apart from devising the “Virtual Fly Ear”, I devised a method to quantify the active energy flux in the fly’s ear. Hearing of \textit{Drosophila} as for the other insects and vertebrates relies on active process to achieve the sensitivity and frequency selectivity [27, 99-101], which contributes to the fluctuation of the sound receiver and the sound-induced vibration. By comparing the power spectra of anesthetized and unanesthetized receivers, the active component was isolated from the fluctuation. The result of this calculation revealed that only a few motors are sufficient to generate the energy needed for the active process, which is consistent with previous results [28].

When actuated by an external force, the total energy flux due to the active process does not increase. The energy is redistributed into the frequency of the stimulus. This is consistent with the previous observation that the degree of phase-locking of the receiver’s vibration increases when the amplitude of stimulus increases [44].
Outlook

4.7. Outlook

A web-based version of the “Virtual Fly Ear” described in this thesis is currently being devised.
### 5. Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AIC</td>
<td>Akaike’s Information Criterion</td>
</tr>
<tr>
<td>AICc</td>
<td>corrected AIC</td>
</tr>
<tr>
<td>a1</td>
<td>1st antennal segment; scape</td>
</tr>
<tr>
<td>a2</td>
<td>2nd antennal segment; pedicel</td>
</tr>
<tr>
<td>a3</td>
<td>3rd antennal segment; funicle</td>
</tr>
<tr>
<td>CAP</td>
<td>compound action potential</td>
</tr>
<tr>
<td>CPU</td>
<td>Central Processing Unit</td>
</tr>
<tr>
<td>DWT</td>
<td>Discrete Wavelet Transform</td>
</tr>
<tr>
<td>FFT</td>
<td>Fast Fourier Transform (definition see Appendix A)</td>
</tr>
<tr>
<td>GUI</td>
<td>Graphical User Interface</td>
</tr>
<tr>
<td>( I_{av} )</td>
<td>\textit{Inactive}</td>
</tr>
<tr>
<td>iBF</td>
<td>individual best frequency</td>
</tr>
<tr>
<td>iFFT</td>
<td>inverse Fast Fourier Transform</td>
</tr>
<tr>
<td>JO</td>
<td>Johnston’s Organ</td>
</tr>
<tr>
<td>LDV</td>
<td>Laser Doppler Vibrometer</td>
</tr>
<tr>
<td>LRF</td>
<td>Linear Response Function</td>
</tr>
<tr>
<td>Nan</td>
<td>Nanchung</td>
</tr>
<tr>
<td>NompA</td>
<td>no-mechanoreceptor-potential A</td>
</tr>
<tr>
<td>NompC</td>
<td>no-mechanoreceptor-potential C</td>
</tr>
<tr>
<td>PSD</td>
<td>Power spectral density</td>
</tr>
<tr>
<td>SHO</td>
<td>simple harmonic oscillator</td>
</tr>
<tr>
<td>STD</td>
<td>Standard Deviation</td>
</tr>
<tr>
<td>TRP</td>
<td>Transient receptor potential</td>
</tr>
<tr>
<td>UFF</td>
<td>Universal File Format</td>
</tr>
</tbody>
</table>
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Appendix A. Definition of continuous Fourier transform and discrete Fourier transform

The continuous Fourier transform used in this thesis is defined as

\[ f(\nu) = \mathcal{F}[f(t)](\nu) \]
\[ f(\nu) = \int_{-\infty}^{\infty} f(t) e^{-2\pi i \nu t} dt. \]

Now consider generalization to the case of a discrete function, \( f(t) \to f(t_k) \) by letting \( f_k \equiv f(t_k) \), where \( t_k \equiv k\Delta \), with \( k = 0, ..., N - 1 \). Writing this out gives the discrete Fourier transform \( F_n = \mathcal{F}\{|f_k\}_{k=0}^{N-1}|(n) \) as

\[ F_n = \frac{1}{N} \sum_{k=0}^{N-1} f_k e^{-2\pi i nk/N}. \]

And the inverse transform \( f_k = \mathcal{F}\{|F_n\}_{n=0}^{N-1}|(k) \) is then

\[ f_k = \sum_{n=0}^{N-1} F_n e^{2\pi i nk/N}. \]

The discrete Fourier transform at certain frequency \( \nu_n \) is computed as

\[ \tilde{X}(\nu_n) = \int_{-\infty}^{\infty} X(t) e^{-2\pi i \nu_n t} dt = \sum_{k=0}^{\infty} X_k e^{-2\pi i \nu_n t_k} \cdot \Delta t. \]
Appendix B. Result of the energy flux analysis for fly 2 and fly 3

B.1. Fly 2 (Canton-S)

Figure 47: Assessing the auditory active process in fly 2

(A): The PSD of the sound-induced vibration was measured and fitted. Force $\eta_\omega$ and $\eta_a$ and the dissipation rate spectrum was calculated and fitted (the measured data of the fly at anesthetized state were colored red and its fit data were colored green; the measured data of the fly at unanesthetized state were colored blue and its fit data in turquoise.) The apparent force of the pure tone stimulus was 13 fN

(B): The dissipation rate spectra of 14 stimulus intensities were plotted. The spectrum at the lowest stimulus intensity (apparent force = 8.3 fN) was colored black and the spectrum resulted from the highest stimulus intensity (apparent force=41 pN) was colored light orange. Spectra of the other stimuli were colored according to the color gradient.

(C): The absolute value of normalized dissipation rates were plotted against the apparent force exerted by the pure tone. The dissipation rates were normalized to the apparent force. The dissipation rate at the stimulus frequency is marked by green triangles; the dissipation rate at frequency other then the stimulus frequency by red squares and the total dissipation rate by blue circles.

(D): The ratio between the dissipation rate at the stimulus frequency and the total dissipation rate was plotted against the apparent force of the pure tone. Experimental data provided by Dr. Thomas Effertz.
**B.2. Fly 2 (Canton-S)**

![Figures A, B, C, D]

**Figure 48: Assessing the auditory active process in fly 3**

(A): The PSD of the sound-induced vibration was measured and fitted. Force $\eta_\omega$ and $\eta_a$ and the dissipation rate spectrum was calculated and fitted (the measured data of the fly at anesthetized state were colored red and its fit data were colored green; the measured data of the fly at unanesthetized state were colored blue and its fit data in turquoise.) The apparent force of the pure tone stimulus was 15 fN.

(B): The dissipation rate spectra of 14 stimulus intensities were plotted. The spectrum at the lowest stimulus intensity (apparent force = 15 fN) was colored black and the spectrum resulted from the highest stimulus intensity (apparent force= 95 pN) was colored light orange. Spectra of the other stimuli were colored according to the color gradient.

(C): The absolute value of normalized dissipation rates were plotted against the apparent force exerted by the pure tone. The dissipation rates were normalized to the apparent force. The dissipation rate at the stimulus frequency is marked by green triangles; the dissipation rate at frequency other then the stimulus frequency by red squares and the total dissipation rate by blue circles.

(D): The ratio between the dissipation rate at the stimulus frequency and the total dissipation rate was plotted against the apparent force of the pure tone. Experimental data provided by Dr. Thomas Effertz.
Appendix C. Fit parameters used in this thesis

C.1. Two-state model

<table>
<thead>
<tr>
<th></th>
<th>$P_{as}$</th>
<th>$S$</th>
<th>$K_{Af}$ [pN/nm]</th>
<th>$\delta$ [nm]</th>
<th>$\lambda$ [\mu g/s]</th>
<th>$K_{Gs}$ [pN/nm]</th>
<th>$\lambda_s$ [\mu g/s]</th>
<th>$m$ [ng]</th>
<th>$N$</th>
<th>$D$ [nm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>CS small stimuli</td>
<td>0.5</td>
<td>6.57e-2</td>
<td>1.92e-2</td>
<td>4.78e-2</td>
<td>4.92e-7</td>
<td>4.54e-2</td>
<td>1.29e-5</td>
<td>1.47</td>
<td>1.19e4</td>
<td>5.33e3</td>
</tr>
<tr>
<td>CS large stimuli</td>
<td>0.5</td>
<td>1.52e-1</td>
<td>2.32e-2</td>
<td>4.78e-2</td>
<td>7.38e-7</td>
<td>2.19e-2</td>
<td>1.04e-5</td>
<td>1.80</td>
<td>6.85e3</td>
<td>3.53e3</td>
</tr>
<tr>
<td>TilB mutant</td>
<td>0.5</td>
<td>1.68e-24</td>
<td>2.11e-2</td>
<td>7.46e-2</td>
<td>3.37e-6</td>
<td>1.31e-2</td>
<td>2.41e-5</td>
<td>1.76</td>
<td>5.53e3</td>
<td>1.36e3</td>
</tr>
<tr>
<td>NompA mutant</td>
<td>0.5</td>
<td>1.25e-1</td>
<td>1.11e1</td>
<td>1.10e-1</td>
<td>6.60e-2</td>
<td>4.10e-4</td>
<td>78.66</td>
<td>8.80</td>
<td>6.56e1</td>
<td></td>
</tr>
<tr>
<td>NompC' mutant</td>
<td>0.5</td>
<td>3.67e-1</td>
<td>2.12e-2</td>
<td>4.65e-2</td>
<td>1.42e-6</td>
<td>3.12e-2</td>
<td>1.20e-5</td>
<td>3.73</td>
<td>5.55e3</td>
<td>1.44e-7</td>
</tr>
</tbody>
</table>

C.2. Simple harmonic oscillator model with floating joint

<table>
<thead>
<tr>
<th></th>
<th>$K_{Af}$ [pN/nm]</th>
<th>$\lambda$ [\mu g/s]</th>
<th>$m$ [ng]</th>
<th>$K_{y}$ [pN/nm]</th>
<th>$\tau_y$ [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>CS large stimuli</td>
<td>2.87e-2</td>
<td>4.25e-6</td>
<td>2.44</td>
<td>4.39e-13</td>
<td>1.30e-1</td>
</tr>
<tr>
<td>TilB mutant</td>
<td>3.05e-2</td>
<td>7.83e-6</td>
<td>2.47</td>
<td>3.38e-1</td>
<td>9.38e-3</td>
</tr>
<tr>
<td>NompA mutant</td>
<td>1.76e-2</td>
<td>7.72e-6</td>
<td>4.35</td>
<td>3.44e-1</td>
<td>7.18e-3</td>
</tr>
</tbody>
</table>

C.3. Two-state model with floating joint

<table>
<thead>
<tr>
<th></th>
<th>$P_{as}$</th>
<th>$S$</th>
<th>$K_{Af}$ [pN/nm]</th>
<th>$\delta$ [nm]</th>
<th>$\lambda$ [\mu g/s]</th>
<th>$K_{Gs}$ [pN/nm]</th>
<th>$\lambda_s$ [\mu g/s]</th>
<th>$m$ [ng]</th>
<th>$N$</th>
<th>$D$ [nm]</th>
<th>$K_{y}$ [pN/nm]</th>
<th>$\tau_y$ [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>CS large stimuli</td>
<td>0.5</td>
<td>1.51e-1</td>
<td>2.38e-2</td>
<td>4.77e-2</td>
<td>7.17e-7</td>
<td>2.18e-2</td>
<td>1.62e-5</td>
<td>1.77</td>
<td>6.77e3</td>
<td>1.85e3</td>
<td>3.10e-14</td>
<td>7.20e-2</td>
</tr>
<tr>
<td>TilB mutant</td>
<td>0.5</td>
<td>6.97e-2</td>
<td>1.32e-1</td>
<td>9.26e-2</td>
<td>1.58e-5</td>
<td>4.87e-2</td>
<td>1.99e-5</td>
<td>3.21</td>
<td>54.15e3</td>
<td>2.20e-9</td>
<td>2.45e-1</td>
<td>1.57e-2</td>
</tr>
<tr>
<td>NompA mutant</td>
<td>0.5</td>
<td>1.23e-1</td>
<td>1.57e-2</td>
<td>2.24e2</td>
<td>4.59e-8</td>
<td>8.57e-2</td>
<td>9.31e-6</td>
<td>8.73</td>
<td>4.01e3</td>
<td>1.95e2</td>
<td>2.05e-1</td>
<td>9.25e-3</td>
</tr>
</tbody>
</table>

C.4. Two-state model with nonlinear parallel stiffness

<table>
<thead>
<tr>
<th></th>
<th>$P_{as}$</th>
<th>$S$</th>
<th>$K_{Af}$ [pN/nm]</th>
<th>$\delta$ [nm]</th>
<th>$\lambda$ [\mu g/s]</th>
<th>$K_{Gs}$ [pN/nm]</th>
<th>$\lambda_s$ [\mu g/s]</th>
<th>$m$ [ng]</th>
<th>$N$</th>
<th>$D$ [nm]</th>
<th>$K_{Af2}$ [pN/nm]</th>
<th>$K_{Af3}$ [pN/nm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>CS</td>
<td>0.5</td>
<td>2.11e-1</td>
<td>2.56e-2</td>
<td>3.60e2</td>
<td>8.54e-7</td>
<td>1.62e-2</td>
<td>1.02e-5</td>
<td>1.91</td>
<td>3.23e3</td>
<td>1.32e4</td>
<td>1.32e-7</td>
<td>6.52e-12</td>
</tr>
</tbody>
</table>
C.5. Four-state model

Fit parameters of wild-type fly (Canton-S) with four-state model:

\[ K_{Al} = 3.43e - 2 \text{pN/nm} \]
\[ \lambda = 4.58e - 7 \text{µg/s} \]
\[ m = 2.55 \text{ng} \]
\[ P_{o,s} = 0.5 \]
\[ D = 2.91e3 \text{ng} \]
\[ K_{GS} = 1.91e - 2 \text{pN/nm} \]
\[ \delta = 4.70e2 \text{nm} \]
\[ N = 6.86e3 \]
\[ \lambda_{a2} = 2.55e - 9 \text{µg/s} \]
\[ S = 1.12e - 5 \]
\[ P_{o,s2} = 0.5 \]
\[ D_2 = 2.38e - 1 \text{ng} \]
\[ K_{GS,2} = 2.25e - 2 \text{pN/nm} \]
\[ \delta_2 = 3.37e2 \text{nm} \]
\[ N_2 = 2.26e3 \]
\[ \lambda_{a,2} = 9.73e - 6 \text{µg/s} \]
\[ S_2 = 4.85e - 1 \]
Appendix D.  LDV Setup for sound stimulation

Air table: Linus Photonics series 63 table, Art-No. 436356401 (dimensions 900 × 1200 × 100 mm)

Laser Doppler Vibrometer (LDV): Polytec, PSV-400 equipped with an OFV-700 close-up unit (70 mm focal length)

A/D converter: Cambridge Electronic Devices, micro 1401 MKII

HiFi amplifier: dB Technologies MA 1060

Loudspeakers: Visaton W130S

Micro manipulators: 5 x MM33 with magnetic stand, Kanetec MB-K (animal holder; electrophysiology reference electrode; microphone; anterior and posterior electrostatic actuator electrodes) HS6, Märzhäuser (electrophysiology recording electrode)

Attenuator: Custom-build resistor based attenuator, attenuation range from 0-100 dB in 1 dB steps

Extracellular amplifier: 4-channel amplifier MA102

Humbug Quest Scientific

Microphone: Emkay NR 3158 miniature pressure-gradient microphone with an integrating amplifier, Knowles Electronics Inc., Itasca, Illinois, USA

Dissection microscope: Stereo microscope PZMIII-BS, World Precision Instruments

Lightsource: Fiberopticclamp, Novaflex Bifurcated Light Guide Nova-186, World Precision Instruments

Figure 49 Experimental setup for sound intensity measurements

The LDV (1), measured the movement of the fly’s antenna in response to sound stimuli emitted by a loudspeaker (4). A particle velocity sensitive microphone (2) measured the stimulus intensity at the position of the antenna. An etched insulated tungsten electrode (3) is inserted between the scape and head of the fly to record the compound action potential changes of the antennal nerve.
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