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No one really understands water.
It’s embarrassing to admit it, but the stuff

that covers two-thirds of our planet is still a mystery.

Phillip Ball, Water — an enduring mystery
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Abstract

Water, the most crucial substance on our planet, is characterized by its hydrogen
bond network. Although numerous investigations have been carried out to study
the nature of the hydrogen bond, the electronic structure of hydrogen bonded
water molecules on the level of molecular orbitals has not yet been revealed com-
pletely. In particular, no angle-dependent measurement of photoemission spectra
has been performed in order to determine the anisotropy parameters for the va-
lence orbitals of water molecules in liquid phase, so far. The spatial distribution
of the photoelectrons ejected from a particular orbital is anisotropic and can be
expressed in terms of a parameter β. Besides its dependence on ionizing photon
energy, the anisotropy parameter β is determined by the topology of the corre-
sponding orbital. As a consequence of formation of hydrogen bonds, deformation
of involved orbitals takes place, which results in change of β value for each orbital.
In the present work, an angle-dependent photoelectron spectroscopy experiment

is performed in combination with a table-top EUV radiation source based on high
harmonic generation (HHG). For the first time, the β values (hν = 38.7 eV) for
the 1b1, 3a1 and 1b2 orbitals in liquid water are determined to be 0.8, 0.7 and 0.6

respectively, in contrast to the values 1.4, 1.1 and 0.7 in the gas phase. The smaller
β values related to the liquid phase, result from delocalization of the orbitals due
to the significant interactions between hydrogen bonded molecules in liquid water.
Moreover, the change of the photoemission anisotropy is different for the three
orbitals: the 1b1 and 3a1 orbitals exhibit significant decrease of β value while the
1b2 shows only slight variation. This indicates that 1b1 and 3a1 orbitals have the
most contribution to hydrogen bonding.
Also the β parameter is determined for the 1b1 orbital in small-sized clusters

(〈n〉 = 5), which amounts to 1.0. The small difference between the photoemission
anisotropy for liquid water and small clusters is assumed to be an indication for the
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Abstract

major influence of the first coordination shell on the local electronic structure in
the hydrogen-bonded networks. Besides, it might be an evidence that the average
coordination number is between 2 and 3 in liquid water.
In order to reveal the nature of hydrogen bonds in systems comparable to water,

an analog study is carried out on methanol. The comparative study on angular
photoemission of methanol indicates the distinctly strong hydrogen bonding in
water as compared to methanol.
As an addition to the general topic of the present work, the development of

a novel method for high harmonic generation is presented. Such modern EUV
sources can advantageously be driven by Ti:Sapphire oscillators with low pulse
intensity and are more compact than the existing HHG sources with rare gases
as nonlinear media. Therefor, nano-structures with bow-tie shaped elements are
applied to induce local field enhancement of the initial laser field.
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Chapter 1

Introduction

Water is the most essential substance for all living organisms on our planet and
exists concurrently in different aggregate states in the nature. Particularly, liquid
water is very crucial for numerous important processes in chemistry, biology, en-
vironmental science and planetary physics. Therefore, water has been the most
extensively investigated compound ever. However, water still remains an enduring
mystery [1].
Water is especially characterized by its unique properties, such as the density

anomaly at 4◦C, the strong polarizability and significant increase of dipole mo-
ment in the liquid phase [2]. Those distinctive characteristics are associated with
the most notable intermolecular interaction – hydrogen bonding. In all the dense
aggregate states of water, hydrogen bonds are formed in networks with different
mechanisms. In the liquid phase, the hydrogen bond network is disordered and
dynamic. Hydrogen bonds break and reform frequently due to the atomic motions.
In contrast, the hydrogen bond arrangement in crystalline ice is fixed and struc-
tured. In cold clusters, the situation is different again. It is still unclear whether
the water clusters are liquid-like or more similar to crystalline ice. Also the con-
tributions to hydrogen bonding are disputed. Generally accepted, electrostatic
attraction, polarization and dispersion are the essential components of this at-
tractive interaction. However, another supposed contribution is gaining more and
more popularity – charge transfer mechanism which is also described as partial
covalency of hydrogen bond [3–6].
An especially active field within the numerous experimental and theoretical in-

vestigations of water is the study of electronic structure and the influence of hydro-
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Chapter 1 Introduction

gen bonding on it. For this purpose, valence photoelectron spectroscopy [6–13],
X-ray emission spectroscopy [14–18] and X-ray absorption spectroscopy [19–21]
have been applied to offer many important electronic informations about water in
different hydrogen bonded aggregate states. However, the previous experimental
investigations on the electronic structure of water were not able to directly exam-
ine the electron density distributions of hydrogen bonded water molecules. Only
photoelectron-spectral variations relative to the spectra of free water molecules
could be observed. These variations were interpreted as indications for a broad
conduction band in the condensed phases or evolution of the electronic structure
of valence orbitals and no quantitative change of the electron density distribution
in hydrogen bonded water molecules could be concluded by those studies.

In this work, we investigate the angular distribution of photoemission from water
and methanol – as a comparative system to water – in different aggregate states:
gas, small clusters and liquid. The angular dependence of photoemission contains
a vast amount of information which is highly useful in elucidating the electronic
structure of atoms and molecules in different phases. The anisotropy parameter β
expresses the spatial distribution of photoelectrons from a certain orbital. Its value
depends on the nature of the orbital and is very sensitive to electronic changes due
to intermolecular interactions such as hydrogen bonding. Consequently, we probe
these changes and our results can offer valuable clues to the understanding of
hydrogen bonded systems.

Till now no experimental determination of the photoemission anisotropy param-
eter has been reported for molecular orbitals of liquid water or methanol. This
absence lies in the challenge to design a suitable experimental apparatus. We
were able to construct a profitable experiment to measure angle-dependent pho-
toelectron spectra employing an EUV radiation source based on high harmonic
generation. Via this approach we are able to easily adjust the polarization of
the ionizing radiation by tuning of the polarization vector of the HHG driving
fundamental laser light. In this way, we can analyze the photoelectrons at differ-
ent emission angles between polarization vector of incident ionizing radiation and
emission direction and can finally determine the desired value of β. Further our
experimental setup is flexible regarding the measurement of samples in different
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aggregate states. Liquid micro-jet and a home-designed cluster source are available
as alternative options for the sample handling.

The structure of the present work will be outlined in the following:

In chapter 2, basic principles of the UV Photoelectron Spectroscopy will be
introduced. In particular, the theory of angular distribution of photoemission will
be explained in detail, which serves as the theoretical basis of this study.
In chapter 3, the employed EUV radiation source based on high harmonic gen-

eration will be presented including fundamental principles of the related nonlinear
conversion process. In the last part of this chapter, the development of a novel
HHG method will be demonstrated. The goal of such a project consists in invent-
ing EUV sources which can be driven by Ti:Sapphire oscillators with low pulse
intensity. Therefor, nano-structures with bow-tie shaped elements are applied to
induce local field enhancement of the initial laser field.
Further details about the experimental setup are demonstrated in chapter 4.

The Ti:sapphire laser system, polarization tuning of the ionizing radiation, the
liquid micro-jet technique and the cluster source are the highlights of this chapter.
The angular distributions of photoemission from liquid water and small-sized

clusters will be presented in chapter 5. After that, the approach to determine the
anisotropy parameters of valence orbitals will be described in detail. An intensive
discussion about the relevance of the obtained results follows the presentation of
the angular measurements of the photoelectron spectra.
In order to reveal the nature of hydrogen bonds in systems comparable to water,

an analog study is carried out on methanol, which will be presented in chapter 6.
The angle-dependent photoemission study on methanol supplements the under-
standing of hydrogen bondings of different kinds, within the electronic picture of
molecular orbitals. A comparison of the results from the angular photoemission
studies on water and methanol can shed light onto the nature of hydrogen bonds
on the molecular level of the examined systems.
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Chapter 2

UV Photoelectron Spectroscopy

Photoelectron Spectroscopy (PES), also called photoemission spectroscopy is one
of the most established spectroscopic methods and based on the phenomenon of
photoemission, which was observed by Hertz in 1887 [22]. It was Einstein who
was able to explain this observation in 1905 by invoking the quantum nature of
light [23]. Since then many experiments were performed with the same princi-
ple but various experimental approaches, and there has been intensive activity
in the general field of PES. Ultraviolet photoelectron spectroscopy (UPS) is one
fundamental and the most important branch of PES [24].

2.1 Photoionization

The wavefunction of an electron is called an orbital and its square is the probabil-
ity distribution around the nucleus or nuclei of an atom or molecule. Within the
orbital concept, the behavior of electrons can be conveniently illustrated. Depend-
ing on the nature of the related orbitals, there are two kinds of electrons: core and
valence electrons. The former are close to the nucleus and in the inner orbitals
of atoms. The valence electrons are further away from the nucleus and directly
involved in chemical bonds between atoms, in contrast to the core electrons. Pho-
toelectron spectroscopy is a powerful tool to examine the electronic structure of
atoms or molecules, which makes use of photoionization process. Induced by the
absorption of a photon with enough high energy, an electron can be promoted into
vacuum level and escapes the binding forces of an atom or a molecule. In this
case, photoionization takes place.
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Chapter 2 UV Photoelectron Spectroscopy

Here is a simple case of photoionization: an atom with N electrons emits one
electron by absorbing a photon hν:

AN + hν → A+
N−1 + e−.

The minimum energy required for this process is the ionization energy of an elec-
tron in that particular orbital. Any photon with an energy higher than the ion-
ization limit can bring about photoionization. This does not break the resonance
condition because the electron is formally excited into the continuum of free states
and can take any excess energy in the form of electron kinetic energy.
Differing from conventional electronic absorptions, electron energies are mea-

sured rather than photon energies. For the upper case, a part of the incoming
photon energy (hν) is used to ionize the atom. The remainder is partitioned
between the atomic cation and the electron kinetic energy and so, from the con-
servation of energy results:

hν = IEi + TA+
N−1

+ Te. (2.1)

Here, IEi is the ionization energy of an electron in orbital i and TA+
N−1

and Te

are the kinetic energies of cation and electron. Since an electron is very much
lighter than an atomic nucleus, TA+

N−1
usually can be neglected and most of the

kinetic energy will be taken away by the electron. If the photon energy is fixed,
a spectrum can be obtained by measuring the electron current as a function of
electron kinetic energy or as a function of orbital ionization energy using

IEi = hν − Te. (2.2)

This is the basic idea of photoelectron spectroscopy.

2.2 Information obtained from PE Spectra

An extraordinary range of information can be deduced from photoelectron spectra.
A typical UPS spectrum is shown in Fig. 2.1. First and most obviously, information
of orbital energies in atoms or molecules can be obtained assuming Koopmans’

8



2.2 Information obtained from PE Spectra

Theorem (oder sudden approximation). This considers the nucleus and the rest
(N−1) electrons in A+

N−1 as rigid during an one photon ionization of atom A. The
wave functions of nucleus and remaining electrons do not vary and no electronic
relaxation occurs. This postulates equality of the negative of the ionization energy
and one-electron orbital energy. This approximation results in errors of about
1−2 eV [24], since it neglects contributions of ultrafast electronic relaxation during
the ionization process. However, in most cases Koopmans’ Theorem is very useful,
because it allows to distinguish one orbital from another.
There is also another approach called adiabatic approximation. In contrast to the

sudden approximation, the remaining electrons of the ionized molecule relax during
the ionization time, because the ejected electron leaves the system so slowly that
other electrons can adjust their effective potential in a self-consistent way. The
kinetic energy of the ejected electron is the energy difference between the photon
energy and the ionization potential which correlates with both the energy of the
neutral molecule and that of the relaxed ion. Accordingly, binding energies cal-
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Figure 2.1: Sketch illustrating the mechanism behind PES. After ionizing electrons,
their kinetic energy and occurrence is detected which results in an photoelectron spec-
trum. Here, a typical UPS spectrum of free water molecule is shown.
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Chapter 2 UV Photoelectron Spectroscopy

culated with the adiabatic approximation are always smaller than those obtained
with the sudden approximation.
However, PES can provide more than just details of orbital energies. Vibrational

structure can be resolved very often, particularly for molecules in the gas phase.
This leads directly to vibrational frequencies. Qualitative and sometimes even
quantitative information on the structure of the molecule can be obtained in this
way [25]. The Franck-Condon factors can also be deduced from the relative electron
fluxes for the various vibrational states of the ion.

2.3 Experimental aspects

There are various available approaches to perform a PES experiment. A sketch of
a basic PES setup is shown in Fig. 2.2. The different variations of PES experiments
are not discussed in detail here. This section rather focuses on the three essential
parts of PES: ionizing photon sources, electron analyzer, and samples. Ultra high
vacuum equipment which is a further prerequisite for PES experiments will not be
treated here in detail.

2.3.1 Ionizing photon sources

The energy of the ionizing photon can be in the ultraviolet regime (5 to 100 eV,
UPS), in the soft X-ray regime (100 to 1000 eV, SXPS) or in the X-ray regime
(>1000 eV, XPS). With photon energies under 100 eV valence electrons can be
ejected while photoionization on core levels can only be observed with PES using
X-ray sources. Because core level energies strongly depend on the chemical state

sample

ionizing
radiation -e

-e

-e

detector

Figure 2.2: Illustration depicting the principle of PES experiments.
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2.3 Experimental aspects

of the sample, the spectroscopy of core levels can often be used for chemical anal-
ysis. The name ESCA (Electron Spectroscopy for Chemical Analysis) has been
established for this technique devised by Siegbahn since 1969 [26].

The first ionization energies of the majority of molecules are larger than 9 eV
and fall in the vacuum ultraviolet region. It is difficult to generate monochromatic
light in this region with sufficient intensities. In fact, this problem was not resolved
until the early 1960s, when the noble gas resonance lamp sources were introduced.

One of the main instrumental advances of UPS during the 1970s is connected to
the development and improvement of helium radiation sources. In VUV noble gas
resonance lamps, two methods are used to promote noble gas atoms up to excited
electronic states: the traditional method with a high voltage DC discharge between
Al electrodes and a second method employing a microwave discharge. The latter is
apparently necessary when very pure helium is used. After electronic excitement,
the transition back to the ground state results in the emission of radiation. For
helium, the principal emission line is at 21.218 eV and arises from the transition
1P(1s12p1)→ 1S(1s2). This line is referred to as the HeIα line. Also a number of
satellite lines and lines from transitions in He+, the HeII lines become apparent
albeit with much weaker intensity.

Over the years, numerous important UPS experiments have been performed
using synchrotron radiation from electron storage rings. To generate synchrotron
radiation, a discharge of electrons is injected into a storage ring and confined to
a circlular path by a series of magnets. The electrons are accelerated to nearly
the speed of light and lose energy in the process in form of synchrotron radiation.
The light can be extracted at various beamline stations and applied in different
experiments. The essential benefits of synchrotron radiation for PES are a wide
wavelength range (10−10 − 10−5 m), the high intensity and the plane polarization.
With a suitable monochromater a specific photon energy can be selected.

Both of the radiation sources mentioned above are not suitable for generating
pulses with subpicosecond duration. If one wants to construct a time resolved
photoelectron spectroscopic experiment to investigate ultrafast dynamics, high
coherent UV radiation obtained via high harmonic generation (HHG) may be
the best alternative at the present time. We generate the ionizing radiation in
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Chapter 2 UV Photoelectron Spectroscopy

our experiment also via HHG. Notice the details of high harmonic generation in
Chap. 3.

In the near future, a Free Electron Laser (FEL) will probably be the best choice
to generate ultrashort XUV or X-ray pulses with high brilliance [27]. The main
restrictions of a FEL are the required large amount of investments and immense
storage area. Access to FELs is limited and only available for selected research
groups.

2.3.2 Analyzing electron energy

There are two main analyser types to determine electron kinetic energies: retarding
field and deflection analyzers. The former devices transmit only electrons which
have energies higher than the retarding potential and is rarely used at the present
time.

Deflection analyzers distinguish electrons by forcing them to follow different
paths corresponding to their velocities. There are mainly three types of them:
parallel plate analyzer, cylindrical mirror analyzer and hemispherical analyzer.
The last one is used most prevalently. Its basic functional manner is as follows:
two concentric hemispherical electrodes are charged to a potential with the same
magnitude but opposite signs. Slits at the entrance and exit to the analyzer de-
fine the range of acceptable entrance and exit trajectories of the electrons. Only
electrons with a certain energy, which is determined by the selected voltages on
the hemispheres can traverse the analyzer and be detected by electron multipli-
ers. The most important properties of such a photoelectron spectrometer are its
resolution and sensitivity. A compromise must be taken, to find a trade-off be-
tween acceptable resolution and good sensitivity. The common resolution is in the
10− 30meV range.

There is a special analyzer which is not very widely used for analyzing electron
kinetic energies, the time-of-flight photoelectron spectrometer. Also, this is the
type of analyzer implemented in our experiment. Such a detector provides major
advantages if only low spectral resolution is required – photoelectrons with different
kinetic energies can be analyzed simultaneously, thereby enhancing the sensitivity.
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2.4 Theory of photoemission

The low duty cycle enhances the signal-to-noise ratio. Its equipment and properties
will be represented in detail in subsection 4.6.

2.3.3 Sample handling

Atoms and molecules can be investigated with UPS in the gas, liquid or solid
phase. Methods for introducing the sample into the target chamber are therefore
of great importance and vary considerably.

For gas-phase UPS there is a broad range of available techniques, for instance
a slow bleed system for gases and volatile liquids, a fused capillary array giving a
molecular beam or an atomic beam generated in a furnace. The sample handling
for the investigation of liquids is more complicated. It is difficult to maintain a
clean surface because of the large vapor pressure of liquids under vacuum condi-
tions. Siegbahn and co-workers are pioneers who invented the first equipment to
investigate liquids [14, 28]. They introduced the sample into the vacuum using a
narrow liquid beam or a fine wire which is coated with the sample liquid. This
is achieved by continuously moving the wire through a reservoir of the liquid. In
several previous PES studies of liquids, samples were prepared using a rotating
disc with a razor blade scraper to produce a clean and fresh surface in vacuum.
Stainless steel needles and conical shaped trundles were also used in other experi-
ments. In addition, highly concentrated salt solutions were used in order to lower
the vapor pressure of the liquids. Another notable method is liquid micro-jet tech-
nique developed by Faubel et al. [29]. A thin liquid beam of 10− 20µm diameter
can be produced by pumping the liquid through a nozzle of the same diameter.
We also apply this excellent method to probe liquids as well as gases, which will
be shown extensively in subsection 4.4.

2.4 Theory of photoemission

Photoelectrons show an intensity variation as a function of the angle of emission,
because the polarization plane of the ionizing radiation defines an axis of quanti-
zation (see Fig. 2.3). For unpolarized radiation the direction of the photon beam
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Chapter 2 UV Photoelectron Spectroscopy

provides such an axis. It has been known for many decades that the angular
dependence for electric-dipole induced transitions obeys the general law [30]

Ix(θ) = C [1 + βP2(cos θx)] (2.3)

where x is the axis of polarization, θx is the angle between the momentum vec-
tor of the ejected electron and the x-axis, and β is the asymmetry parameter or
anisotropy parameter, which has been defined in various ways. P2(cos θx) is the
second Legendre polynomial and is given by the expression 1/2 (3 cos2 θx − 1). A
corresponding expression for unpolarized radiation is given by Peshkin [31] as

I(θ) = C ′
[
1− 1

2
βP2(cos θ)

]
(2.4)

where θ is now the angle between the trajectory of the ejected electron and the
photon beam.
For atoms, the angular distribution of photoionization may be derived from

quite general considerations of symmetry assuming that
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Figure 2.3: Angular distribution of photoelectron emission of a single atom. The po-
larization vector of the ionizing radiation is parallel to x-axis. θ is the angle between
a particular trajectory of an ejected electron and the polarization axis of the incident
radiation.
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2.4 Theory of photoemission

∗ the target atoms are oriented at random,

∗ the influence of external fields is neglected and

∗ when more than one electron is emitted, the direction of emission of the
second electron is independent of that of the first.

An expression for the asymmetry parameter β in the photoionization process
was first given by Bethe [30] for the hydrogen atom, where a central spherical
potential field and LS coupling were assumed.
The measure of the probability of photoionization is the orbital-specific pho-

toionization cross section which is included in the constant C in equation 2.3.
Within the dipole approximation, the differential photoionization cross section of
a certain orbital i is given by [32]

dσi
dΩ

(θ) =
σi
4π

[
1 +

βi
4

(1 + 3P1 cos 2θ)

]
. (2.5)

Here, σi represents the total cross section which has a dimension of area and is a
function of the incident photon energy. θ is the angle between the direction of the
ejected electron and the polarization vector of the incident light. P1 is the Stokes
parameter and denotes the degree of linear polarization. For linearly polarized
light P1 = 1 and the above Eq. 2.5 can be transformed to

dσi
dΩ

(θ) =
σi
4π

[
1 +

βi
4

(1 + 3 cos 2θ)

]
(2.6)

The value of the asymmetry parameter β, lies between 2 and −1, and depends
on the atomic system under consideration and the energy of the ejected electron. A
simple approach to explain the angular distribution of photoelectrons from an atom
is the selection rule for the angular momenta in electronic transitions: ∆l = ±1

must be satisfied [33]. For instance, if an electron is removed from an s-orbital,
it becomes an electron with p-character which has an angular distribution of a
cos2 θ-shaped function. But if a p, d, or higher order orbital is involved in the
ionization, two partial waves represented by l′ = l± 1 must be considered. Under
these conditions, interference terms may arise and β will be smaller than 2. This
is equivalent with a broadening of the cos2 θ-shaped distribution. Here, the value
of β depends on the velocity of the outgoing electron and increases as the velocity
increases.
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Chapter 2 UV Photoelectron Spectroscopy

In Fig. 2.4, different angular distributions of photoionization are demonstrated
for varying β values 2, 1, 0 and −1 but the same cross section σi using linearly
polarized light. At the magic angle θ = 54.7◦, the true magnitude of σi can be
obtained, since then, dσi/dΩ is not dependent on the β value.
For molecules, the theory of the angular distribution is more complex than that

for light atoms [34], since:

∗ The molecular orbitals are not eigenfunctions of the orbital angular mo-
mentum operator l2, due to the absence of spherical symmetry.

∗ The bound orbital, out of which the photoelectron is ejected, is quantized
on the molecular axis, while the continuum function of the ejected electron
is more readily referred to space-fixed axes.

∗ There may be transfer of angular momentum between electronic and rota-
tional motion.

However, experiments on the angular distribution of photoelectrons ejected from
molecules by Berkowitz and Ehrhardt [35, 36] suggested that the angular distri-
bution may be useful as a source of information regarding the symmetry of the
molecular orbital from which photoelectrons of a given energy are ejected.
By determining the angular distribution for a molecular orbital, the angular

momentum l is not a good quantum number and consideration of symmetry must
be made. For symmetrical molecules an evaluation of l can be made in the following
manner: When a molecule has an axial symmetry with reference to z-axis and a
center of symmetry (taken to be the origin), then the molecular orbital should be
represented by:

ψ =
∞∑
l=m

Rm
l (r)Pm

l (cos θ)

{
cosmφ

sinmφ

}
(2.7)

Rm
l (r) =

2l + 1

(2 + 2δn0)π

(l −m)!

(l +m)!

∫
ψPm(cos θ)

{
cosmφ

sinmφ

}
sin θ dθ dφ (2.8)

where m is a good quantum number and n0 = 2m gives the number of nodes
encountered when one goes around the azimuthal angle φ. A molecular orbital
with proper symmetry should have an even number of nodes. The molecular
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Figure 2.4: Angular distribution of photoionization associated with β = 2, 1, 0,−1.
The ionizing radiation is linearly polarized and propagates perpendicularly to the xy-
plane through the origin. Polarization vector of the incident light and the magic angle
θ = 54.7◦ are indicated, respectively. The σ value is the same for all β values. For
β = 0, the distribution of the photoelectron emission is isotropic. If β > 0, most ejected
electrons fly in the direction parallel to the polarization vector of the light, while the
favored photoelectron detection angle is vertical to it, if β is negative.
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Chapter 2 UV Photoelectron Spectroscopy

orbital from the Hückel model should also follow this rule, at least approximately.
l can take any value ≥ m, and is even for even parity and odd for odd parity. The
most probable values of l for a molecular orbital are the ones which have the largest
value of |Rm

l | at r, where |Rm
l | reaches its maximum. For the valence orbitals of a

simple molecule one expects only terms of lower l to contribute significantly. By
putting the molecular orbital ψ into Eq. 2.8, one may estimate the most probable
values of l. Such calculations have been carried out for N2, O2, and benzene.
Those calculations showed:

∗ The angular parameter β for a given photoelectron band depends mostly on
the nature of the initial orbital from which the photoelectron was ejected
and not the different final states that may arise as the result of Jahn-
Teller splitting, spin orbital splitting, or spin coupling between two unfilled
orbitals.

∗ The relative intensities of the vibration bands for a given electronic band
are generally independent of θ, but in certain cases the vibrational spectrum
appears to be strongly dependent on θ.

To completely describe the photoionization process, β, σ and photoelectron
spin polarization are required [37]. If the ionizing radiation is linearly polarized,
there is no dependence of σ and the angular distribution on the spin state of
the outgoing photoelectron, because any ejected electrons in all directions are
unpolarized assuming the electric dipole approximation [38]. For circular polarized
light the situation is different and much more complicated.
Many experiments focused on the determination of σ or (and) β parameters

for atoms and small molecules within diverse photon energy ranges [37, 39, 40]
while the investigation of photoelectron spin polarization was less common. By
measuring the photon energy dependence of β the so-called shape resonance can
be determined [41].

The purpose of this work is to determine the β and σ values for varying systems
(water and methanol) in different phases (gas, clusters and liquid). The interpre-
tation of the obtained results will constitute the main evidence for understanding
the electronic structures of these systems in altered phases.
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Chapter 3

High Harmonic Generation

3.1 Introduction

High harmonic generation (HHG) is a major branch of development in nonlinear
optics and has attracted immense attention for over two decades [42, 43]. Ultra-
short laser pulses in the extreme ultraviolet (EUV) and soft X-ray range can be
obtained via HHG, which allow to resolve dynamics on the picosecond and fem-
tosecond time scale. Since ten years, also the barrier towards attosecond pulses
has fallen [44]. In the near future it may be possible to monitor electron dynamics
with commercially available attosecond laser systems.
The essential goal of HHG is to efficiently generate high energy pulses from low

ones. This can be achieved when a sequence of pulses, with low energy but high
intensity, travel through a nonlinear media. By means of strong interactions with
the media, a large number of photons can be converted to a few high-frequency
photons which have multiples of the fundamental photon energy. These are the so
called high harmonics. The nonlinear media can be atoms, small molecules, ions,
plasma, solids or nano-structures.
In 1988 M. Ferray et al. performed the first experiments related to high har-

monic generation [45]. However, their work did not immediately attract much
attention. Using argon and xenon gases as the nonlinear media, they generated
the 33rd harmonic (32.2 nm) of 1064 nm pulses from a Nd:YAG laser. Before
that, experiments only demonstrated HHG up to the 11th harmonic [46]. The
breakthrough of high harmonic generation is closely related to the development of
pulsed Ti:Sapphire laser systems [47]. Since their emergence, pulsed Ti:Sapphire
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laser systems gained expeditious development and popularity. The power has been
increased from 10mW to 10W and the pulse duration can nowadays vary from
a few 100 fs to 8 fs. Currently, the photon energies achieved via high harmonic
generation already exceed 200 eV [48]. Also the HHG efficiency has been signifi-
cantly improved. Recently, pulses with an intensity of 106 photons/pulse at 100 eV
photon energy and a pulse duration of 170 as have been reported [49].
In section 3.2 it will be shown how we constructed and employed a HHG source

with noble gases, to generate ionizing radiation for our UPS experiment. A new
method for HHG using local field enhancement between nanometer-sized gold tips
will be demonstrated in section 3.3.

3.2 HHG with noble gases

High-harmonic generation by focusing a femtosecond laser onto a noble gas is a
well-known method for producing coherent extreme-ultraviolet (EUV) light [45, 48,
50]. This nonlinear conversion process requires high pulse intensities, greater than
1013 W/cm2. A well-known description of high harmonic generation within a semi-
classical approach, the three-step model, was introduced by Corkum in 1993 [50].
This concept is applicable to describe the mechanism of the nonlinear interaction
between a noble gas atom and a strong laser field, which will be illustrated in
subsection 3.2.1.

3.2.1 The three-step model

One can visualize the three steps of HHG with the help of Fig. 3.1. In part a) the
Coulomb potential V (x) of a valence electron is deformed by the strong electrical
field E(x, t0) of the electromagnetic light wave which is linearly polarized. The
superposition of both potentials results in a potential surface V (x) − exE(x, t0)

which is bend down. With a low probability, the electron can tunnel out of the
bent potential, when the field force of the light is temporarily larger than the
Coulomb force. Within the three-step model, an electron which left its parent
atom via tunnel ionization is considered as a free electron. This means that the
atomic Coulomb field does not influence it any more. The motion of the ionized
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3.2 HHG with noble gases

electron in the laser field is then describable with classical mechanics. Right after
leaving the core, the electron starts (t0) traveling in the laser force field with a
starting velocity of v0 = 0.

At the initial time t0, the phase of the electric field is φ0 = ωt0. There are two
different courses of the free electrons which must be distinguished. In the first
case, t0 lies between a zero-crossing and a subsequent maximum of the electric
field nπ < φ0 < (n+ 1

2
)π (n = 0, 1, 2, ...). In this case, the electron is accelerated

consistently away from its parent atom and never returns. In the second case,
the electron starts at phase (n− 1

2
)π < φ0 < nπ and is accelerated away from its

parent core by the laser field force until the latter changes its sign at the zero-
crossing φ = nπ. Past this point, the electron is slowed down until it has zero
kinetic energy at the time tu or the phase φu = 2nπ − φ0. From now on, the
electric field acts on the electron as an accelerator and drives it back to its original
core. At the time t1 the electron recombines with the core by emitting a photon

V(x)

-exE(x,t )0

V(x) - exE(x,t )0

-e

E(x ,t)0

t
t0

E(x ,t)0

t
tu

E(x ,t)0

t
t1

-e

a) b) c)

-e
hn

Figure 3.1: Semiclassical three-step model for high harmonic generation. a)An electron
leaves the core via tunnel ionization at t0. b) It is accelerated by the electric field of the
laser light and turns back towards its parent atom at tu and c) recombines with the latter
at t1 by releasing a high harmonic photon.
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(see c) in Fig. 3.1). This photon obtains the released excess kinetic energy of the
returned electron.
The recombination event competes against other possible scenarios. One of

them is elastic scattering connected to the so-called above threshold ionization
(ATI) [51]. The other is inelastic scattering with the remaining electrons of the
parent atom. In this case, a second electron is ejected from the system resulting in
a doubly ionized species. This process is known as non-sequential double ionization
(NSDI) [52].
In the recombination of the electron with its parent atom, the energy of the

released photon can be determined with classical mechanics. It is the sum of the
electron kinetic energy Ekin(t1) at the time of recombination and the ionization
potential Ip of the atom. At the time t1, the electron possesses a kinetic energy
between 0 and 3.17Up, which depends on t0. The ponderomotive potential Up is
the average kinetic energy of the electron in the laser field and can be estimated
as

Up =
e2E2

L

me ω2
0

= const ILλ
2
0 . (3.1)

where e is the elementary charge and me is the rest mass of an electron. EL and
IL are the amplitude and intensity of the electric laser field. λ0 is the central
wavelength and ω0 the respective angular frequency. The maximum energy of the
high harmonic photons and thus the experimentally observed cutoff energy in the
high harmonic spectrum (see Fig. 3.2) yields

EPhoton
max = ~ωmax = 3.17Up + Ip. (3.2)

This maximum photon energy can only be attained if the tunnel ionization of
the electron takes place at the particular phase φ0 = 0.67π of the electric field. In
this case, the reversal point tu is at a phase φu = 1.4π and the recombination (t1)
at φ1 = 1.9 π. The bottom part of Fig. 3.1 illustrates this case.
The quantum mechanical description accompanying the semiclassical model

bases upon solving the non-relativistic time-dependent Schrödinger equation for an
electron in the electrical field E(x, t) of the laser light [53]. In the position-space,
the equation is:

i~
∂Ψ(x, t)

∂t
=

(
− ~2

2m

∂2

∂2x
+ V̂ (x)− exE(x, t)

)
Ψ(x, t) . (3.3)

22



3.2 HHG with noble gases

where Ψ(x, t) designates the electrons wave function in the position-space, V̂ (x)

represents the time-independent Coulomb potential of the atom and −exE(x, t)

the interaction of the electron with the laser field. The goal is to calculate the time-
dependent dipole moment d(t) induced by the interaction of the electron with the
electric field. Therefor, one has to integrate over all possible times t0 when an
electron becomes free via tunnel ionization, and take all the resulting trajectories
into account. The spectrum of the high harmonics as shown in Fig. 3.2 is obtained
by squaring the absolute value of the Fourier transformation d(ω) of the time
dependent dipole moment d(t) [43].

In oder to solve Eq. 3.3, a strong field approximation must be provided which is
valid for Up > Ip � ~ω0. Upon this approximation, the electron is considered as
a non-bound particle after the tunnel ionization. It means that the Coulomb field
of the core is neglected once the electron left the atom. The second assumption is
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Figure 3.2: Schematic spectrum of the high harmonics generated in our experiment.
In this experiment the selected ionizing radiation is the 25th harmonic of the 800 nm
fundamental light, which corresponds to a photon energy of 38.7 eV or a wavelength of
32.0 nm.
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that the electron only recombines with the original atom and further goes back to
its initial state. Other possible final states are not considered.
The semiclassical three-step model can only explicate the interaction of a single

atom in a laser field. Collective effects in high harmonic generation, such as phase
matching conditions, are not considered, although these effects are important for
the understanding of the strength of macroscopic high harmonic emission. Addi-
tionally, this model is not applicable for the description of the quantum nature
of the electrons’ interaction with the laser field, and thus that of high harmonic
generation in general. Despite those weaknesses, the three-step model is broadly
accepted because of its simplicity to describe the main properties of high harmonic
generation such as the spectral features and the polarization characteristics.

3.2.2 The EUV source

In this experiment we generate high harmonic radiation by focusing 1.25W of the
800 nm fundamental pulses (see section 4.1) through a closed-end metal capillary
perfused by argon gas (see Fig. 3.3). Therefor, a lens with a focus of f= 30 cm
is used which focuses the fundamental light (∅ = 7 − 8 cm) down to a diameter
of about 50µm. Since the size of the beam diameter was found to be critical for
the quality and the intensity of the high harmonic radiation, we use an adjustable
iris right in front of the focusing lens for optimization. Within the focus, a high
intensity of 8 ·1014 W/cm2 is achieved. The capillary consists of an alloy of copper,
nickel and zinc, and has an inner diameter of 5mm. The holes (∅ = 200µm) for
the Ar-gas effusion out from the capillary arise from melting off the material by
contact with the highly intensive 800 nm radiation. The capillary system arranged
in a vacuum chamber (called HHG chamber) is connected with an Ar-gas cylinder.
For the optimal generation condition of high harmonics, the pre-pressure of this
Ar-gas cylinder is 100 − 200 mbar. During the experiment, a roots and a rotary
vane pump maintain the pressure in the HHG chamber at about 10−2 mbar.
To separate harmonics of different order and further to select one particular har-

monic, we use a toroidal holographic EUV grating (Au, 600 lines/mm, 12−36 nm,
Jobin Yvon), positioned in the neighboring chamber. A 150 nm thick aluminum fil-
ter (Luxel) between the two chambers blocks the fundamental radiation and serves
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3.2 HHG with noble gases

Figure 3.3: High harmonic generation by focussing the 800 nm fundamental light pulses
into argon gas escaping from a metal capillary, whereby plasma fluorescence can be
observed, resulting from the hole burning process.

Figure 3.4: CCD camera image of the 25th harmonic. The vertical and horizontal lines
are associated with the projection of an aluminum filter, which is installed between the
CCD-camera and the main chamber. Evaluation of the image allows to estimate the
intensity and the focus size of the high harmonic radiation.
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as a pressure shield, additionally. The grooves of the grating are computer opti-
mized to provide a point-to-point image with a minimum of astigmatism and coma.
The grating focuses the selected harmonic down to a spot size of about 200µm at
a distance of 1414mm. The distance between the high harmonic capillary and the
grating is 1000mm.

3.2.3 Characteristics of high harmonics

Conversion efficiency of HHG For monitoring and optimizing the high har-
monic radiation we use a CCD camera (Princeton instruments). The camera is
attached to the main experimental chamber (see Fig. 4.3). A typical image is shown
in Fig. 3.4. Evaluation of the data allows to estimate the number of high harmonic
photons generated in our high harmonic light source. In the 25th harmonic we
generate a total number of around 6 · 106 photons per pulse.

Harmonic emission pulse length In 1996 Schins et al. confirmed the prediction
of HHG temporal profiles in the early calculations and proved this suggesting “...
harmonics are created only during the rising edge of the fundamental pulse” [54].
A great deal of experimental results are consistent with the theoretical expecta-
tion [55, 56]. Particularly, Glover and co-workers investigated carefully a similar
generation method as used in our EUV source and yielded a pulse duration of
50± 15 fs for the 23rd harmonic of 800 nm for 70 fs driver pulses. Referring to this
work, we estimate that the high harmonics generated with our radiation source
should be about 80 fs short since the fundamental 800 nm pulses have a duration
of 110 fs. Unfortunately, the drawback of such a simple grating unit as the one
used in our apparatus, is the temporal broadening of the high harmonic pulses.
After the grating, the pulse length is temporally broadened to about 1 ps but the
spectral profile is narrow, as designated.

Polarization properties Another essential property of HHG is the polarization
of the harmonics. The ellipticity of the laser pulses is very crucial for the efficiency
of the HHG due to the nature of the harmonic generation mechanism itself [57,
58]. Early experiments [59] with a fundamental wavelength of 10.6mm (CO2

laser) showed that the visible harmonics are linearly polarized, with 90% of the
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harmonic radiation polarized parallel to the driving (fundamental) optical field.
Measurements reported by Budil and co-workers [60] in 1993 exhibited a rapid
decline in harmonic generation efficiency as the fundamental field ellipticity was
increased. Notice that ellipticities of only 0.1 − 0.2 are sufficient to reduce the
photon yield by a factor of two. Because of the high conversion efficiency in our
HHG source, we believe that the generated high harmonics are over 99% linearly
polarized – in the same way as the fundamental light.

3.3 HHG with nano-structures

Developments of HHG with nano-structures are still at the very beginning. Nev-
ertheless, we might forecast that nano-structures will be the favorite subjects in
the future, since compared to the other nonlinear media, they have unparalleled
advantages:

∗ Nano-structures can be engineered systematically.

∗ They have a much larger cross section and higher density of states for
efficient harmonic generation and

∗ a much weaker laser intensity is required.

However, there are also a lot of noticeable disadvantages of nano structures, which
make their development to a real challenge: easy fragmentation, strong internal
absorption of HH and enhanced multiple electron emissions and ionizations [61].
Up to now, a few short polyenes have been investigated experimentally, al-

though the highest harmonic order is still below the 21st. Nanotubes, polyenes
and fullerene C60 have been theoretically examined, but substantial experimental
efforts are still missing [61].
In 2008 Kim et al. demonstrated an experimental approach to modify a conven-

tional HHG approach with Ar as medium. In contrast to the common HHG sources
with noble gases, they used additionally a nanostructure consisting of gold bow-tie
elements on a thin sapphire substrate [62]. The nonlinear conversion process for
HHG in a noble gas requires high pulse intensities, greater than 1013 W/cm2, which
are not directly available using only the output of a femtosecond oscillator. But
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as a result of the local field enhancement induced by the nano-structure, the high
laser intensity of 1013 W/cm2 was not necessary any more – only a Ti:Sa oscillator
was used, which generated 10 fs short pulses with intensities of 1011 W/cm2. They
supposed that this method could form the basis for constructing laptop-sized EUV
light sources for advanced lithography and high-resolution imaging applications.
We are also interested in such subject and concern ourselves with the development
of a novel method to invent an EUV source which requires only low incoming light
intensity, and is therefore more compact than the existing ones.

3.3.1 Construction of nano-structures

Resonant plasmons can be induced on a metallic nanostructure, when ultrashort
laser pulses with a duration of less than or near 10 fs pass through the nanostruc-
ture and interact with it. In narrowly localized regions within the nanostructure,
collective motion of free electrons occurs, which results in field enhancement. The
similar effects were also revealed in previous investigations of different shapes of
particles, wires and tips [63–66]. For the given geometry of a nano-particle or
nano-structure, the degree of enhancement induced by resonant plasmons can be
estimated by solving Maxwell’s equations analytically or numerically. In reverse
order, one can also design a nanostructure by considering the degree of field en-
hancement.
Using focused ion beam (FIB) technique, we fabricate a nano-structure on gold

film (50 nm thick) adsorbed on a 500µm mica plate. Numerous bow-tie elements

dh θ

Figure 3.5: The SEM image of a nano-structure used in this work. The characteristic
parameters are: h = 300 nm, t = 50nm, θ = 40◦ and d = 30nm.
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in a two-dimensional array are ordered over a 10 mm× 10 mm area in the middle
of the gold film. The SEM (scanning electron microscope) image of one of the
applied nano-structures is shown in Fig. 3.5. Similar to Kim et al., we take the
bow-tie shaped nanostructure element as basic feature. It is a pair of triangular
patches placed apex to apex with a small gap between them. Exposed to the
femtosecond pulses, free electrons are confined at one apex of the bow-tie element
while the opposing apex is filled with positive charges. Then the electric field
of the ultrashort pulse can be enhanced between the vertices. As illustrated in
Fig. 3.5, the bow-tie shaped basic feather is characterized by the following geo-
metrical parameters: the height (h), the angle (θ) and the gap (d) between the
vertices. Also the thickness (t) of the gold film is crucial for the field enhancement.
The characterizing geometrical parameters of the nano-structure shown here are
h = 300 nm, t = 50 nm, θ = 40◦ and d = 30 nm, which is comparable with the
parameters in [62].

3.3.2 8fs-Oscillator system

As source of the fundamental light for the HHG, a <8 fs oscillator (VENTEON |
PULSE : ONE, VENTEON Laser Technologies) is employed, which has a mode-
locked output of 400mW (80MHz rep rate) at a central wavelength of 800 nm
(FWHM > 200 nm). The oscillator is pumped by a frequency doubled Nd:YAG
laser (Verdi V-5, Coherent, 532 nm, 5W, 1 kHz). The Nd:YAG light beam is
turned by a periscope to have a polarization parallel to the optical table plane and
a height of 100mm above that.

A schematic view of the optical arrangement of the oscillator is shown in Fig. 3.6.
Two mirrors are used to adjust the incoming direction of the pump beam. The main
unit of the oscillator is a cavity with a Ti:Sapphire crystal in the center. The Ti:Sa
crystal is cooled by a chiller to a constant temperature of 17◦C. The mode-locked
operation has to be started with a mechanical switch. To optimize the output and
spectral width, the cavity length can be changed by tuning the translation stage
of M3 and also the wedge (W) position by fine tuning the dispersion. After each
change in M3 position, wedge position or pump power, the output coupler (OC)
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needs to be adjusted to maximize CW power. The shortest pulse duration <8 fs
will be achieved at a distance of 0.5m from the exit.

3.3.3 Experimental setup

As shown in Fig. 3.7, the mica plate is fixed in the HHG chamber. The position
of the sample plate can be varied with a three-dimensionally motorized holder,
which is not displayed in this figure. The nano-structure is on the back side of the
mica plate facing a quartz nozzle (∅ = 100µm) of the gas jet. The nozzle also can
be moved in three spatial directions to adjust the optimal distance between nano-
structure and nozzle. Before the output beam of the 8 fs-oscillator is guided into
the HHG chamber, a chirped mirror pair and wedges compensate the group delay

EM1
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W1/W2
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Figure 3.6: Optical Setup of VENTEON | PULSE : ONE. (PL) = Pump Laser, (BWi)
= Input Brewster Window, (PM1), (PM2) = Pump Alignment Mirrors, (L) = Focussing
Optics, (BD) = Pump Beam Dump, (PH1) – (PH3) = Adjustment Pinholes, (M1) –
(M7) = Cavity Mirrors, (X) = Ti:Sa Crystal, (P) = BaF2 Plate, (W) = Dispersion
Tuning Wedges, (OC) = Output Coupler, (EM1), (EM2) = Extracavity Mirrors, (BWo)
= Output Brewster Window.
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dispersion of the pulses, which is caused by the progression in air. Then the 800 nm
pulses are expanded by a two-spherical-mirror telescope to be sharply focused by a
spherical mirror subsequently. The focused beam enters the vacuum chamber and
passes through the nano-structure on the mica plate. In the interaction area with
the nano-structure, the beam focus is around 16µm, according to an initial laser
pulse intensity of some 1011 W/cm2. Assuming a field enhancement by a factor of
100 via the nano-structure, the final pulse intensity is increased to 1013 W/cm2.

The same motorized toroidal holographic EUV grating, as mentioned above, is
used to diffract the generated HH’s for the detection via a Multi Channel Plate
(MCP) combined with a Charge-Coupled Device (CCD) camera. The MCP photon
multiplier is located at a distance of 700mm from the grating.

3.3.4 Preliminary results and outlook

First 0th order measurements – in which the generated harmonics with different
orders are not separated – are shown in Fig. 3.8, 3.9 and 3.10, whereby all the
generated harmonic orders are not separated. We observed photons with high
energy, which clearly results from the field enhancement by the nano-structure.
Fig. 3.8 is one picture (100ms integration time) from the movie sequence recorded
during a measurement. In addition, a dependence of the high harmonic signal on
the Ar-gas pre-pressure was revealed, as demonstrated in Fig. 3.9.

Unfortunately, we could not separate harmonics of different orders because of
the geometry of the grating construction. We merely know that the orders of
the harmonics must be under 11th, since the photon intensity disappeared when
the Al-filter between the HHG and grating chamber was inset, which allows only
photons with energies over 18 eV to penetrate. This is shown in Fig. 3.10. With a
new setup, it will be possible to separate single harmonic orders and to determine
specific efficiency of generation for each of them. This is our goal for the near
future.

For further development of this method, the following important subjects must
be regarded intensively:
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Figure 3.7: Experimental setup of HHG exploiting nano-structure. The used quartz
nozzle has a diameter of 100µm. The beam focus is around 16µm in the interaction range
with the nano-structure. The pulse intensity focused on the nano-structure amounts for
1011 W/cm2 without the field enhancement, and 1013 W/cm2 with it.

Figure 3.8: One picture (100ms integration time) from the movie sequence recorded
during a measurement. Sample: GA19-4.
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Figure 3.9: HHG efficiency dependence on the Ar pre-pressure. No significant harmonics
photons are observable at low Ar densities (<175mbar). Above 220mbar the harmonics
intensity reaches its saturation and does not increase any further.

∗ Concerning the grating properties and the detection instruments, our pre-
sent setup is not very suitable for such an experiment. A new setup is
currently designed which allows the separation of the various harmonics.

∗ The fabrication procedure can probably be optimized to obtain nano-struc-
tures for higher field enhancement factors. The distance between the two
vertices is particularly critical, which presents a challenge for the creation
of nano-structures using FIB technique.

∗ Another essential challenge is to devise novel sample attaching techniques
in order to reduce thermal damage to the sample. In Fig. 3.11 the temporal
trend of the damage process is illustrated. After 80min the sample was
seriously damaged. Other types of substrate or coating may be the solution
of this problem.
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Figure 3.10: Evidence for the successful HHG in the presence of our nano-structure.
Only when both the laser and Ar-gas flux are on, significantly multiplied high energy
photons can be detected. If the Al-filter is inserted into the propagation path of the
radiation, no high energy photons reach the MCP, which indicates – the orders of the
generated harmonics are < 11th.
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Figure 3.11: Temporal trend of the damage process on the nano-structure. a) is the
SEM close-up image of an unused nano-structure sample. b)The sample withstood
80min laser exposure.
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Chapter 4

Experimental approach

Up to the present, there have not been any experimental determinations of the
anisotropy parameters for the molecular valence orbitals in liquid water or methanol.
This lack is due to the challenging requirements for the construction of an appli-
cable experimental setup, which will be shown in the following.

For the investigation of the angular distribution of photoelectron emission, mea-
surements at different angles θ between the photoelectron detecting direction and
the polarization vector of the ionizing radiation (see section 2.4) have to be made.
The adjustment of angle θ can be realized by rotating either the axis of the spec-
trometer or the polarization vector of the incident light. If the spectrometer in
the experimental setup is fixed, a suitable radiation source with changeable po-
larization is needed. At a synchrotron radiation beamline, only few end stations
can serve this purpose. In our experiment, we generate the EUV ionizing radia-
tion via HHG and the polarization of the EUV radiation can be easily tuned (see
section 4.2).

In addition, the PES investigation of a sample in the liquid phase itself is chal-
lenging, because of the difficulty to obtain a clean liquid surface in vacuum. Using
the liquid micro-jet technique, we are able to fulfill this criterium and to carry out
angle-dependent PES studies upon stable experimental conditions (see section 4.4).
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4.1 The laser system

There are several paths until the ionizing photon beam is generated for the PES
experiment finally. Our complete laser beam line is presented in Fig. 4.1, which
will be separately described in the present section.

HurricaneTM Ti:Sa system To generate EUV radiation as ionizing source, we
apply the high harmonic generation technique with Ar as medium which has been
described in detail in section 3.2. We use a commercial titanium sapphire (Ti:Sa)
laser system HurricaneTM (Spectra Physics) as source of 800 nm femtosecond fun-
damental pulses. The system delivers 100 fs pulses with a pulse energy of 1.0mJ
and a repetition rate of 1 kHz at a central wavelength of 800 nm. However, in
the present experiments we use 1/4 of the uncompressed output (0.2mJ, 800 nm,
1 kHz), guide it through an additional multi-pass amplification unit and compress
the amplified pulse with a two grating geometry to generate 100 fs pulses of 1.2mJ
energy (800 nm central wavelength). The rest of the HurricaneTM laser energy is
required to generate pump pulses for other time-resolved UPS experiments [9, 67].
The Ti:Sa laser system HurricaneTM is based on the chirped pulse amplification

(CPA) method and consists of four main components: oscillator, pulse stretcher,
regenerative amplifier and pulse compressor. Detailed descriptions can be found
in references [68, 69].
The oscillator (Mai TaiTM) consists of two components: a resonator with a Ti:Sa

crystal in the middle of it and a frequency doubled cw Nd:YAG laser (MillenniaTM).
The spectral range of the MillenniaTM is tunable from 690 to 1064 nm which makes
it possible to vary the central Mai TaiTM wavelength from 780 to 820 nm. A
short disturbance of the resonator geometry induces the mode locking of multiple
resonator modes which results in ultrashort laser pulses of 90 fs and 1W output.
The pulses leave the resonator and pass a pulse stretching unit consisting of a
grating and multiple mirrors. The resulting pulse length is in the order of a few
picoseconds, which is necessary in order to avoid damage of optical elements in
the regenerative amplifier.
The regenerative amplifier unit, which was described in [68] in detail, is a cavity

resonator with another Ti:sapphire crystal in the center of it. A frequency doubled,
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Figure 4.1: The complete laser beam line for the PES experiment. The essential units:
Ti:Sa system, multipass amplifier, compressor, generation and selection of EUV light via
HHG and toroidal grating.

pulsed Nd:YLF laser (EvolutionTM, 8W, 527 nm, 50 ns) pumps this crystal at
a repetition rate of 1 kHz and induces a population inversion. A Pockels cell
sends the stretched pulse into the resonator with a 100 ns time delay. This pulse
will be amplified by passing the crystal and inducing stimulated emission therein.
After about 20 resonator cycles, another Pockels cell releases the pulse from the
regenerative amplifier.
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Multi-pass amplifier Usually, the intensified pulse from the regenerative ampli-
fier in a HurricaneTM system passes a compressor unit (reverse to the stretcher
unit) and the final output would be a 100 fs short laser pulse with a pulse energy
of 1.0mJ (1 kHz, λcentral = 800 nm). For the present experiment, we use only a
small part of the output from the regenerative amplifier (0.2mJ) and guide it to a
home-made external multi-pass amplification unit, which is shown in Fig. 4.2. Its
essential component is an Ti:Sa crystal cooled to 18◦C and pumped by a frequency
doubled Nd:YAG laser (Clark-MXR, ORC-1000, 532 nm, 1 kHz, 8W). Every pulse
from the HurricaneTM system passes the crystal three times and is amplified to
2mJ. A delay generator (Stanford Research Systems) correlates the timing of the
HurricaneTM and pump pulse in the crystal. A two-grating unit compresses the
amplified pulses after the three passes to 110 fs short pulses of 1.2mJ.
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Ti:Sa-laser

compressor
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Figure 4.2: Sketch of the multi-pass amplification unit.
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4.2 Light polarization tuning

For the investigation of angular distribution of photoelectron emission, measure-
ments have to be made, at different angles θ between the photoelectron detecting
direction and the polarization vector of the ionizing radiation (see 2.4). For this
purpose, the polarization vector of the EUV light will be tuned, since the pho-
toelectron analyzer, a time-of-flight photoelectron spectrometer (see 4.6) is fixed
perpendicular to the light propagation direction and in the plane parallel to the
optical table.

A direct tuning of EUV light polarization with any conventional optical elements
is almost impossible because of the special optical requirements of this radiation.
However, we can effortlessly rotate the polarization vector of the 800 nm funda-
mental light with a λ/2 plate, also called polarization rotator. The λ/2 plate is
positioned in the beam path of the fundamental radiation into the HHG chamber
and in front of the iris that tailors the beam diameter of the 800 nm light. By
rotating the optical axis of the λ/2 plate in any angle with reference to the initial
polarization vector of the fundamental light, all of the required θ can be attained.
The tuning of the λ/2 plate works as follows: its optical axis has to be turned
by α/2 if a rotation of the polarization vector by α is required. Notice that this
procedure is based on the fact that the high harmonics possess (nearly) the same
polarization as the generating radiation (see subsection 3.2.3).

The initial polarization plane of the 800 nm fundamental light is parallel to that
of the optical table, on which the HHG chamber is mounted. This polarization is
commonly defined as p-polarization while the polarization vertical to it is called
s-polarization. This nomenclature is also used in this work. At p-polarization, the
angle θ between the photoelectron detecting direction and the polarization vector
of the ionizing radiation is 0◦, while θ = 90◦ for s-polarization. In addition, there
is another relevant angle θ = 54.7◦, also called the magic angle, which plays an
important role in the determination of the angular distribution of photoionization.

It must be noted that the focusing grating used here has different reflection
properties for EUV radiation with various polarization vectors. This is related
to the special optical properties of the grating (see subsection 3.2.2). Hence, the
intensity of the ionizing light at the target position is influenced by its polarization
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direction. By means of the reflection curves of the grating given by the manufac-
turer, the intensity of p-polarized light is estimated to be about four times higher
than that of s-polarized light.

4.3 The vacuum apparatus

Not only the progression of EUV radiation but also the detection of photoelectrons
require (ultra) high vacuum conditions because unwanted particles can absorb
the EUV radiation or interfere with the photoelectrons. To avoid absorption of
EUV radiation, vacuum conditions of <10−3 mbar are needed, and <10−5 mbar
for the proper detection of electrons. Additionally, the MCP-detector in the
TOF-spectrometer and the CCD-camera can only be used below 10−6 mbar. The
schematic construction of the complete vacuum apparatus is shown in Fig. 4.3. It
consists of four connected chambers which are evacuated individually.

In the chamber with the high harmonic generation unit (HHG chamber), a high
efficient vacuum system is required, since the Ar-gas effuses permanently into the
chamber through two holes in the capillary. For this reason, we use a roots and
a rotary vane pump. The pressure in the HHG chamber can be kept at a few
10−2 mbar during operation.

The grating chamber is pumped by a scroll and a turbo-molecular pump, and
is separated from the HHG chamber by a 150 nm thick Al-filter. This guarantees
the pressure required (10−6 mbar) for the grating.

From the top of the main chamber, the liquid micro-jet or the cluster noz-
zle holder can be inserted. In order to ensure low vapor pressure conditions
(10−4 mbar), a turbo-molecular pump and a roots pump are used. Two cold traps
are integrated in this chamber: the first one sits directly below the target position
and can freeze out the liquid beam. The other one is placed near the turbo-
molecular pump.

The CCD-camera for monitoring the EUV radiation is attached to the main
chamber on the axis of the incoming light. A small turbo-molecular, a rotary vane
pump and a valve with Al-filter in the center protect the CCD against damage
caused by adsorption of any particles.
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Figure 4.3: Detailed picture of the vacuum setup composed of our table top beamline
(high harmonic generation chamber and grating chamber), the main chamber containing
the liquid micro-jet and a time-of-flight photoelectron spectrometer.

Perpendicular to the propagation axis of the EUV light, the time-of-flight pho-
toelectron spectrometer (see subsection 4.6) is connected to the main chamber. A
titanium skimmer (aperture ∅ = 250µm) separates two different vacuum ranges:
>10−5 mbar in the main chamber and <10−6 mbar in the spectrometer, which is
kept at this pressure by two additional turbo-molecular pumps.
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4.4 Liquid micro-jet

All presented photoelectron spectra of liquid and gas phase in this work were
obtained using a liquid micro- jet sample. The micro-jet technique enables us to
maintain a clean liquid surface under high vacuum conditions. The design requires
the generation of a liquid jet with a diameter djet which is comparable to or smaller
than the mean free path λmol of the respective molecules in the medium [29]. Only
then it conforms to the well known Knudsen condition

λmol ≤ djet. (4.1)

The mean free path can be estimated with

λmol [cm] =
c

pv [Torr]
(4.2)

given by [70].
For liquid water at 273K (pv = 4.58 Torr and c = 5.3 · 10−3 Torr · cm), a jet

diameter of at most 11.5µm is needed to obtain a liquid surface from which the
molecules evaporate nearly collision-less into vacuum. Thus, the density of gas
phase molecules decreases rapidly with increasing distance from the liquid jet.
This allows photoelectrons outgoing from the liquid to survive the thin and sparse
gas phase above the liquid surface almost without collisions and to be analyzed
via the liquid phase PES approach.

Technical details In this experiment we generate the micro-jet by using a HPLC
pump (Economy 2/ED, Techlab Instruments) to press the liquid through a quartz
glass nozzle. The nozzle has an opening diameters of 16µm – resulting in liquid
cylindrical filaments with diameters of 12µm. With a flux rate of 0.4ml/min
the liquid jet remains stable over a distance of about 2 - 3mm from the nozzle
tip and then breaks up into a stream of droplets which will be frozen out in a
trap cooled with liquid nitrogen. An additional cooling trap and a powerful turbo
molecular pump (1600 l/s, Pfeiffer) are used to keep the ambient pressure in the
main chamber below 2 · 10−5 mbar. As a means to eliminate charging effects on
the liquid jet, a negligible amount of salt must be added to the probed liquid. A
0.005 mol/l NaCl solution prepared with doubly distilled water was utilized in this
work.
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2 - 3 mm

Figure 4.4: Picture of the liquid micro-jet.

Surface temperature We are also interested in the temperature on the sur-
face of the liquid micro-jet. During expansion through the quartz nozzle into the
vacuum, evaporative cooling occurs which cools down the liquid. Faubel et al.
determined the temperature of the liquid jet surface by investigating the kinetic
energy distribution of the evaporating molecules [71]. For a 10µm diameter jet and
an initial temperature of 293K they found a surface temperature of about 280K
for a mixture of 20% acetic acid and 80% water. In our experiments we generate
liquid jets with larger diameters. It is expectable that the water micro-jet surface
temperature under our vacuum condition is between 273 – 278K [72].

Surface sensibility Another important aspect of the PES experiment on a liquid
micro-jet is the limited escape depth of photoelectrons. A photoelectron ejected
from liquid bulk travels through some water layers lying above its origin and does
not always retain its kinetic energy until it leaves the surface. The reason for it
are the inelastic scattering events. Only direct or elastically scattered photoelec-
trons contribute to the photoelectron spectrum. The so-called inelastic mean free
path (IMFP) of an electron determines if it can reach the vacuum without losing
kinetic energy. The IMFP is largely determined by the material-specific dielectric
permittivity function and shows for most materials a similar dependence on the
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electron kinetic energy, characterized by a minimum of about 5− 10Å for kinetic
energies between 50− 100 eV, with a steep increase towards the low-energy side,
and a steady but slower increase in the higher energy range [24].
Another quantity also mentioned in this context is the effective electron attenu-

ation length (EAL) [74]. It defines the shortest distance from a starting point S to
an arrival point A, at which the initial electron signal is reduced to 1/e. For weak
elastic scattering, as in the case of liquid water, EAL and IMFP are almost equal.
Although, if elastic scattering is efficient, IMFP can be significantly larger than
EAL. Considering that our liquid micro-jet temperature is near the freezing point
of water, we determine the EAL of the photoelectrons from liquid phase with the
data of amorphous ice from [73]. For electrons with 20 − 30 eV kinetic energies,
EAL is evaluated to be 30 − 40Å. However, the EAL value for a cylindrical jet
surface is even smaller by a factor of 2/π than that for a thin planar film, when
photoelectrons are observed at 90◦ with respect to the photon propagation direc-
tion [75]. As a result, the electron attenuation length in our experiment is about
20−30Å for photoelectrons outgoing from the three outer orbitals of liquid water.
This means, the average subsurface probing depth in our liquid jet experiments is
about 7 − 10 monolayers of water molecules assuming that a monolayer in liquid
water amounts to 3Å. Based on this estimate, we expect that the (quasi-)bulk
properties of liquid water are investigated in our studies.

4.5 Cluster source

Technical design In order to obtain small neutral water clusters, we constructed
a cluster source based on the principle of supersonic expansion through a conical
nozzle. Figure 4.5 shows a sketch of the cluster source. The reservoir can be filled
with 20ml liquid and is temperated by a thermostat via a heating fluid, a mixture
of glycol and water. The reservoir is connected to the nozzle holder unit by a 10 cm
short steel capillary (∅ = 3mm). The nozzle holder has an interior pipe of 5mm
diameter which is enclosed by a outer tube (∅ = 12mm). A second thermostat
circulates heating solution through this tube and keeps the nozzle temperature
constant. The conical nozzle is mounted to the end of the holder with a copper
seal ring and fixed with six screws. In this experiment we use a conical nozzle with
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a diameter d = 160µm and a length of 2mm. The half opening angle of the nozzle
is α = 12.5◦. Additionally, we monitor the reservoir and nozzle temperature with
two separate thermocouples. The nozzle temperature must always be higher than
that of the reservoir so that the water vapor does not freeze and block the opening
of the nozzle.

The estimation of mean cluster size To estimate the mean size 〈n〉 of clusters
generated via adiabatic expansion, the scaling laws method is commonly applied,
which is thermodynamically based, although empirical [76, 77]. Related to refer-
ences [78] and [13], the following equation can be assumed:

〈n〉 = D

p0d
q
eq

(
Tn

Tcrc

)q−3

1000kBTn


a

(4.3)

to estimate the mean size of clusters generated by our cluster source described
above. Here, a,q and D are empirical parameters, Tc and rc are the characteristic
temperature and radius, and kB is the the Boltzmann constant. The stagnation
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Figure 4.5: Sketch of the cluster source.
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pressure of the expansion p0 derives from the vapor pressure at the given tem-
perature Tr and therefore is a function of the latter p0 = f(Tr). deq denotes the
equivalent diameter of a certain nozzle which is defined as

deq
.
= d/ tanα. (4.4)

and for the above described nozzle deq = 721µm. Both, the nozzle shape (d, α)
and Tr are crucial for the cluster size while Tn is less decisive. It must be noted
that the estimation of mean cluster size using the scaling laws method is limited
for very small clusters (n < 10), due to the large deviation [78].

4.6 TOF-spectrometer

To detect and analyze photoelectrons, a time-of-flight photoelectron spectrometer
(Kaesdorf) and a multi channel plate (MCP) detector (Burle) are applied in our
experiment (see Fig. 4.6). TOF detectors provide major advantages for measure-
ments in which a particularly high resolution is not necessary. The most important
advantage is, that the entire spectrum is collected simultaneously for each high
harmonic laser pulse, which significantly shortens the overall acquisition time per
spectrum.

A B C
D

E F

Figure 4.6: Sketch of the TOF photoelectron spectrometer: A) main chamber, B)
braking optics, C) distract unit, D) drift tube, E) acceleration range, F) MCP-detector.
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In this experiment, the liquid micro jet is positioned 200 − 500µm in front of
the titanium skimmer (aperture ∅ = 250µm) which defines, together with another
skimmer (aperture ∅ = 2mm) within the spectrometer, the direction of detected
photoelectrons. A µ-metal shielding excludes any magnetic fields from the inside
of the spectrometer while six Helmholtz coils in cubic arrangement ensure that
the region between the liquid jet and the spectrometer entrance is field-free. A
photoelectron must travel a flight length of 78 cm till being detected. Its time
of flight tf depends on its initial kinetic energy Ekin and can be recorded by a
MCP and analyzed with an A/D-converter (9353 100 ps Time Digitizer, Ortec).
The A/D-converter is triggered by the signal of a fast photodiode which picks up
the fundamental 800 nm light pulse. Steering optics in the drift tube focus the
electrons in order that they can fly straightly towards the detector. An acceler-
ation unit (280V) in front of the detector enhances their detection probability.
Two turbo molecular pumps (Pfeiffer), together with a membrane pump, ensure
high vacuum conditions with a pressure of ≤ 10−6 mbar in the spectrometer. To
transform photoelectron spectra from the time-of-flight domain into the binding
energy domain we determined the following calibration function:

Ebind = hν − (2.528 · 106 · tbf + offset). (4.5)

Notice the detailed description of the calibration function in [68].The parameters b
(≈ −2.058) and offset can be individually adjusted for each series of measurements.
The TOF-spectra have a maximum resolution of 0.1 ns. Accordingly, the resulting
energy resolution of the transformed spectra is 0.25 eV. In Fig. 4.7 a gas phase
spectrum of water is given as an example for the successful transformation using
this calibration function. The binding energies for the three valence orbitals refer
to the corresponding values in [25].
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Figure 4.7: A transformed spectrum of water vapor. The binding energies for the
three valence orbitals refer to the corresponding values in [25]. The parameters of the
calibration function are: b = 2.058 and offset= 2.1.
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The angular distribution of
photoemission from water
molecules, clusters and the bulk

5.1 Introduction

Water is the most abundant substance on our planet and further the principal
constituent of all living organisms. Accordingly, chemical reactions in liquid water
are essential for many important processes in nature. Understanding the properties
of water on a molecular basis is crucial for many fields of research ranging from
biochemistry and cellular biology to atmospheric chemistry and planetary physics.
Hence, water has probably been the most extensively investigated compound.
Nowadays, the single water molecule H2O is very well characterized. A great

deal of experimental and theoretical research revealed its fundamental properties,
such as geometry, binding and dipole moment. Diverse spectroscopic methods
allowed important insights into vibrations, rotations and electronic structure of
the H2O molecule.
The symmetry group of the H2O molecule is C2v. There are two mirror planes

which are perpendicular to each other. The two O–H bonds were found to be
0.9576Å long and the angle between them amounts to 104.5◦ [79]. The majority
of the electron density in the H2Omolecule is localized around the oxygen, whereby
the average electron density around the oxygen atom is about 10 times that around
the hydrogen atoms. The binding relation of the three atoms can be illustrated
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via linear combinations of the electronic wave-function of each atom within the
LCAO-MO-approximation. Because of the different electronegativity of oxygen
(3.44) and hydrogen (2.20), the O-H bond is polar and a water molecules has a
dipole moment of µ = 1.86 D [80]. The nature of the O–H bond is mainly covalent
but to a partial extend ionic. In the ground state, the H2O molecule exhibits the
following electron configuration:

(1a1)2(2a1)2(1b2)2(3a1)2(1b1)2.

Here, 1b1, 3a1 and 1b2 are the three outer occupied molecular orbitals (MO) and the
MO-diagram is shown in Fig. 5.1. The 1b1 orbital is the highest occupied molecular
orbital (HOMO) and its nodal plane lies in the plane including all atoms. The
3a1 and 1b2 orbitals are both symmetric with respect to the molecular plane.
The 3a1 orbital has a nodal plane perpendicular to both symmetry planes of the
molecule, while 1b2 is antisymmetric with respect to the bonds. The 1b1 orbital
has non-bonding character and hence is called lone pair orbital. The 3a1 and
1b2 orbitals are responsible for the O–H bond, whereby the 1b2 contributes the
most. The 1b2 orbital contains bonding combinations of O 2p and H 1s, while the
3a1 orbital possesses essentially O 2p non-bonding character with a small share
of H 1s. The 4a1 orbital is the lowest unoccupied molecular orbital (LUMO). In
water aggregates, liquid water and ice, it “accepts” lone pair electrons from the 1b1

orbitals of neighboring water molecules – within Pauling’s definition of hydrogen
bonding.
There are three normal vibrations in H2O molecule: the symmetric stretching

vibration v1, the symmetric bending vibration v2 and the asymmetric stretching
vibration v3. From a highly resolved PE spectrum of gaseous water, information
about these three vibrations in the cation H2O+ can be obtained. The first highly
resolved PE spectrum of free water molecule using the He(I) line was published
by Brundle and Turner in 1968 [25]. This spectrum exhibits three distinct bands
which are attributed to the outer three valence orbitals of water molecule 1b1,
3a1 and 1b2. Their vertical ionization potential (from the strongest peaks) are
12.61 eV, 14.73 eV and 18.55 eV. The vibrational fine structures of the bands are
very different, according to the bonding character of the respective orbitals.
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Figure 5.1: The MO diagram of H2O molecule. The four outmost valence orbitals are
shown (geometry optimized and orbitals calculated with basis set aug-cc-pVQZ at MP2
level using GAMESS [81]).
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Knowledge about water in the gas phase paved the road for understanding the
unique properties of liquid water, which is a particularly challenging task. The
reason is that water molecules build hydrogen bond networks, when going from the
gas into the liquid phase. This network is responsible for probably all the unique
properties of liquid water, e.g. the density anomaly of water at 4◦C, the strong
polarizability and the significant increase of the dipole moment from 1.86D in the
gas to 3D in the liquid phase [2].

The hydrogen bond (also H-bond) in water is an attractive interaction between
a hydrogen atom of a water molecule (called H-donor) and a lone pair of electrons
located at the oxygen atom of another molecule (H-acceptor). One water molecule
can build up to four H-bonds with four neighboring water molecules, which is the
case in crystalline ice. The average coordination number in liquid water is still
subject to debate. Molecular-dynamics simulations of liquid water at ambient
conditions indicated that the average number of hydrogen bonds per molecule is
between 3 and 4 [82, 83], while a value of 2.4 – 2.6 was found by an X-ray absorp-
tion study [19]. The strength of H-bonds in water is thermodynamically estimated
to be about 23.3 kJ/mol [84], which is intermediate between covalent or ionic and
van der Waals bonding. This value of the bonding strength is equal to the energy
which is required for separating the H-bonded molecules completely and promoting
them into gas phase. There is also another definition for the strength of H-bonds
in water. Smith et al. determined a value of 0.065 eV for the energy required to
break one hydrogen bond in liquid water while leaving the molecules essentially
in the same position [20]. The H-bonds in water are strong enough to create sta-
ble intermolecular structures but also sufficiently weak to be easily broken during
the dynamic rearrangement in liquid water. As generally accepted, there are a
number of contributions to H-bonding: electrostatic attraction, polarization and
dispersion interaction. The first one preponderates and the strongest electrostatic
attraction in this case is dipole-dipole interaction. Since ten years, another sup-
posed contribution to H-bonding has attracted more and more attention – charge
transfer mechanism, which can also be described as a partially covalent nature of
hydrogen bonds [3–6].
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There have been a lot of experimental and theoretical investigations which were
concerned with understanding the nature of H-bonds. A short introduction to the
topic is presented here with a focus on how the presence of H-bonds affects the
electronic structure of water molecules in different aggregate states. These states
can be liquid, clusters or solid. Observation at the level of molecular orbitals is
essential for revealing the real nature of the H-bonds of water. The following text
briefly reviews the reported investigations, which have concentrated on studying
the electronic structure of H-bonded water systems.

Due to the limited experimental methods to prepare a clean liquid surface in vac-
uum for the investigation using electron spectroscopic techniques, it has been quite
difficult to examine the electronic structure of liquids. The experimental studies
of liquid water have not been really possible until several innovative sample han-
dling methods were devised for this purpose (see subsection 2.3.3). The relevant
studies have been performed using valence photoelectron spectroscopy [10–12], X-
ray emission spectroscopy (XES) [14, 15, 17, 18] or X-ray absorption spectroscopy
(XAS) [19, 20]. In addition, the Auger spectrum of liquid water has been calcu-
lated by a Green’s function method [85]. Several theoretical calculations allowed
further insight into what happens in the phase transition from the gas to the
liquid phase [86–88]. In reference [11], Winter et al. presented full-range valence
PE spectra of liquid water measured at the BESSY synchrotron beamline with
photon energies up to 120 eV. Their study is comparable with ours, since that
experiment was also carried out using the liquid micro-jet technique (see subsec-
tion 4.4). They have extensively analyzed the different PE spectral features of
liquid water by comparison with those of gaseous water. Core level spectroscopic
techniques such as X-ray absorption and X-ray photoemission spectroscopy were
applied to search for the relationship between the electronic and geometric struc-
ture of liquid water, since the different H-bonding configurations were expected
to show a variation in the local water molecular orbital structure [17, 19]. For
instance, a specific configuration in bulk water was identified by Myneni et al.
which is related to a pre-edge feature in the XAS spectra of liquid water [19]. This
configuration was suggested to be a local network structure with a broken H-bond
on the H-donating site of one water molecule. This assignment was confirmed by
another X-ray emission study [17], whereby resonantly excited XE spectra were
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measured. Moreover, in that work a strong involvement of the 3a1 orbitals in
the H-bonding was found. The accompanying calculation showed that the major
influence of the hydrogen bonding on the local electronic structure is due to the
first coordination shell.

The investigation of water clusters offers an unique approach to study the tran-
sition from the gas to the liquid or solid phase. By changing the average size
of the clusters, information about the gradual evolution of the electronic proper-
ties related to the H-bonding effects can be obtained. Many experimental studies
have been carried out using valence, core-level or Auger photoelectron spectro-
scopic approaches [13, 21, 89]. There have also been a good deal of calculations
based on various approaches for different sized clusters [90–93], which complement
the quantum mechanical picture of the electronic structure of water molecules in
H-bonded small aggregates. The obtained information from these cluster inves-
tigations offers new constraints and a different perspective on the bulk, which
might be effectively applied to bulk properties. Core and valence photoemission
spectra in [21] showed a weak but gradual change with cluster size. The upwards
shift from the molecule over small to large clusters was associated with a gradual
increase in the average coordination number of the cluster structures. Hergen-
hahn and co-workers reported recently their PES studies on water clusters using
synchrotron and ab initio spectra calculations [13]. Shifts of vertical ionization en-
ergies towards lower values with increasing cluster size were shown. They observed
that the ionization energies of clusters decrease linearly with inverse cluster radius
and asymptotically approach the value of liquid water. Moreover, they suggested
that the measurement of electron ionization energies can be used as an alterna-
tive method to characterize water cluster sizes (see section 4.5). One of the barely
touched fields in PES on water clusters is the electronic structure of very small-
sized clusters (H2O)n with n < 10. This lack is due to the fact that the generation
and selection of such small clusters is very difficult to realize in practice and the
combination with photoelectron spectroscopy complicates the initial situation of
such an experiment even more. Up to now, information on the electronic structure
of small clusters comes from theoretical calculations exclusively.

Analyzing the effects of H-bond networks on the electronic structure in solid
water is also one of the most important approaches to examine the nature of
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H-bonds. Because the geometric structure of crystalline ice is firmly defined,
effects of H-bonds on the orbital picture can be obtained without considering
influence from molecular dynamics in water. Experimental investigations con-
cerning the electronic structure of ice have been carried out using photoelectron
spectroscopy [6, 7, 94–96], X-ray emission spectroscopy[16, 17] or X-ray absorp-
tion spectroscopy [6]. These experiments were often combined with theoretical
simulations. The valence PE spectra of water vapor and ice have been already
reported in the 1960s by Kai Siegbahn and co-workers [97]. Another early PE
study on ice [16] showed major electronic structure changes relative to the gas-
phase, including binding energy shifts and band broadening. They reported a
rather unperturbed 1b1 orbital and a delocalized 3a1 in ice. The conclusion on a
delocalized 3a1 orbital was based on the observation that the corresponding bands
exhibit a double peak structure, which was associated with strong orbital overlap
between neighboring 3a1 orbitals. In a PE and XAS study in combination with
a density functional theory (DFT) calculation, a novel hypothesis was presented
– the hydrogen bond involves charge donation from the lone pair of one water
molecule to the OH anti-bonding orbitals on neighboring molecules. In addition,
an internal rehybridization of the valence orbitals was proposed, which results in
a lower electronic repulsion between water molecules [6]. This is in line with the
charge transfer picture of hydrogen bonding that is derived from a natural bond
orbital analysis [96].

One of the common points of the above-mentioned studies in different phases is
that the spectral differences between water vapor and H-bonded water aggregate
states were discussed. In all cases, the spectral differences between free water
molecules and another H-bonded aggregate state suggested that the electronic
structure of water molecules undergo significant changes. These variations were
consistently interpreted as evidence for the changes in electronic structure resulting
from the significant involvement in H-bonding. Especially, the dissimilarity of
the spectral variations of valence orbitals was often interpreted in terms of their
different involvement in the intermolecular interactions. At this point there have
been a few rounds of intensive disputation about which valence orbital is mostly
involved in the H-bonding. The vast majority estimated that the involvement of
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Chapter 5 Angular distribution of photoemission from water

3a1 orbital is the strongest in H-bonding [6, 16, 17], while there was the contrastive
supposition of the intensive effect of the H-bonding on the 1b2 orbital [11].

Another common point of these works is the similar general motivation – to
interpret the nature of the hydrogen bond on the basis of changes in the electronic
structure. Therefor a microscopical picture is needed, which can appropriately
describe the molecular origin of the interaction between water molecules in the
liquid. The H-bond in most theoretical studies has been considered as either a
pure electrostatic interaction, including internal polarization from the field of the
neighboring water molecules, or as involving charge transfer between the molecules,
sometimes interpreted as covalent bonding [6]. Mostly this chemical interaction
is regarded as a charge redistribution within the molecule induced by the field of
neighboring molecules [96, 98–100]. Although it has been broadly accepted and
used as basis, to simulate many classical molecular dynamics force field descrip-
tions of liquid water [100–103], is this electrostatic picture of hydrogen bonding the
really correct consideration? There have been a deal of quantum mechanical ab
initio calculations which proved: the charge redistribution in the valence electronic
structure by forming Hydrogen-bonds, significantly differs from that induced by
the electrostatic field of the surrounding molecules [6, 94, 96]. Also the experimen-
tal studies mentioned above confirmed that the pure electrostatic picture is not
satisfactory for the representation of the H-bonding in water. However, the previ-
ous investigations on electronic structure of liquid water were not able to directly
regard the electron density distributions of the H-bonded water molecules. The
described observation of the spectral changes from gas phase to the condensed
phases can only indicate the qualitative evolution of either a broad conduction
band for condensed phases, or electronic structure variations of valence orbitals.
No quantitive description of the electron density distributions in H-bonded water
molecules could be concluded by those studies.

We also share the opinion that the nature of the H-bonding is much more compli-
cated and further fascinating than just an electrostatic attraction. In the present
work, we concern ourselves with the local orbital interaction picture of H-bonding
in liquid water. However, we use a completely different and new experimental
approach – an approach which particularly sheds light on the orbital-specific par-
ticipation in H-bonding. We study the anisotropy parameter β (or asymmetry
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parameter) in order to access orbital specific information in this regard. The β-
parameter describes the angular distribution of photoelectron emission. Already
in the early experiments on the angular distribution of photoelectrons ejected from
molecules, Berkowitz and Ehrhardt suggested that the angular distribution may
be useful as a source of information regarding the symmetry of the molecular or-
bital from which photoelectrons of a given energy are ejected [36]. The anisotropy
parameter β of a particular orbital reflects the electron density distribution of
this orbital, or in other words the geometry of the orbital. Although the value
of β also depends on the energy of the ionizing photon, for a particular molecule,
measurements with a fixed photon energy can provide valuable information. If
we are able to determine the anisotropy parameters β for the three outer valence
orbital in liquid water and compare them with the corresponding ones in the gas
phase, information can be obtained about how the orbitals are involved in the
hydrogen-bond network. To be more precise, the change of the molecular electron
densities or further characters of the molecular orbitals can be directly reflected by
the variations of the anisotropy parameters for the valence orbitals. In addition,
as an intermediate aggregate state between gas and liquid phase, small clusters
are excellent model systems in this regard. Here, we trace changes in the shape
of orbitals from gas over clusters to the bulk liquid. This allows new insights into
H-bonding in liquid water and may help to answer some of the fundamental ques-
tions in this regard: How to define an H-bond? What is the definition for such
type of coordinate-covalent bonding as H-bonding? Can H-bonding be purely de-
fined as the sharing of an electron pair of one molecule with an empty orbital of
another? Which orbitals actually participate in H-bonding and to what extend?
Here, we study the angular distribution of photoelectrons from water in the gas
phase, in small clusters and in the liquid with the goal to understand the nature
of the presumably most important intermolecular interaction: hydrogen bonds in
liquid water.
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Chapter 5 Angular distribution of photoemission from water

5.2 Angle-dependent photoelectron spectra

5.2.1 PE spectra from liquid water

In Fig 5.2 an exemplary photoelectron spectrum from a liquid water micro-jet
(simplified as jet spectrum) is represented, which is measured at p-polarization of
the ionizing radiation (see 4.2). Gas-phase contributions arise from the continuous
evaporating of the liquid surface, and are indicated by the subscript g (e.g., 1b1,g).
The sharp feature from the 1b1,g orbital with its well-known binding energy of
12.61 eV provides a reference for the calibration function of the TOF-spectrometer.
A photoelectron spectrum of pure liquid water (indicated as liquid spectrum)

can be obtained by subtracting the gas-phase contributions. For this, the pure

3 0 2 5 2 0 1 5 1 0 5 0
0

5 0 0

1 0 0 0

1 5 0 0

2 0 0 0

2 5 0 0

3 0 0 0

3 5 0 0

1 b 1 , l

1 b 1 , g = 1 2 . 6 1  e V

 

 

ph
oto

ele
ctr

on
 co

un
ts

b i n d i n g  e n e r g y  /  e V

Figure 5.2: A photoelectron spectrum measured on water micro-jet (16µ nozzle) with
p-polarized EUV light (θ = 0◦). The sharp feature from the 1b1,g orbital (12.61 eV)
provides a reference for the calibration function of the TOF-spectrometer.
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5.2 Angle-dependent photoelectron spectra

gas-phase spectrum (gas spectrum) is measured in an approach which is demon-
strated in the right sketch b) in Fig. 5.3. In part a), the experimental geometry
for measuring spectra from the liquid micro-jet is shown. In contrast, with the ge-
ometry shown in b) only the photoelectrons ejected from isolated water molecules
can fly through the skimmer and finally be detected. The gas-phase PE spectrum
must be properly scaled in order to be comparable to the gas-phase contributions
in the jet spectrum.
The above mentioned procedure is based on the approximation that the water

molecules in the gas phase close above the surface of the liquid jet as well as those
further away are randomly orientated and do not sense any potential of the latter.
This approximation has only limited validity, which can be evidenced by comparing
the 1b1,g peaks (12.61 eV) of jet spectra with those of gas spectra: the 1b1,g peaks
in jet spectra are somewhat broader than those in gas spectra. However, we expect
that such an approximation does not influence the determination of β and σ very
much and hence can be used for the purpose of this experiment (see details in
section 5.3). Fig. 5.4 shows liquid spectra measured at different light polarizations.

Binding energy shift according to phase difference The most noticeable dif-
ference between the liquid and the gas-phase spectra is a binding-energy shift of

-e

XUV

liquid
gas phase

skimmer

a)

-e

XUV

liquid
gas phase

skimmer

b)

Figure 5.3: Sketch of the different approaches for measuring liquid jet and gas spectra,
which are illustrated in a) and in b), respectively.
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Figure 5.4: Polarization-dependent PE spectra from a liquid water micro-jet. Pure
liquid spectra (colored scatter plot) can be obtained by subtracting the gas-phase contri-
butions (light blue area) from the jet spectra (blue area).62



5.2 Angle-dependent photoelectron spectra

all water orbitals to lower values. The accurate shift of each feature related to a
certain valence orbital will not be presented in this work. We refer to previous
works [11, 68].
Winter et al. have observed similar shifts (around 1.4 eV) for the valence orbitals

and pointed out that those are the net result of at least three different contribu-
tions: electronic polarization, surface dipoles, and changes in the orbitals due to
H-bonding in the water network [11]. Winter et al. visualized the electronic po-
larization as follows: the outgoing photoelectrons sense the fast (fs time scale)
polarization screening of the (liquid) environment around the molecular core. In
this case, a final state effect is considered which lowers the energy of the resulting
cationic state, compared to this state in the gas-phase. The photoelectron emis-
sion process is fast enough that any reorientation of the solvent water molecules
can be neglected, and the binding energy of the electrons is directly reflected in
their kinetic energy immediately after the emission. The observed shift in the or-
der of 1− 2 eV is common in the photoemission of condensed (molecular) systems.
Winter et al. applied the Born equation which describes the Gibbs free energy of
solvation,

∆GBorn = − z2e2

8πε0R

(
1− 1

ε

)
= Eg − Eaq (5.1)

to estimate the magnitude of the “polarization screening”. Here, Eaq and Eg denote
the respective binding energies in the solution and gas-phase. Applying ε = εopt '
1.8 and Reff = 2.24Å, a value of ∆GBorn = −1.4 eV was obtained. Although this
value was in good agreement with the shifts observed in their experiment, they
admitted that this agreement was probably only a coincidence. The other cause
for the binding energy shifts was – in their view – the oriented surface molecule
dipoles. The magnitude of such a surface potential was equated with that of the
permanent dipole of water molecule, which amounts to some ten mV. The weight
of this contribution was small according to their estimation. The only orbital-
specific contribution to the binding-energy shifts was identified by Winter et al. as
the orbital changes resulting from H-bonding. However, it is particularly difficult
to unravel this contribution from the others.
In our opinion, the truly interesting and extraordinary contribution to the

binding-energy shift results from H-bonding. The simplified continuum model
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Chapter 5 Angular distribution of photoemission from water

by Born neglects individual interactions between different molecules and can not
reproduce any details of local coordination or further electronic properties of H-
bonded molecules in bulk water. Hence, the Born’s solvation model is not really
applicable for the accurate determination of the binding-energy shifts of water.
Moreover, the effect of the surface potential on the liquid micro-jet can most likely
be compensated due to the cylindrical surface. In addition, the binding energy
shifts caused by the H-bonding must be determined with another approach. How-
ever, it is not the purpose of this work to find a description model to determine
the gas-to-liquid binding-energy shifts for valence orbitals of water.

Peak broadening The spectral features of the 1b1, 3a1 and 1b2 orbitals in the
liquid phase are apparently broadened compared to those in the gas phase. How-
ever, the amount of broadening is not the same for each orbital, which indicates
that the contributions to the peak broadening are most probably specific for each
of the three valence orbitals.
Nevertheless, there are similar factors doubtless which cause the main amount

of broadening for all of them [11]. Supposedly, the major broadening effect is
associated with the broad distribution of various local environments around an
individual water molecule in the liquid network. This is due to the fact that –
considered individually – each molecule in liquid water is surrounded by many
other molecules positioned differently. These neighboring molecules perhaps are
forming H-bonds with the regarded molecule, breaking their H-bonds or are just in
the proximity, respectively. Also the outer surrounding molecules have interactions
with the central molecule. In addition, the difference between the surface and the
bulk network structure is considerable, since water molecules on the surface have
fewer H-bonds on average.
The actual reason for the different amounts of broadening for the three orbitals is

expected to be related to H-bonding which can also be regarded as intermolecular
electronic interactions. By computing an ab initio MD trajectory, Hunt et al. tried
to find out, to what extent the broadening of peaks in the density of states of liquid
water is attributed to disorder in the molecular energy levels, and how much is
due to band dispersion by electronic interactions between molecules [86]. They
revealed that the statistical broadening is about 0.45 eV for all bands independent
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5.2 Angle-dependent photoelectron spectra

of the character or position of the band. In contrast, the electronic broadening is
rather sensitive to the nature of the orbital and was calculated to be 1.11 eV for
1b1, 1.57 eV for 3a1 and 1.41 eV for 1b2. This indicated the dominance of electronic
broadening as a result of H-bonding. These calculated values are in no exact
agreement with the observed peak widths from our study and previous studies by
Winter et al. [11], but are of the same order of magnitude. Accordingly, we expect
that the changes on the electronic structure of water molecules resulting from H-
bonding is of great relevance to the peak broadening of PE spectra due to the
phase transition of water. Especially, the broad band in the range related to the
3a1 orbital must be separately treated as follows, because of its unusual feature
compared to the remaining orbitals.

Width of the 3a1,l feature An extending feature within the 3a1,l-range can
be observed in the liquid spectra measured at various light polarizations. The
broadened structure of 3a1,l was observed in several studies using different ap-
proaches [11, 12, 17]. However, it is still unclear if this spectral structure is asso-
ciated with one very broad but entire feature or a two-component feature. In [11]
the latter is assumed and the cause for it is the Davydov-interaction which occurs
between two adjacent identical molecules with different orientation in the unit cell.
In contrast, in [12] no splitting was observed in the valence PE spectra of liquid
water using 530 eV photon energy. The authors supposed a strong 3a1−3a1 orbital
interaction within the formation of hydrogen-bond network. Each individual local
geometry in the H-bonded network results in an unique orbital overlap. The sum
of those local geometries is expected to result in an extraordinary smearing of the
3a1 feature.

Because of the limitation of the used subtraction method for determining the
pure water spectra, we can not yet conclude the above mentioned disputation.
However, we tend to prefer the local orbital interaction picture of hydrogen bonding
in liquid water to interpret the electronic nature of the 3a1,l. This assumption is
based on the results from the determination of the anisotropy parameter β for the
3a1 (see details in section 5.4).
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Chapter 5 Angular distribution of photoemission from water

Angular distribution of Photoionization The liquid spectra for different angles
θ are shown combined in Fig. 5.5. The spectra are scaled on the 1b1,l-intensity, to
demonstrate the differences between them. Comparing with the gas phase spectra
(in the left upper corner), the 1b1,l and 1b1,g, 3a1,l and 3a1,g features look quite
similar, while 1b2,l and 1b2,g are distinctly different – the 1b2,l-intensity changes at
the three angles are less pronounced than those of 1b2,g. Notice, that this does
not indicate that the 1b2 changes the most when water molecules are brought
together in the liquid phase. The situation may just reverse if the spectra scaling
is related to 1b2,l. A proper interpretation for the varying angular distribution of
photoemission from water molecules in different phases can only be made after the
determination of anisotropy parameters β.
In particular, the angular distribution features of 1b1 orbital will be regarded

separately. For it, we rescale the three spectra, means to the similar 1b1,g-intensities
in the corresponding gas spectra (see Fig. 5.6). Contrasting with the gas phase
spectra, the distinctions of the 1b1,l at the three angles θ = 0◦, θ = 54.7◦ and
θ = 90◦are more considerable. Due to the similar argument mentioned above, the
conclusion about this observation will be presented in section 5.4.

5.2.2 PE spectra from small water clusters

Small water clusters exhibit comparable spectral features to liquid water, which
is presented in the following. Because of the statistic thermodynamic distribution
of the cluster size, one gets water monomers in the majority, even if it is pur-
posed to obtain small clusters via supersonic expansion. Therefor, all the cluster
measurements includes mainly monomer intensity and the contribution from the
small clusters is so small that a similar subtraction method, as for liquid water
spectra, is not really satisfactory. On this account, we do not intend to determine
pure cluster spectra, but concern ourselves only with the property of 1b1 orbital
in the small water aggregates (indicated as 1b1,cl), since the photoelectron feature
originated from 1b1,cl is nearly isolated from that of 1b1,g (see Fig. 5.7).
In Fig. 5.7, three PE spectra of water are presented, which are measured from

the liquid jet, small clusters and gas phase, respectively. Viewing the three spec-
tra, one notes the apparent difference between them. In particular, in the range
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Figure 5.5: Combined liquid PE spectra at different angles θ. The photoelectron counts
of those spectra are scaled so that the intensities of 1b1,l-peaks are similar. The remaining
weak structure in the 1b2 range results from imperfections in the scaling of the subtracted
monomer spectrum. Since the feature of the spectra are not directly measured, but scaled,
we use here intensity as vertical label, in spit of photoelectron counts. For comparison,
gas phase spectra are shown in the left corner.

of 1b1 orbital there are apparent binding energy shifts from gas phase (12.60 eV),
via cluster (12.06 eV) to the liquid phase (11.20 eV). The peak width of the 1b1,cl

(FWHM=1.47 eV) and 1b1,l (FWHM=1.50 eV) are not very different because the
accounts for the broadening related to 1b1,g are similar assumedly (see subsec-
tion 5.2.1).
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Figure 5.6: Rescaled liquid spectra at different angles θ. The photoelectron counts of
those spectra are scaled so that the 1b1,g-peaks in the corresponding gas spectra are the
same. Within the light blue area, a gas spectrum measured with p-polarized EUV light
is shown in order to demonstrate the scaling operation. Compare this figure also with
Fig. 5.4.

Mean cluster size The mean size of the water clusters examined in this work can
be estimated with two different approaches. Firstly, we apply the formula deriving
from the scaling laws method to determine 〈n〉 (see Eq. 4.3). The optimized values
of the required empirical parameters for water were found in reference [78] to be
a = 1.886, q = 0.634 and D = 11.6. In the measurements of water clusters in the
present work, the reservoir had a temperature Tr = 60◦C and the nozzle Tn = 75◦C
which correlates with p0 = 199mbar. As a result, the mean cluster size should be
〈n〉 = 13.
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Figure 5.7: Photoelectron spectra of water molecules, small water clusters and liquid
water measured with p-polarized EUV light. Notice the binding energy shifts from gas
phase, via cluster to liquid phase, in particular the shift of the 1b1 band.
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There is also another way to estimate the mean size of the clusters in photo-
electron spectroscopy, which is provided in [13]. In that work, clusters of different
sizes (n = 4.5, 17, 65 and 108) were investigated using synchrotron radiation. The
position of the 1b1-peak maximum was found to depend on the cluster size and the
respective values extrapolate linearly toward that of liquid water when plotted as
a function of inverse cluster radius, which is proportional to n−1/3. We adopt the
results from them to estimate the mean cluster size probed in our experiment. The
empirically established linear relationship between ionization energy and inverse
cluster radius is

n =

(
∆G

∆G− Eg + En

)
(5.2)

which can be applied to estimate the mean cluster size in an ionization experiment.
Here, Eg and En denote the binding energy of the 1b1,g-peak (12.61 eV) and the
maximum of the 1b1,cl-peak, which originates from a water cluster distribution
(H2O)n with a mean cluster size n. ∆G is the Gibbs free energy of solvation,
which is given in equation 5.1 as 1.4 eV. Based on Eq. 5.2, the mean cluster size in
our experiment is estimated to be 4 or 5, whereby the observed En = 12.06 eV is
used. Due to the cubic dependence on the energy difference, the error of such a
calculation is around ±30%.
The disagreement between the two different approaches to determine the mean

cluster size is associated with the following facts [104]. In the experiment, on
which Eq. 4.3 is based, the vacuum conditions for the expansion were better due
to a more powerful diffusion pump (3000 l/s), compared to the turbo-molecular
pump used in our experiment (1000 l/s). Also, the fixing positions of the vacuum
pump are different in both experiments: the pump is located directly near the
nozzle in their equipment while this is not the case in our setup. This leads to
varying pressure conditions of the expansion. In our experiment, there are more
background water monomers in the cluster beam which may affect the temporal
development of the cluster size. At a short distance from the nozzle opening it
may thus be that the final cluster size is not yet developed and that the cluster size
changes with varying probe position. In our experiment, the cluster volume 6mm
away from the nozzle opening is probed with EUV radiation, while the cluster
size is firstly analyzed in a distance of 1.5m from the nozzle hole in the setup of
Bobbert et al. [78]. Summarizing, the empirical formula above may not be suited

70



5.3 Determination of the anisotropy parameter β

to determine the mean cluster size in our experiment. In addition, validity of this
formula is limited for very small clusters (n < 10).
The sensibility of photoelectron spectra for binding energy shift with different

aggregation degree of molecules is reliable, to our best consideration. Hence, for
now we assume that the mean cluster size in our photoionization experiment is
about 5.

In Fig. 5.8 different angular distribution properties are visible for 1b1,g and 1b1,cl.
The cluster spectra are scaled so that the 1b1,g-peaks exhibit the same intensity
for all of the observation angles. The 1b1,cl-peak has the strongest intensity for
s-polarized EUV light. The complete understanding of this experimental observa-
tion can be achieved only if the angular distribution of the photoionization of the
1b1 orbital in small clusters is explicated by determining their β value.

5.3 Determination of the anisotropy parameter β

As described in section 2.4, the general form for the differential photoionization
cross section of a certain orbital i is expressed as

dσi
dΩ

(θ) =
σi
4π

[
1 +

βi
4

(1 + 3P1 cos 2θ)

]
. (5.3)

Here σi represents the total cross section which has a dimension of area per atom or
molecule and is a function of the incident photon energy. The anisotropy parameter
or asymmetry parameter β can have values from −2 to 1. θ is the angle between
the direction of the ejected electron and the polarization vector of the incident
light. P1 is the Stokes parameter and denotes the degree of linear polarization.
Eq. 5.3 applies strictly to photoionization of atoms, but can also be used for other
species, under the condition that they are randomly oriented. In the micro-jet
experiment, this equation is approximately applicable [75]. The cylindric surface
of the sample hinders the molecules to align themselves in the same orientation.
For linearly polarized light P1 = 1 and equation 5.3 can be transformed to

dσi
dΩ

(θ) =
σi
4π

[
1 +

βi
4

(1 + 3 cos 2θ)

]
. (5.4)
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Figure 5.8: Photoelectron spectra of small water clusters measured with differently
polarized EUV light. These spectra are associated with varying small-sized clusters
(H2O)n (n = 1, 2, 3...10). These spectra are scaled on the intensity of 1b1,g-peak, in
order to demonstrate the altered angular distribution going from gas phase to small
clusters.

For three special angles θ, the following equations can be determined:(
dσi
dΩ

)
‖

=
dσi
dΩ

(θ = 0◦) =
σi
4π

(1 + βi) (5.5)

(
dσi
dΩ

)
m

=
dσi
dΩ

(θ = 54.7◦) =
σi
4π

(5.6)

(
dσi
dΩ

)
⊥

=
dσi
dΩ

(θ = 90◦) =
σi
4π

(
1− βi

2

)
. (5.7)

In order to obtain the relative cross sections of all the photoionization channels
(orbitals) of a system, theoretically one only needs to measure the spectrum at the
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magic angle θ = 54.7◦. The photoionization cross section σj of orbital j related to
σi of orbital i can be determined from the ratio of the corresponding peak areasA:

σj
σi

=
Aj
Ai
. (5.8)

However, σi values obtained in this way are often not consistent with the true
photoionization cross section, which is due to the following limitations of such
experiments:

∗ It is difficult to determine and to separate the effects of auto-ionization.

∗ Inaccuracies, such as the inexact adjusting or determining of the angle θ
can falsify the σi values.

∗ The problem is further complicated when a monochromator is used to pro-
duce the ionizing flux, since radiation emerging from a monochromator is
only partially polarized and the degree of polarization varies with wave-
length.

∗ Additional effects can also be caused by imperfect analysis of the photo-
electron spectra, in particular, when the ionization channels exhibit spectra
features extending into each other. Often, this is the case, when polyatomic
molecule systems in condensed phases are investigated.

For the experimental determination of βi, in an ideal case, only two measurements
at two angles θ (e.g. θ = 0◦ and θ = 54.7◦) are required. Therefor, two pho-
toelectron analyzers should be fixed at different observation angles to detect the
photoelectron intensities at the same time. In this case, the polarization vector of
the ionizing radiation is constant. Then βi can be obtained from:

βi = 1−
Ai,‖
Ai,m

. (5.9)

In our experiment, this determination method for β is not applicable, because
we do not have two spectrometers to record photoelectron spectra at the same
time. In spite of that, we tune the polarization vector of the incident radiation
with a λ/2 plate – at a fixed TOF photoelectron spectrometer geometry – to collect
spectra at different θ (see subsection 4.2). This has the advantage that the ionized

73



Chapter 5 Angular distribution of photoemission from water

sample volume observed at a particular angle is always the same while this is not
the case, if two spectrometers collect the ejected electrons at the same time.
Nevertheless, there are several facts limiting the prospects of our experiment as

follows:

∗ A quantitative estimation of photon flux at a certain polarization of EUV
light is not quantitatively available.

∗ There are probably fluctuations in the quality of the EUV light or the
micro-jet flux, which may not be compensated by long measurement times.

∗ The target quantity is not exactly known, in particular, the ratio of probed
water molecules in the liquid to those in the gas phase.

All of these facts make the determination of β using conventional evaluation meth-
ods difficult. Also large errors can be expected. Therefore, we perform a new
procedure to obtain the values of β, which do not require knowledge of photon
flux or probed sample quantity in each measurement.
As an example to demonstrate how the β’s are obtained in this experiment,

two orbitals, 1 and 2 of the same molecule species will be considered. Since the
photoelectrons ejected from these orbitals are always detected simultaneously, the
eventual fluctuations of the photon flux or minimal changes of the radiation direc-
tion do not play a role any more.
At magic angle θ = 54.7◦,

σ1

σ2

=

(
I1

I2

)
m

(5.10)

is valid, where Ii denotes the photoelectron counts emitted from a certain orbital i.
For p-polarization, the following relationship exists:(

I1

I2

)
‖

=
σ1

4π
(1 + β1)

σ2

4π
(1 + β2)

=
σ1

σ2

· 1 + β1

1 + β2︸ ︷︷ ︸
a

(5.11)

where a = (1 + β1)/(1 + β2). Putting 5.10 in 5.11, one gets

a =
(I1/I2)‖
(I1/I2)m

=
I1, ‖
/
I1, m

I2, ‖
/
I2, m

=

(
P‖
/
Pm
)

1(
P‖
/
Pm
)

2

. (5.12)

where Pi denotes the peak height of the orbital i in a spectrum measured at a cer-
tain EUV polarization. The third part of Eq. 5.12 is based on the assumption that
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5.3 Determination of the anisotropy parameter β

the peak width belonging to one orbital does not change by tuning the polarization
direction of the EUV radiation, as it is observed in our experiments.
For s-polarized light, analog to Eq. 5.11 and Eq. 5.12, the following formulae are

given: (
I1

I2

)
⊥

=
σ1

σ2

· 2− β1

2− β2︸ ︷︷ ︸
b

(5.13)

b =
(I1/I2)⊥
(I1/I2)m

=
I1, ⊥/I1, m

I2, ⊥/I2, m

=
(P⊥/Pm)1

(P⊥/Pm)2

(5.14)

If a and b have been computed, we can solve the following equation system with
two unknowns β1 and β2:

1 + β1

1 + β2

= a (5.15)

and
2− β1

2− β2

= b (5.16)

β1 and β2 are given as:

β1 =
2a+ b− 3ab

a− b
(5.17)

and

β2 =
3− a− 2b

a− b
. (5.18)

The advantages of the procedure described above are:

∗ The phase state of the system under investigation does not matter. This
method can be applied to liquid or gas phase.

∗ Photon flux or the probed sample volume do not have to be known.

∗ To determine the angle distribution of photoelectron emission from a certain
ionization channel in a system, no scaling of the spectra is needed. This is
important, when the spectra are not measured simultaneously or with the
same recording time.

There are only a few requirements for this procedure:
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Chapter 5 Angular distribution of photoemission from water

∗ The spectral ranges of the considered channels must be somehow isolated
from each other and

∗ their angular photoemission distributions must be non-identical.

The latter requirement is limited mathematically, because if the values of β1 and
β2 are identical, a and b will be equal and furthermore, Eq. 5.17 and Eq. 5.18 will
be undefined. This also means that the more different the angular distributions
are, the smaller is the calculated error. Due to these requirements, β values for
1b1, 3a1 and 1b2 orbitals are determined for water, both in the gas and liquid phase
while only the β value for 1b1 can be obtained for small water clusters in this way.

5.4 Results and discussion

In this section we will present at first the different angular distributions of pho-
toelectron emission for water in different phases – gas, small clusters and liquid.
These have been computed by carrying out the procedure explained in section 5.3
and are tabulated in Tab. 5.1. It is important to note that the β values in this work
are obtained for a photon energy of 38.7 eV. The dependence of β on the ionization
energy has been investigated by Banna et al. [39] and will not be discussed here in
detail. After the presentation of the asymmetry parameter β for different orbitals,
we comprehensively discuss the electronic structure changes arising from hydrogen
bonding among water molecules.
In order to obtain the asymmetry parameter βi for liquid water, we first deter-

mine the fractions a and b. They are defined in the previous section 5.3. Only the
peak heights attributed to each orbital are required. We do not need to fit peaks
in the spectra carefully, to assign them to particular orbitals. This will cause
imprecisions and hence it is misadvised because of the aforementioned reasons.
Even any scaling operation is not essential to compute a and b using this method.
Notably, different combinations of reference orbitals (as orbital 1 and 2) can be
performed to get the β values for each orbital. For instance, β for 1b1 (orbital 1)
can be determined by taking 3a1 or 1b2 as a partner (orbital 2). In this way, the
values of β obtained from different approaches, can be compared with each other
and thus rechecked.
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5.4 Results and discussion

hν = 38.7eV Banna et al. [39]

phase orbital βi rel. σi βi rel. σi

gas 1b1,g 1.4 1 1.38 1
3a1,g 1.1 0.88 1.12 0.88
1b2,g 0.7 0.94 0.71 0.94

small cluster 1b1,cl 1.0
3a1,cl –
1b2,cl –

liquid 1b1,l 0.8 1
3a1,l 0.7 0.88
1b2,l 0.6 0.94

Table 5.1: Experimental results for the PE angular distribution (hν = 38.7 eV) of
gas, small clusters and liquid water. The error of the βi values amounts to 10%. The
reference values originate from the synchrotron PES studies performed at the BESSY
(Berlin Germany) by Banna et al. in 1986. The σi values used in our studies are all
adopted from their results. Note details in text of this section.

To test the self-consistency of the presented calculation procedure, we also com-
pute βi for the three outmost water valence orbitals 1b1, 3a1 and 1b2 in the gas
phase. The resulting values, presented in Tab. 5.1, are in very good agreement
with those reported by Banna et al. in [39]. However, we have some problems
to reproduce their values for the relative photoionization cross section σi, because
of several non-elusive inaccuracies in our experiments: the toroidal grating used
here for selecting the 25th harmonic of the 800 nm fundamental as ionizing photon
energy has an somehow asymmetric profile if the requirement for point-to-point
imaging is not guaranteed. The sensitivity of the TOF photoelectron spectrometer
is not calibrated for detecting photoelectrons with different kinetic energy. With
our experimental setup, it is difficult to determine an accurate detection efficiency
function for our photoelectron spectrometer. But carrying out calibration mea-

77



Chapter 5 Angular distribution of photoemission from water

surements at a synchrotron beamline could allow to determine properties of our
TOF spectrometer. Nevertheless, those supposed interference factors do not play
an essential role in our determination procedure of βi. This is confirmed by the
good agreement of our results with those from Banna et al., which are the most
acknowledged and cited values. In addition, we adopt the relative σi values of 1b1,
3a1 and 1b2 from [39] to portray a complete picture of the photoelectron emission
from the three outmost valence orbitals of free water molecules, which is presented
in Fig. 5.9.

Due to the limitations of our cluster generation method (see 4.5 and 5.2.2), we
are not able to identify the asymmetry parameter βi of every valence orbital for
small water clusters. Only β for the 1b1,cl orbital is determined. By comparison of
this value with the β values of the 1b1,g and the 1b1,l signals, valuable insights into
the electronic structure rearrangements of water molecules from gas over small
aggregates to the condensed state can be obtained.

In order to simulate the total angular distribution of photoelectron emission for
the three ionization channels 1b1, 3a1 and 1b2, we need at least the photoionization
cross section ratios between them, if the total cross sections are not available.
Unfortunately, there have not been so far any known studies with this purpose.
However, we assume that the partial photoionization cross sections σi of orbitals
are only slightly influenced by the intermolecular interactions, due to the nature of
the photon absorption in the ionization process. In other words, electronic density
changes in the ionic final states, stabilized by interactions between neighboring
molecules, does not strongly affect the ionization cross section. Even if there
are any effects associated with the phase differences, those are expected to be
quite similar for all the valence orbitals. In contrast, β is more sensitive to phase
changes, which will be discussed later in detail. Comparable observations and
interpretations have been made in [105]. Because of the reasons above, we use
the σi values from the PE studies on gaseous water (see Tab. 5.1) and present the
angular distribution of the three orbitals in space, utilizing the βi values determined
in this work (Fig. 5.10).

Considering the two illustrations in Fig. 5.9 and 5.10, one can immediately notice
the differences between them – the distribution is more isotropic in the liquid case
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Figure 5.9: Angular distribution of photoionization for 1b1 (blue), 3a1 (green) and 1b2
(red) orbitals of gaseous water. The ionizing radiation has a photon energy of 38.7 eV
and propagates perpendicularly to the xy-plane through the origin. Polarization vector
of the EUV light and the magic angle are indicated, respectively. These curves are based
on our experimentally obtained βi,g values and the σi,g given by [39] in Tab. 5.1. The
absolute values of the x- and y-axis have no relevance.
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Figure 5.10: Angular distribution of photoelectrons from the 1b1 (blue), 3a1 (green)
and 1b2 (red) orbitals of liquid water. The ionizing photon energy is 38.7 eV. These curves
are based on our experimentally obtained βi,l values and σi,g in Tab. 5.1, assuming that
the σi do not change for water molecules in different aggregate states. Since the same
σi are applied to create Fig. 5.9 and this one, a direct comparison of their magnitudes
is possible. Note that 3a1 shows less photoelectron emission at any direction than 1b2.
This is in contrast to Fig. 5.9.
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for all of the orbitals. Nevertheless, there are also individual changes, which makes
it necessary to regard each orbital separately.

At first, we look at the case of 1b1 by depicting its angular distributions of pho-
toelectron emission for different phases in Fig. 5.11. Here, we take the anisotropy
parameter not only for β of 1b1,g and 1b1,l into account but also the 1b1,cl in small
water clusters. The same value of σ was applied for all the three aggregate states.
As can be seen, the photoionization distribution of this orbital becomes more and
more isotropic when going from isolated molecules in the gas phase over clusters
to the bulk liquid, which implies increasing electronic interactions between the
molecules. In particular, the forming of hydrogen-bond networks is the major
cause of this effect. The most interesting observation is the significant change of
the angular distribution in the transition from the gas phase to small clusters, even
when the mean size of the clusters is only around n = 5. The interpretation of
this phenomenon will be discussed in the following.

In analogy to the way described above for the 1b1 orbital, we determine the
asymmetrical photoemission distribution of the 3a1,g and 3a1,l signals in Fig. 5.12
and the 1b2,g and 1b2,l signals in Fig. 5.13. A similar change of the photoelectron
emission anisotropy is also observed in the case of the 3a1 orbital when the water
molecules are involved in H-bond networks. The situation is considerable different
for the 1b2 orbital. The angular distribution for the 1b2 orbital in the gas phase is
apparently more isotropic than that of the 1b1 or 3a1. In the liquid, the distribution
anisotropy for 1b2 becomes only slightly more isotropic. This dissimilarity reflects
the different participation of the 1b2 orbital in the H-bond network compared to
both 1b1 and 3a1.

Due to the mathematic definition of β and the cos2θ-shaped distribution, it is
not meaningful to determine the percentage variation of the value of β, and use it
to figure out if a particular orbital is more or less involved in hydrogen bonding
than an other one. Hence, we do not intend to perform such a comparison but
consider merely the qualitative influence of the varying β parameter on the shape
of the angular photoelectron distribution. From our results discussed above, it
is obvious that the degree of photoionization anisotropy of all the three valence
orbitals is lowered in the liquid phase, however for the 1b1 and 3a1 orbitals, the
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Figure 5.11: Angular distribution of photoionization for the 1b1 orbital of water
molecules in gas, small clusters and liquid phase. The same σ is applied for all the three
aggregate states in this figure, which is indicated by the same magnitudes of the three
curves at the magic angle. The photoelectron distribution of the 1b1 orbital becomes
more isotropic when water molecules are more and more involved in H-bond networks.
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Figure 5.12: Angular distribution of photoionization for the 3a1 orbital of water
molecules in gas and liquid phase. The same σ is applied for both of the aggregate
states (notice the magic angle). The photoionization distribution of the 3a1 orbital be-
comes more isotropic when water molecules are involved in H-bond networks, similar to
the case of 1b1.
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Figure 5.13: Angular distribution of photoionization for the 1b2 orbital of water
molecule in gas and liquid phase. The same σ is used for both of the aggregate states
(notice the magic angle). The photoionization distribution of the 1b2 orbital is slightly
more isotropic in the liquid than in gas phase, which points to an altered electronic
nature of this orbital in contrast with the 1b1 and 3a1 orbitals.

84



5.4 Results and discussion

changes are more significant than for the 1b2 orbital.

But the question is – what is the explanation for the varying anisotropy? Why
are the three orbitals affected differently? To explicate these questions, we have
to find out which factors can make electron emission from outer valence orbitals
more isotropic, and to what extent particularly.

One of the contributions for the anisotropy changes is elastic scattering of the
outgoing photoelectrons by surrounding molecules in the condensed phase. As-
suming that elastic scattering is the main reason, the distribution must show an
quasi-independence on kinetic energies of the photoelectrons from these three or-
bitals and angular distribution of the ejected electrons must be influenced to the
same extent. This is yet not observed in our study, since electrons originating
from 1b2 orbital are mostly unperturbed compared with the remaining orbitals.
Additionally, in small-sized clusters (〈n〉 = 5) the probability for elastic scattering
is negligible. However, the angular distribution of the photoelectrons ejected from
1b1,cl is apparently more isotropic than 1b1,g. All of these facts evidence that there
must be other contributions changing the distribution more effectively. Another
support for this presumption is the fact that the elastic scattering in liquid water
is found to be weak by a recent study [74], performed on a micro-jet target as well.
We suggest that the contribution from elastic scattering is equal or less than the
anisotropy difference between 1b2 orbital in both phases, which is not very large
as observed.

Taking the contribution of elastic scattering into account, we expect that the
increases in isotropy of the photoelectron emission distribution for 1b1 and 3a1

orbitals are mainly attributed to their electronic structure changes due to hydro-
gen bonding. In order to understand what is happening in the formation of the
hydrogen bond network, the electronic structure of free water molecules will be
illustrated in the first place.

Within the MO concept, the 1b2 orbital involves bonding combinations of O 2p

and H 1s, while the 3a1 and 1b1 orbitals are essentially O 2p non-bonding orbitals
with a small share of H 1s in the molecular plane and perpendicular to it, respec-
tively (see MO diagram in Fig. 5.1). The β value for the 1b1 orbital in a single
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water molecule is found to be similar to that for O 2p in a theoretical work by
Roche et al. [106]. They attributed the small β value of 1b2 to its strong bonding
character. From similar consideration, the decreases of the β values of 1b1 and
3a1 orbitals in the liquid water may indicate that these two orbitals acquire more
bonding characters by the involvement into the H-bond network, since both the
1b1 and 3a1 orbitals are O 2p-derived, as the 1b2 orbital.

By performing ab initio MD simulations, Silvestrelli and Parrinello studied struc-
tural, electronic and bonding properties of liquid water from first principles [2, 107].
Using a novel technique, based on the generation of maximally localized Wannier
functions, the molecular electronic charge distribution and its contribution to the
polarization were computed quantum mechanically. Boys localized orbitals are
constituted, whereby the water valence electrons are localized in two covalent or-
bitals lying along the OH bonds and two lone pair orbitals, other than within the
MO concept. They found that the anisotropy of the electronic charge distribution
of the water molecule is reduced in the liquid. The electronic charge becomes more
spherically distributed around the oxygen-ion than in the gas phase, as a conse-
quence of the interaction of the water molecule with the surrounding ones and the
formation of hydrogen bonds. With respect to the case of the isolated molecule, in
the bulk the lone pair orbitals (comparable to 1b1 and 3a1) are pulled out, while the
covalent bond orbitals (comparable to 1b2 and 2a1) are pulled in. Their hypothe-
sis that the electronic charge distribution of a H-bonded water molecule becomes
more isotropic, can be partly confirmed by the results of this work. The spatial
extension of the 1b1 and 3a1 orbitals indicates that these orbitals lose charge densi-
ties due to H-bonding. This can result in an anisotropy decrease of photoelectron
emission from these two orbitals, which also means that the β values of the 1b1

and 3a1 orbitals will be smaller. However, a direct evidence to the contracting of
1b2 can not be given by our results, since the anisotropy parameter β alters less
from the gas to the liquid phase.

A comparable argument was supplied by Nilsson et al. [6]. Combining photoelec-
tron and X-ray absorption spectroscopy with DFT calculation to consider H-bonds
in ice, they found that the H-bonding involves charge transfer from 1b1 into the
O–H anti-bonding orbitals (4a1 and 2b2) on neighboring molecules. At the same
time, an internal s-p-rehybridization occurs on the oxygen atom, in order to min-
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imize the repulsive charge overlap of the connecting oxygen and hydrogen atoms.
The sum of these two mechanisms results in a strong attractive electrostatic in-
teraction. Additionally, Nilsson et al. described the internal rehybridization in
another picture – orbitals overlap between two neighboring molecules in the tetra-
hedral arrangement inside of ice. They suggested that the 1b1 orbital will interact
primarily with the 1b2 orbital, whereas the 3a1 primarily interacts with the other
3a1 and to a lesser extent with 1b1 and 1b2 orbitals. Although there are surely
differences between the H-bonds structure in liquid and solid water, the nature
and origin of the H-bond remain the same in both cases. In addition, a recent
PES study on liquid water indicates that the local orbital interaction involved in
hydrogen bonding in liquid water is similar to that in crystalline ice [12]. The con-
cept of charge transfer from 1b1 into the O–H anti-bonding orbitals of neighboring
molecules is similar to the picture of an extending lone pair orbital in [2, 107] and
is further in agreement with the concept from [3] in which a HOMO-LUMO mixing
in the H-bonding is interpreted as a coordinate-covalent interaction. The supposed
internal rehybridization mechanism increases the internal bonding characters of all
these orbitals, particularly of the 3a1 orbital which gets more p and less s char-
acter. Briefly summarized, we find the following common features between the
conclusion of Nilsson et al. and our results:

∗ Charge transfer from 1b1 into anti-boning orbitals of an acceptor molecule
and the orbital overlap or rehybridization can result in a more extended
electronic distribution of the 1b1 orbital and furthermore in a decrease of β
value in photoionization process as observed in this work.

∗ The increase of the bonding character of 3a1 and 1b2 orbitals derived by an
internal rehybridization explains also the changes in angular distribution
of photoelectrons emitted from these two orbitals, if a H-bond network is
assembled from previous free molecules.

There is a constant dispute about which one of the 1b1, 3a1 and 1b2 orbitals has the
most intensive involvement in H-bonding. The most common assumption is the
major participation of the 3a1 orbital. An early PE study on ice [16] showed major
electronic structure changes relative to the gas-phase, including binding energy
shifts and band broadening. They supposed a rather unperturbed 1b1 orbital in
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ice and a delocalized 3a1, associated with strong overlap between neighboring 3a1

orbitals resulting in split bands. This was in line with early electronic structure
calculations from [108]. Besides, Guo et al. used X-ray emission spectroscopy
to examine the influence of the intermolecular interaction on the local electronic
structure of liquid water and found a strong involvement of the 3a1 orbital in
the H-bonding [17]. To interpret the experimental results, calculations were also
carried out with an ensemble of water molecules in an H-bond network, where one
hydrogen bond is broken at the hydrogen site. They assumed that the 3a1 orbital
has the nodal plane perpendicular to the direction of the electric dipole moment of
the water molecule and therefore can be easily polarized – electron density will be
transferred from the lobe enclosing the hydrogen nuclei towards the oxygen lobe.
Due to this polarization, the 3a1 orbital mixes to a great extent with the same
orbital of the neighboring molecules and loses its original character entirely.

In contrast to the studies mentioned above, there has also been the hypothesis
that the 1b2 orbital is most intensively involved in H-bonding [11]. This was
based on a synchrotron PES study on a liquid water micro-jet, carried out by
Winter et al.. They presented the first full-range valence photoelectron emission
spectra of liquid water obtained with photon energies up to 120 eV. In particular,
the partial ionization cross sections of the four valence orbitals in the liquid phase
were determined for different photon energy (60, 80 and 100 eV). Since they did
not have a suitable setup to ascertain the corresponding anisotropy parameters
βi,l, they assumed that the βi,l values do not differ from βi,g in the gas phase.
Comparing the decrease of the photoionization cross section σi of 1b1, 3a1 and 1b2,
they supposed that the 1b2 orbital experiences the environment and H-bonding
most strongly. In the light of our work, we state that their supposition is probably
not appropriate. The anisotropy parameter βi is much more sensitive than the
cross section σi, to changes in the electronic distribution of molecular orbitals
resulting from environmental variations. Although in their spectrum measured
at θ = 90◦ and with a photon energy of 60 eV, the intensity ratios of 1b1, 3a1

and 1b2 bands were comparable to the results from this work, the authors came
to an opposite conclusion – namely that the 1b2 orbital is mostly involved in the
H-bonding.
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In order to make a contribution to the issue about the different involvements
of valence orbitals in H-bonding and conclude this part of the discussion, we have
the following expectation: the 1b1 and 3a1 orbital of a water molecule undergo
the most changes in the electron density by forming H-bond networks in the liq-
uid phase. Therefore they show a more considerable decrease in the distribution
anisotropy of photoelectrons outgoing from them. However, we do not rule out
that the 1b2 orbital also slightly participates in the formation of H-bonds. Because,
even if the anisotropy parameter β for the 1b2 orbital is similar for the liquid and
the gas phase, any involvement in e.g. rehybridization can occur, whereby the
resulting electron density distribution of the 1b2 orbital is hardly influenced.

In the final part of this discussion, we consider the result from the angular
cluster PE spectra. Many calculations have shown that the major influence of
the H-bonding on the local electronic structure is due to the first coordination
shell [17, 87, 109]. This confirms our experimental observation that H-bonded
water molecules in small-sized clusters are more similar to molecules in the liquid,
than to free water molecules in the gas phase. Consider that the elastic scattering
effect in the liquid water, as discussed above, may probably reduce the β value of
1b1,l, while the β value for 1b1,cl is not influenced. Deducing the contribution of
the elastic scattering, the intrinsic anisotropy difference for these two cases is even
smaller than observed in Fig. 5.11.

A careful comparison of geometric structure or local coordination in small clus-
ters with that in the liquid water, can also shed light on the understanding of
our experimental observation. As shown in [92], the favored structure in small
clusters (n = 3...6) is ring-like, which means the coordination number is two per
molecule. If the cluster size is larger than n = 6, each molecule forms more than
two H-bonds. Either cage-clusters or spiro-clusters can be built. With increasing
average coordination, the H-bonds increase in strength due to cooperativeness.

In the liquid phase, the majority of the water molecules are involved in a network
with hydrogen bonds which break and reform due to the dynamical motion of the
molecules. The average coordination number of such a network was found to be
2.4 – 2.6 in an X-ray absorption examination by Mynen et al. [19], which is much
lower compared to MD simulations that often give a value around 3.5 [82]. In this
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XAS study, an intense, broad pre-edge feature in the XAS spectra of liquid water
was associated with a large number of water molecules with asymmetric donating
H-bonds (D-ASYM species). These species were identified with the help of a MD
simulation with many different local structures generated from DFT calculations.
Despite the disagreement with the other MD simulations, the number of nearest
neighbor molecules within a radius of 3.5Å was in the range of 3 − 5 molecules
for all the D-ASYM species, surprisingly corresponding to the average value of
4.5 molecules in the first coordination shell determined from an integration of
the radial distribution function up to the first minimum at 3.5Å [82, 83, 110].
This is due to the fact that there is a tendency to underestimate the number
of broken H-bonded species using classical methods. The conclusion from the
study [19] has been extended in another later study by Wernet et al. [109] which
has brought about a new wave of discussion about the coordination structure in
liquid water. They presented a novel concept to describe the geometric picture
of water within a snapshot on a subfemtosecond time scale. “Water...consists
mainly of structures with two strong H-bonds, one donating and one accepting,
nonetheless implies that most molecules are arranged in strongly H-bonded chains
or rings embedded in a disordered cluster network connected mainly by weak H-
bond.” This hypothesis was challenged by a great deal of theoretical studies [111–
113]. In a recent theoretical study, Lehmann et al. approved the concept from
Wernet et al. [113]. Their arguments were based on the successful reproduction of
the thermodynamic properties for liquid water assuming that a major amount of
twofold H-bonded and a few tetrahedrally coordinated water molecules coexist in
liquid water. With the aid of the quantum cluster equilibrium method, they were
able to determine the temperature-dependence of the average H-bond number.
They observed a decreasing average hydrogen bond number of 2.77 at 274K to
2.26 at 373K and a dominance of 75% twofold hydrogen-bonded water molecules
at room temperature for the mixed cluster set. This is in good agreement with
the estimation (2.4 – 2.6) by Mynen et al..

Either the concept of tetrahedral H-bond network with many D-ASYM species
or the picture of a random soup (twofold H-bonded units) flecked with small “ice-
bergs” (tetrahedrally coordinated units) is associated with low average coordina-
tion number between 2 and 3. This can also be indirectly confirmed by the results
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from the present work. As a consequence of the similar coordination number in
liquid water and small clusters, the angular distribution of photoelectron emission
varies not very significantly for water molecules in the bulk and in small clusters.
Another evidence for the similar coordination in liquid water and small cluster is
provided by the similar peak width of the 1b1 bands both in the liquid spectra
and cluster spectra (see section 5.2.2). Due to the comparable local structure in
both phases, similar peak width can be expected, because the different local co-
ordination of an individual water molecule is the main contribution to the peak
broadening of 1b1 feature. In addition, the comparison between local coordina-
tion in liquid water and small clusters also contradicts the hypothesis that the
H-bonding is no more than an electrostatic interaction or even just a dipole-dipole
interaction. If this electrostatic hypothesis would be true, the effect of the sur-
rounding molecules would be expected to be much more pronounced in the bulk
water than in the small clusters, and the electronic structure of the water molecules
would be very different in both cases as a consequence.

In conclusion, this study on the angular distribution of photoemission for H-
bonded water aggregate states – liquid phase and small-sized clusters provides the
following results:

∗ For the first time, the values of the anisotropy parameters β are determined
for the three outer valence orbitals, 1b1, 3a1 and 1b2 in liquid water. Besides,
the β parameter for the 1b1 orbital in small clusters (〈n〉 = 5) is also
specified. These values are – without exception – smaller than those for
the corresponding orbitals in free water molecules, which indicates that
all of these orbitals become more extended when they undergo the phase
transition from gas into denser phases.

∗ However, the decreases of the distribution anisotropy in the dense phases
are different for the three orbitals: the 1b1 and 3a1 orbitals exhibit signif-
icant changes while the 1b2 orbital varies only slightly. This points to the
different involvement of the three valence orbitals in the H-bonding. 1b1

and 3a1 orbitals exhibit the largest changes in the electron density by form-
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ing the H-bond network in liquid phase. Accordingly, these two orbitals are
expected to be strongly involved in the H-bonding.

∗ By comparison of the β values for the HOMO, that is the 1b1 orbital,
in the liquid phase and in small-sized clusters, no significant difference is
observed. This is assumed to be an indication for the major influence of the
first coordination shell on the local electronic structure in the H-bonded
network. And it is probably also an indirect evidence that the average
coordination number is between 2 and 3 in the liquid water.
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Chapter 6

The angular distribution of
photoemission from methanol
molecules, clusters and the bulk

6.1 Introduction

Methanol is one of the most important organic species which has been extensively
studied. In particular, liquid methanol attracts a lot of attention since it has
a lot of technological and industrial applications. For instance, it is commonly
used as organic solvent in protein investigations [114] and more recently, it is
used as an important fuel alternative [115]. Liquid methanol has many unusual
physical properties: it is stable over a wide range of temperatures, has a small
viscosity coefficient, even smaller than liquid water, and an anomalous vaporization
enthalpy.
Methanol molecule has the chemical formula CH3OH. The main electron density

of the OH bond is accumulated on the oxygen atom, because of its high electroneg-
ativity. Also the methyl group donates electron density to the oxygen atom, which
weakens the polarization of the OH bond. The CH3OH molecule has Cs symmetry
and the electronic structure in the ground state can be expressed as

(1a′)2(2a′)2(3a′)2(4a′)2(5a′)2(1a′′)2(6a′)2(7a′)2(2a′′)2.

The outermost five MOs result from the hybridization of p orbitals of carbon and
oxygen atoms. The highest occupied molecular orbital (HOMO) 2a′′ has mainly
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O p character with a small share of C p character. The HOMO is constructed
mainly by the out-of-the-plane p orbital of carbon and oxygen atoms. The electron
density of this orbital is mostly localized on the oxygen atom. 5a′, 7a′ and 2a′′

orbitals are more oxygen-like while 1a′′ and 6a′ orbitals are more carbon-like.

Hydrogen bonding in methanol is different from that in water due to the ex-
istence of the sterical methyl group. In methanol dimer, the length of the hy-
drogen bond is found to be 1.96Å, slightly longer than that in water dimer
(1.95Å) [116, 117]. The interaction between the two methanol molecules in the
dimer is dominated by the pure electrostatic interaction. In a larger assemble of
H-bonded methanol molecules, the nature of the H-bonding can be different, due
to cooperative effect of H-bonds. Each methanol molecule can build a maximum
of two H-bonds, as donor or acceptor, respectively. As a consequence, no three-
dimensional network can be formed as in water. Only chains or rings are possible.
Due to the steric effect of the methyl group, a chain consisting of several methanol
molecules can not be a straight line. This entire chain is strongly polarized, be-
cause the electron density is “pushed” even further forwards along the chain, from
one end of the chain to the other. In contrast, such polarization does not exist
in the ring structure, since the donating and accepting of the electron densities is
balanced among the molecules. This difference between chain and ring structures
will result in a distinct variation of their electronic structures.

Many studies have been carried out to examine the electronic structure of
methanol, via diverse electronic spectroscopic methods. However, the general at-
tention is paid to revealing the geometric structures of methanol. In the crystalline
phase, it has been found that methanol molecules form long one-dimensional chains
of H-bonds [118]. The picture in liquid phase is not yet clear. Several numerical
simulations [119, 120] and neutron diffraction experiments [121, 122] have indicated
that the chain-like structure is also found in liquid methanol, while many other
experiments pointed to the existence of cyclic clusters [117, 123, 124]. The hypoth-
esis of a cyclic structure was supposed by Pauling [125]. According to an energetic
aspect, Pauling argued that the favored structures in liquid methanol are cyclic
hexamer species. Some results from neutron diffraction [123] and X-ray scatter-
ing [124] confirmed the presence of cyclic hexamers. Also the geometric structure
of methanol clusters has been studied. Small clusters (oligomers) are found to
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prefer cyclic structures, referring to many theoretical investigations [126, 127] and
experimental observations [128, 129]. In contrast, medium-sized methanol clusters
are found to have long chains as dominating structures [127].

An extensive study on the electronic structure of liquid methanol was reported
in detail in [117]. The electronic difference between chain and ring structures was
monitored by an X-ray emission study combined with a DFT calculation [117].
They expected that liquid methanol is a mixture of ring and chain structures,
which have predominantly six and eight methanol units. Besides, the molecular
orbitals of the ring structure with six methanol units were found to show notable
similarity to the covalent π orbitals of the benzene ring, which indicates that the
hydrogen bonding in the ring structures have significant covalent contributions.
They suggested that the methanol rings may be the best example to illustrate the
covalent contribution to the H-bonding.

For our PE investigation of methanol, the general motivation is to compare
differently H-bonded model systems, in order to understand the inimitability of
the hydrogen bonding in liquid water. By tracing the variation of the electronic
structure of molecular orbitals, precious information can be obtained about the
influence of the H-bonding on the orbital picture. As already mentioned in the last
chapter, the determination of the anisotropy parameter of a valence orbital, HOMO
particularly, offers a useful tool for examining the change of electron density within
the affected orbital. The major goal of this work is not to answer the question
how the geometric structure looks like in the liquid methanol or clusters. However,
within the present investigation there might be some indications for a qualitative
estimation of the coexistence of both ring and chain structures.

6.2 Angle-dependent photoelectron spectra

In this section, all the presented angular photoelectron spectra from liquid methanol
are measured using the similar experimental approach which is described in the
last chapter. Also a nozzle with an opening diameter of 16µm is applied to gen-
erate the methanol liquid micro-jet. In order to eliminate charging effects on the
liquid jet, a 0.005mol/l NaCl methanol solution is used as sample.
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For the angular measurement of the PE spectra from methanol cluster, we use
both the same cluster source and the nozzle, described in subsection 4.5, however
upon another condition. Taking the thermodynamic properties of methanol into
account, the reservoir and nozzle temperatures are adjusted to be 40◦C and 58◦C
respectively, in order to generate small methanol clusters. To characterize clus-
ters produced under this stagnation condition, we do not prefer the scaling laws
method, which has been demonstrated in section 4.5. Initially for rare gases, Ha-
gena introduced empiric parameters to describe the degree of condensation in a
certain system [76, 77]. Although a similar approach has been successfully made
for clusters consisting of small molecules e.g. water, the application of scaling law
for methanol clusters generated in our experiment is not really appropriate. This
is due to the fact that the characteristic parameters have not been empirically
determined and not proved further. Moreover, as shown in the application for
estimating the mean size of the water clusters generated in this experiment, a
variance of a factor 2 can be found, particularly for very small clusters. Hence,
to identify the cluster size of methanol, we refer to a previous PE study of free
neutral methanol clusters [130]. This will be demonstrated after the presentation
of the PE spectra from both methanol liquid and cluster.

In Fig. 6.1, three PE spectra from different aggregate states of methanol are
presented, in order to demonstrate their varying features. The attribution of these
spectra also is illustrated by associating different bands with the corresponding
orbitals. There are two notable differences between these spectra – the binding
energy shift of the HOMO 2a′′, and the different peak width for this orbital in the
clusters and liquid phase. The binding energies of the 2a′′ orbital are as follows:
11.0 eV (gas), 10.4 eV (clusters) and 9.7 eV (liquid). These result in binding energy
shifts of 0.6 eV (gas-to-cluster) and 1.3 eV (gas-to-liquid), which are comparable
with those values for water. However, the FWHM of 2a′′l and 2a′′cl peaks are 1.2 eV
and 0.7 eV respectively, which is dissimilar to water. The peak width is nearly
identical for HOMO 1b1 both in the liquid and in small clusters. Considering
the causes for the peak broadening (see section 5.2), the different peak widths in
both cases can be associated with the different local geometric structures in these
aggregate states. In other words, methanol molecules are more similarly involved in
the cluster environment than in the liquid phase. There must be a larger variation
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Figure 6.1: PE spectra from methanol molecules, small clusters and liquid jet measured
with p-polarized EUV light. Notice the binding energy shift of 2a′′ orbital from gas
phase, via cluster to liquid phase. The FWHM of 2a′′l and 2a′′cl peaks are 1.2 eV and
0.7 eV, respectively.
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of individual molecules in the liquid methanol than in small clusters. This may
be an indication for revealing the possible geometric structures in both aggregate
states, which will be discussed later in section 6.3.

There is still an open question about the average size of the methanol clusters
probed in this experiment. In the PE study reported in [130], methanol clus-
ters were produced via adiabatic expansion, under different stagnation conditions,
which is comparable to our experimental approach. The cluster size was char-
acterized by using photoelectron spectroscopy and line shape modeling. It was
found that clusters of two distinct categories – small and medium-sized clusters
– could be produced by changing the stagnation pressure. In the ultraviolet pho-
toelectron spectra, both the gas-to-cluster binding energy shift and peak width
of the small cluster regime are the same as in our spectra. Additionally, related
X-ray photoelectron spectra were measured in their experiment. The calculation
of the C 1s ionization potentials for various structured oligomers indicated that the
small-sized clusters are mostly cyclic oligomers (CH3OH)n with n < 10. Referring
to this study, we suppose that chiefly small cyclic methanol clusters (n < 10) are
generated upon our experimental condition.

In Fig. 6.2 and 6.3, the angular PE spectra from methanol micro-jet and small
clusters are presented. Assignment of bands in the PE spectra from methanol
in condensed phases are more challenging because of band overlap. Moreover,
the subtracting procedure used in section 5.2.1 is not satisfactory for determining
pure liquid or cluster spectra of methanol, due to the relatively high contribution
from isolated methanol molecules to the mixed jet or cluster spectra. Hence,
only the 2a′′g , 2a′′l and 2a′′cl features are taken into consideration to examine the
partial change of the electronic structure resulting from the condensation. This is
comparable to the procedure used for water clusters (see section 5.2.2). In Fig. 6.2
or Fig 6.3, different angular distribution properties are visible for 2a′′g and 2a′′l or
2a′′cl. The spectra in both figures are scaled so that the 2a′′g-peaks exhibit the similar
intensity for all polarization directions. Both the 2a′′l - and 2a′′cl-peaks have their
strongest intensity in connection with s-polarized EUV light. However, the relative
intensities of the 2a′′l - and 2a′′cl-peaks are apparently not the same, which indicates
that the angular distribution of the photoelectron ejected from these orbitals are
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different. The complete understanding of these experimental observations can be
achieved only if the angular distribution of the photoemission is explicated for 2a′′

orbital in methanol liquid and small clusters, by determining the related anisotropy
parameter β.

6.3 Results and discussion

The procedure for the determination of the β parameter has been demonstrated in
the section 5.3 and the complication of this method has also been illustrated for the
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Figure 6.2: PE spectra from methanol liquid jet measured at different angles θ. The
photoelectron counts of those spectra are scaled so that the 2a′′g-peaks are similar. Notice
the different intensities in the range of 2a′′l .
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Figure 6.3: PE spectra from small methanol clusters measured at different angles θ.
The photoelectron counts of those spectra are scaled so that the 2a′′g-peaks are similar.
Notice the different intensities in the range of 2a′′cl.

case of water (see section 5.4). Here, only the results of β values for the HOMOs
2a′′g , 2a′′l and 2a′′cl will be presented in Tab. 6.1. Analog to the case of water, the
same photoionization cross section σ is used to depict the angular distribution
of photoemission for the HOMO 2a′′ in the three aggregate states (see Fig. 6.4).
This is due to the similar approximation that the σ value is slightly influenced by
intermolecular interaction, in contrast to the β parameter (see section 5.4).

In Fig. 6.4, the following trend is also observed in the case of water – the an-
gular distribution of photoemission from the HOMO orbital becomes more and
more isotropic. However, comparing the Fig. 6.4 with Fig. 5.11, apparent distinc-
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Figure 6.4: Angular distribution of photoionization for 2a′′ orbital of methanol molecule
in gas, small clusters and liquid phase. The same σ is applied for all the three aggregate
states in this figure, which is indicated by the same magnitudes of the three curves at
the magic angle. The photoionization distribution of 2a′′ orbital becomes more isotropic
from gas, via small cluster to liquid phase.
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hν = 38.7eV HOMO

2a′′g 2a′′cl 2a′′l

β value 1.1 0.9 0.5

Table 6.1: Experimental results for PE angular distribution (hν = 38.7 eV) for methanol
gas, small clusters and liquid. The error of the βi values is estimated to be 10%.

tion between them can be assessed, according to evolutions of the photoemission
anisotropy for these two HOMOs. The β value for 1b1 orbital decreases firstly sig-
nificantly from 1.4 in gas phase to 1.0 in small clusters, and then slightly to 0.8
in the liquid. This evolution is further more clearly demonstrated by inspecting
the curve shapes in Fig. 5.11. In contrast, the β value for 2a′′ orbital reduces at
first slightly from 1.1 (gas phase) to 0.9 (small clusters), and then considerably
to 0.5 (liquid phase). Furthermore, this observation – the phase-dependent pro-
gression of β value are different for HOMOs of water and methanol molecules –
may be connected with the other above-mentioned fact: The width of the 2a′′-
peak is different in the spectra from methanol liquid (FWHM=1.2 eV) and clus-
ter (FWHM=0.7 eV), while the 1b1-peak retains its width in both two phases.

To explain these two dissimilarities, following hypothesis is made. In the liq-
uid methanol, chain- and ring-like units of molecules coexist resulting from H-
bonding [117]. By contrast, ring-like oligomers dominate in small methanol clus-
ters [127]. As a consequence, the local structures are more various in the liquid
methanol than in small clusters. A mixture from ring and chain structures results
in a broader spectral feature, because of the distinct electronic structure difference
of these dissimilar geometric structures. Nevertheless, the formation of collective
H-bonds is one-dimensional in both chain and ring structures due to the existence
of the methyl group. In condensed water aggregates, however, the forming of the
H-bond network extends in three dimensions. The overlap of the molecular or-
bitals in such a network is inevitable and strong, because the water molecules are
ordered very tightly. In addition, the small size of water molecule and its affinity
for building more than two H-bonds result in the crucial influence of the first co-
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ordination shell on the electronic structure of water [109]. In H-bonded methanol
molecule ensembles, the connection of molecules is not extending, but rather frac-
tional in a snapshot of the MD picture. This leads to the increasing influence of
the non-direct environment, meaning the surrounding molecules from the second,
third or even further coordination shells. As a consequence, the β value for 1b1,cl

is similar to β value for 1b1,l, rather than β for 1b1,g. Furthermore, it can be ex-
pected that the electronic structures of water molecules in small clusters (n < 10)
are generally more similar to those in the liquid water, than to those of free water
molecules. In a ring unit of methanol molecules, the interaction within the ring
may be stronger than along a chain unit. But molecules inside a ring unit can still
be influenced by molecules not H-bonded to the ring structure. Due to this con-
currence of the non-H-bonded molecules, the electronic structure of a particular
ring molecule “senses” their influence more and more, and changes continuously
with the increasing size of the H-bonded molecule ensemble. This is the reason for
the gradual evolution of the β value with increasing density.
As a conclusion, the hydrogen bonding in liquid water or small clusters is con-

siderable different from the other weaker models, such as methanol. The H-bonds
in water are more powerful and intensive so that the electronic structures of the
H-bonded water molecules are immediately affected even when only small cluster
units are formed. In the case of methanol, it is quite different. Due to the com-
paratively weak influence of the directly connected H-bonds on the molecular elec-
tron density, the molecules from the second, third and further coordination shells
have more influence on the electronic structure of a central molecule. Therefore,
its electronic structure changes gradually with increasing number of surrounding
molecules.
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