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Abstract

The explosive growth of multimedia services and applications (e.g. media streaming) demands
an efficient, deployable media distribution system on the Internet. Although native IP multicast is
regarded as an efficient way of delivering media streams to a group of receivers, it faces a number
of technical and operational issues which have eventually prevented its widespread usage. The
aim of this work is therefore to build a scalable, efficient, reliable and incrementally deployable
infrastructure for supporting media distribution services.

In this thesis, a new framework named Dynamic Mesh-based overlay Multicast Protocol (DMMP)
framework, and two important extensions to the basic DMMP protocol, namely Self-improved
DMMP protocol (DMMP+) and Interest-shared Group Management (IGMT) protocol forDMMP,
are developed to efficiently serve a large number of concurrent clients with relatively high inbound
bandwidth and low start-up delay.

The DMMP framework dynamically manages a two-tier hierarchy, i.e., an overlay core so-called
dynamic mesh, and clusters without relying on classic IP multicast. The key idea is to let a number
of end hosts get selected and self-organized into the overlay hierarchy, and dynamically maintain
such a hierarchy. In comparison to prior application layer multicast protocols, DMMP is more
adaptive to group size changes, and provides efficient and reliable media delivery with less control
overhead and less packet loss.

DMMP+ extends the basic protocol in the DMMP framework to optimizethe data delivery hierar-
chy. Two self-improvement techniques are designed to gradually optimize the established overlay
mesh and clusters. The analysis identifies that the DMMP+ protocol can assist the DMMP frame-
work to be more scalable, reliable and efficient in the sense of providing better data path quality
but less control overhead and packet loss.

The IGMT protocol further extends DMMP+ to help the transient or partitioned nodes quickly
join/rejoin the group in a highly dynamic environment. Motivatedby an experimental investigation
on Joost’s peer-to-peer management, IGMT allows nodes to maintain interest-shared groups and to
establish shortcuts in addition to relying on centralized servers to join the group. The simulation
results have demonstrated that IGMT is efficient and resilient to highly dynamic membership
changes.

The combination of these new approaches constitutes a coherent and effective media distribution
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architecture, which provides a great potential to support large-scale media distribution services.
Noticeably, while the key techniques may be jointly used forproviding efficient media distribution
services, they can be used independently to effectively address scalability, efficiency and resilience
issues in peer-to-peer overlay networks.



Zusammenfassung

Der explosionsartige Zuwachs von Multimediadiensten und Applikationen (wie z.B. Media Stream-
ing) erfordert ein effizientes und einsetzbares Mediendistributionssystem im Internet. Obwohl IP
Multicast ein effizienter Weg ist Medienströme zu einer Gruppe von Empfängen zu befördern,
besitzt es technische und operative Probleme, die letztendlich eine weite Verbreitung verhindert
haben. Das Ziel dieser Arbeit ist es darum, eine skalierbare, effiziente, verlässliche und schrit-
tweise einsetzbare Infrastruktur für Mediendistributionsdienste zu entwickeln.

In dieser Arbeit werden ein neues Framework, genannt Dynamic Mesh-based Overlay Multicast
Protocol (DMMP) Framework, und zwei wesentliche Erweiterungen zum grundlegenden DMMP
Protokoll, und zwar Self-improved DMMP (DMMP+) und das Interest-shared Group Manage-
ment (IGMT) Protokoll, entwickelt, um eine große Anzahl vonClients gleichzeitig mit relativ
hoher Eingangsdatenrate zu versorgen und eine geringe Start-Up Verzögerung der Clients zu erre-
ichen.

Das DMMP Framework verwaltet dynamisch eine Zwei-Stufen-Hierarchie, d.h. einen Overlay
Kern, sog. Dynamisches Mesh, und Cluster, ohne das klassische IP Multicast zu verwenden.
Die Hauptidee ist es, einige End-Hosts auszuwählen, welche die Overlay-Hierarchie bilden und
dynamisch verwalten. Im Vergleich zu früheren Applikations-Layer-Multicast-Protokollen, ist
DMMP besser anpassungsfähig anÄnderungen der Gruppengröße und bietet eine effiziente und
verlässliche Medienverteilung bei geringeren Kontrolloverhead und geringeren Paketverlusten.

DMMP+ optimiert die Datendistributionshierarchie durch Erweiterung des Protokolls im DMMP
Framework. Zwei selbst verbessernde Techniken werden entworfen, um das gebildete Overlay-
Mesh und die Cluster zu optimieren. Die Analyse zeigt, dass das DMMP+ Protokoll das DMMP
Framework skalierbarer, verlässlicher und effizienter macht, in dem Sinne das es einen besseren
Datenpfad und weniger Kontrolloverhead und Paketverlusteerzielt.

Das IGMT Protokoll erweitert weiterhin DMMP+ dahingehend, dass kurzlebige oder abgetrennte
Knoten in hoch dynamisch wechselnden Umgebungen schnell der Gruppe beitreten bzw. erneut
beitreten können. Motiviert durch eine experimentelle Untersuchung des Joost Peer-to-Peer-
Managements, ermöglicht IGMT den Knoten interessenbasierte Gruppen zu bilden und Shortcuts
zu etablieren in Ergänzung zur Nutzung der zentralisierten Server. Die Simulationsergebnisse
zeigen, dass IGMT effizient und robust gegenüber sehr dynamischen Wechseln in den Mitglied-
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schaften ist.

Die Kombination dieser Methoden ermöglicht eine einheitliche und effektive Architektur, die ein
großes Potential zur Unterstützung von umfangreichen Medienverteilungsdiensten bietet. Während
die einzelnen Techniken gemeinsam genutzt werden können,um effiziente Medienverteilungsdi-
enste anzubieten, können die Techniken unabhängig von einander genutzt werden, um Skalier-
barkeit, Effizienz und Robustheit in Peer-to-Peer Overlay Netzwerken zuerreichen.



Acknowledgements

With respect and gratitude, I express my warm and sincere thanks to Professor Dr. Xiaoming Fu
and Professor Dr. Dieter Hogrefe, whose expertise, guidance, support, encouragement, and pa-
tience has made this dissertation possible. Their suggestions and comments on my thesis research
have vastly improved the quality of this dissertation and provided an enthralling educational expe-
rience.

The office staff members of the Institute of Computer Science (Institut fürInformatik) have been
wonderful. Also, I must admit that I truely enjoyed working with the research group of our entire
Institute during the past three and half years.

I am grateful to David Weiss for his assistance with prototyping the components of my thesis.
Based on the basic simulation analysis, I am able to specifically improve the performance in re-
gards to efficiency, reliability and scalability of the framework.

I must also acknowledge my committee members: Professor Dr.Dieter Hogrefe, Professor Dr.
Xiaoming Fu, Professor Dr. Stephan Waack, Professor Dr. Wolfgang May, Professor Dr. Bernhard
Neumair and PD Dr. Hartje Kriete. Their comments and suggestions have improved the thesis.

I am deeply grateful to our NET group members, Ralf Lübben, Niklas Neumann, Niklas Steinleit-
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Chapter 1

Introduction

1.1 Background

In recent years, there is an emerging need to support real-time media streaming over the Internet
[1]. However, streaming multimedia traffic to a large number of customers imposes a high traffic
load on the network. The high volume of such multimedia traffic alongside timing constraints
requires a large-scale, cost-effective media distribution system.

Figure 1.1 shows an example of a traditional architecture for streaming stored videos over the

Figure 1.1: Basic Architecture for Video Streaming over theInternet.

1
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Internet. Upon each client’s request, the media server retrieves the video and multicasts it over
User Datagram Protocol (UDP) at a constant rate which equalsto the drain rate at the client
side. However, these UDP packets may be dropped or delayed during the transmission over the
Internet, e.g. due to network congestion. Thus, a buffering scheme is usually used at the server
side before sending the video file into the network in order tocontrol the sending rate to fit the
current network status and service requirements. Besides,for efficiency reasons the video must be
compressed before it is sent to the network. Once the client receives the compressed video from
the network, it needs to decompress the video by its local media player. Before starting to play
back the video, the client places the received packets into its own buffer, so-called client buffer,
which is set to balance the receiving rate and the playing rate. Finally, the video can be decoded
and played back properly at the client.

However, it becomes challenging for today’s Internet to rely on such an architecture to deliver
videos to a large number of users due to the following reasons.

• The traditional media streaming systems use client-serverapproaches to allocate a dedicated
stream from a media server upon each client’s request. However, limited processing power,
memory size and limited out-bound network bandwidth of the streaming server causes a
limitation on the total number of concurrent clients that the system can support [2].

• As IP multicast is not widely deployed and is not generally available as a service for average
end users, most of the existing media distribution systems rely on native unicast protocols
for delivering video. However, unicast is recognized as an inefficient way of delivering
multimedia services to a large number of clients. It not onlywastes the network resources
but also raises scalability issues. The scalability issue results from the fact that adding
Internet-scale potential users requires a commensurate amount of resource to the supplying
server(s).

• Streams need to be transported reliably to the end-user across the Internet. However, the
Internet is designed as abest effort network without considering application’s Quality of
Service (QoS) requirements. Communications between two end points are not guaranteed
and packets may be lost or delayed if they traverse congestedrouters or links. Another
reliability concern arises from the fact that only one type of entity (i.e. video server) is
responsible for all clients. Thus, the server failure may take place due to instant, short- or
even long-term overloads.

• The timing constraint makes the system even harder to design. Besides the timing require-
ments for playing video in time, the media streaming system should be able to detect and
recover from failures quickly, so that the service disruption for the affected nodes is mini-
mized.

Therefore, this thesis focuses on overcoming the problem ofserving multimedia files to a large
number of end hosts distributed across the Internet. A key challenge is to design a system that
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is scalable, efficient and reliable, in the sense of being able to efficiently serve a large number
of concurrent clients with relatively high inbound bandwidth and low start-up delay. In some
circumstances, adaptiveness to available resources alongthe path from the server is required, as
well as resilience to dynamic changes (e.g., network condition changes, membership changes).
This thesis proposes protocols that effectively address the above issues, and uses theoretical and
simulation-based analysis to evaluate their performance.Furthermore, through extensive experi-
mental studies on a real-life Peer-to-Peer (P2P) Video on Demand (VoD) system inferred from its
network traffic, the thesis provides a better understanding of the design requirements for video dis-
tribution systems using P2P technologies. Motivated by these requirements, the thesis integrates
the Peer-to-Peer technology into the proposed framework tobe more resilient and reliable even in
highly dynamic scenarios.

The remainder of the chapter is organized as follows. Section 1.2 provides terminologies used in
the thesis. The primary contributions of this thesis are briefly enumerated in Section 1.3. Finally,
the roadmap of the entire thesis is given in Section 1.4.

1.2 Terminologies

The terminologies used in this thesis are listed as follows:

• Media Distribution – The principle of providing media information and content (e.g., video)
over the Internet in the form of products or services.

• Source – The video service provider or sender. It could be a video stored server or some
video distributed servers in one service domain (e.g., Autonomous system (AS)), which
delivers data traffic to the subscribed video group members.

• Delay Jitter – The variability of packet delays within the same packet stream.

• Content Delivery Network – A set of networked computers cooperate together to transpar-
ently deliver content (especially for supporting a large mount of content) to end hosts across
the Internet [3].

• Application Level Multicast – In contrast to network layer multicast (i.e., IP multicast),
multicasting is performed at the application layer insteadof at the network layer. That is,
in the same multicast session each end host replicates the received packets and forwards to
other end hosts using IP unicast. Therefore, the network routers don’t have to upgrade to
support multicasting.

• Overlay Multicast – A multicast data delivery scheme depends on end hosts or some infras-
tructure nodes to form an overlay network for message control and a multicast tree for data
delivery.
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Figure 1.2: Example of Local Cluster.

• Rendezvous Point (RP) – A server or a proxy assists managing group members and stores
some required information (e.g., performance related metrics).

• Receivers – They are multicast group members who want to receive the data from the source.

• Mesh – An overlay core, which is responsible for group membermanagement and multicast
tree configuration. In this thesis, the mesh is completely formed by selected end hosts.

• Super Nodes – Some end hosts are chosen to manage the multicast group and to relay data
from the overlay core to receivers. Currently, only end hosts can serve as super nodes;
extensions of this work may specify the case when some routers (e.g., first-hop routers) are
used as super nodes.

• Clusters – Relying on each super node, end hosts organize themselves into a core-based
multicast tree [4].

• Out-degree – Available connections, namely, the availablenumber of connections that a
node can establish.

• Uptime – The time duration from a node joining in a multicast session to its leaving the
multicast session.

Within each cluster, there are some terminologies and abbreviations defined as follows:

• Parent – direct upstream node of a node is called the parent ofthat node, for instance, in
Figure 1.2 end host 1.2 is the parent of end host 1.2.1.
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• Parent level nodes (PLN) – nodes (exclusive parent) at the same level as the parent of some
node, e.g., 1.1 and 1.3 are parent level nodes of 1.2.1 in Figure 1.2.

• Child – the direct downstream node of some node, e.g., in Figure 1.2, 1.2.1 is the child of
1.2.

• Children level nodes (CLN) – nodes (exclusive children) at the same level as children of
some node, e.g., 1.1.1, 1.1.2, 1.3.1 are children level nodes of 1.2 in Figure 1.2.

• Siblings – nodes at the same level of a node are called siblings, e.g., in Figure 1.2, 1.1.1,
1.1.2, 1.2.2, 1.2.3 and 1.3.1 are siblings of 1.2.1.

1.3 Contributions

The main contributions of this thesis are shortly enumerated as follows:

• We propose a video streaming architecture based on overlay multicast, as described in Fig-
ure 2.9. To fulfill the requirements mentioned in Section 2.2, we propose an innovative
two-tier framework based on overlay multicast and caching mechanisms.

• The proposed Dynamic Mesh-based overlay Multicast Protocol (DMMP) framework, as one
of the first systematic proposals in this research field, addresses the scalability, efficiency
and deployability issues in the existing approaches. Extensive theoretical and simulation
analysis proves that DMMP has the potential to support large-scale media applications.

• The DMMP+ protocol extends the DMMP protocol in the framework to optimize the data
delivery hierarchy. Two self-improvement techniques are designed to gradually improve the
quality of established overlay hierarchy. The analysis establishes that DMMP+ can assist
the DMMP framework to be more scalable, reliable and efficient in the sense of providing
better data path quality but less control overhead and less packet loss.

• Through exploring the peer-to-peer management mechanismsin Joost, we propose an Interest-
shared Group Management (IGMT) protocol for DMMP, which addresses the resilience is-
sue of DMMP+ in highly dynamic scenarios. IGMT is shown to be efficient and resilient to
dynamic membership changes by allowing nodes to maintain interest-shared groups and to
establish shortcuts in addition to relying on centralized servers to join the group.

Note that in Section 7.2 we will further highlight the scientific achievements accomplished through
the entire thesis.
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Figure 1.3: Thesis Roadmap.

1.4 Thesis Roadmap

The remainder of the thesis is organized as shown in Figure 1.3.

Chapter 2 presents related works. Motivated by the studies on related works, we propose a Dy-
namic Mesh-based overlay Multicast Protocol (DMMP) framework in Chapter 3. Chapter 4 il-
lustrates the modeling of the DMMP protocol and evaluates its performance through numerical
and simulation-based analysis. During the performance evaluation, we observe that the quality of
DMMP-aware data delivery hierarchy may degrade due to dynamic membership changes. Thus,
we propose a self-improved DMMP protocol called DMMP+ in Chapter 5, which gradually op-
timizes the established overlay hierarchy in the DMMP framework. Furthermore, peer-to-peer
technologies have shown the capability of being resilient to dynamic group changes and network
failures. In order to get a better understanding of peer-to-peer management, Chapter 6 first pro-
vides an experimental analysis of Peer-to-Peer (P2P) management in Joost which is one of the
first commercial P2P VoD systems. Then, an Interest-shared Group Management (IGMT) proto-
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col is developed in order to improve the DMMP+’s resilience and robustness in highly dynamic
scenarios. Finally, we conclude the thesis and give an outlook in Chapter 7.



Chapter 2

Related Work

2.1 Introduction

The Internet was not originally designed for supporting multimedia applications. It offers a shared
medium and abest effort delivery to distribute the multimedia content. Compared with the general
Internet services, multimedia applications are typicallysensitive to end-to-end (e2e) delay and
delay jitter but more tolerant to packet loss. More specifically, it needs consistent bandwidth
support, low transmission latency, low network jitter and in-order packet delivery.

There are four challenges in designing a scalable, efficient, and reliable media distribution system
to satisfy the aforementioned needs. Firstly, one major issue of video distribution is to perform the
streaming in a manner that a sequence of constraints∗ should be met. Any data that is delayed dur-
ing the transmission cannot be used at the receiver, that is,the sequence of packets is vital to video
streaming. Generally, it can estimate the available bandwidth and adjust the transmitted video bit
rate to the available bandwidth. In most cases, there are, however, various bandwidth requirements
if a single sender streams data to multiple receivers. Besides the sequence of arriving packets, the
variation in e2e delay (i.e., delay jitter) can affect the quality of streaming video. Secondly, the
medium for delivering video may vary due to dynamic network changes, which causes instability
of the transmission. For instance, wired networks may be affected by network congestion; wireless
channels are influenced by both bit errors and bursty errors [5]. When considering the bandwidth

∗Consider the time interval between displayed frames to be denoted by∆, e.g.∆ is 33 ms for 30 frames/s video and
100 ms for 10 frames/s video. Each frame must be delivered and decoded by its playback time; therefore the sequence
of frames has an associated sequence of deliver/decode/display deadlines:

1. Frame N must be delivered and decoded by time TN

2. Frame N+1 must be delivered and decoded by time TN+∆

3. Frame N+2 must be delivered and decoded by time TN+2∆

4. Frame . . . and so on

8



2.2. Video Distribution Requirements 9

constraints, it should thus focus not only on the amount of available bandwidth but also on the
consistency and quality of the resources. As explained in Section 1.1, current streaming technol-
ogy bypasses the timing problem by buffering a certain amount of content before the media file
can be really played back. Nevertheless, it causes another problem that users have non-sequential
access request [6]. For example, if one user wants to start playing from the middle position of
a video, it is difficult to retrieve this specific playing position by buffering. Thirdly, due to the
fact that today’s Internet is lack of QoS considerations, itmakes the transmission of video more
challenging. There is no dedicated resource reserved for upcoming or ongoing video transmission.
Lastly, there are still some security issues left for media distribution unresolved, such as access
control, data confidentiality in inter-domain communications. Rather than attempting to cover the
entire spectrum of media distribution research, this chapter will discuss related work that is most
relevant to this thesis.

The remainder of this chapter is organized as follows. Section 2.2 identifies the video require-
ments which are very different from any other applications such as file sharing. According to
identified requirements, Section 2.3 presents the media related considerations, and Section 2.4
illustrates some existing media distribution architectures. Section 2.5 gives networking consider-
ations in order to meet the networking requirements mentioned in the Section 2.2. Some security
considerations are provided in Section 2.6. Section 2.7 proposes an overlay multicast-based video
distribution system, in combination with some caching mechanisms to fulfill the above require-
ments as well as to overcome the aforementioned challenges.Finally, a short summary is given in
Section 2.8.

2.2 Video Distribution Requirements

In accordance to the above four challenges, we classify theminto four categories according to
system requirements:

♦ Media related requirements:Before video/audio can be transmitted over a computer net-
work, it must be digitized and compressed. Digitization is necessary because computer net-
works transmit bits, so all transmitted information shouldbe represented in bits. The need
for compression is obvious: uncompressed audio and video consume tremendous amount
of bandwidth and storage. At the receiver side, the processed video needs to be processed
again, for instance, decompression, decoding, synchronization [7]. [8] have introduced sev-
eral methods for the formal synchronization requirements in a multimedia environment.

♦ Architectural requirements: The media distribution architecture plays a key role in thesup-
porting multimedia services. To offer qualified services, it is necessary to consider above
QoS requirements into designing the main architectural components including media server,
network filtering, network monitoring and the client. For example, using a network filtering
can alleviate the impacts on the video quality due to a network congestion. Network mon-
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itoring can be used to periodically report the network status, e.g. bandwidth utility, packet
loss, delay, which are useful to balance the video sending/receiving rate.

♦ Networking requirements:Since Internet’s best effort and unicast service model provides
neither efficient routing nor QoS guarantees for a high-quality video delivery, different net-
working control mechanisms have to be taken into consideration. The previous work on
networking control mechanisms spans all layers of the Open Systems Interconnection (OSI)
networking suite, such as network layer, transport layer and session control layer.

♦ Security requirements:Security issues have becoming more and more serious in everyre-
search field. Without a surprise, there are still some gaps tobe filled in the current multi-
media distribution systems. We emphasize that our main goalhere is not to design a bullet
proof system. Instead, our goal on the security aspect is to provide a simple and efficient
solution which makes the video distribution system not worse and in many cases better than
today’s system.

In the following sections, we present the architectural considerations for supporting video streams
over the Internet, while meeting the above-identified requirements. For each aspect, we first iden-
tify the major existing problems and then investigate potential solutions.

2.3 Media Related Considerations

2.3.1 Video Compression

Transmission of uncompressed video consumes a large amountof bandwidth. To save the resource
and achieve the efficiency of transmission, video must be compressed before transmission. Nowa-
days, video compression depends on a coding/decoding system to standardize the video types [9]
[10] which can be recognized by the receivers. As depicted inFigure 1.1, at the receiver side
the encoded video data is decoded and played back in a proper way. Here, we provide a brief and
high-level introduction on Motion Picture Experts Group (MPEG) type which is the most common
video encoded type and belonging to one of the three open (ISO/IEC) standards [11].

MPEG-1 [12] was originally designed for Video Home System (VHS) quality video on CD-ROM
in 1988. Later, MPEG-1 is considered as a major storage format for a group of videos and
audio, and it does offer excellent streaming quality for the specific bit-rate it supports.

MPEG-2 [13] was published in 1994 and was used to encode video and audio for broadcast
applications. For instance, MPEG-2 is widely used as the format of digital television signals
that are broadcast by cable, direct broadcast satellite TV or over the air. It also specifies
the format of movies, which can be distributed on standard commercial DVD. Typically,
MPEG-2 creates a video stream out of three types of frame data: intra-frames (I), forward



2.3. Media Related Considerations 11

predictive frames (P) and bidirectional predicted frames (B). All of them can be arranged in
a specified order called the Group of Picture(GOP) structure.

MPEG-4 [14] [15] was introduced in 1999 and a standard developed specifically for web stream-
ing media, CD distribution, and conversational services. It integrates most of the merits
of MPEG-1, MPEG-2 standards and other related standards (e.g. WMV). Therefore, it is
capable of representing audio, video, images, graphics andtext as separate objects, and can
even multiplex and synchronize these objects into scenes. Besides, the MPEG-4 standards
provide embedded error resilience capabilities to detect and recover errors, and to visually
conceal the impact of errors by embedded error correction mechanisms.

According to encoding strategy, video compression can be classified into scalable and non-scalable
video coding [16]. Scalable video encoder compresses a raw video into multiple sub-streams. One
of them is base sub-stream and others are called enhancementsub-streams. The base sub-stream
can be independently decoded, and provides coarse visual quality; enhancement sub-streams are
decoded with the base sub-stream together to provide enhanced video quality. According to the
available bandwidth, the receiver adapts to different levels of video quality. A scalable video
encoding provides a compromise solution to meet heterogeneous demands of clients. Differently,
non-scalable video coding only provides different quality levels of encoded video, such as a high-
quality video, a medium-quality video or a low-quality video. Before delivering the requested
video to the user, the server selects a certain quality videoaccording to user’s requirements or
certain service agreement.

More recently, the use of path diversity has been studied as an alternative to provide extra dimen-
sion of adaptability to video services. Apostolopoulos et al [17] proposed a means of simultane-
ously transmitting several sub-streams of the video over different paths, while each sub-streams
encodes a partial description of the video. The video can be decoded correctly, even if some of the
sub-streams are lost. Nevertheless, it may encounter the redundancy problem, which reduces the
transmission efficiency and wastes network resource.

2.3.2 Media Server

After compression, the media server needs to store the pre-processed video data into a selected
storage device. For today’s high-quality video service, the media server needs to consider two
additional aspects: 1) the timing constraints; 2) interactive operations such as play/pause/stop,
fast forward/fast backward. Therefore, three elements are mostly involved: a storage system, an
operating system and a communication system. But in the following context, we only discuss
about the storage systems and operating systems. The communication systems can be considered
as the communicator between the session layer QoS control and transport layer protocols. For
clarification, detailed information about media distribution architecture and protocol stacks will
be respectively shown in Section 2.4 and Section 2.5.2.
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Storage systems

The storage system is responsible for creating and storing video content. The video providers
use various tools to produce the content. One example is video converter, which adds animation
(e.g. advertisement) into certain video format which the media server can stream to the clients.
Another example is using production tool which can optimizethe video for the efficient delivery
over the Internet, depending on the original quality of the material and the capabilities of the client
computers.

Furthermore, a storage system for processed video has otherrequirements including high through-
put, high capacity and error-tolerance [18]. Although large disk capability is already available
for storing a large amount of data, frequent requests and high-throughput needs a more reliable
and flexible storage system. To support large-scale demands, a hierarchical storage architecture
can be suitable. Suppose that videos are stored according tothe “priority” (e.g. regarding its
popularity) in the hierarchical storage architecture. Video files with high popularity, namely, fre-
quently requested video streams are kept on disks or quick access devices; the remainder stays
at the automated tape library. Other possible solutions: 1)Storage Area Network (SAN) [19]
[20]; 2) Network Attached Storage (NAS) [21] are two examples for supporting large-scale video
streaming services. To be resilient to the disk errors, redundant media content should be kept in
the storage system, however, it might waste resources if allvideo files have to be maintained twice.
Obviously, there is a trade-off between the reliability of storage and cost of maintenance.

Operating systems

The above discussions concentrate on the hardware requirements for the media severs, whereas
application requirements are essential to build and maintain an efficient video management system.
In fact, an operating system builds a bridge between the hardware and the applications. It can be
used to support interactive operations besides timing constraints. Existing systems can provide
acceptable playing mechanisms, but interactive operations like VCR are rather difficult to achieve.
Interaction operations require not only an efficient support of media servers but also a high capacity
of alleviating the impacts from the network such as network congestion, packet loss. Moreover,
at the client side the CPU power, memory support and hard diskspace may have influence on the
quality of video service. For an effective and flexible operating system, the above issues should
be taken into considerations. However, operating system related issues will not be investigated in
details as they are application specific requirements.

2.3.3 Video synchronization mechanisms

Besides the server side, some functionalities are necessary to be implemented at the client side,
such as video synchronization within a media player. Based on video synchronization, the clients
are able to present video streams in the same way as the videoswere originally generated at the
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media server. The major issues for media synchronization include how to specify the synchroniza-
tion and where to implement it. Thus, these issues fall into two research branches: intra-media
synchronization, and inter-media synchronization. Thesetwo types of synchronization have tight
connections with three semantic layers of multimedia data:media layer, stream layer and object
layer [22].

• Intra-media synchronization: It reflects the time relationship between presentation units of
one media object. For example, it can represent the time between single frames of a video
sequence. To guarantee the video received with required jitter, throughput and latency, the
time constraints must be kept same across a single continuous media connection. Without
this type of synchronization, the video may pause or stop during the playback.

• Inter-media synchronization: It is more complicated than the intra-media type, and concerns
about the temporal relationships among different continuous media (e.g. audio and video).
A prominent example of inter-media synchronization is the lip-synchronization scenario.
Without inter-media synchronization, the movements of thelip of a speaker don’t match the
presented audio.

Therefore, we suggest usingan integrated methodwith both intra-media synchronization and
inter-media synchronization in order to accommodate videounder the timing constraints. Usually,
three aspects are necessary to be considered: 1) normalizedclock times which represents a rela-
tionship between the clock of the media server and the clocksof the destinations; 2) normalized
relative time-stamps which should be preserved among the media data from the media server to the
destinations; 3) detection of asynchrony which is based on policies to trigger the synchronization
mechanism if the media streams are out of the synchrony.

Basso et al. [23] presented a flexible framework for synchronization of multimedia streams. They
utilize two collaborative modules, a transmitter-driven module and a local inter-media synchro-
nization module, to synchronize the incoming streams. Whenever the first module is not enough
to guarantee a reliable synchronization (e.g. since the encoder does not know the exact timing of
the decoder), the second module provides further assistance to synchronize the media.

2.4 Media Distribution Architecture

Delivering the compressed video while considering aforementioned QoS requirements from a me-
dia server to a number of clients heavily depends on the service infrastructure. Four main ap-
proaches have been proposed to support media distribution services: Content Delivery Network
(CDN), Network Layer Multicast, Application Level Multicasting (ALM) and Peer-to-Peer (P2P)
Content Distribution.
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2.4.1 Content Delivery Network (CDN)

Content Delivery Networks (CDNs) [3], [24] have evolved to overcome the user perceived QoS
issues when users access a remote media content. In general,the CDNs replicate the content
from the original media server to a set of cache servers and place some of the cache servers at the
network edge, close to any receiver. The cooperation among the cache servers allows distributing
video to end users in a reliable and timely manner.

The main idea of using CDNs is to offer fast and reliable applications and services by maximizing
the system bandwidth, improving the accessibility and maintaining the robustness through content
replication. A CDN may compose the following four infrastructures:

• Content Delivery infrastructure: The content delivery infrastructure consists of the original
content server and the cache servers that deliver copies of the content to end hosts.

• Distribution infrastructure: The distribution infrastructure transports contents from the orig-
inal server to cache servers and ensures consistency of the video contents in the caches.

• Request-routing infrastructure: The request-routing infrastructure is mainly responsible for
directing clients’ requests to the appropriate edge servers. Thus, it needs to periodically
contact with the distribution infrastructure to track the updated content stored in the CDN
caches.

• Accounting infrastructure: The accounting infrastructure maintains records of client ac-
cesses and the usage of the serving CDN servers. The information is used for traffic report-
ing and usage-based charging.

Penget al. [3] presented an overview of CDNs, which included the critical issues involved in
designing and implementing an effective CDN, and gave a survey of selected approaches to ad-
dress these issues. Vakaliet al. [24] presented a survey of existing CDN architectures and several
popular CDN service providers. Differently, this survey was intended to provide an understand-
ing of the CDN framework and its functionalities. Dilleyet al. [25] provided an insight into
the overall system architecture of the leading CDNs, so-called Akamai, [24], [26]. It gave an
comparison of existing content delivery approaches and highlighted the features of the Akamai
network infrastructure and its operational functions. Besides, it identified the technical challenges
while constructing a global CDN like Akamai. Pathanet al. [27] provided a more comprehensive
survey in terms of organizational structure, content distribution mechanisms, request redirection
techniques, and performance measurement methodologies. Recent studies have focused on how
CDNs can support efficient content delivery to large-scale network users.

Besides the efficiency requirement, content replication is designed to improve the scalability of
a media delivery system. It has some objectives, such as a reduction of the end-to-end latency
for clients, and a reduction of bandwidth occupation on the underlying network links. To achieve
these goals, caching and mirroring are commonly used. Nevertheless, they face a more critical
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problem of determining replica locations, i.e. how many replicas should be placed and where to
place them. Therefore, content replication may not be feasible in the case of supporting a large
amount of video data but low resource utilization.

To summarize, the cost of CDNs infrastructure setup and administration is expensive, and in the
near future CDNs still face scalability and efficiency issues, if content providers and end users
seek to receive high quality content [27]. Therefore, in this thesis CDN-related technologies will
not be further investigated.

2.4.2 Network Layer Multicast

Multicast is yet another solution which has emerged as an efficient mechanism for supporting
media distribution services. In the past few years, IP multicast was regarded as the most efficient
technology for one-to-many, many-to-many or many-to-one data transmission.

In this section, we briefly describe the native IP multicast protocols, namely, Distance Vector
Multicast Routing Protocol (DVMRP), Multicast Open Shortest Path First (MOSPF), Protocol
Independent Multicast (PIM) and Cored Based Trees (CBT). While IP multicast is not widely
deployed due to its technical and operational issues, lessons and experiences learned from these
existing approaches are very essential towards building anefficient media distribution system.

Distance Vector Multicast Routing Protocol (DVMRP)

DVMRP is the first multicast protocol proposed in 1988 [28], which extends the unicast distance
vector routing protocolRouting Information Protocol (RIP)to support multicasting. However,
it builds its own multicast routing table based on which it constructs areverse path forwarding
tree. Originally, it was assumed that the group members are densely distributed over a network
and therefore uses a broadcast and prune mechanism. DVMRP routers flood datagrams to all
interfaces except the one that provides the shortest unicast route to the source. If there is no
multicast subscribers in a certain subnetwork, the designated router will request its upstream router
and accordingly it will be pruned from the tree. Obviously, this approach does not scale well due
to its inefficient routing management and data delivery.

The main reason why DVMRP fails to provide multicast services for a large-scale group is because
it depends too much on the particular unicast routing protocol, RIP.

Multicast Open Shortest Path First (MOSPF)

Later, the Routing Information Protocol (RIP) was replacedby a link-state routing protocol named
Open Shortest Path First (OSPF). The MOSPF protocol was a multicast extension to OSPF and
proposed in 1994. In this approach, all routers in a routing domain (e.g. AS) have a complete,
up-to-date information of the underlying topology and all group members. The computation of



2.4. Media Distribution Architecture 16

the shortest path uses Dijkstra’s algorithm, but the distribution of the link-state packets relies on a
reliable broadcasting mechanism so-called flooding, whichis however not scalable for wide area
network like the Internet.

MOSPF is incapable of providing large-scale multicast services over the Internet because it still
heavily relies on a specific unicast routing protocol and thus it raises a strong concern on the
scalability.

Protocol Independent Multicast (PIM)

PIM appears to be the most widespread network multicast protocol [29]. It provides two different
modes of multicasting [30]: 1) dense mode (PIM-DM) [31] where the session is used for a high
node density; 2) sparse mode (PIM-SM) [32] in which the density is low. PIM-DM utilizes a
shared tree, that is, several routers are connected into a data delivery core which is shared by
all source hosts. PIM-SM starts with a shared tree as well butit has the ability to switch into a
source-specific tree. For both PIM-DM and PIM-SM modes all data packets from the source will
be forwarded cross a centralized point, usually called Rendezvous Point (RP).

Note for there are two extended modes, namely BidirectionalPIM and PIM Source Specific Mul-
ticast (PIM-SSM). The Bidirectional PIM does not build a shortest path tree and can scale better
than PIM-SM because it requires no source-specific state. However, it may have much longer e2e
delays than that of PIM-SM. The PIM-SSM protocol builds a single-source tree, offering a more
secure and scalable model for supporting a limited amount ofapplications (such as TV broadcast-
ing) [33].

Cored Based Trees (CBT)

To make IP multicasting more scalable, Core Based Trees (CBT) is proposed to construct a tree
of routers [4]. The main difference of core-based trees from other multicasting schemesis that the
routing tree comprises multiple “cores”. The locations of the core routers are statically configured
and other routers are added by extending branches of the tree. Therefore, it is perceived as a spare
mode protocol. Unfortunately, it depends on the same root for all source-based distribution and
defines a complex algorithm to construct and maintain the shared tree. Because of being lack of
deployability, CBT is not any more under current use.

2.4.3 Application Level Multicasting

Unfortunately, applications of network layer multicast (i.e. IP multicast) for worldwide media
distribution services remain limited due to several problems, even if many routers could be up-
graded to support multicast. Those issues include: a lack ofappropriate charging models, no
scalable inter-domain routing protocol and little supportin access control and effective network
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management [34], [35]. To solve these issues, various application level multicast solutions have
been proposed in order to move the multicast support out of the network core. They can be largely
classified into two categories, namely, Application Layer Multicast (ALM) and Overlay Multi-
cast (OM), due to their differences in overlay construction and membership managementfor a
multicast group.

In a typical ALM approach, end hosts form a virtual overlay network, and multicast delivery struc-
tures are constructed on top of the overlay. As an extension to ALM, the OM approach employs
some explicit routers as overlay proxies for obtaining and utilizing the knowledge of underlying
network topologies. Media distribution systems can benefitfrom overlay networks as a result of
the following characteristics: adaptation, self-organization, fault-tolerance, availability through
massive replication, and the ability to construct dynamic meshes and harness large amounts of
resources.

Both application layer multicast and overlay multicast have to construct an overlay hierarchy on
the top of underlying network topology, and therefore we first discuss the possible ways in which
an overlay construction takes place, and then identify the main features of current Application
Layer Multicast (ALM) protocols and Overlay Multicast (OM)protocols, which are the two cate-
gories of the application level multicast.

Construction of Overlay Hierarchy

The construction techniques for an overlay hierarchy can beclassified into five categories: cen-
tralized, tree-based, mesh-based, hybrid and special logic structures.

• Centralized structure: In this approach, a tree manager node or central controlleranswers
for computing a Minimum Spanning Tree (MST) based on application-specific performance
metrics (e.g. end-to-end latency, available bandwidth). For example, ALMI [36] measures
round-trip times (RTTs) experienced by group members, since latency is critical for many
applications and is also relatively easy to monitor. Although the efficiency of ALMI multi-
cast trees approximates the efficiency of IP multicast trees, ALMI has a limited scalabilityas
it can only support tens of members in a group. Theoretically, with the centralized approach
it is easy to perform overlay routing, since all group information can be managed by the tree
manager node. However, loops and partitions might still occur, e.g., when some packets are
delayed or lost by some members, which will inevitably breakup the tree-like connections.

• Tree-based structure: Group members self-organize into a tree structure, based on which
group management and data delivery will be performed. The main advantages of tree are
easy implementation, small maintenance costs and a good scalability. However, tree struc-
ture has fundamental limitations both for high bandwidth multicast and for high reliability.
The former difficulty results from the fact that bandwidth will be monotonically declined
along the tree; for instance, a member in OMNI [37] receives data only from its upstream
node and the data reception rate of this member cannot be higher than that of its upstream
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node. It is even more difficult in the core network where each Multicast Service Node
(MSN) is responsible for data delivery to a whole cluster. That is, any packet loss caused at
the upstream part of the tree will reduce the bandwidth available to downstream receivers.
The second limitation is caused by single node failures or loops, which can partition the tree
and eventually disrupt communications among the members.

• Mesh-based structure: In contrast to tree-based structure, a mesh use multiple links be-
tween any two nodes [38]. Thus, the reliability of data transmission in a mesh is relatively
higher. Before transmission, a link evaluation is usually required to select ”better quality”
links from the mesh in order to achieve the efficiency of data delivery. However, the cost of
maintaining such a mesh is much larger than maintaining a tree. So far, large-scale groups
usually use tree while small or medium-sized groups use mesh.

• Hybrid structure : Some approaches such as TOMA [39] propose two-tier overlaymulti-
cast architecture, where some service nodes or special proxies are strategically deployed in
the overlay network. Besides, group members construct a core-based P2P multicast tree with
other end hosts close by. Taking both advantages of tree-like and mesh-based structures, hy-
brid structure may efficiently deliver the multicast services to large groups. However, it still
encounters some difficulties with achieving the flexibility and good performance.

• Special logic structure: In this approach, a special logic structure is required to organize
the multicast group nodes through (re)mapping. For example, CAN (Content-Addressable
Network) [40] maps a virtual d-dimensional space into several zones. In this d-dimensional
coordinate space, two nodes are neighbors if their coordinate spans overlap along d-1 di-
mensions and joint along one dimension.

Figure 2.1 depicts an example 2-d space with seven nodes. Here, node 4 is a neighbor
of node 3 because its coordinate space alongy-axis overlaps with 3’s and itsx-axis joints
with that of node 3. Moreover, node 1 is not a neighbor of node 3as its coordinate joints
with 3’s both inx-axis andy-axis. This purely logic neighbor structure is sufficient to route
between two arbitrary nodes in the space: A CAN node routes a message by simply greedy
forwarding to its neighbor with coordinate closest to the destination coordinate. The special
logic structure is assumed to scale better than tree- and mesh-based structure, and requires
no explicit routing algorithms. Furthermore, the number ofstatus information kept in each
node is reduced via using the logic structure. Nevertheless, the logic structure after mapping
may not well utilize the underlying network capabilities.

Application Layer Multicast

Since several researches on ALM protocols have been proposed, in this section we give a sys-
tematic survey of some typical application level multicastapproaches. We first illustrate their key
ideas and then identify the major issues that have not yet been addressed or required for further
investigations.
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Figure 2.1: Example of 2D Coordinate Space with 7 Nodes.

End System Multicast (Narada)

The End System Multicast (ESM) [41] is entitled to be one of the first application level protocols,
which demonstrates the multicast functionality could be implemented at the application layer. The
success of ESM owes to that it only focuses on small groups, which evades the scalability and
control overhead problems since the group size is limited.

It constructs and refines a source-rooted multicast tree in two steps. First, it builds a fully con-
nected mesh and tries to ensure that the mesh has some desirable performance properties. Then, it
utilizes a distance vector routing algorithm to build the spanning trees of the mesh. Each tree can
be periodically optimized for each source by adding/deleting overlay links.

To ease the membership management, Narada defines a Rendezvous Point (RP) to maintain the
status information of all group members. The information isalso used to bootstrap the newly
joining members. For example, when a newcomer wants to join the multicast group, it firstly
contacts the RP to get a list of group members who have alreadyjoined the mesh. From this
list, it randomly selects a subset of members and attempts tojoin as the neighbor of them. The
joining procedure continues until at least one of these members accepts the newcomer as their
mesh neighbor.

After joining the mesh, the new member immediately starts exchanging refresh messages with
its mesh-neighbors. Each member of Narada needs to maintaina list of all other members in
the group and to periodically exchange its knowledge of other group members with its neighbors.
Distribution of such state information about each member toall other members leads to a relatively
high control overhead. Thus, Narada protocol is effective only when the multicast group size is
small or medium.

Considering the data delivery plane, Narada constructs spanning trees on the top of the mesh.
When a newcomer joins, or when some failures occur in the mesh, a random set of mesh edges are
added into the mesh. Similarly, some inefficient links can be dropped when new links can provide
higher performance in terms of e2e latency. In this way, Narada can be perceived as a refinement-
based protocol that refinements can be periodically made to improve the quality of data delivery
paths. To avoid frequent adding/dropping links, the gain of refinement has to be significant before
changing a mesh link.
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Currently, ESM has been deployed to support media streamingapplication [42] over the Internet.
Due to its deployment in the reality, we will choose it as the deployability benchmark of our
performance studies in Section 4.4.

NICE+ PRM

NICE [43] proposed a completely different method of overlay construction from Narada. It is a
cooperative framework using a distributed algorithm through which nodes are self-organized into
a top-bottom hierarchy. Each member must join the lowest layer and a distribution clustering
protocol at each layer partitions these members into a set ofclusters. Only one node of each
cluster can be elected as the leader to join into the next higher layer. Usually, the leader locates
geographically at the core of the cluster. Layer zero contains all nodes, while the highest layer
contains only one end host. The layered design simplifies themembership management and helps
it scale better.

Similar to Narada, NICE uses a RP to help bootstrapping newcomers. A newly joining member
firstly contacts with the RP which sends back a list of all members of the highest layer. By
probing each of them, the newcomer finds the ”closest” one andcontacts it to get a list of all other
available cluster members at the lower layer. This process iterates until the new host joins the
specific cluster at the lowest layer, namely, layer zero. Furthermore, each leader at any layer must
periodically check the size of the cluster. If the cluster size exceeds a pre-defined threshold, the
cluster splits itself into two same-sized sub-clusters. Ifthe cluster size is far beyond a pre-defined
threshold, it merges with another small-sized cluster. Fordata forwarding, each member replicates
and forwards the received packets to its neighboring clusters (except from which it receives the
packet) of which it is a member at that layer. In this forwarding mechanism, a NICE host can have
as many asO(klogN

k ) peers along its data path.

For a group size of 32 members, NICE has low link stress, improved or similar end-to-end la-
tencies, and better resilience than Narada [43]. However, each newcomer joining the group must
estimate the end-to-end latency from the top layer till the lowest layer. Such a joining mechanism
may raise three concerns: 1) the control overhead might be very high; 2) prolonging the packet
delivery; 3) being weak to single node failures (e.g. the node at the highest layer).

To overcome the second and third weakness, Probabilistic Resilient Multicast (PRM) [44] was
proposed to handle the case especially when there are high packet loss and host failures. PRM
aims at improving data delivery ratios by both proactive andreactive mechanisms. The proactive
component uses a simple, low-overhead randomized forwarding mechanism. Each overlay node
periodically sends a few extra packets along randomly selected overlay edges. Thus, the overlay
nodes can receive data through randomly selected edges if there is a failure occurs at a certain
part of the multicast tree. In the reactive mode, overlay nodes calculate gaps between the sequence
numbers of received packets to detect missing data. In fact,the proposed data recovery mechanism
can be applied into other ALM solutions since it is independent from overlay hierarchy. Never-
theless, the proactive mechanism introduces much higher overhead, whereas reactive mechanism
requires much longer time to detect and recover from the failure.
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Note that NICE is demonstrated to have a good scalability andone of our main targets is to design
a scalable media distribution system. Therefore, NICE is selected as the second benchmark for
the performance studies in Section 4.4.

HMTP

Host Multicast Tree Protocol (HMTP) [45] is the first hybrid approach of network layer multicast
and application layer multicast, which interconnects IP-multicast-enable islands using application
layer multicast solutions. Within each island, native IP multicast is used to deliver data. Then,
data encapsulated in UDP packets flow from one island to another through tunnels established by
some designated members (e.g. proxy).

HMTP belongs to tree-first structure (c.f. Section 2.4.3), where each member tries to find its parent
on a shared tree. New member joins the group by searching a partial list of existing members to
find a qualified parent (in terms of having a low e2e latency). In this case, each newcomer searches
from the root and sets the root as its potential parent. From the root and its direct children, the
newcomer chooses the “closest” one as a new potential parent. The procedure continues until the
new joining member reaches a leaf node or a node that is closerthan any other neighbors. The
main idea behind HMTP is, in some sense, similar to the Greedyalgorithm [46] in which each
member tries to attach to the tree as near as possible so that the end-to-end delay can be alleviated.
Unfortunately, the attached parent may not be the best choice for the newcomer since it searches
only a small part of the tree.

Through periodic message exchanges, neighbors’ states areupdated at each node, which includes
the root path information of its neighbors. Keeping the rootpath information can not only quicken
recovery procedure, but also facilitate the recovery procedure. When a member leaves the group,
it notifies its parent and children. Upon receiving the leaving notification, each child looks for a
new parent from its root path.

For any tree-based multicast protocol, two issues are noteworthy: 1) loop problem; 2) triangle
optimization. Instead of applying loop avoidance, HMTP uses a reactive approach called loop
detection and resolution. Once a loop is found, the member within the loop stops passing its root
path to its downstream nodes. Afterwards, it breaks the loopby leaving its current parent, and
rejoins the tree from the root. Obviously, such a mechanism requires a long recovery time since
the rejoining procedure starts from the root.

Another issue in tree-based multicast protocols is triangle optimization problem. HTMP develops
a heuristic to handle this issue. Figure 2.2 depicts how HTMPcan solve the triangle problem. In
this example, nodeX is assumed as a newcomer and it has found the nearest node, saynodeB,
based on a lookup operation. Without performing the triangle optimization,X will attach to node
B, as shown in (b). However, the partial tree in Figure 2.2-(b)is not optimized as nodeX locates
between nodeA and nodeB, which is also known as triangle problem. Then, HMTP addresses
this problem by informing nodeX the distance between nodeB and nodeA, d(A, B). Based on
this information,X will try to attach to nodeA if d(A,X) is smaller thand(A, B). After X attaches
to nodeA, nodeB may perform a refinement depending on the available out-degree of nodeA, as
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Figure 2.2: Triangle Optimization in HMTP.

shown in Figure 2.2-(c).

Overall, HTMP aims to be a simple and scalable overlay multicast routing protocol. However, it
only takes e2e delay as the performance metric to build a shared distribution tree and therefore it
cannot support high-bandwidth media distribution services. Furthermore, there is no considera-
tions on heterogeneous capabilities of nodes.

HostCast

HostCast [47] is a typical example of refinement-based protocol, which is very similar to HMTP
except for explicit mesh construction and additional bandwidth considerations for multimedia
applications. It is designed for supporting single-sourcedelay sensitive applications like media
streaming.

Figure 2.3 shows an example of HostCast-aware data deliverytree (Figure 2.3-A) and its corre-
sponding control plane (Figure 2.3-B) respectively. Meanwhile, the solid links represent as pri-
mary root paths and dotted lines connect the group members with their backup parents. In order
to achieve a quick convergence and a good recovery capability, some classified relationships (e.g.
potential parents) are defined among group members.

(A) (B)

Figure 2.3: Data Delivery Tree and Control Plane in HostCast.

Initially, a new member sends aJoin Requestmessage to its potential parent, usually the root.
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The potential parent replies with its current children’s addresses and an indication of acceptance
or rejection. If the request fails, this potential parent will be stored in a list called non-potential
parent list. The non-potential nodes are sorted according to their e2e delay to the new joining
member.

Like in HMTP each HostCast member keeps a member list of its primary root path to avoid loops
in the data delivery tree. Each time, the potential parent needs to validate whether the requestor is
already located in its primary path or not. Besides using theprimary root path, HostCast defines a
secondary root path to maintain additional neighboring information.

The outstanding feature of HostCast is deploying a simple method to obtain the knowledge of
the underlying topology, which can be used to meliorate the quality of established multicast tree.
To gradually find better root paths while keeping the scalability, HostCast uses path estimation
method that the root (multicast source) periodically generates a small fixed-size probe packets to
its children along the mesh. If a node receives a probe packetfrom its primary parent, it duplicates
the packet and forwards the probe to its own children. Each probe packet carries a timestamp
to estimate the delay and a weighted measurement to detect the available bandwidth along the
root path. However, since the obtained knowledge is coarse and usually out-of-date in a highly
dynamic scenario, the multicast tree is far from optimal.

The second feature of HostCast is relying on two refinement mechanisms to gradually improve the
system performance: 1) switching primary parent; 2) substituting primary parent. An end-to-end
delay measurement is employed to determine which type of therefinement should be chosen.

For data delivery, HostCast sets up anoverlay routing tableat the application layer of each group
member. Whenever a member receives multicast packets, it duplicates and forwards the packets to
its children in the data delivery tree. If the maximum numberof children which a node can handle
is k, the maximum number of peering relationships (primary and secondary), which a node has to
maintain (i.e., control overhead) isk2 + k. In reality, the control overhead is quite high even for a
small group.

Overlay Multicast Protocols

The reason why application layer multicast is less efficient is that the overlay topology is always
“randomly” connected without carefully considering the underlying network topology. A possible
solution will be accurately matching the underlying network topology. Nevertheless, we have to
consider that gathering more accurate topological information comes with a high cost. To balance
the tradeoff between the efficiency of multicast tree construction and estimation costs, topology
probing techniques have been introduced into the multicastcommunity. Several techniques are
designed to collect the underlying information, for example, using network tomograph [48].

Alternatively, an “overlay backbone” infrastructure is proposed to implicitly gain the knowledge
about the network topology. Figure 2.4 shows an example of anoverlay multicast framework.
Some explicitly deployed intermediate proxies or entitiesform the overlay backbone to allow
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more efficient membership and multicast tree management. The basic concept behind the overlay
multicast approaches has been introduced in Chapter 1. In the following sections, we will present
three representative overlay multicast protocols.

Figure 2.4: High Level Overview of Overlay Multicast.

Overcast

Overcast [49] targets at constructing an bandwidth-efficient distribution tree without knowing pre-
cise topology information of the underlying substrate network. It mainly depends on an overlay
network to perform the multicast functionality, which consists of a cluster of nodes strategically
placed in an existing network fabric. Towards fast convergence, Overcast uses a simple protocol
to track the global status of the dynamic distribution tree.

The goal of Overcast’s tree algorithm is to maximize bandwidth to the root for all nodes. Different
from latency oriented optimization in aforementioned ALM approaches, Overcast tries to place
the newcomer as far from the root as possible. In Overcast, the root is responsible for storing the
statistical information of each node and updating the information by periodic update messages.
Each node periodically contacts its relatives (i.e.sibling, parent, and grandparent) in the tree. To
avoid loops, each node keeps an ancestor list. If the child fails to contact its parent within a limited
time, the parent will assume the child as a “dead” node.

Overcast utilizes a “up/down” protocol to keep track of which nodes are upstream nodes and which
nodes are downstream nodes. To limit the control overhead, each node only checks its direct parent
node. When a failure occurs, it is, however, not easy for OverCast member to find a new parent.
Even by maintaining the whole path from the source to a certain node, the node cannot quickly
find a new parent since the capacities of potential parents may have been already occupied.

The frequent message exchanges used for tracking the statusof the relatives lead to a high over-
head, and therefore Overcast cannot support large-scale services. Besides, its deployability is
limited by the availability of the deployed cluster nodes atthe network fabric.

OMNI
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OMNI [37] is one of the first overlay multicast infrastructures proposed for enabling real-time
applications, and thus it puts most concerns about the overlay core construction. The OMNI
infrastructure deploys a set of Multicast Service Nodes (MSNs) within a network in order to effi-
ciently support real-time media streaming applications. The OMNI scheme formulates the overlay
network construction as optimizing a latency degree-bounded spanning tree problem. They also
identified using a linear integer-programming formulationto solve it.

During initialization, each new MSN starts to join the OMNI from the root by firstly measuring
the unicast latency between itself and the root MSN. To be adaptive to dynamic network changes,
OMNI presents some relevant refinements required for overlay multicast maintenance, including
local transformations and probabilistic transformations. To our best knowledge, OMNI is the
first proposal which describes adaptive operations in such detailed way, i.e. same layer transfer,
different layer swap, despite that some fundamental refinementshave been proposed in [45], [47].

Although they claimed the reason why they only consider the overlay latency between the root
MSN and each MSN, it is not convincible to rely on such an overlay structure to support high
bandwidth media distribution services. Furthermore, the tree structure may not be the best choice
for streaming media services since the bandwidth is limitedfrom upstreaming nodes to down-
stream nodes [50].

TOMA

TOMA [39] is mainly derived from Bi-dirEctional AggregatedMulticast (BEAM) [51] which is
used to improve the state scalability of IP multicast in backbone domains. In TOMA, multiple
multicast groups can be aggregated at the incoming edge routers in order to share a single distri-
bution tree and de-aggregated at the outgoing edge routers.By doing this, these core routers are
fully utilized through establishing a per-aggregated treeinstead of a per-group tree. This scheme
can not only significantly save network resources but also reduce the cost of building multicast
trees for each service.

They proposed a Two-tier Overlay Multicast Architecture (TOMA) to provide scalable, efficient
and practical multicast support for multiple group communication applications. In the TOMA
architecture, Multicast Service Overlay Network (MSON) isadvocated as the backbone service
domain, where some overlay proxies are strategically placed to form an overlay network. Within
this overlay network, the aggregated multicast approach isadopted to enlarge the resource utility.
The main contribution is that TOMA takes advantage of sharedoverlay domain to support multiple
groups instead of a single group. Obviously, there is a trade-off between bandwidth waste and
efficient aggregation: the more bandwidth scarifies, the more groups share one tree and thus better
aggregation can be achieved. In access network, it simply uses core-based approach to construct
peer-to-peer multicast tree.

For group management, an overlay aggregated multicast protocol, OLAMP, is manipulated among
overlay proxies. Several control messages are defined for MSON management. Actually, TOMA
only concentrates itself on overlay backbone constructionand maintenance, like in OMNI. Each
member proxy contacts with host proxy when it decides to relay a join request for a group. After
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performing the group-to-tree matching, the host proxy findsor computes an appropriate tree for
the group and sends back to the requester. Similarly, the member proxy sends aleavemessage to
the host proxy when there is no end users attached. After triggering the group-to-tree matching,
the host proxy may remove the group-tree mapping or remove the whole tree if there is no other
groups mapped onto it.

Once an end host sends a packet to the group, the other membersof its local cluster including
the member proxy will firstly receive the packet. Then, this local member proxy replicates and
forwards the packet to other member proxies along the aggregated multicast tree. Thus, TOMA is
not a source-specific multicast solution but can be initiated by any source.

The two-tier architecture is regarded as a suitable solution for application level multicast because
the constructed multicast tree is more efficient based on the knowledge of underlying topology
obtained by overlay proxies, and each local domain limits the control overhead of membership
management. However, the overlay backbone is not built on-demand, which degrade performance
over time even if the MSON can be correctly maintained. Additionally, TOMA takes little consid-
erations on multicast approach in Access Network, besides the core-based P2P trees within each
cluster. Unfortunately, the constructed multicast trees may unavoidably share the bottleneck links
in the underlying network, i.e. the ”last-mile” access linkat the Internet Service Provider (ISP).

Summary of Application Level Multicast

So far, we provided an overview of Application Level Multicast solutions by introducing some typ-
ical approaches. To summarize the above investigations, welist the features of ALM approaches
as follows:

• Efficiency of data delivery

In most cases, the data is delivered from one end host to another by IP unicast. Thus,
redundant traffic and prolonged e2e latency are unavoidable. The efficiency of ALM can
not compete with IP multicast. Even for the overlay multicast approaches, they can not
achieve commeasurable performance as IP multicast becauseOM actually still depends on
ALM (e.g., application layer multicast tree within each cluster).

• Easy implementation

ALM and OM shift multicast functionality from core routers to end systems and sometimes
overlay proxies, without relying on the IP multicast (e.g. IP multicast-enabled routers).
Although they are not efficient as IP-based multicast, they can be easily deployed into the
current Internet and provide reasonable application performance.

• Scarce knowledge of underlying topology

Unlike network routers, end hosts have either limited or even no information about the
underlying topology. However, it is the key challenge for overlay construction. OM tries
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to address it by using overlay proxies to obtain the knowledge about underlying topology.
However, this causes other problems such as overlay proxiesmisplacement, the high cost
for overlay proxies management.

• Resilience

End hosts are not comparatively stable as routers such that it is important to find an effective
mechanism to recovery from failures. When we consider failure recovery mechanism, it is
even harder to be performed in ALM approaches. As two completely uncorrelated overlay
links may traverse several times through the same underlying links, it is difficult to select
the backup paths.

• Scalability

For many applications, multicast is a suitable solution forone-to-many or many-to-many
data distribution model. But for some others applications,i.e. real-time news or stock tick-
ets, a solution that scales to large groups is necessary. Although some end system multicast
solutions are proposed to overcome the scalable issue, moreextensive studies as well as real
tests are needed to better understand their properties.

• Capacity constraints

Compared with routers, end hosts have limited processing power and available bandwidth,
which constraints the branching degree in the delivery structure. In addition, the hetero-
geneity of end hosts make this problem more complex.

• Adaptivity

In application level multicast sessions, each end host may join or leave the group at will.
However, it does not happen in IP multicast because the non-leaf nodes in the delivery tree
are routers which do not leave the multicast tree frequent orungracefully. The dynamic
changes may have a great impact on the overlay construction (e.g., a part of the overlay
may be partitioned from the entire hierarchy). Therefore, in ALM another challenge is to be
adaptive to network condition changes.

Generally, ALM and OM approaches take advantage of overlay networking techniques to address
the deployment issues of network layer multicast. Due to itsefficiency and incremental deploya-
bility, overlay multicast is considered as one of the most promising techniques to support media
applications, providing information dissemination across different administrative boundaries (e.g.
AS) and various platform for heterogeneous dynamic user groups [52]. Furthermore, we provide
four tables in Appendix A to summarize above studies on application level multicast.

2.4.4 Peer-to-Peer Content Distribution

Content distribution on the Internet uses many different service architecture, ranging from central-
ized server-client mode to fully distributed peer-to-peermode. The recent widespread use of peer-
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to-peer applications such as Gnutella [53], peer-to-peer (P2P) IPTV [54] indicate that peer-to-peer
content distribution systems can provide more resilience and higher availability than server-client
media distribution systems.

During the last few years, IPTV has been gaining a tremendouspopularity, identified by the in-
creasing number of operators that provide media distribution services to residential users. Most of
the traditional IPTV systems rely on Content Delivery Network (CDN) or deploying a set of local
streaming proxies in every service domain. Relying on CDN networks (i.e., Akamai), Youtube
[55] is the market leader in online sharing videos over the Internet. While these systems offer a
means for media delivery and streaming, as identified in Section 2.4.1 they also pose a significant
performance challenge in terms of scalability and service delay as the number of clients increases.
For instance, Saxenaet al. [56] showed that YouTube might have very high service delaysfor most
popular services since it always retrieves video content ata constant rate at any stages. To solve
these issues, P2P technologies have been applied to supportIPTV systems, namely, P2P IPTV
systems. These systems capitalize receiver’s bandwidth toprovide services to other recipients and
only rely on IP unicast.

Figure 2.5: Example of Peer-to-Peer Media Distribution System.

Nowadays, the capacity of arbitrary peer (e.g. client’s computer) can be comparable to that of a
server in terms of processing power, memory size and storagesize, that is, a peer can act both as a
server and as a client. As shown in Figure 2.5, end hosts act as“server”, “client” and “forwarder”.
Each end host is called a peer and data is replicated at each peer and forwarded to other peers. Dif-
ferent from general P2P file sharing, P2P media distributionsystem poses more stringent resource
requirements for real-time media transmission. A straightforward way of building such a system
is to use application level multicast which has been presented in Section 2.4.3.



2.4. Media Distribution Architecture 29

The main difference between a P2P media distribution system and application level multicast-
based media distribution system is peer management. In the former type of system, peers are
organized in a more flexible and self-disciplined way, not necessarily a dedicated structure. In
ALM systems, peers need to maintain a kind of order or structure (as described in Section 2.4.3)
to help transmitting media data among users.

Peer-to-Peer Network Structure

The peer-to-peer network can be categorized into three classes according to the hierarchy structure:
1) unstructured; 2) structured ; 3) hybrid infrastructure.

• Unstructured:The placement of video content is completely unrelated to the overlay topol-
ogy. In an unstructured P2P network, video files need to be located. Searching mechanisms
vary from straightforward force methods, such as flooding the network with propagating
queries in a depth-first manner till the file is located, to more sophisticated and resource-
saving strategies that use random walks and routing indices[57], [58]. Here, routing indices
refer to the tables of information about other nodes, which typically provide a list of neigh-
bors that are most likely to be “in the direction” of the videocontent according to the query.

Unstructured systems are generally more suitable for highly-dynamic node populations. The
representative examples include Napster, Publius [59], Gnutella [53], Kazaa [60], Edutella
[61], as well as others. The searching algorithms deployed in these unstructured systems
imply the availability, scalability and persistence issues.

• Structured:Structured networks have emerged in an attempt to address the scalability prob-
lems that unstructured systems were faced with. In structured networks, the overlay topol-
ogy is strictly controlled and video files are placed at precisely specified locations. Through
a mapping between the video content and the location (e.g. node address), queries can be
efficiently delivered to the specific nodes with desired video. However, a fundamental weak-
ness of structured systems is that it is difficult to maintain such a structure in case a large
number of transient nodes join or leave the system.

Typical examples of structured systems are Chord [62], CAN [63], PAST [64], and Tapestry
[65].

• Hybrid: Another category of P2P networks between structured and unstructured are referred
as hybrid networks. Although the locations of video contentare not completely specified,
they may be impacted by routing requirements. A example of such a hybrid network is
Freenet [66] in which files are identified by unique binary keys. These keys are generated
based on a hash function on a short description of the original owner. Its main focus is taken
on security, publisher anonymity, deniability, and data replication for availability.
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Peer-to-Peer Content Distribution Systems

In this section, we introduce some selected P2P content distribution systems which are the repre-
sentatives of aforementioned structures.

Gnutella

Gnutella is a typical example of decentralized unstructured P2P network. Like most peer-to-peer
systems, Gnutella builds a virtual overlay network with itsown routing mechanism, allowing users
to share content with other peers. There is no centralized coordination in the network and users
connect directly with each other through the software application that performs both as client and
server.

Gnutella relies on an application level protocol to supportthe communication between servants
[67]. It provides four types of messages to manage the group:

Ping A request for an arbitrary host to announce itself.

Pong A reply to the Ping request, which contains the responder’s IP and port, and the number and
size of the shared files.

Query A lookup request which includes a search string and the speedrequirements of the respon-
der.

Query Hits A response to the Query message. It carries the responder’s IP, port and speed, the
number of matching files, and the indexed results set.

The original Gnutella architecture uses a “flooding” mechanism to deliverPing andQuerymes-
sages. To limit the overspread of the network, each message header consists of a Time-To-Live
(TTL) field. Once the value of this field reaches zero, the message is dropped. The scalability
issues arose from the fact that using TTL largely limits the area where the message could reach.
In order to locate a file in an unstructured system such as Gnutella, nondeterministic searches are
the only option since the peers have no way of finding files by guess or random selection.

Chord

Chord is actually a P2P routing and lookup infrastructure that performs a mapping between the
file identifiers to node identifiers. Content locations can beimplemented on top of Chord by
identifying files (data items) with keys and storing such pair (keys, data item) at the node that the
keys map to. The keys are assigned to both files and nodes with adeterministic function [62].

The network in Chord can be considered as a ring or a circle. All node Identifier (ID)s are ordered
in the “identifier circle” modulo 2m wherem is the key length. Each node is responsible for the
key k if its identifier is equal to, or followsk. The node is called the successor node of keyk. For
example, Figure 2.6 shows that a Chord identifier circle contains three nodes, namely, 0, 1 and 4,
wherem = 3. According to the above definition, key 1 is located at node 1, key 2 is assigned to
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node 4, and key 7 at node 0. Through the deterministic function, each node is only required to
know its successor on the circle. In this example, queries for key 2 are passed around the circle
via its successor node 4.

Figure 2.6: Example of Chord Identifier Circle.

Figure 2.7: Example of Node Joining in Chord.

Chord also handles nodes joining and leaving. When a new noden joins the network, correspond-
ing keys previously assigned ton’s successor will be assigned ton. Suppose node 2 joins the above
Chord circle. As depicted in Figure 2.7, node 4 is no longer responsible for key 2 but instead node
2 is assigned with key 2.

Since only one data element per node is guaranteed for the correct routing of queries, the per-
formance may degrade dramatically when routing information is out-of-date or highly-dynamic
changes due to nodes joining or leaving the system. To increase the efficiency of lookup algo-
rithm, “finger table” is proposed to maintain additional routing information. In the finger table,
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each entryi points to the successor of noden+2i. If a noden queries a lookup for keyk, finger ta-
ble searches for the highest nodenh whose ID is betweenn andk. If such a node exists, the lookup
starts again from nodenh. Otherwise, the successor of noden is returned. The time required to
complete lookups areO(logN) for N node system in a steady stage.

Freenet

In fact, Freenet is a loosely structured P2P network, which used file identifier and node identifier
to generate an estimation of where the content may be located. It useschain mode propagation
approach to forward queries among nodes [66].

Each Freenet node maintains its own local database, which isavailable for the entire network to
read and write, and a dynamic routing table containing the addresses of other nodes and the files
to be shared among other nodes. To search for a particular file, the user sends a request specifying
thekeyand TTL value (similar to the value defined in Gnutella).

Newcomers join the Freenet work by first discovering the one or more existing nodes, and then
sendsData Insertmessage in order to insert new files to the network. Any node receiving such a
request, checks whether the key already exists. Otherwise,the node looks for the closest key in
terms of lexicographic location in its routing table, and forwards the request to the corresponding
node. Thus, newly inserted files are placed at nodes with similar keys.

For such a purely decentralized content distribution system, how to obtain a key associated with a
specific key remains open. Besides, how to handle a large volume of indirect files is unresolved.

Summary of P2P Media Distribution Systems

P2P systems capitalize receiver’s bandwidth to provide services to other recipients as depicted
above. However, available bandwidth or processing capacity of the peers is still an issue, which
differs a client from a media server. To build an efficient P2P media distribution system, the
following aspects are essential to be considered:

• Peer management and distribution hierarchy construction:each requester must find supply-
ing peers in order to get relatively better Quality of Service (QoS).

• Heterogeneous capacity: peers may have limited bandwidth capacity or are unwilling to
contribute resources. A recent study [53] revealed that over 85% of the peers do not share
any files. To encourage capable peers to contribute more to the network, several incentive
mechanisms [68], [69], [70] have been recently discussed inthe research committee.

• Dynamic adaptation: peers may join or leave the media session at any time, which is known
as the transient nature of peers [71].
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2.5 Networking Considerations

2.5.1 Media QoS Control

There have been numerous efforts to provide QoS over the Internet since most of the multimedia
applications are inherently QoS-sensitive. For example, rate control and congestion control are
desirable for video streaming applications. Congestion control commonly relies on rate control by
adapting the sending rate to the available bandwidth of the network. We briefly introduce some
major approaches for congestion control and rate control.

Congestion Control

Congestion control is mainly used to prevent packet loss andreduce e2e delays. Most of the current
congestion control methods rely on end-to-end mode by usingTCP to regulate the rate of video
stream to the available bandwidth. Once the network is detected as congested, congestion control
mechanisms at the sender side will reduce the sending rate. Additionally, Explicit Congestion
Notification (ECN) [72] provides a congestion indication method for incipient congestion. Upon
receiving an indication from the network, rate control mechanisms can be applied to regulate the
rate of video stream to the available bandwidth. The rate control mechanisms can be classified
into three categories: endpoint-based, hybrid rate control and path aggregation.

For the endpoint-based congestion control [73], [74], the source is responsible for adapting the
video transmission rate for each video session. All sessions need feedback information about the
present network status. Based upon the feedback, the senderrespectively regulates the rate of
video stream.

For the hybrid rate control, both the sender and receivers sides regulate the rate of videos streams
simultaneously. A typical example is a layered multicast scheme [75], in which it adjusts the video
bit rate to the available bandwidth at the receiver side. Note that reducing the bit-rate of encoded
video to avoid the congestion will consequently cause the reduction of the visual quality. This
issue has been extensively studied, for example by Lam et al.[76]; and by Cuetos and Ross [77].

Previous research works have shown that path aggregation [78], [79] may overcome the bandwidth
deficiency by an efficient multiplexing and selecting low latency paths fitting into user’s require-
ments. Besides, it can reduce performance degradation due to high path latencies and loss rates. If
a Forward Error Control (FEC) [80] strategy can be applied todecouple the transmission of error
correction frames from the associated data, it can provide protection against correlated losses.

Fragmentation Issues and Error Control

Applying congestion control may alleviate the impacts (e.g. due to network congestion) on the
video quality, other changes of network conditions can still result in the diminished video stream
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quality: server or router failures; packets arriving out oforder; packet fragmentation. Particularly,
the packet fragmentation has been considered as one of the most influential factors. The reason for
media fragmentation is that network cannot support more than 1, 480 byte packets while generally,
media encoder produced packets of 1, 000−4, 000 bytes. So network has to break encoded packets
into smaller fragments to be fit for the network requirement.If one of the fragmentations is
dropped, the original datagram may have to be fragmented again and retransmitted. This not only
prelongs the service delay but wastes the network resources.

Recent works on addressing the fragmentation issue focus onreactive mode which provide a com-
pensation to correct the errors. There are four methods usedto recover from video errors: 1) Link-
layer error control; 2) retransmission-only error control;; 3) error concealment; 4) error-resilient
video coding.

• Link-layer error control includes FEC and Automatic RepeatRequest (ARQ) [81]. FEC
adds redundant information into the messages, also known asan error correction code. The
original message can be reconstructed by using the redundant code when errors occur. This
allows the receiver to detect and correct errors without asking the sender for additional data.
Differently, in ARQ the receiver notifies the source only when thepackets are corrupted and
needed to be retransmitted. It mainly relies on acknowledgements and timeouts to achieve
the reliable data transmission.

A variation of ARQ is Hybrid ARQ (HARQ) associated with bothFEC andARQto get a
better performance, particularly over wireless channels.For example, type-II HARQ sets
a constraint on the maximum number of retransmissions for a packet [82], [83], which is
pre-defined and fixed. When the receiver detects the loss of packetN under the condition of
Tc + RTT+ Ds < Td(N), whereTc is the current time,Ds is a slack term, andTd(N) is the
time when packetN is scheduled for playback, the receiver requests for a retransmission of
packageN from the sender.

• Retransmission-only error control is identified inappropriate for real-time multimedia appli-
cations due to its high latency [84]. However, a Buffer-controlled Retransmission-based Er-
ror Control (BREC) takes advantage of the motion predictionloop employed in most motion
compensation-based codecs [84]. Such a method does not require any artificial extension of
control time and play-out delays, and thus can be selected for supporting interactive media
applications.

• Error concealment is proposed by hiding errors from human perception. The key idea behind
the proposal is to use redundant error bits with “high-priority” in terms of loss rate and
importance to flip the “chosen” error bits. Therefore, it is very useful for one-way systems
like video broadcasting which requires no feedback and retransmission of media streams
[85], [5].

• Adopting Fine Granularity Scalable (FGS) in MPEG-4 enablesa layered and fine gran-
ularity scalable bitstream with difference importance at different layers (e.g. base layer,
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enhancement layer). However, it causes several problems when delivering enhancement
layers in FGS bitstream over an error-prone channel since the enhancement layer can only
provide weak error detection capability. Therefore, MPEG-4 includes some error resilience
techniques to enable a robust transmission of compressed video over noisy communication
channels. An overview of video error resilience techniquesis presented in [86], in which
error resilience techniques are classified into four categories: 1) encoder based techniques;
2) decoder based techniques; 3) interactive based techniques; 4) proxy based techniques.
Ge, Peng et. al. [87] compares different error resilience algorithms for video multicasting
on Wireless LANs.

2.5.2 The Protocol Stack for Video Distribution

So far, we introduced the video processing mechanisms, the media service requirements at the
server side, as well as the architectural considerations onhow to support video distribution. In this
section, we present protocols designed for communication between clients and streaming servers.
According to different functionalities, we focus on three layers: network layer, transport layer and
session layer, as shown in Figure 2.8. Network layer protocols mainly provide a basic network
service support. Transport layer protocols are the main communicator between endpoints. Session
control protocols are defined to control the delivery of media streams within an established video
session.

Network Layer

In the network layer, IP is chosen as the main network layer protocol for video streaming. For the
multicast purpose, Internet Group Management Protocol (IGMP) is used between end hosts and
their inter-mediate multicast agents like routers to support the management of groups (e.g. cre-
ation of a transient multicast group, periodic updating of group membership, addition or deletion
of group members). Since the traditional Internet lacks QoSsupport for the multimedia transmis-
sion, a user can depend on Resource Reservation Protocol (RSVP) [88] to request a specific QoS
guarantees from the network. Then, the RSVP protocol carries the request through the network,
and traverses each node which the network uses to carry the media stream. At each node, RSVP
tries to make a resource reservation for the upcoming video stream based on local admission con-
trol and policy control.

Transport Layer

Considering the transport layer, Real Time Protocol (RTP) [89] is a transport mechanism often
used for real-time media data. It includes two main components: RTP and Real Time Control Pro-
tocol (RTCP). RTP supports the media synchronization mechanism by providingtime-stamping,
source identification, participant identification and corresponding RTP timestamps. To ensure
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Figure 2.8: Protocol Stacks for Video Streaming

playback successfully, RTP employs sequence numbering to place incoming packets in order.
RTCP mainly offers control-related functions to the media source such as congestion control, QoS
feedback to an application. Based on the feedback, the sender and the receiver can adjust the trans-
mission rate, and determine the current network status (e.g. local network congestion); re-evaluate
the network performance of media distribution.

Session Control Layer

Real-Time Streaming Protocol (RTSP) [90] provides sessioncontrol for media streaming services.
The main function of RTSP is to support VCR-like operations,such as fast forward, rewind, step
backward. In the session layer, Session Initiation Protocol (SIP) [91] is used to create, modify and
terminate media sessions. SIP relies on Session Description Protocol (SDP) to transmit signaling
messages. Moreover, Session Announcement Protocol (SAP) [92] is created to assist establishing
multicast sessions, for instance, to carry the relevant session setup information to prospective
participants. SAP is always in conjunction with SIP and RTSPprotocols. During a multicast
streaming of a video file, SAP periodically multicasts videopackets containing a description of
this session. At the same time, remote participants in the other session directories can use the
received description as a start tool to join the session. Thus, SAP can be regarded as a guidance
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to the media session since multicast services can be dispersed to broader areas and attract more
participants.

2.6 Security Considerations

The last and very important issue in any media distribution system is security. Several research
works have been studied in media distribution algorithms and architectural mechanisms, however,
very few efforts has been focused on security issues. In general, three security properties are
necessary for a deployable video streaming system over the Internet: authentication, authorization,
and video confidentiality.

2.6.1 Authentication

Authentication is the fundamental requirement for any services through which source identity,
user identity, and integrity of video streams during delivery can be identified. The server needs to
authenticate whether the user is exactly a valid receiver and the user needs to ensure the server is a
legitimate service provider. To validate the both sides, digital certificates or digital signatures are
commonly used.Unfortunately, most of the current approaches focus on one-way authentication
(i.e., server to client) using the third party authority. Moreover, it is also important to consider how
to protect the integrity of video streams. Otherwise, content pollution attack can be devastating as
polluted video may spread through the video distribution system if unsuspecting users download
the polluted video into their sharing folder, from which other users may then download it again
[93].

2.6.2 Authorization

Even though the users and the server are mutually authenticated, there are still a series of gaps left.
For example, how to verify the exact services between the service provider and the users who are
now allowed to access the video stream? Which kind of video file is accessible by the arbitrary
user? How to charge the users if they request for the service?

To fill in these gaps, authorization is usually required after the authentication phase. In a typical
authorization model, the type of services, the duration time of services and the accounting type are
elementary components. In addition, it often relies on cryptography that is a process of converting
ordinary information (e.g. plaintext) into unintelligible gibberish (i.e., cipher). The detailed oper-
ation of a cipher is controlled both by the algorithm and, in each instance, by a key. Based on the
cryptography, authorization allows the server and users exchange encrypted keys under a protected
tunnel. To strengthen the communication between the serverand users, some conditional access
systems can be employed, for example, with embedded watermarks in the video stream. These
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watermarks provide the complementary authorization even if the user has the permission from the
initial access model.

2.6.3 Video Confidentiality

To keep the confidentiality of a video is a critical security aspect for most video applications
without this protection uncountable illegal video streamsmay be produced or replicated. It is also
a hard problem since many systems can only prevent “casual” copying via either a serial number
or time stamps. For media streaming applications, confidentiality-related elements include the
identifiers of clients, the identification of protected video streams and an agreement for a legal
video copy. Some protection mechanisms rely on watermarks and confidentiality information
embedded in the video stream headers. A more complicated security model for media streaming
systems allows the combined use of cryptography, digital signatures, video watermarking and
personal information binding for securing digital video streams.

2.7 Overlay Multicast-based Video Distribution Architecture

So far, we identified the requirements for video distribution systems, and presented main chal-
lenges in supporting media distribution services, as well as provided the architectural considera-
tions.

Taking all aforementioned statements into consideration,we propose a video streaming architec-
ture shown in Figure 2.9, which involves both sides of a mediaserver and clients. Here, overlay
multicast and caching mechanisms are chosen to constitute the media distribution architecture as
overlay multicast is a desirable solution because of its efficiency and deployability. The overlay
proxies can store some video prefix or special part of video streams, by which clients can directly
receive the required video without long-haul delays. The non-cached portions, if needed, can be
retrieved from the media server. To be more efficient, we employ caches into the clients’ side
which can further improve performance in terms of reduced service latency.

In the context of this thesis, we are interested in providingan overlay multicast-based framework
that can support a large-scale, efficient, and reliable video transmission. Since we are concen-
trated on protocol-oriented system design, the software and application specific aspects will not
be further explored in the following thesis. These aspects include the media fundamental aspects
and media QoS control. Instead, we assume existing approaches can be used to achieve the basic
support, and they are not the main focuses of this thesis. Forsecurity issues, we intend to provide
some rudimentary protection but more serious security considerations are not part of our primary
tasks.
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Figure 2.9: Overlay Multicast-based Media Distribution Architecture with Proxy Caching.

2.8 Summary

In this chapter, we first identified the video requirements for supporting media distribution system
on the Internet. Then, we presented the architectural considerations in order to meet the afore-
mentioned requirements. Meanwhile, we investigated Content Delivery Network, Network Layer
Multicast, Application Level Multicast which includes application layer multicast and overlay
multicast, and Peer-to-Peer Media Distribution approaches. Our investigations were comprised
of the identification of existing challenges in each classified system, exploration of possible so-
lutions, and a brief summary of these approaches with regards to their advantages and potential
weaknesses. Further, we categorized the construction of overlay hierarchy into five types, which
facilitated the understanding of application level multicast. Similarly, we classified P2P network
structures into three categories, and presented a representative protocol for each category.

The above investigation provided insights towards building a scalable, efficient and reliable media
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distribution system. Finally, we proposed an overlay multicast-based video distribution system,
in combination with some caching mechanisms to fulfill the above requirements as well as to
overcome the above identified challenges.

In the rest of the thesis, we focus on providing an efficient and cost-effective solution for large-
scale media distribution services. Keeping the above two-tier architecture (in Figure 2.9) in mind
facilitates the understanding of our proposed framework inChapter 3. However, instead of deploy-
ing some dedicated proxies the new framework completely relies on end hosts to self-organize into
an overlay hierarchy. However, the proposed new framework can be easily extended with deloying
some infrastructure nodes (e.g., proxies).



Chapter 3

A Dynamic Mesh-based Overlay
Multicast Protocol (DMMP)
Framework

3.1 Introduction

Multicast has emerged as an efficient mechanism for supporting group communications, suchas
video and audio conferencing, multi-party games and content distribution. Unfortunately, appli-
cations of network layer multicast (IP multicast) for worldwide media streaming services remain
limited due to its technical and deployment issues [34], [35]. To solve these issues, various non-
network layer multicast solutions have been proposed.

Aforementioned application layer multicast and overlay multicast approaches take advantage of
overlay networking techniques to address the deployment problems of IP multicast. Among them,
overlay multicast is considered as the most promising technologies to support media distribution
applications, with its ability to disseminate informationacross different administrative boundaries
and various platforms for heterogeneous, dynamic groups ofusers [94]. Additionally, the ex-
plosive growth of multimedia services and applications over the Internet necessitates streaming
media to a large popularity of users. However, with the current technology, it’s hard to develop a
comprehensive media distribution system due to the following two challenges [1].

First, the total number of concurrent clients the system cansupport is limited by the resources
of the streaming supplier. Second, current media streamingproposals usually have limitations in
reliability and scalability. The reliability concern arises from that only one entity is responsible
for all clients. The scalability issue is resulted from the fact that adding internet-scale poten-
tial users requires the commensurate amount of resources tothe supplying server. Meanwhile,
aforementioned proposals could not explicitly support media distribution applications (e.g. media
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streaming) in a large scale.

Motivated by the studies in Chapter 2, we propose a new overlay multicast framework which
manages a dynamic mesh-based overlay core and only involvesparticipating end hosts without
relying on the availability of delicately deployed infrastructure nodes, while providing certain
degree of efficiency, reliability and resilience. We integrate the capacity classification and locality-
awareness into the DMMP-aware overlay hierarchy, which makes the framework more scalable
and efficient.

The remainder of this chapter is structured as follows. Section 3.2 summarizes the properties
of the DMMP framework, which overcomes the aforementioned two issues. Section 3.3 gives a
brief overview of the DMMP framework. Then, Section 3.4 specifies the messages used in the
framework. The protocol details are explained in Section 3.5. Section 3.6 illustrates the criteria
used to evaluate the capacity of the end host. Further, some considerations on security aspects are
presented in Section 3.7. Lastly, we give a short summary in Section 3.8.

3.2 Properties of DMMP

The DMMP framework is organized into a two-tier overlay hierarchy and the mechanisms are in-
troduced to dynamically manage and maintain the hierarchy.The key idea behind DMMP is to let
a few end hosts selected and self-organized into an overlay mesh during the multicast initialization
phrase and also when group member changes, and dynamically maintain such a mesh. Although
routers may also be manually designated (e.g. by ISPs) to construct the mesh, this document ini-
tially discusses the approach via end hosts. Specifically, there are four design challenges to be
addressed in DMMP:

1. DMMP considers theheterogeneous propertiesof group members by evaluating their avail-
able bandwidth during runtime. In this framework, high-capacity nodes which are able and
willing to make more contributions to the network are expected to get better performance.
This incentive-based mechanism may help maximizing the usage of available bandwidth for
the entire overlay tree.

2. Scalabilityis one of the main problems to be solved in the multicast applications. In DMMP,
each end-host may act as a potential server for other clientsand the number of possible
servers increases at the same rate as the end host clients. AsPeer-to-Peer (P2P) technologies
have been deployed to support various services over the Internet, it is possible that more end
hosts resources are available in the network. Once a node joins the DMMP multicast session,
additional resources are available to the whole system. Therefore, the DMMP system is
scalable as it can potentially support a number of clients.

3. DMMP also considers theserving quality of mediato end hosts (e.g.end-to-end service
delay). When constructing the overlay multicast tree, high-capacity nodes are given a high
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priority to stay at the higher level of the overlay tree. In return, this allows DMMP to
generate the tree as short as possible and accordingly the overall delivery delay could be
reduced.

4. DMMP specifically considers the transient nature of end hosts and attempts to prevent in-
capable or short-lived nodes from staying close to the center of the multicast tree. Conse-
quently, the DMMP overlay structure is relativelystable and resilientto dynamic network
changes. Those who frequently join or leave the multicast session are expelled from the
core of the overlay. Thus, any failure of a single node may result in a transient instability
in a small subset of participants, but it will not cause a catastrophe in the whole overlay
framework.

Section 3.3.1 and 3.3.2 explain how above features can be achieved in DMMP. Moreover, we
evaluate these features through both theoretical and simulation-based analysis in Chapter 4.

3.3 Framework Overview

Since the DMMP framework is proposed to support large-scalemedia distribution, it consists of
two types of functionalities: control plane and data plane.The former is mainly used to manage
the DMMP-aware overlay hierarchy, and the latter is designed for delivery of media data to the
end hosts.

Although the tree-based overlay structure (cf. Section 2.4.3) is regarded as the most efficient
approach for data distribution in a stable network, it is noteffective for multimedia distribution
under dynamic scenarios. The main reason is that a pure tree structure has difficulties to meet both
high bandwidth and high reliability requirements. The firstdifficulty is caused by the structure as
the delivered service quality to downstream hosts is limited by the minimum bandwidth among
the upstream connections along the data delivery path from the source. For instance, a member in
the OMNI [37] tree receives data only from its upstream node and the data reception rate of this
member can not be greater than its upstream node. It is even more difficult in the core network
where each Multicast Service Node (MSN) should be responsible for delivering a large amount of
data to a whole cluster. Towards reliability, a pure tree is much less robust than a full mesh because
a single node failure or a loop can easily partition the entire tree and disable the communications
among members.

Different from above proposals, a dynamic DMMP-aware mesh as oneof multiple forwarding
solutions is introduced to increase the throughput of the whole overlay network. Such a mesh will
allow the reception of packets from multiple nodes other than from the single upstream node.

Figure 3.1 presents an overview of the DMMP framework. Here,the control plane composes an
overlay mesh and some core-based clusters. Data plane is, then, built on the top of the structured
control plane. Meanwhile, the source entity and a set of super nodes form the overlay mesh,
through which each super node supervises one cluster.
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Figure 3.1: Overview of DMMP Framework.

3.3.1 Control Plane in DMMP

Before we explain how to configure the control plane in the DMMP framework, we identify the
main reason why DMMP needs to consider the degree bound in streaming applications. Our de-
sign philosophy is motivated by the fact that in most media streaming systems available bandwidth
resources possessed by a multicast group are insufficient during the runtime, which can be easily
observed from the available bandwidth [95]. Therefore, we propose to use a combination of avail-
able bandwidth [96] and uptime to represent the capacity of each DMMP-aware host [97]. For
example, upon an assumption that the bit rate of media isB and the outbound bandwidth of an end
hosti is b(i), the total number of connections it can establish isb(i)/B which is also the maximum
degree of the end host. Moreover, the usage of available bandwidth in the overlay routing has
become possible, based on recent advances in available bandwidth measurement techniques and
tools [98], [99], [100]. Obviously, if an application has additional requirements on end-to-end de-
lay or loss rate, these metrics can be jointly considered during the overlay hierarchy construction.

The construction of the control plane is composed by two parts: dynamic-mesh and local clus-
ters. We first present the procedure how the mesh core is configured. For simplicity, the DMMP
framework relies on Rendezvous Point (RP) to bootstrap new members.

• Step 1: After an initialization phase, the RP will calculatethe out-degree of each end host
and classify them into two categories: leaf nodes and non-leaf nodes. If one’s out-degree is
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less than two, the end host is sorted as leaf node because it can only receive data from the
incoming connection.

• Step 2: The information of two-category nodes are respectively stored at the RP. Meanwhile,
all non-leaf nodes are placed in the order of their out-degrees and the related information is
reported to the source. On receiving the list of ordered non-leaf nodes, the source selects
an application-specific number of them as super nodes. Thosenodes are expected to have
higher capacities as defined in Section 3.5.2, and are used tomanage the multicast group. In
the initialization stage, high capacity nodes refers to nodes with higher available bandwidth
since the current uptime for all members is zero. To efficiently manage the group, the
capacities of each super node are also stored at the source and the RP.

• Step 3: After being selected, the super nodes organize themselves into a mesh rooted at the
source. The overlay mesh construction is mostly motivated from [101].

As one of the main features of DMMP, it considers the heterogeneous capacities of group members
by evaluating their available bandwidth during runtime so that high-capacity nodes (i.e., super
nodes) which are able and willing to make more contributionsto the network are expected to get
better performance. Based on selected super nodes, some core-based clusters will be formed to
connect with the mesh nodes, namely, the super nodes.

• Step 1: After constructing the overlay mesh, the next step isto form core-based clusters.
Each non-super node will firstly consult its local cache for super node candidates. If there is
no suitable candidate, it queries the RP immediately. Then,the requester caches these newly
received candidates, from which it selects the best one based on e2e latency measurements.
If there are multiple super nodes which can provide similar e2e latency for the node, one of
them with higher out-degree will be chosen.

• Step 2: Those non-super nodes sharing the same super node will form a local cluster. The
cluster formation is initiated by the super node which answers for informing the RP and
contacting the source. Generally, certain number (due to the super node’s available band-
width) of end hosts with higher capacity will be selected as its immediate children. This
operation guarantees that the multicast tree within each cluster meets the bandwidth need of
media streaming applications.

• Step 3: Afterwards, direct children of super nodes choose some nodes with higher capacities
(i.e., out-degree, e2e latency) as their children. This selection method will expedite the
convergence of the tree and alleviate the average latency.

The iteration will continue until all cluster members join the tree, and accordingly the control
hierarchy is constructed for the multicast group . For the sake of resilience, each node in the local
cluster should keep some information of its relatives in thelocal cache. In this chapter, these
entities (i.e., parent, PLN, child, CLN and siblings, as seen in Section 1.2) are denoted as relatives.
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3.3.2 Data Plane in DMMP

Compared with existing application level multicast approaches, DMMP is designed to be more
stable, efficient and applicable to support large-scale groups withoutrelying on predetermined in-
termediate nodes in the network and potentially get better performance. While the current DMMP
framework is designed for single-source multicasting, it can be easily extended to support multi-
source distribution using decentralized servers (e.g. CDNin Section 2.4.1).

In order to overcome the two challenges identified in Section3.1, media streaming task in DMMP
is accomplished through the following two phases: (1) an on-demand overlay core (or called mesh)
is established to achieve the optimized performance; (2) based on the structured mesh, several
clusters are formed to connect with selected mesh members, namely, super nodes.

- DMMP distributes the task of group management and data delivery to the super nodes
(which construct the on-demand overlay mesh), which can alleviate the server bottleneck at
both available serving bandwidth and management cost. Moreover, it alleviates the risk of
one entity dependent reliability by distributing the overload to a set of decentralized nodes.

- Based on the structured mesh, several clusters are formed to connect with selected mesh
members. DMMP applies the concept of locality-awareness (e.g. aggregated clusters) into
the group management so that it can dramatically reduce the control overhead and complex-
ity of the overlay maintenance.

Basically, a source-based DMMP architecture consists of a sender, several receivers, one or many
Rendezvous Points and Domain Name Systems (DNSs). Typically, a respective data channel
between two entities is established by exploiting the existing protocol stacks such as UDP/Internet
Protocol (IP) or Transmission Control Protocol (TCP)/IP. The data channels utilize IP unicast
according to the underlying IP transport scheme.

Figure 3.2 depicts an example of data delivery within a DMMP-aware cluster. In this example,
data is firstly replicated into three copies, respectively delivered from the super node to its direct
children 1.1, 1.2, and 1.3 using IP unicast. Similarly, node1.1 replicates copies of data according
to the number of their children (e.g. two copies), sending tonode 1.1.1 and 1.1.2. Before long,
node 1.1.1.1 receives the copy of data from its parent 1.1.1.In the next iteration, the receiver will
similarly make copies and deliver to its children.

In addition, as required in real-time media streaming services a sequence of media packets should
be transmitted with minimal communication delay and maximum bandwidth support. Therefore,
DMMP tries to meet both requirements.

3.3.3 An Example of DMMP Overlay Hierarchy

Let us explain how to construct DMMP overlay hierarchy by a basic example. In Figure 3.3, a
corresponding communication channel between the source and RP is built. Basically, a source-
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Figure 3.2: Example of Data Delivery in DMMP.

based DMMP framework consists of a sender, several receivers, one or many RPs and DNSs.

Assuming that it is the first time to construct the overlay hierarchy, then:

Step 1: When obtaining a list of group members from the RP, thesource selects six end hosts as su-
per nodes. In Figure 3.3, they are listed as A, B, C, D, E, and F.Those end hosts are actually
used to manage the multicast group and relay data from the source to other receivers. This
classification can alleviate the routing burden at the mediasource by using super nodes to
perform data delivery to the end hosts.

To illustrate the super node selection mechanism in a simpleway, we assume that the ca-
pacity of each host is linearly distributed. Thus, we assignthe capacity of each end hostci

as follows:

ci =
bi

∑N
i=1 bi

+ c · ti . (3.1)

where,bi is the available bandwidth of nodei, N is the total number of group members andc
is a constant. Moreover,ti starts to calculate the time duration from a node joining in amul-
ticast session to its leaving, or called uptime. Again for the same reason mentioned in Sec-
tion 3.3.1, we consider the available bandwidth during the super node selection. Obviously,
if an application has additional requirements on end-to-end delay or loss rate, those metrics
could be jointly considered in expression (3.1) during the overlay hierarchy construction.
The proposed equation is very flexible, which can be adjustedaccording to application-
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Figure 3.3: Example of DMMP Overlay Hierarchy.

specific requirements. In the initialization stage, nodes with higher bandwidth support will
be naturally selected as super nodes since the current uptime is zero.

Step 2: After selection, super nodes self-organize into an overlay mesh rooted at the source. In
addition, the source is regarded as a member of the DMMP-aware mesh since if the hosts
are located at the same access network as the source, they receive packets directly from the
source instead of from other overlay nodes. By doing this, DMMP-aware overlay tree can
save the delivery time and the network resource.

Step 3: During the cluster creation procedure, each non-super node firstly consults its local cache
for super node candidates. If there are no suitable candidates, it queries the RP immediately
to obtain some new candidates, from which it chooses the bestcontributors based on e2e
latency measurements. For example, node 1.1, 1.2, 1.3, 1.1.1, 1.1.2 and 1.3.1 all choose A
as their super node. It is very important for multimedia application to consider the locality-
awareness since it can save resources for the network providers when a large amount of
traffic traverse within local networks. Recently, there have beenextensive discussions and
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contributions on P2P traffic optimization through locality-aware management [102][103].
Therefore, ISPs and end users can both benefit from locality-aware clusters.

Step 4: Then, node 1.1, 1.2, 1.3, 1.1.1, 1.1.2 and 1.3.1 form alocal cluster. The cluster formation
is initiated by the super node A which is responsible for informing the RP and contacting
the source. Due to the A’s available bandwidth, three end hosts, 1.1, 1.2 and 1.3, with larger
capacity are selected as its immediate children.

Step 5: Since the capacity of super node A is exhausted, it responds to node 1.1.1, 1.1.2 and 1.3.1
with its immediate children and an indication of rejection.These requesters then sendJoin
requests to 1.1, 1.2 and 1.3. In this case, node 1.1 accepts the requests from node 1.1.1
and 1.1.2, and node 1.3 takes node 1.3.1 as its child. Generally, requesters with higher out-
degree are likely to be accepted as the children. If there aremultiple acceptances, the end
host attaches to the one which is ”near” to it due to the e2e latency.

Step 6: The iteration will continue until all end hosts confirm their positions, and at the same time
the control hierarchy is initially constructed for the overlay multicast group.

Essentially, DMMP can be regarded as a hybrid approach of application layer multicast and over-
lay multicast, which attempts to support one-to-many mediastreaming applications having hard
real-time requirements [1]. The preliminary ideas of DMMP have been proposed in [97] and the
ongoing Internet draft [104]. The detailed description of the DMMP protocol is illustrated in
Section 3.5.

3.4 DMMP Messages

DMMP handles tasks related to overlay hierarchy management, multicast tree configuration and
maintenance. It uses a common format to carry both data and control packets as shown in Fig-
ure 3.4.

Here,versionrefers to the current version of the DMMP protocol. Thetree versionfield is used to
prevent loops and partitions from the multicast tree. Sincethe multicast session tree is initialized
and controlled by the RP, a loop free topology may be generated. Moreover, since tree update
messages are independently disseminated to all group members, there is possibility that some
messages might be lost and received out-of-order by different group members. These members
may replyRefreshmessages with updating their capacities. All these events could cause loops
and tree partitions. In order to avoid these failures, the RPwill assign a monotonically increasing
version number to each newly generated multicast tree.

The Option fields in the header defines various types of operation messages as shown in below.
Besides, theSession IDandSource IDare generated by the RP and guaranteed to be collision free
in each multicast session. Moreover, theSequence Numberis used to identify the received media
packets. For future usages,Reservedis left for possible extensions.
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Figure 3.4: DMMP Packet Header Format.

In DMMP, there are seven pairs of control messages. Each pairof control messages will be
exchanged between the DMMP-aware entities in a request-and-response way.

• Subscription Request and Response - Group members get the address of RP from the DNSs.

• Ping RP Request and Response - During bootstrapping, each memberof the group gets a
list of available super nodes from the RP, containing at least one active node.

• Join Request and Response - A newly joining member sends request in order to join the
multicast session and gets corresponding information fromactive group members.

• Status Request and Report - To request the status reports from neighbors or relatives, and
accordingly to send reports to them.

• Probe Request and Response - To probe whether the target nodeis still active or not.

• Inactive Report and Response - To inform the other group members that the target node is
inactive.

• Refresh Request and Response - To maintain the overlay hierarchy, they are used to period-
ically update the capacities (such as uptime, out-degree) of group members.

To adapt to dynamic network changes, each end host maintainsthe overlay core by periodically
updating its capacities. For example, it periodically exchanges Refresh messages with its neigh-
bors. If node A cannot receive this message from its neighbor, suppose node B, within the Refresh
timer, node A will send a Probe request to node B. If there is still no Response returned, node B
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Table 3.1: DMMP Messages

Messages From To Operation

Subscription Req. Group Member DNS Server Initialization
Subscription Resp. DNS Server Group Member

Ping RP Req. Group Member RP Bootstrapping
Ping RP Resp. RP Group Member

Join Req. Newcomer Group Member Member Join
Join Resp. Group Member Newcomer

Status Req. Group Member Group Member Cluster Member
Status Resp. Group Member Group Member Monitoring

Probe Req. Group Member Group Member Probing
Probe Resp. Group Member Group Member

Inactive Req. Leaving Node Group Member Member Leaving
Inactive Resp. Group Member Leaving Node

Refresh Req. Group Member Group Member Update
Refresh Resp. Group Member Group Member Information

will be confirmed to be inactive by a certain time. Then, the Status report, indicating node B being
inactive, will be used to inform the rest of group members.

Table 3.1 lists the DMMP messages according to the associated DMMP operational phases.

Although TCP provides a generic protocol for a guaranteed, in-order delivery of stream-based
messages, this reliability comes at a price in the performance. Besides, the communication pattern
in DMMP is strictly in a request-response mode, and most messages have a small fixed maximum
size. Thus, it is preferred to encapsulate all DMMP messagesover UDP to provide the required
delivery guarantees without extra network burdens.

3.5 DMMP: Protocol Details

All DMMP-aware nodes and the source are assumed to be able to know the IP address of the
RP. Also, once a source node starts the multicast session, a direct communication channel will
be established between the source node and the RP. In this way, the necessary information like
the capacities of group members and active super nodes couldbe exchanged between them during
the lifetime of the overlay multicast session. Furthermore, it reduces the control overhead at the
source. Obviously, a DNS namespace is necessary to maintainthe RP information for a specified
multicast group. It is possible that multiple RPs serve for the same multicast group, e.g. for load
balancing and fault tolerance. However, for simplicity, the DMMP protocol initially considers the
case where there is only one RP involved.
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Before the initialization, each group member and the sourcesend out Subscription request con-
taining the specified group name and domain name, to the DNS for the address of associated
Rendezvous Point. Since RP does not participate in the data forwarding, the location of RP has
no significant impact on the performance of data distribution. If there is no existing RP which is
serving for this multicast group, DNS will allocate a new onefor this multicast group based on
application requirements. Otherwise, the RP’s address will be sent back.

3.5.1 Initialization

During the initialization phase, we assume that certain application related software has been dis-
tributed to the prospective DMMP-aware entities for the DMMP control and data transport models.

Before the multicast session starts, the source and RP must be ready to give response to requests
from DMMP-aware end hosts. The source and RP will take no further reactions to any DMMP
requests once the session stops. The active session time should be the period from the service starts
until it stops. Then the out-of-band channel between the RP and source should be active during
this active session so that the source can monitor the current status of memberships. However, the
detailed mechanism for implementing this out-of-band bootstrapping is out of the scope of this
document.

Moreover, session-related information should be obtainedbefore the session starts and all prospec-
tive group members use out-of-band bootstrapping mechanism to get necessary information, for
instance, Group ID and location of RP including the port number serving for certain sessions be-
fore the application begins. Then DMMP-aware entities can start receiving data after they join the
overlay hierarchy.

3.5.2 Super Node Selection

During the mesh construction, the selection of the super nodes can ensure that a newly joining
member is able to quickly find its appropriate position in themulticast tree using a very small
number of queries such as Join request. As the super node selection is the first step towards the
overall mesh establishment, this section gives more details about how to select super nodes.

To select super nodes for better performance while maintaining scalability, the following distribu-
tion requirements need to be taken into account.

• Connections: Super nodes have relatively higher capacities and are expected to be strong to
perform additional tasks such as resources control, load balance and fault tolerance.

• Number: To be more efficient, the number of active super nodes is no more than one hun-
dred, otherwise it may cause high control overhead and high stress [101]. Assuming that
each super node can manage, in average, hundreds of cluster members, it is sufficient to
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support totally more than thousands of end hosts. Otherwise, multiple sources will be de-
ployed into media streaming by multiple overlay multicast sessions. To balance the tradeoff
between the efficiency and the reliability, it is reasonable to select an application-specific
number of super nodes to construct the overlay mesh. For example, in the case of 110 end
hosts, it may need 10 super nodes if the required ratio is 10%.In this case, 10 end hosts
with higher capacity will be chosen as super nodes.

• Downstream: To be adaptive to bandwidth requirements, super nodes should not serve more
thanK non-super nodes as its immediate children, whereK is respectively determined by
the available out-degree of each super node and service specifications.

In order to deal with factors from a large-scale and dynamic network environment, the following
three conditions are outlined in addition to above requirements.

• Stability: The unstable network status is the main reason why current multimedia stream-
ing services cannot guarantee required QoS. Thus, super nodes should be relatively stable
because, otherwise, its cluster members are easily partitioned from the tree.

• Resilience: Super nodes are responsible for detecting dynamic changes and for handling
them quickly, e.g., one super node leaves the group ungracefully, which should be detected
by at least one of other active nodes. Then, a new super node should be quickly selected
to replace the leaving super node. The time for detection andrecovery process is also
constrained by certain service requirements.

• Security: Super nodes should be fundamentally invulnerable to common attacks; otherwise,
they will easily disrupt the multicast service by forwarding wrong/polluted messages or
failing to accept correct information from other members.

Following above instructions, it is not difficult to select some required number of super nodes from
a overlay multicast group.

3.5.3 Member Joining

To be resilient to dynamic changes, DMMP specifies how to handle events like a member join-
ing/leaving.

If a new member wants to join the multicast session, it first checks its local cache for super node
candidates. If there are no suitable candidates in the cache, it requests the RP for the addresses
of the source and super node candidates. After receiving thesource address and a list of active
super nodes, it caches their capacities, i.e. uptime, out-degree. Then, it will measure the e2e
latency between them and itself, and sends the Join Request message to some super node which
can provide smaller e2e latency.
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On receiving Join Request from a newcomer, the super node will check its current out-degree. If
it is possible to accept the newcomer to as its immediate child, the super node will respond with
an indication of acceptance. In this case, the information about newly joining nodes will only be
propagated to the existing children of this super node sinceno child of the new member exists.
When the super node cannot accept it as its immediate child, it will redirect this Join Request
message to its active children with the largest available out-degree. If one of them responses to
the super node, this response will be relayed to the new member. If there are more potential
parents, the new member selects the one with smallest tree depth as its parent. If there are multiple
potential parents at the same depth, it chooses the best one in terms of their uptime. Once finding
the appropriate parent, the new member starts data delivery. At this time, the information about
the new member will be propagated from the parent to its PLN, siblings and the super node. The
process will be terminated until the new member finds its position and accordingly updates its
related information at corresponding nodes.

Figure 3.5: Example of DMMP-aware Joining Algorithm.

To illustrate above Join algorithm in a simple way, we give anexample in Figure 3.5. Suppose
nodeA has maximum degree of three and it already uses one degree forconnecting with nodeB.
Further, we assume that nodeC has higher capacity than nodeD. At the same time, nodeC andD
attempt to join the multicast group. Both of them have obtained a list of randomly selected super
nodes from the RP. Further, both have independently selected nodeA as their potential parent.
Then, the join procedure will be performed as follows.
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Step 1: NodeC and nodeD independently sendJoin Requestto nodeA. Since nodeA still has
some available degree left, it can decide to take one node as its child.

Step 2: NodeA doesn’t accept nodeD as it child because nodeC has higher capacity than nodeD.
Therefore, nodeC receives aJoin Responsewith notification of acknowledgment, whereas
nodeD receives a rejection in theJoin Response. To help nodeD quickly join the group,
theJoin Responsefrom nodeA contains the addresses of nodeB andC.

Step 3: Upon receiving the rejection as well as nodeA’s available children, nodeD sendsRTT Test
messages respectively to nodeB andC. It is possible to use other measurement metrics, for
instance, the length of the shortest path in the underlying topology. Nevertheless, we believe
round-trip measurement is a lightweight, efficient approach.

Step 4: Once nodeD receives aJoin Response, it is confirmed to join the group. There is no
necessity for nodeD to wait for other responses. As it receives the response fromnodeD
earlier than any other responses, the e2e delay between nodeC and nodeD is definitely
shorter than that of others.

In case the newcomer fails to find an appropriate position in any existing clusters to meet appli-
cation requirements, it can sell itself as a potential supernode and report its own capacities to the
RP. Regarding its capacity and the current number of super nodes, it could be entitled as a super
node. In this way, end hosts have more flexibility to get optimal services, which will be left for
future development due to the difficulty in the group management.

3.5.4 Refresh Information

In DMMP, each member is responsible for maintaining the overlay hierarchy, by periodically
sending Refresh message. The Refresh mechanism in the overlay mesh has a little difference from
that in the local clusters. To efficiently manage the overlay hierarchy, both active and passive
models are utilized in DMMP.

Within each cluster, end host starts to exchange Refresh message with its PLNs, siblings and CLNs
once it joins the cluster. In addition that each member has toperiodically update its information,
members in the local cluster are able to request refresh message from their relatives, e.g., PLNs or
CLNs. This operation guarantees the reliability and the stability of the overlay hierarchy.

For the Refresh message in the mesh, each super node sends itscurrent information to all mesh
members including the source. Once receiving updated information, the source will correspond-
ingly update the information at the RP. If one mesh member stops receiving Refresh message from
another beyond the MeshRefreshTimer, it assumes this neighbor to be either inactive or leaving.
In order to confirm the status, it may initiate a Probe messageas stated in Section 3.4.
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3.5.5 Member Leaving

In most cases, two situations stand for a member leaving the group, either gracefully or ungrace-
fully. In each cluster, the graceful leaving member should at least send an Inactive Request to its
parent or one of its children. After receiving the confirmation, it can leave the group gracefully.
Then the notified node will propagate this Inactive message to its relatives so that they can update
their service membership tables. For an ungraceful leavingcase, the Inactive status will be de-
tected by periodically exchanging Refresh messages. If anymember within the cluster, sayp, fails
to receive a Refresh Report message from one of its required relatives, sayq, within the refresh
timeout RefreshTimer, thenp sends a redundant Probe Request message toq. If there is still no
Probe Response message returned,p assumesq to be inactive and propagates this StatusInactive
message throughout the whole cluster. Afterwards, one of itchildren with relatively high capacity
will replace its place, and other children will accordinglychange their positions. Nevertheless,
ungraceful leaving may cause the crash of whole multicast tree. DMMP is able to handle different
situations by detecting the failures and recovering quickly from them as shown in Section 3.5.8.

Compared with the handling in the local cluster, the operation is even tougher in the core mesh
since all its cluster members are partitioned from the tree.When there is no end hosts connecting
to the leaving super node, no further changes to the overlay are required. Before a super node
gracefully leaves the group, it must recommend a replacement leader for the cluster it owns and
inform other super nodes in the overlay mesh before leaving.

Take an example to explain how the partition is handled. Similar to the algorithm described in
[101], each super node is assumed to store arefresh tablewith one entry for each other super
node. Suppose a super nodesni has detected a partition and the entrye is used to perform the
following operations. First of all, a probe request is sent to super nodesnj with the IP address
e.ip j . If no response is received, the functionhandlePartition()is called. Most likely,sni does not
receive an update fromsnj beforesnj has left the group. In a worst case,sni needstm·d seconds to
know the departure ofsnj , wheretm represents the refresh timer andd is the diameter of the mesh.
This approach can guarantee that mesh partitions are repaired quickly without causing additional
mesh partitions.

To detect unannounced leaves, DMMP relies on the periodic Refresh message exchanges. If the
failed peer happens to be a super node, the overlay hierarchyhas to be repaired, which will be
depicted in Section 3.5.8.

3.5.6 Member Rejoining

In DMMP, members may be unreachable due to network conditionchanges or membership changes.
In these cases, it necessary for the partitioned peers to rejoin the multicast session. To facilitate the
rejoin procedure, we propose to rely on relatives (e.g. sibling, PLN) as mentioned in Section 1.2.

To explain the procedure in details, we take an example of relying on Parent Level Node (PLN) to
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Figure 3.6: Member Rejoining Procedure.

rejoin the group. As shown in Figure 3.6, node 1.1 is stored asgrandparent for the Children Level
Node (CLN). To be more robust to dynamic changes, especiallyto the membership changes, we
propose to periodically exchange messages between the relatives. Suppose that node 1.1.3.2 just
joins the group, it immediately sends a request to its parent, namely, node 1.1.3. By that time,
node 1.1.3 has already stored its parent, node 1.1, in its cache. Therefore, it is quite easy for node
1.1.3.2 to get the grandparent stored in its cache. However,two possibilities may still happen while
requesting the grandparent’s address from its parent. One possibility is that the parent, node 1.1.3,
may leave ungracefully before it receives a request from node 1.1.3.2. The second possibility is
that the grandparent 1.1 leaves before the request from node1.1.3.2 can be arrived. For simplicity,
we don’t consider the possibility that the grandparent may leave after it responses to node 1.1.3.2
since the its information will anyway be updated to the Children Level Node (CLN).

For the first case that node 1.1.3 has left before it can notifynode 1.1.3.2, the solution is straight-
forward: node 1.1.3.2 is actually partitioned from the multicast tree and it needs to rejoin the group
through normal joining procedure. Once it rejoins the group, it can send request to its new parent
node. As long as the parent is available, it is not difficult for node 1.1.3.2 to get information of its
grandparent. However, for the second case, node 1.1.3.2 either sends a request to node 1.1.3 again
in order to get a new grandparent, or waits for any notification about re-construction of the cluster.

3.5.7 Data Delivery Control

After the multicast tree configuration, the new member will ask its immediate parent to send the
data. Generally, parent nodes will delete data in their local cache after they have forwarded them
to their children. If the parent still holds the data, the newmember can quickly get the data from
it. If the parent has not received data yet, either it waits until the parent forwards the data after
receiving, or it directly inquires the super node to deliverthe data. The former option is preferred
in DMMP as its overhead is likely much lower than the latter one. Upon receiving the data, the
new member will firstly forward them to its parent if its parent hasn’t received the data yet. If the
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parent has deleted the data, it will then ask its siblings to forward data directly. In order to alleviate
the redundant data transmission, the new member needs to wait for a certain while before it asks
for the data from its siblings.

Different from the procedure for joining as a cluster member, thenew member may join the mul-
ticast session as a super node. In this case, it will firstly ask its neighbors in the overlay mesh
to send the data. In addition, it may query the data from its children when they are already in
its local cluster. If any of them receives the data, this new super node will also get the data. A
third possibility is to let the new member directly ask the source to send the data. To alleviate the
control overhead, it is recommended that this new node waitsfor a certain while until one of its
mesh neighbors receives the data.

3.5.8 Failure Recovery

The maintenance of a multicast tree in DMMP faces a key issue because all non-leaf nodes in the
tree are end hosts who are more likely to fail than routers andmay join/leave the tree at will. It
does not happen in IP multicast since non-leaf nodes in the delivery tree are routers which do not
leave the multicast tree without notification. Thus, one design challenge in DMMP is to efficiently
reconstruct the overlay multicast tree after a node’s departure.

If one non-leaf node leaves the group ungracefully, its downstream nodes will be inevitably af-
fected. Two possible means can alleviate such impacts: one is to reduce the possibility of failures;
the other is to reduce the number of possible affected nodes. In practice, however, the first way
might be very difficult since end hosts may leave the group at will. For the second option, DMMP
proposes a proactive mechanism by periodically pushing high-capacity nodes to higher levels of
the tree by capacity comparison mechanism. Detailed mechanisms are described in Section 5.1.

Thereby, it is very likely that long-lived super nodes and their immediate children form a stable
and efficient cluster core after a certain time. The longer a node remains in the multicast session,
the more it becomes attaching to other long-lived nodes withsimilar uptime. In other words,
higher capacity nodes form a well-connected core with relatively more bandwidth support and
being more stable, whereas peers with less available bandwidth and shorter uptime will be placed
out of the core as possible.

In order to improve the performance of DMMP, especially whenthere are high packet losses or
host failures, a reactive recovery technique is also used after failure detection. Recovery from
failures regarding a member crash is similar to handling a member leaves. The difference is that
surviving members usually do not receive prior notificationof a crash. Thus, Refresh message is
periodically exchanged between each member and its neighbors. It is even more difficult for super
nodes to maintain the cluster since all of its local members are partitioned from the multicast tree
and can not receive the multicast data until it is repaired.

In the local cluster, each immediate child of the super node must find a backup parent in advance,
either the source or a group member. Once the super node leaves the group, its children try to
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Table 3.2: Selection Criteria

Criteria Involved Operations

Out-degree. Differentiation of non-leaf nodes from leaf nodes
Super node selection
Tree construction within clusters
New member joining the group
Failure recovery mechanisms

E2E delay Non-super nodes attach to super nodes to form clusters
New member joining the group

Uptime New member joining the group
Failure recovery mechanism

contact with their alternative parents to rejoin the multicast tree. This approach can facilitate
the recovery process and strengthen the reliability of the overlay hierarchy. In addition, cluster
members periodically estimate their relatives (i.e. PLNs,CLNs) within the cluster and evaluates
the number of losses that it shares with these nodes. While inthe core mesh, each super node
maintains state information about all other mesh members, no additional discovery of nodes is
necessary. Using this mechanism, packet delivery ratios can be increased with a high probability.
To handle different scenarios of failures, more mechanisms need to be defined in the near future.

3.6 Selection Criteria

End host based overlay multicast is more sensitive to dynamic network changes since end hosts
may join or leave the group at will. It would be even harder forDMMP to manage and maintain
such an overlay mesh because super nodes may leave the group ungracefully as well. To address
the instability of mesh, uptime is chosen as an assisted criterion to strengthen its maintenance.
Once an end host joins in the overlay multicast tree, its uptime starts to calculate from zero until
its leaving. Besides, there are several metrics used in DMMPas the criteria of the capacity, which
will be specified as follows.

As shown in Table 3.2, out-degree is the main criterion to select the super nodes from end hosts.
Then, non-super nodes select one super node which locates “near” to it based on the estimated
e2e latency. During the tree construction within clusters,nodes with higher out-degree are likely
to join in the tree at the high level. Regarding new members joining procedure, out-degree, e2e
latency and uptime are all taken into considerations. To keep the stability of the overlay hierarchy,
out-degree and uptime are chosen as comparison metric to enhance the stability of the overlay
multicast tree. Furthermore, out-degree and uptime are regarded as the main selection criterion for
searching alternative nodes during the failure recovery.
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3.7 Security Considerations

The main goal of the DMMP framework is not to offer a bullet proof system, but to provide a
simple and efficient media distribution solution. Therefore, we present afew thoughts on the most
important security requirements for the DMMP framework. The studies outlined below could be
viewed as a starting point towards better solutions for overlay construction and maintenance that
we will develop in the near future.

First of all, the security considerations should be taken during the super node selection (cf. Sec-
tion 3.5.2). In DMMP, the current preference is to rely on an authority center which qualifies the
trust level of participated end hosts. Once an end host obtains a security certificate (e.g. digital
certificate) from the authority center, it is entitled to be selected as a super node. Otherwise, this
end host has been temporarily considered as an unqualified candidate for being a super node.

Besides, within each cluster we propose to useCluster Key, Group KeyandPrivate Keyas the
security scheme to manage the cluster members in a safe way. For example, the following three
items are considered within the key management scheme:

• key establishment: how to create keys is the fundamental problem, which form the basis of
key management. Usually, there are two ways, namely, stateful and stateless configuration
which may be application specific and we need to decide whether the key establishment
mechanism is able to accommodate different ways of configuration.

• key distribution : the importance of key distribution is distributing small-size but critical
messages (e.g. keys, virus signatures) to a large number of overlay nodes that are organized
into trees, meshes, or other types of overlay structures. For instance, we could employ
conventional public key techniques that pairwise keys are established between two nodes.
Symmetric key techniques may also work, but have several limitations, such as limited
scalability for large groups, no flexibility for adding new members.

• key storage: either centralized or decentralized storage can be further studied. Another
technique called probabilistic key pre-deployment [105] can be studied to reduce the storage
overhead, however, currently it can only provide thresholdsecurity in case that a certain
number of colluding members can greatly jeopardize the secure links shared between other
members in the system.

3.8 Summary

In this chapter, we focused on specifying and identifying the properties of the DMMP framework,
which can overcome the identified challenges. The proposed DMMP framework has a few major
differences from existing works presented in Chapter 2.
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• We proposed a dynamic two-tier architecture with one mesh core and multiple clusters,
which was composed all by end hosts. Here, “dynamic” refers to that DMMP-aware mesh
is resilient to dynamic changes (e.g. member joining/leaving).

• The proposed overlay hierarchy does not need any infrastructure upgrade, and therefore can
be deployed into the current Internet. DMMP relies on IP unicast to deliver the packets
through decentralized users.

• To construct the DMMP overlay hierarchy, we combined the available bandwidth and up-
time to represent the capacity of each node. In fact, the ideawas motivated from economic
philosophy and incentive mechanisms that long-staying capable clients who are willing to
contribute more to the network, most likely get better service than others. Moreover, the
heterogeneity has been specifically considered in DMMP.

• To form the cluster, “locality-awareness” was taken into considerations. That is, nearby end
hosts were converged into the same cluster. Such a concept brings two major benefits: a)
the serving delay will be reduced; b) reduction of the control overhead and the complexity
of the overlay maintenance.



Chapter 4

DMMP Modeling and Performance
Evaluation

In this chapter, we model the DMMP framework (as presented inChapter 3) and evaluate the
performance through both theoretical and simulation studies. Most importantly, we attempt to
identify the efficiency of media data delivery, the service quality (e.g. data path quality) experi-
enced by the end hosts, and the reliability (e.g. being resilient to dynamic changes) of the DMMP
framework, against IP multicast and other ALM approaches.

The rest of the chapter is organized as follows. Section 4.1 gives a theoretical analysis on how it
is possible to support four properties (seen in Section 3.2)in the DMMP framework. The analysis
is comprised of: 1) the required number of non-leaf nodes forDMMP-aware tree construction;
2) analysis on the tree depth; 3) resilience to dynamic changes; and 4) analysis of convergence
time. The performance metrics are introduced in Section 4.2. Section 4.3 discusses impacts of the
related metrics on the above theoretical analysis. The second part of the analysis, we focus on the
performance evaluation under various simulation scenarios, especially, in highly dynamic circum-
stances with a large amount of heterogeneous end hosts. Our methodologies and experimental
setup are illustrated in Section 4.4. Meanwhile, the major ideas of DMMP are implemented in
OMNeT++ simulator (introduced in Section 4.4.1). Section 4.5 presents the main performance
results obtained from two simulation scenarios. Section 4.6 summarizes the chapter.

4.1 Theoretical Analysis on DMMP Properties

One important property of DMMP is the ability to support the heterogeneity of the node capacities.
Currently, we consider the out-degree as the primary metric, which is noted as the number of the
outgoing multimedia sessions that a node can establish. Forexample, on the assumption that the
bit rate of media isB and the outbound bandwidth of an end hosti is b(i), the total number of

62
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sessions it can establish isb(i)/B which is also the maximum degree of the end host. Meanwhile,
the knowledge of available bandwidth in overlay routing is nowadays regarded as acquirable, based
on recent advances in available bandwidth measurement techniques and tools [98]. However, in
a heterogeneous environment like Internet, only a small number of end hosts can provide extra
out-degree, while a large number of them can only receive data from incoming sessions, so-called
leaf nodes.

One question immediately arises: how many non-leaf nodes are required when constructing the
overlay multicast tree for a given sized group and a given topology of network? To answer this
question, we firstly estimate the required non-leaf nodes which can provide extra out-degrees for
other nodes in terms of different multicast groups, to form the multicast tree in each cluster.

Remark that the following theoretical analysis is DMMP-specific only, we do not compare the
results with other solutions. In contrast, the simulation studies will consider the comparisons with
IP multicast and other ALM solutions.

4.1.1 Required Number of Non-leaf Nodes

Constructing an overlay multicast tree can be modeled as a degree-constrained spanning tree prob-
lem. For the convenience of our discussion, one cluster caseis taken as an example to explore the
possibility of constructing the DMMP-aware overlay multicast tree. We assume thatm end hosts
participating in the cluster in which the percentageα of end hosts are non-leaf nodes. Out-degrees
for i (1 ≤ i ≤ [α · m]) non-leaf node isni . That is, [(1− α) · m] end hosts could only perform
as leaf-nodes as they can hardly provide extra out-degree for other nodes. These leaf-nodes are
planned to be placed at the bottom of the overlay multicast tree as possible because they can just
receive the services instead of making any contribution to the network. Unless otherwise stated,
in the remaining sections, above notations are kept in the same meaning.

Observed from [106], it is possible to compose an overlay multicast tree if and only ifni ≥ 1 and
∑m

i=1 ni ≥ 2m. Sincem-node spanning tree hasm− 1 edges and each edge results in two degrees
used, one for each node. Then, based on our assumption we havethe following inequality,

(1− α) ·m+
|m·α|
∑

i=1

ni ≥ 2(m− 1), (4.1)

as [(1− α) ·m] end hosts have only one out-degree. Besides, we also set themaximal out-degree
of arbitrary node asnmax ≤ k wherek is upper limit of the out-degree for an arbitrary node. If we
assume the average out-degree of non-leaf nodes isn, due to 0< α < 1 the average out-degreen
will have the following constraints.

2−
5

m+ 2
≤ n ≤ k, (4.2)
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Figure 4.1: Ratio of Required Non-leaf Nodes.
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Figure 4.2: Nr. of Required Non-leaf Nodes.

That is, n which requires almost two extra out-degrees. Nowadays, it is quite common for a
subscriber to have two extra out-degree (e.g. 256 kbps available bandwidth) as many Internet
content providers use the Windows Media Audio 9 codec to deliver media content at 64 kbps
or 128 kbps. Besides, while the total number of group member increases, the requiredn keep
constant.

More specifically, we assume that the distribution ofni is an arithmetical series, that is,ni =

[n1 + ∆ · (i − 1)] andni ≤ k. For brevity, we set∆ = 0.25 since we assume the group members
have heterogeneous capacities. To make Equation 4.2 come into existenceα should satisfy the
following two inequalities (supposen1 = 2):

m2 · α2 − (8m · n1 − 9m)α − 8m+ 16≥ 0. (4.3)

m2 · α2 −m · α + 8n1 ·m · α − 8k ·m · α ≥ 0 (4.4)

As long as two conditions are satisfied,

(α +
7

2m
)2 +

15

4m2
−

8
m
≥ 0, (4.5)

m · α − 8k + 15≤ 0 (4.6)

the overlay tree can be constructed.

Figure 4.1 and 4.2 interprets the relationship between the minimal number of required non-leaf
nodes and the minimal out-degree in terms of different group. Let we takem= 500 as an example,
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α should satisfy the conditionα ≥ 0.12. That is, it is possible to form the overlay multicast treefor
500 end hosts if there are at least 60 non leaf-nodes with minimal out-degree two. In this case, a
large number - nearly 440 - leaf nodes exist in the network, which is quite accord with the common
situation over the today’s Internet.

Based on the condition of 0≤ α ≤ 1, Figure 4.3 depicts the impacts ofk on α. The largerK is,
the allowed maximalα could be. Besides, when the number of group becomes larger, the impact
of k onα becomes less. It is reasonable since in a large group end hosts may have large different
in their capacity even if the out-degree is constrained. Remark that Section 4.5.1 further discusses
the impacts ofk-interleaved spanning tree on the DMMP mesh.
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Figure 4.3: Impacts of K-spanning tree.

From above analysis, it should be possible to construct the DMMP-aware overlay multicast tree
to satisfy bandwidth constraints of media streaming applications although end hosts have different
capacities (e.g., available bandwidth support). Since DMMP targets at providing an efficient and
resilient multicast solution for large-scale media streaming applications, it should optimize the
overall delay besides satisfying the bandwidth requirement.

4.1.2 Tree Depth

We believe there is a need to reduce the overall delay of the multicast tree, which can be easily
observed from the time-constraints of media streaming systems, for instance, a packet arriving
after its scheduled play back time is useless and consideredas lost. The question arises concerning
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how to optimize the overall delay of DMMP-aware multicast tree. Observing from the overlay tree
construction, the overall delay in DMMP can be broken down into three parts. The first-mile delay
from the source to each super node can be alleviated by choosing super node close to the source.
However, it can also be achieved by deploying multiple servers within each service domain. The
second-mile delay of transporting packets from each super node to its cluster can be alleviated
by attaching to the multicast tree with lower e2e delay between the super node and local end
host. This objective is already taken into consideration (e.g., cluster formation phase).The last-
hop delay of forwarding packets from overlay upstream nodesto overlay downstream nodes has
a great impact on the e2e delay of each node. This is very important bottleneck to overcome, and
mechanisms for shortening such delay are the topic of this section.

Hence, the objective of reducing the overall delay can be regarded as constructing the multicast
tree within each cluster as short as possible. It is also noted that the overall delay from the top to
the bottom of the tree is somehow proportional to the depth ofthe tree. In DMMP, a mechanism
is proposed that nodes with larger capacity would be assigned to the higher level in each cluster.
This seems reasonable as more end hosts could attach to the tree at each level, and the tree depth
would be shortened. In addition, those nodes staying at the higher level are likely to get better
performance if they are willing to contribute more to the overlay applications.

In reality, it is, however, not so optimal since some leaf nodes may have already occupied the
positions at the higher level of the tree. In this case, some high out-degree nodes could only be
attached to the initial tree at the lower level. To explain the tree depth problem more explicitly, in
the following subsections we discuss the issue concerning two cases.

The Worst Case

In the worst case, all leaf nodes will attempt to join the treeat the higher level or they have already
occupied these places. Theoretically, at least one non-leaf node should stay at each level of the
tree; otherwise, it is impossible to support multicast sessions for downstream nodes. One example
mechanism attaching to the tree without invitation allows nodes to join in the tree once they receive
an answer from one of the group members [107]. This approach would create deep graphs with
tree depth of [(1− α) ·m/(n− 2)] but fast join operations and less cost of tree construction.

The Best Case

In contrast to the worst case, the best situation is that all nodes with higher out-degree try to occupy
the positions at the higher level of the multicast tree so that all leaf nodes can only be placed at
the bottom level. For example, the approach of attaching to the tree with best invitation supposes
that a newly joining node waits for all responses from the requested nodes until it finds the best
one [107]. This approach would create wide graphs with a low worst-case tree depthlogm(1−α)

n−1 but
slow join operations and high cost of tree construction as well.
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Figure 4.4: Tree Depth at N=100.
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Figure 4.5: Tree Depth at N=500.

Accordingly, we make use of the above analysis to derive the result of tree depth issue concerning
the best case and worst case in terms ofm = 100 and 500. In Figure 4.4 and Figure 4.5, the
tree depth decreases dramatically between out-degree 5 and10 concerning the worst case. The
difference between the best case and the worst case is huge, especially when the group is large.
This is because some early-joined leaf nodes may have already taken up the higher position of the
tree. How to cope with this situation? A self-refinement mechanism is proposed to periodically
optimize the established DMMP clusters as described in Section 5.1. Upon expression(1), nodes
either with definitely higher bandwidth support or having joined in the multicast session for a long
time will be switched to or kept staying at the higher level ofthe tree.

4.1.3 Resilience to Dynamic Network Changes

One cause for current multimedia streaming services which cannot guarantee required QoS occurs
mainly from unstable network status. Compared with IP multicast, overlay multicast approaches
usually are more perceptive to dynamic network changes, e.g., nodes leave the group just after a
short time, which are also called transient nodes.

How can DMMP achieve the above objective? To detect node failures (e.g., leaving accidentally),
REFRESH message is periodically exchanged between each group member and its relatives (e.g.,
parent, sibling). If a node fails to receive a REFRESH message from one of its required relatives
in a certain time, it will send a PROBE message to the relative. If there is no response message
returned, the relative is confirmed to be inactive. One of itschildren with higher capacity will
replace its place, and other children will correspondinglychange their positions. Consequently,
the information will be updated in the source and associatednodes. However, if the leaving node
is a super node, it will be even more difficult since all its cluster members are partitioned from
the tree. One possible solution is that each immediate childof the super node must find a backup
parent list. Once the super node leaves, these children try to contact their alternative parents to
rejoin the tree [97].
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Figure 4.6: Example of Message Flows During Failures.

More concretely, Figure 4.6 shows the flow of messages when node E fails. In this scenario the
failure of nodeE is detected by one of its children, sayF sinceE fails to answer thePROBEfrom
F. Then, nodeF will search its local entry for the parent node ofE, that is, nodeA. It sendsJOIN
and REPLACErequest directly toA andA will notify other children ofE. Once notified byA,
other children, for exampleG, will sendJOIN and REPLACEto A as well. After a certain while,
A will choose the higher capacity node to replaceE. Here, nodeA chooseF as the candidate to
replaceE. Accordingly, A accepts the request fromF and reject the request fromG. Moreover,
the address of the replacement (e.g. address ofF) will inserted in theREJECTmessage. Upon
receiving the address of the new parent, rest of the children(e.g. nodeG) will re-join the multicast
tree by requesting the new parent,F.

Nevertheless, whenever one non-leaf node leaves the group,its downstream nodes will be in-
evitably affected. We believe that two possible means can alleviate suchimpacts: one is to reduce
the possibility of failures; the other is to reduce the number of possible affected nodes. In practice,
however, the first way might be very difficult since end hosts may join/leave the group at will. For
the second option, DMMP proposes a proactive mechanism by periodically pushing high-capacity
nodes to higher levels of the tree. Meanwhile, we combineuptimewith available out-degree as the
capacity of each node, which is depicted in expression (4.1)to strengthen the maintenance of the
overlay hierarchy.

Thereby, it is very likely that long-lived super nodes and their immediate children form a stable
and efficient cluster core after a certain time. The longer a node remains in the multicast session,
the more possibility it has to attach to other long-lived nodes with similaruptime. In other words,
higher capacity nodes form a well-connected core with relatively more bandwidth support and
being more stable, whereas peers with less available bandwidth and shorter uptime will be placed
out of the core as possible. In addition, the newcomers who have higher capacities could “climb”
from the bottom to a higher level after some switching stages. For example, a newcomer at the
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lower level could switch with its parent if its capacity exceeds (over a predefined threshold) the
current parent. Here, an appropriate threshold will be defined to avoid unnecessary switching since
if the child has a smaller bandwidth support, it will be ultimately placed below the parent.

To summarize, stable nodes with higher bandwidth support are likely placed at the higher level
of the DMMP-aware tree regardless of dynamic changes. Moreover, a node is encouraged to
contribute more resources or longer service time to the network in tradeoff for a better service
quality. These design options and their detailed implementations will be studied in the following
simulation analysis.

4.1.4 Analysis of Convergence Time

The convergence time in DMMP greatly relies on the tree depthand the percentage of non-leaf
nodes. Suppose non-leaf nodes have similar attaching time at a1 and leaf nodes ata2. According
to our basic mechanism that high capacity nodes have the highpriority to join the tree, we get
a2 < a1. Moreover, we suppose that each level takes the similar convergence timet for the tree
construction. That is, the convergence time of each level ofthe tree can be presented as follows:
ti = ti−1 wherei represents theith level of the tree.

Two extreme cases are involved: best case and worst case, which have been shown in the previous
subsection. At the best case, all incapable nodes are placedat the bottom of the tree. Therefore,
the convergence time will be:

tb ≤ (logm(1−α)
n−1 − 1) · t · n · a1 + a2 ·m(1− α) · t (4.7)

In case the positions at the higher level has already been occupied by the leaf nodes, the conver-
gence time becomes:

tw ≥ α ·m · t · a1 + a2 · (n− 2)[(1− α) ·m/(n− 2)] · t (4.8)

namely,

tw ≥ t ·m · (α · a1 + (1− α) · a2) (4.9)

If the multicast group is large (e.g.,m > 50) andα satisfies the condition in inequality 4.5, it is
very obvious thattb << tw. It also indicates that our mechanism is very useful, by pushing the high
capacity nodes to the high level of the multicast tree. Nevertheless, the heterogeneous capacities
of the underlying end hosts and different methods of constructing the multicast tree may have a
great impact on the convergence time. However, it is not the main target of our proposal and
additionally in reality due to dynamic membership changes the convergence time varies at any
time. Therefore, this metric will not be discussed in the following simulation experiments.
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So far, we have identified the possibility of constructing DMMP-aware overlay multicast tree
and discussed some performance related factors, e.g. out-degree, tree depth, convergence time.
However, there are some parameters closely related with theunderlying network topology, which
may have a great impact on the performance.

4.2 Performance Metrics

Through the in-depth investigations of video distributionsystems in Chapter 2, we expect to extend
this study for use as general guideline for application level multicast protocol design, validation
and evaluation. This includes, but is not limited to, validation of protocol correctness and robust-
ness, evaluation of overhead, efficiency, scalability and other performance metrics. The focus of
our evaluation will be placed on existing metrics, such as stress, stretch, convergence time and
control overhead [108], [109].

Stress: We refer to the number of identical copies of a packet carried by a physical link as the
stress of a physical link [101].

To get a better understanding of this concept, in Figure 4.7 we show two examples of application
layer multicast and one for network layer multicast, all on the same topology of routers and end
hosts. Meanwhile, square nodes represent routers and circular nodes are end hosts.

Let us assume that each link on the topology is of 1 unit length. According to the definition of
Stress:

• Case (1) Max Stress= 1; Average Stress= 1;

• Case (2a) Max Stress= 3, which is the link from end host A to router R1; Average Stretch
= 1;

• Case (2b) Max Stress= 2, which is the link from end host A to router R1; Average Stretch

= (
3
3
+

6
4
+

3
3

)/3 = 1.67

Delay Performance: It is evaluated by stretch or Relative Delay Penalty (RDP).

RDP=
Overlay Delay
Unicast Delay

(4.10)

End-to-End Delay: The e2e delay experienced at each DMMP-aware end hosti is di = tr − ts,
wherets is the time that the source sends out the data, andtr represents the time when “same” data
is received ati.

Tree Cost: It can be defined as follows.

Tree Cost=
Overlay Tree Cost

IP Multicast Shortest Path Tree Cost
(4.11)
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Figure 4.7: Examples of Application Layer Multicast and Network Layer Multicast.

Control Overhead: It refers to the average number of bytes of control packets.

Convergence time/speed of the protocol: It is a process and a measurement, respectively, of the
adaptation of a computer network to unplanned changes in itstopology or structure.

Loss Rate: Most of the multimedia applications rely on UDP to transmitthe data, which does
not guarantee a reliable delivery. It might be often happen that the source sends out the video
packets to the group, however, some of the group members could not receive the data due to the
bad network status (e.g. network congestion).

We measure the loss rate in accordance with its definition in [43]: for each group memberi, the
loss rate can be evaluated through the following equation:

Li =
Nt − nt

Nt
(4.12)

Here,Nt is the total number of data sent from the source to the group within a timert, andnt stands
for the number of induplicated data that memberi.

The further evaluation in the rest of the thesis is performedboth theoretically and experimentally.
Theoretical evaluation is conducted using an analytical model and a stochastic model, while ex-
perimental analysis relies on network simulations. Using network simulations, we will study and
evaluate protocol correctness and robustness according todifferent network models, e.g. Georgia
Tech (GT) network model [110], [111].

4.3 Discussions on Performance Metrics

Towards validating our theoretical analysis presented above, we describe initial results consisting
of a series of performance evaluations on a proposed model. Scalability, efficiency, resilience



4.3. Discussions on Performance Metrics 72

and QoS are major concerns for application level multicast Since DMMP is designed to support
multimedia services, we consider the bandwidth consumption, the efficiency of delivery (e.g. the
consumption of control traffic), packet loss rate, and latency. Specifically, we focus ourefforts on
discussing the metrics ofstress, control overhead, loss rate, anddata path length, which have
been introduced in the above section.

• Stress: The stress of a link in the underlying network refers to the number of copies sent
over the link (in both directions). The stress of a router is the number of forwarded copies of
a packet. It mainly measures the additional load on a networklink, and therefore it closely
related with the efficiency of resource utilization and scalability of the protocol. Generally,
we would like to keep the stress on all links as low as possible. For instance, the stress for
any network level multicast tree is one.

Model: Since we are interested in the asymptotic nature of the metric, we assume a very
large number of end hosts are uniformly distributed in the network. Thus, the DMMP-aware
clusters will have similar properties, e.g., will have the similar number of cluster members,
k, and the same cluster radius.

DMMP builds the data delivery plane directly on top of the overlay hierarchy as shown in
Figure 3.1. A distance vector protocol runs on top of the coremesh and within each cluster
data is top-down forwarded across the DMMP-aware tree. Thus, the number of links that
connect super nodes of clusterCi to their respective cluster members is given bypi which is
no more than their out-degrees. The number of packet copies is determined by the number
of downstream nodes (≤ ni). The average link stress would be:

λ ≤
∑L

i=1 pi + L[1 +
∑k·α

j=1(n j − 1)]

N
. (4.13)

whereN is the total number of links (nodes) in the network,L notes the number of super
nodes andn j is the used out-degree of non-leaf nodesj. Since the member population is
large and network is uniformly populated with the members, let us make a fluid approxima-
tion on the expression 4.13 based on the inequality 4.2. Therefore, the average link stress of
DMMP will be:

λ ≤ 1+
p+ 1

k
. (4.14)

Let p denote the average out-degree of super nodes, we assumep = k · (1 − α), as the
number of leaf nodes in the DMMP is much larger than the numberof non-leaf nodes. Then
inequality 4.16 becomes:

λ ≤ 2+
1
k
− α. (4.15)
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Reconsidering the condition in Equation 4.4 into the above inequality, we could roughly get
the average link stress of DMMP.

Figure 4.8 presents the initial comparison results of the average stress between DMMP and
NICE, a well-known protocol which assumes to have a good scalability. Meanwhile, the
value ofk in DMMP usually varies with the value ofN. But the value ofk in NICE is
predefined (usuallyk = 3) and will not change corresponding to the group size. In contrast
to NICE (the average stress isk2/(k − 1)2 [112]), the stress of DMMP keeps at fairly small
values (always below 1.9) regardless of the group size. It means DMMP could achieve better
performance in terms of resource efficiency and scalability. However, if we setk = N1/2,
the value of stress is larger than the first settingk = 3. We believe it might be caused by
improper value ofk, which also implies choosing values ofk has a great impact on the
performance of DMMP and should be taken into consideration in a DMMP implementation
when the value ofN changes.
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Figure 4.8: Comparison of Average Stress.

Besides above theoretical analysis, we further measurestressthrough two simulation sce-
narios defined in [101]. Each end hostj counts the last-hop stress based on the equation:

s( j) =
1
N
·

n
∑

i=0

n(i, j) (4.16)

wheren(i, j) represents the number of copies of packeti (1 < i < N) which is transmitted
via j. Apparently, the last-hop stress caused by DMMP is nearly two if the number of group
members is large.
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• Control Overhead: DMMP is mainly used to efficiently transmit media data to end hosts.
Hence, it is important to reduce the bandwidth consumed by control traffic. The control
overhead of DMMP is caused by establishment and maintenanceof the control plane. There
are several possibilities of measuring the control overhead, for instance, counting the num-
ber of exchanged control messages. In the following performance evaluation in Section 4.4,
we intend to measure the amount of bandwidth which is consumed by the control traffic.

• Loss Rate: While media application may be tolerant to higher loss ratethan other generic
applications, it is nevertheless desirable to achieve a high efficiency of media delivery. In
DMMP, ungraceful leaving and network congestions may causepacket loss. For the first
case, the data delivery topology can be temporarily partitioned, which requires some time to
recover from the failures. In the following evaluation, packet loss rate of nodei is calculated
as follows:

l i =
N j − ni, j

N j
(4.17)

whereN j is the number of total packets of media sessionj sent from the source andni, j is
the number of packets received by the end hosti.

• Data Path Length: Instead of measuring end-to-end (e2e) latency, we consider data path
length which measures the distance between the source and a group member. Thedata path
length pli of the group memberi is defined as the number of physical links that a packet
traverses till reaching nodei. The high value ofpli does not necessary mean high latency,
but it implies high jitter and high possibility of packet loss.

4.4 Performance Evaluation through Simulations

We intend to evaluate and validate our proposals through theuse of current powerful network
tools, such as ns-2 [113] or OMNeT++ [114]. Under some carefully designed test scenarios (e.g.
initialization phase, dynamic membership changes), the performance of proposed protocols can
be intensively measured and compared against different design options.

4.4.1 Network Simulator

In this section, we introduce the network simulators and focus on illustrating OMNeT++ [114]
which is used throughout the thesis to develop our proposed protocols.
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Network Simulator Types

There are two major types of network simulator:Customized SimulatorandCommon Simulator.
Customized simulators are designed for analyzing one particular protocol in a certain scenario.
Apparently, it is difficult to compare network protocols with customized simulators unless all
required protocols are implemented in the same way. For instance, NICE and Narada are im-
plemented using customized simulators and therefore we cannot directly compare them with our
simulations. Differently, common simulators can provide generic simulationframework which is
independent from implementing protocols. With such a framework, protocols can be comparable
since they are using the same underlying modules and interfaces. Hence, in this thesiscommon
simulator, more specifically, OMNeT++ [114] is used.

Before introducing OMNeT++, in the following subsection we summarize the properties ofcom-
mon simulators based on our experiences.

• Discrete event system:Such a system changes its state at discrete points and each state
change is called “event”. Nothing happens between two events. At an initial phase, all
events are scheduled and kept in a global data structure (e.g. event queue). Besides, each
event receives a timestamp indicating when it is supposed tohappen.

• Efficiency:Simulation of a large networks may take a long time and consume a large amount
of memory. In order to simulate complex networks, the programming language in the sim-
ulator is very important.

• Extensibility: The advantage of using common simulator is that various of protocols can
be implemented on top of the simulation framework. In this sense, the underlying module,
common interfaces and comprehensive documentation make the extensibility easier.

• Visualization: Most common simulators can create an animation of the simulation model,
which allows user to observe the protocol behavior. It facilitates debugging because visual-
ization can help users to get an intuitive understanding of the implemented protocols.

• Statistic Support:To evaluate the performance of a certain protocol, collecting statistics
is necessary. Common simulators explicitly offer an easy interface for recording statistics
data.

We choose OMNeT++, one of the most popular, object-oriented common simulators, for our
following simulation experiments. As it is written in C++ and uses a discrete event processing
engine, its efficiency is rather predictable.

OMNeT++

OMNeT++ is free for academic non-profit use. There is also a commercial version called OMNEST.
OMNeT++ has a much broader focus than nsnam [113]. Any system that canbe modeled as a dis-
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crete event system can be simulated. OMNeT++ is mostly used for computer network simulation,
but it could also be used for e.g. analysis of hardware architectures. It consists of asimulation
kernel, asimulation library, component librariesanduser interfaces[114, pages 211–212].

• The simulation kernel mainly handles the discrete event processing. It supports distributed
simulation.

• The simulation library offers support for common simulation tasks. It includes, for example,
random number generators and containers, as well as classesfor gathering statistics. We
will elaborate a bit on the statistics support:Output vectorsare collections of (time, value)
pairs, which are recorded over the course of a simulation run. For example, assume that
packet round trip times are measured regularly in a simulation. Then all the individual
measurements could be stored in an output vector. The outputvector writes the data to a file.
The data can later be plotted usingplove, a tool that comes with OMNeT++. The format of
files generated by plove are very simple, which makes post-processing using external tools
rather easy. Anoutput scalarstores a single scalar value and a description string. Scalars
are typically recorded at the end of a simulation run. Example: one could count the lost
packets over the course of a run, and record the total number as a scalar at the end. The tool
scalarscan be used for post-processing.

• There are two alternative user interfaces; the text-based,non-interactiveCmdenvfor batch
execution, and the richer graphical user interfaceTkenv∗. Tkenv does not only provide
animation, but also additional debugging and tracing support. Most notably, it is possible to
inspect all simulation objects, such as messages, modules,parameters (see below) or output
vectors, at the run time.

• The component libraries contain mostly the protocol implementations. OMNeT++ is com-
pletely independent from these libraries; in fact, it does not come with any component
libraries. For example, theINET frameworkprovides the essential Internet protocols. In
nsnam, the basic Internet protocols are an integral part of the simulator itself, in contrast.
Simulation objects are wrapped in modules. These modules can be arbitrarily combined
to build more sophisticated modules. Component libraries consist of a number of related
modules.

OMNeT++ simulation models are implemented as follows:simple modulesare implemented as
C++ classes, they are not composed of other modules.Compound modulescontain other modules,
which can be simple modules or compound modules. They are described using theNED language,
which is a simple compiled programming language with a syntax similar to C. OMNeT++ pro-
vides a compiler that translates NED code into C++ code. That means, there is also C++ code
for compound modules, but it is usually not written manually. All modules of a simulation are in-
cluded in thesystem model, which is a module hierarchy rooted at the system model. For network
simulation, the system model usually represents a network.

∗Tkenv is based on the graphical user interface toolkittk [114].
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To observe large-scale network behaviors, setting up the testbeds with at least thousands of nodes
is hardly feasible. Therefore, using the network simulatorOMNeT++ is a good way of demon-
strating the efficiency and robustness of a network protocol.

In the following analysis, we seek to evaluate the performance of DMMP via simulations in OM-
NeT++. We start by presenting the protocol stacks created in our simulation, which is illuminated
by Section 2.5.2. Then, we introduce the fundamental items in the DMMP protocol design, and
describe the network topology we use for our evaluation, as well as the parameters we choose for
configuring the simulations. In the following experiments,an Intel Core 2 Duo machine with 6
GB of RAM was used.

4.4.2 Protocol Stack

In our simulation model, the physical layer stack has not been considered very detail since our
focus is on the application level multicast. Thus, the bit error model is not implemented in the
underlying network since the physical properties are not our focus either. When a frame is sent
over a link, we assume that the transmission time relies on the link’s bandwidth capacity and
propagation delay. We use PPP as the default link layer protocol. Nonetheless, the implementation
of the network layer is rather complicated since we have to extend the existing network layer in
OMNeT++ in order to collect measurement data (e.g. stress in Section4.2) by routers.

Figure 4.9 depicts the protocol stack of an DMMP-aware end host. PPP module is used at the link
layer which connects to an access router. On top of the PPP module, there aredmmpnetworkLayer
for the network layer, namelydmmpip, anddmmpudpfor the transport layer. An overlay protocol
dmmpoverlaysits on top of thedmmpudp, which receives data from application layers such as
“Tier 1” module and then passes to the transport layer.

Different from general protocol stack at the end host, we place anoverlay layer between the ap-
plication layer and the transport layer. In fact, thedmmpoverlay is extended fromBaseOverlay
which is the basic overlay module implemented in OverSim. Further, theBaseOverlaymodule
is derived fromcModulewhich is the base class for all simple modules in OMNeT++ [114]. As
DMMP is proposed to support multimedia applications, we implemented a preliminary module
representing a video streaming application. Such a module is only used at theDMMP sourceside.
Once an initial control topology is constructed, the RP notifies theMultimedia Applicationmod-
ule which generates data at a constant bit rate (e.g.,r kbps ) and starts the DMMP multicasting
session. To avoid IP fragmentation and quicken the simulation procedure, we use a small bit rate
with 64 kbps, 128 kbps and 256 kbps. Suppose it sends three data messages each second, every

data message is sent with
64
3

kbps,
128
3

kbps or
256
3

kbps.
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Figure 4.9: The Implemented Protocol Stack of DMMP-aware End Host.

4.4.3 Protocol design

According to the above protocol stack, the DMMP protocol is designed with considerations on 1)
application layer (multimedia application); 2) dmmp overlay; 3) transport layer (DMMPUDP);
4) network layer (DMMPIP); and 5) link layer (PPP). As it can be seen from Figure 4.10, the
“DMMP Source” and “DMMP Member” are two main classes in the DMMP simulation. The
DMMP Sourcereceives the video packet from the application layer, attaches with DMMP header,
and then distributes it to its mesh neighbors. The mesh neighbors are implemented within the
DMMP Memberclass, as well as other DMMP-aware end hosts. The IP addresses of DMMP-
aware members are stored asstring; while additional information is stored in theMemberInfo.
These additional data includes the maximum degree of each member, available degree of mesh
members, and the measured distance towards the source. Moreover,MemberMapis used to man-
age the information stored in theMemeberInfo. In the following simulations, theDMMP Member
relies on severalMemberMaptriggers to keep track of the following data.
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Figure 4.10: Datagram of DMMP Protocol Design.

(1) The children in the local cluster (number, IP address, etc.).

(2) The mesh neighbors (IP address, available degrees).

(3) The super nodes (IP address, number, maximum degrees).

(4) The buffered joining requests.

(5) The candidate parents.

The information of category (2) and (3) is only used by super nodes since there is no need to other
group members to remember all other super nodes. However, the candidate parents are required
by all non-super nodes. If a non-super node wants to rejoin the multicast session, the information
of candidate parents can be very helpful. Besides, each DMMPMember maintains aRefreshTable
(seen in Figure 4.10) that stores a number ofRefreshEntriesand a list of potentially unreachable
super nodes.
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4.4.4 Network Topology

In the following experimental scenarios, we use NED-oriented topology algorithm to create the
underlying network topology. Such a topology generator is easy and efficient [114]. In our simula-
tion, the underlying network is configured with two types of routers: backbone routers and access
routers. Each access router is connected with one backbone router. End hosts are placed dynam-
ically into the topology graph, depending on the churn model. Every end host is connected only
with one access router via Point-to-Point Protocol (PPP), which is randomly chosen when the end
host is created. However, such a topology algorithm is oftenused for generating a small number
of routers. In order to increase the number of underlying routers, a sophisticated algorithm with
dynamic router placement (which is written in C++ code) has to be used.

An alternative way is to use script languages likeperl or awk to generate a complicated NED file.
However, to generate large-scale networks using the scriptlanguages may be inefficient.

4.4.5 Data Model

In all the experiments, we model the scenarios with one multimedia stream source multicasting to
the group. We chose a single media server to be the data sourcegenerating a constant bit rate data.
In fact, DMMP framework can support multiple source media distribution, however, we focus on
single source-based multicasting to evaluate the fundamental ideas. The reason is that a single
source-based multicasting can be easily extended to support multiple source-oriented multicast,
for example, using CDN infrastructure or aggregated multicast hierarchy (e.g., using aggregated
multicast trees [51]).

4.4.6 Initial Parameter Settings

As we have discussed several application-specific parameters for DMMP in Chapter 3, we define
them with the same values for the following experiments.

• Source Bit Rate: The data source generates a constant bit rate data and sends to the group.
The value of bit rate varies from 64 kbps to 256 kbps.

• Link Capacity: The link capacity used in the following simulations is heterogeneous. We
set totally 14 types of the channels with the variants of delays and data rate. The delay varies
from 0ms to 15ms, and the data rate varies from 128 kbps to 100 Mbps, which is in accord
with current link capacity distribution.

• Timeouts:Tmin andTmax are used to determine how aggressive links can be added to repair
potential partitions. As known that each DMMP-aware super node stores arefresh table
with one entry for each other super node. Each entry includesan IP address, a timestamp
and asequence number. If an entry is not updated more thanTmin seconds, the entry is
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Table 4.1: Maximum Degree Distribution

Maximum Degree Probability

1.0 0.4
3.0 0.2
7.0 0.2
10.0 0.1
14.0 0.1

copied to a queue. All entries are remained up toTmax− Tmin seconds. If the timer exceeds,
a partition is assumed and the function ofhandlePartitionis called.

Fiber optic cables are used for the links between routers with a propagation delay of five mil-
liseconds and a bandwidth of 1.0 Gbps. For consistence, in the following experiments for the
underlying network model, without explicit explanation all links between the access routers and
the attached end-hosts have the same propagation delay and follow the same bandwidth distribu-
tion as described above. Besides, in the following scenarios all links between an access router
and its attached end hosts have the same propagation delay and bandwidth. For the bandwidth
distribution, the end hosts attached to the same access router have the same maximum degree. As
we assume that there are a large number offree-riders[104] over Internet, we set the maximum
degree “ONE” of the access network with the probability of 0.4. The maximum degree distribution
is listed in Table 4.1.

Besides, we rely on a respective model to estimate the available bandwidth of each end host. Then,
the estimated bandwidth is used to calculated the out-degree (cf. Section 4.1.1) and capacity
(cf. Section 3.3.3). Though there are other possibilities of estimating available bandwidth, for
example, probing based estimation, we currently use the straight-forward way to measure the
available bandwidth. For an accurate bandwidth measurement, it can be considered in the future
development of the simulation.

4.4.7 Data Collection

The performance metrics listed in Chapter 3 are measured through the following ways in our
simulations:

• Stress: Since the overlay network dynamically changes, the link stress changes over time.
Therefore, it requires to track each data packet sent from the source. As indicated in [101]
that the number of links/routers should be counted with the ones that actively participated
in data transmission. By modifying the basic model of IP routers in OMNeT++, DMMP-
aware routers are able to record the number of forwarded messages. Thus, therouter stress
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can be easily measured. In the following measurement, the load of the end host is calculated
as the stress of the last-hop link, so-calledlink stress.

• Control overhead: The control overhead is mainly caused by establishing and maintaining
the DMMP-aware overlay network. To be consistent with the commonly used metrics, for
example in [39], the control overhead is counted with the number of control messages.

• Packet loss rate: As shown in Chapter 2 that media applications are more tolerant to the
packet loss than to the delay. Nevertheless, if the data delivery tree is partitioned for a long
time the video service is unavoidably affected. Thus, we numerate the received video pack-
ets at each end host and accordingly determine the loss rate as indicated in Section 4.2. In
the simulation, the number of packet lost can be perceived via the gap between the sequence
numbers within two subsequent received packets. For instance, if the difference between the
sequence number in the newly received packet and that in the last received packets is two,
two packets have been lost.

• Data path length: To be consistent with the metrics used in [43], the data pathlength is
recorded in a hop counter in each data packet. Once a router oran end host forwards the
packet, the hop counter increases by one. Till the packet arrives at the dedicated end host,
the data path length is finally remembered as the total hop counter.

Remark that we do not measure thee2e latencyand delay performance(cf. Section 4.2) due
to the following two reasons: 1) optimization of the e2e latency is not the first aim of DMMP,
though it has already been considered during the cluster formation; 2) we measure the data path
length instead, which can be regarded as a more reasonable metric for evaluating the efficiency of
application level multicast since one overlay link may traverse several underlying physical links.

4.5 Simulation Results

In this section, we present the evaluation results in two envisioned scenarios: 1) dynamic scenario,
which is defined to observe the impacts of different parameters on the performance of DMMP
in a dynamic environment; and 2) NICE scenario, which focuses on comparing the performance
of DMMP against NICE and Narada. The first scenario considersdynamic member joining and
leaving since DMMP is expected to be resilient; the second scenario is specifically designed for
the purpose of comparison with NICE and Narada.

4.5.1 Scenario 1: Dynamic Membership Changes

The first scenario, thedynamic scenario, specifically considers membership changes, since it is
more realistic to design the scenarios with periodic membership changes. Thence, we used a typ-
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ical churn model which is provided by aParetoChurngenerator following the Pareto distribution
[115]. In brief, Scenario 1 consists of two subsequent phases:

• Join Phase: It is a short join phase within 100 seconds when a large number of DMMP
members join the multicast session and none of them leaves the group.

• Membership Changes Phase: Members frequently join and leave the multicast session,
reaching a stable equilibrium. That is, the total size of themulticast group hardly changes
during the runtime of the simulation. For leaving members, both graceful and ungraceful
cases are considered. For simplicity, members leave ungracefully with probability of 0.5.

Parameter Settings

The paper [97] indicates that a large amount of end users overthe Internet do not have enough
upstream bandwidth to support media distribution in the overlay multicast. Therefore, we set
these incapable end-hosts with maximum degree of one and distribution probability of 0.4 (cf.
Table 4.1). Besides, nowadays peer-to-peer applications have shown the potential that some end
hosts can have a relatively higher upstream bandwidth to become super nodes. In this scenario, we
simulated heterogeneous capacities of end hosts with the maximum degree distribution as listed in
Table 4.1.

We used OverSim to build the underlying network with 1, 500 backbone routers and 1, 000 access
routers. Besides, we configured the following parameters toidentify the impacts of the size of
constructed DMMP-aware mesh.

• Super node degree: 5, which is the maximum degree of super nodes.

• Target Overlay Terminal Num: 1, 000, which is the final group size of end hosts.

• Lifetime Mean: 1, 200 seconds, which is the mean value of life time of each end host.

• Refresh Timer: 1.5 seconds, which is the interval of sending refresh messagesamong mem-
bers.

The Impact of K

As we mentioned in Section 4.1.1 thatk may have a great impact on the overall performance.
Here,k specifically refers to the number of interleaved spanning trees that the DMMP-aware mesh
contains. Therefore, the total number of mesh links is aboutn× k, wheren is the number of super
nodes. In the following analysis, the number of super nodes is set as 30 since the number of end
hosts is quite large in this scenario (i.e., up to 1, 000). Note that the impacts of different numbers
of super nodes have been investigated in the second part of this scenario.
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Figure 4.11: Impacts of K-spanning Tree.

In Figure 4.11, the control overhead increases from 2 kbps to3.5 kbps as the number of mesh links
increases, while the loss rate drops dramatically from 6.3 kbps to 0.7 kbps if there are 2-spanning
tree in the mesh instead of 1-spanning tree. It is quite understandable since 1-spanning tree is
actually a pure tree, not a mesh, which is anyway less reliable than a mesh.

For the data path length, the impacts ofk are controversial: 1) the higher mesh density, the higher
possibility of building good reverse path trees; 2) the meshdensity is high, super nodes consume
more bandwidth for maintaining reverse path forwarding. Then, the available bandwidth left for
forming clusters may be much less, which leads to higher depth of local clusters. That explains
why the data path length increases whenk becomes three or four. Most likely, it is the same reason
why the loss rate slightly increases betweenk = 3 andk = 4. Nevertheless, the loss rate is still
quite low (around 1.5 kbps). Whenk changes from four to five, the loss rate drops again. We
suspect that with the same selected number of super nodes (i.e. 30) in our case 5-spanning tree
has reached the highest stability within the DMMP mesh.

The router stress slightly increases in the range between two and four because the high data loss
rate causes a high number of redundant retransmission. However, the results with much higher
value ofk are not shown in the figure because the control overhead and data path length dramati-
cally increases but the other two values are kept stable. From above observations, we can ascertain
thatk does have great impacts on the performance of DMMP-awareness overlay framework. For
a comparatively better performance, it is suggested to usek = 2 or k = 3. In the following simu-
lations, we, therefore, choose eitherk = 2 or k = 3, depending on the maximum number of super
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nodes. For example, if the number of super nodes is more than 20 the value ofk could be 3 in
order to ensure the reliability of the mesh core.

The Number of Super Nodes
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Figure 4.12: Impacts of Mesh Size.

In order to identify the impacts of the number of super nodes,we measured average loss rate, av-
erage router stress, average path length, and average control overhead. As depicted in Figure 4.12,
when the maximum number of super nodes is low, such as five, theloss rate is 70% higher than
that of 20. It is reasonable since when the number of super nodes is low, the clusters get very large
due to the limited size of the mesh core. Moreover, large clusters are vulnerable to partitions if
there are frequent membership changes.

Similarly, when the number of super nodes is less than 20 the router stress and data path length
are higher (10%) than the case when the number of super nodes is 30. Such a result proves that a
small mesh size leads to: 1) relatively unreliable overlay network, which eventually causes more
redundant data retransmission of DVMRP (cf. Section 2.4.2); 2) deeper cluster trees, since the
available number of clusters is less. However, if the numberexceeds 30 both the router stress and
the data path length linearly increase. We expect that the data path length can be shortened if the
mesh size gets larger However, in this case, we conjecture that the established mesh core is not
optimized due to the dynamic group changes. Because of the above reasons, we further developed
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mesh self-improvement mechanisms (in Section 5.1.1) to optimize the mesh links through period-
ically adding efficient links and removing inefficient links. The optimized performance is shown
in Section 5.2.

Differently, the average loss rate firstly decreases at the valueof 30 and then increases linearly. It
is because with 40 super nodes for 1, 000 end hosts the established DMMP-aware mesh core could
be very reliable. Nevertheless, if the number of cluster members (which is equal to the number
of super nodes) becomes higher than 40 the complexity of maintaining such a large-size mesh
increases dramatically. This eventually causes high loss rate at the clusters. In addition, if some
super nodes happen to leave ungracefully, the loss rate can be easily affected.
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Figure 4.13: Impacts of Mesh Size on Control Overhead.

Due to different range sizes of the measurement, we separately plot theaverage control overhead
with regards to the number of super nodes in Figure 4.13. Without a doubt, the control overhead
increases in accordance with the number of group members. However, as long as the number of
super nodes is smaller than 50 the control overhead is quite acceptable (less than 5 kbps). Here,
for simplicity we used a relatively small source bit rate, 64kbps. Thence, the control overhead
less than 10% is acceptable, namely, less than 6.4 kbps. It mainly owes to the locality-awareness
used in forming the DMMP clusters, through which the refreshmessages are exchanged within
each cluster. If the number of super nodes is larger than 50, it exhibits quadratic growth. The main
cause is that the maintenance of such a mesh core requires a large amount of refresh messages
among super nodes.
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According to above observations, the number of super nodes between 20 and 30 is preferred in the
following simulations as router stress, data path length, and control overhead are quite low; the
loss rate is acceptable. For instance, in Scenario 2 we intend to choose 30 (at least no more than
40) as the maximum number of selected super nodes.

The Number of End Hosts

DMMP targets at supporting large-scale media distributionapplications, and therefore it is neces-
sary to evaluate the impacts of the number of end hosts. We measured the performance regarding
the average control overhead, the average router stress andthe average data path length, if the
number of clients varies between 128 and 2, 048.
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Figure 4.14: Impacts of the Number of End Hosts.

We repeated our experiments using the same underlying network topology to observe how the
number of end hosts could have impacts on the performance. Asshown in Figure 4.14, the average
data path length, average loss rate and as well as the averagecontrol overhead are kept in a very
stable way. Especially, for 2, 048 end hosts the control overhead increases less than 30% compared
with the case when the number of end hosts is only 128. Moreover, it remains relatively constant
along with the increasing group size. Remark that the numberof super nodes has been chosen with
different variables in order to be adaptive to the group size. Forexample, for 128 end hosts we



4.5. Simulation Results 88

chose 10 as the maximum number of super nodes, whereas we set 30 when the group size reached
2, 048. That may also result in some increment in both control overhead and data path length. As
we presented in Section 4.5.1, with increasing number of super nodes the control overhead and
data path length accordingly grow. However, the value of data path length changes very slowly
though the depth of the data delivery tree unavoidably growswith larger group sizes. The above
analysis indicates the DMMP has the potential to support large-scale media applications with
considerations on both expanding available bandwidth and alleviating e2e service delay.

Nevertheless, when the group size gets larger than 1, 200 the router stress increases in a very
impressive manner. The main cause probably comes from the impact of underlying network size
since 2, 500 routers (with 1, 500 access routers and 1, 000 backbone routers) might not be capable
of supporting such large-scale groups. The conjecture is identified in subsequent section.

The Impact of Underlying Network Size
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Figure 4.15: Impacts of the Underlying Network Size.

Unfortunately, Figure 4.14 implies that the router stress significantly increases with the increas-
ing number of the group size. However, we cannot draw a statement that the efficiency of data
delivery in DMMP is low since the number of underlying network size has a great impact on the
performance. To validate our inference, we further measured the impacts of the size of underly-
ing network topology in Figure 4.15. We tested 500 and 1, 000 end hosts with various types of
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underlying network topologies:

• 3000: 1, 800 backbone routers and 1, 200 access routers.

• 2500: 1, 500 backbone routers and 1, 000 access routers.

• 2000: 1, 200 backbone routers and 800 access routers.

• 1700: 1, 000 backbone routers and 700 access routers.

• 1400: 800 backbone routers and 600 access routers.

Figure 4.15 indicates that the router stress decreases dramatically when the underlying network
size increases. For example, the router stress drops 30% from the number of the routers 3, 000 to
that of 1, 400 for the same group size of 500. For the group size of 1, 000, the router stress drops
even more than 35% from the network size of 1, 400 to the size of 3, 000. Therefore, we can ascer-
tain that the number of underlying topology can greatly affect the overlay multicast performance.
In fact, it is understandable since with a larger underlyingnetwork the traffic overload can be more
evenly distributed over available routers. As shown in [43], all topologies used in the simulations
had 10, 000 routers.
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Figure 4.16: The Number of Physical Links With a Given Stressvs. Stress.

Besides, we studied the variation of physical link stress under DMMP and compared the results
with that of DVMRP (shown in 2.4.2) and naive unicast in Figure 4.16. We used the similar model
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with a group size of 128 members in [101]. Here, the horizontal axis represents stress and the
vertical axis represents the number of physical links with agiven stress. The stress of any physical
link is one for DVMRP, shown as a solitary dot. Under both native unicast and DMMP, most
links have a small stress, which is expected to be so. However, the significant difference lies in
the tail of the plots. For the native unicast, one link may have to transmit 127 duplicated copies
of the same packet (since the stress may reach 127). Though there are quite a few links having a
stress above 120, native unicast may heavily overload the underlying network. DMMP, however,
distributes the stress more compactly, and no physical linkhas a stress larger than nine. Since the
traffic in the DMMP framework is well-dispersed, most of the routers experienced stress with five
or even less.

4.5.2 Scenario 2: Comparison with ALM Approaches

In Scenario 2, we intend to compare the performance of DMMP with that of NICE which is
claimed to have a good scalability, and Narada which is one ofthe first application level multicast
protocols. Very careful readers might notice that, we haven’t considered some overlay multicast
approaches (e.g. OMNI, TOMA) as mentioned in Section 2.4.3.This is because the performance
of these approaches largely depends on the delicately deployed infrastructure nodes (e.g. MSN).
Different from their design philosophy, DMMP-aware nodes are self-organized to support media
distribution system, without any special infrastructure support from the underlying network. For
fairness and reasonability, NICE and Narada are chosen as two benchmarks for the comparison
analysis, which are self-organizing systems as well. Further, most recent systems [39], [37] origin
from above two systems, and additional features in the new systems are not essential for the fol-
lowing comparisons. Other systems such as [116], [117] are not feasible for the general topology
configuration in following simulations.

In our simulation, we reproduce the scenario implemented with the same module calledDMMP
NICEChurnfollowing the description in [43]. It can generate a churn ofarrival and departure

rate of the end hosts during a runtime. In brief, the NICE churn model includes three subsequent
phases:

• Join Phase: During the first 200 seconds, a set of 128 end hostsuniformly join the multicast
session.

• Stabilization Phase: Within 1, 800 seconds the DMMP-aware overlay is kept stabilized.
There are no membership changes during this phase, which is the same period mentioned in
[43].

• Leaving Phase: After the stabilization, 16 randomly selected members leave over 10 sec-
onds. This phase repeated four more times at 100 second intervals. To verify the resilience
of DMMP, ungraceful leaving has been simulated during the four-time leaving phases, and
therefore the total simulation time is 2, 400 seconds.
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Simulation Setup

We relied on OverSim topology generator to configure the underlying network with 5, 000 routers
with an average node degree between 3 and 4. In our simulationsetup, we were unable to simulate
with with topology of 10, 000 routers or larger since the OverSim configuration for 5, 000 routers
and 1, 024 end hosts consumed more than 6 GB of the memory. However, the results from our
simulation can be still comparable to that of NICE or Narada since the following metrics are
measured in the “average” and “percentage” way. For example, the average router stress refers
to the average duplicated numbers of the same packet traversed through each of the underlying
routers. Furthermore, we emphasize that the purpose of thisperformance evaluation intends to
show the capability and potentials of DMMP in supporting large-scale media services.

The number of these end hosts in the multicast group varied between 8 and 512 for different ex-
periments. In our simulations, in order to be comparable with NICE and Narada we only modeled
loss-less links: there is no data loss due to network congestion, and no notion of background
traffic. However, any data packet is considered as lost whenever DMMP fails to provide a valid
path from the source to a receiver, or a duplicated data packet is received through different paths.
Besides, we configured the following parameters for the simulation set up:

• Super Node Max Num: 30 is selected, since in this scenario DMMP framework is expected
to support a large number of end hosts. With regard to the group size, the maximum size of
super node is accordingly changed. That is, the maximum sizeof super node is bounded to
no larger than 10% of group size when the group size is smallerthan 300.

• Target Overlay Terminal Num: (8, 512), which is the total group size of end hosts. Since the
maximum number of end hosts can be support by Narada is 512, weonly test up to 512 end
hosts in this scenario.

• Graceful Leaving Ratio: 50% of leaving is ungraceful leaving with 0.2 seconds of graceful
leaving delay. Within this delay, these nodes are supposed to notify the neighbors and waits
for the leaving notification.

• Refresh Timer: 5 seconds, which is set with the same value ofHeartBeatperiod for NICE.

Data Path Quality

Figure 4.17 and 4.18 show the router stress and link stress for different protocols as the group
member size evolves. For each metric, we present both the mean valuNICE and Naradae and
the standard deviation. Note the aggregated results for NICE and Narada are obtained from [43]
which specifically presents the router stress and link stress using 10, 000 routers. In our DMMP
implementation, we only used 5, 000 routers due to the limitation of hardware support.

As explained in Chapter 3, DMMP members aggressively find good points of attachment (e.g.
high bandwidth support and relatively low e2e latency) to join the group in the overlay topology.
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Figure 4.17: Comparison of Router Stress.
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Figure 4.18: Comparison of Link Stress.

Because of the locality-awareness considerations, the nearby members in the DMMP framework
are very likely grouped into the same cluster, and thereforethe router stress and link stress would



4.5. Simulation Results 93

be kept relatively low. Moreover, some high capacity nodes perform as super nodes which can
distribute media data in a highly decentralized way. Therefore, the quality of data path in DMMP
is expected to be relatively high and kept stable.

As expected, the router stress of DMMP is quite stable (as thedeviation of stress for DMMP is
very less), comparing with NICE or Narada. However, NICE eventually has lower router stress
(30% less than DMMP when the number of end hosts is 512). The main cause for the quality
degradation is that the established DMMP-aware overlay mesh may not be optimized during the
runtime. Therefore, we propose a self-improved protocol for DMMP in Section 5.1.1 to improve
the quality of service hierarchy. Nevertheless, we can argue that DMMP only relies on half of the
routers to achieve competitive performance as proved in Section 4.5.1 that the underlying network
size has a great impact on the performance, especially for the router stress,

Another fact is that the performance of NICE is much worse than DMMP and Narada when the
number of group size is less than 50 and the performance of Narada degrades very quickly when
the group size increases. However, DMMP is more adaptive to the variance of group size. More-
over, the link stress of DMMP is very competitive to that of NICE although we used only 5, 000
routers to afford the service. It is also interesting that the link stress is kept quite constant even
when the group size evolves. We believe that the dynamic mesh-based overlay hierarchy is effi-
cient for distributing media data to a large number of end hosts.
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Figure 4.19: Comparison of Data Path Length.
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Figure 4.19 plots the average path length and the deviationsfor Narada, NICE and DMMP with
different group sizes. As DMMP does not target at optimizing the delivery path length to receivers,
such a result is acceptable. In some cases, DMMP has shorter data path length (e.g. when the
group size is lower than 100). In other cases, the data path length of DMMP is a little higher than
Narada and NICE (e.g. when the group size is larger than 128).Surprisingly, with 512 end hosts
DMMP has shorter data path length compared with the performance offered by NICE or Narada.
It is mainly owing to super node selection strategy in our DMMP framework. When the group size
gets larger, the number of super node is accordingly increased (cf. Section 4.5.2). With more super
nodes, end hosts have higher probability of finding better serving parent nodes who can provide
shorter delivery paths.

The last important issue observed from the figure is that the data path length of DMMP is relatively
unstable. We believe that established DMMP clusters may notbe optimized due to the membership
changes, similar to which has been mentioned in “the impactsof the number of super nodes” in
Scenario 1. Therefore, in Section 5.1.2 we propose and develop self-improvement mechanisms
for the DMMP framework to optimize the established overlay clusters.

Resilience and Control Overhead

DMMP is designed to be resilient to dynamic changes. To investigate the impacts of end host
changes, we present results observed from the third part of our scenario: starting from simulation
time 2, 000 seconds, a set of 16 members leave the group over the 10-second period. In those
leaving cases, there are 50% of ungraceful leaving (cf. Section 3.5.5). This procedure is repeated
four times and simulation ends at 2, 400 second. Note we reduce the number of leaving member
to 25% of the existing members when the group size is less than64. For example, when the group
size is 16 each time only four members leaves the group instead of 16.

Figure 4.20 shows the mean value and the standard deviation of control overhead at the access links
of the end hosts. Each symbol in the plot represents the average value of the control traffic in form
of kbpssent and received by the group members. Since the control overhead for NICE and DMMP
is very similar, we draw another Figure 4.21 with considering only NICE and DMMP. Obviously,
the control overhead of Narada is much higher than both NICE and DMMP. For example, in order
to maintain a group with 500 end hosts the control overhead exceeds 200 kbps. The simulation
results again prove the statement mentioned in Section 2.4.3 that Narada is only useful for small-
size or medium-size multicast group. Otherwise, the control overhead to maintain a large group
will overwhelm the network resource.

When the group size is less than 256, the control overhead of DMMP is comparatively higher
than that of NICE because of the large number of selected super nodes. The frequent message
exchanges among mesh members result in a bit higher control overhead.

However, the average control overhead decreases when the group size is more than 350 stemming
from the fact that we only selected the same number (i.e. 30 asidentified in Section 4.5.1) of
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Figure 4.20: Comparison of Control Overhead.
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Figure 4.21: Comparison of Control Overhead.

super nodes for both group size of 256 and 512. Apparently, for the former group size more than
10% group members are acted as super nodes, which increase the average cost of maintaining the
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mesh core. However, for the latter the number of super nodes is less than 6%, and thus the average
control overhead drops a little. It is the same reason why thethe data path length is not stable
and the average loss rate increases more when the group size is 512. Alternatively, the data path
length and the loss rate can be optimized through carefully selected number of super nodes and
shortening the refresh intervals (current setting is five seconds). If do so, the control overhead will
unavoidably increase since more message exchanges are required to maintain the mesh core.

When the group size is larger than 350 the average control overhead of DMMP decreases 20%,
whereas the control overhead of NICE increases more than 60%. The fact is resulted from the
following three reasons. Firstly, if a new member wants to join the NICE overlay, it must start
from the basic layer. If there are a small number of existing users, the layered hierarchy contains
a limited number of layers and control overhead is not high. When the group size gets larger,
the NICE layer becomes much higher. In order to join the group, the message exchanges from
the basic layer till the highest layer could be very high. Second, each NICE cluster needs to
periodically track its size (cf. Section 2.4.3), and based on the detected size it either splits itself
or merges with another small cluster. Such an operation is useful to keep the hierarchy stable.
However, if the group size is very large the control overheadfor such an operation is unavoidably
high. Third, if there are several leaders (which are the members located in the core of the layers)
happen to leave at the same time, the control overhead and loss rate grows rapidly because all
partitioned nodes need to rejoin the session from the basic layer again. It can explain why the
control overhead of NICE increases so fast when the number ofgroup size becomes large.
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Figure 4.22: Comparison of Average Loss Rate.
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Particularly, we measured the average loss rate during the four-time leaving phases. Nonetheless,
the packet loss rate is not evaluated in NICE due to the unavailability of the measurement model in
NICE. As shown in Figure 4.22, the average loss rate increases dramatically when the group size
evolves to 32 since each time there are more than 8 end hosts (25%) leave the group. Even when
those group members receive the data, they may not be able to deliver the data to its neighbors
before the leaving. Nonetheless, the average packet loss inDMMP framework is still low. Note
that there is no data loss introduced by links, network congestions or background traffic. The
results in this scenario may not be completely realistic. However, we still can argue that the
stable packet loss rate implies the potential resilience ofDMMP for supporting large-scale media
services.

Observing the above results from the multiple experiments over different group sizes, we can
conclude as follows.

• The data path quality of DMMP is much better than that of Narada, and very competitive to
that of NICE with much less underlying network support.

• DMMP is more adaptive to different group sizes than both NICE and Narada since the
efficiency of data delivery in term of router stress and link stress of DMMP are maintained
relatively stable when the group size grows.

• The control overhead and average loss rate varies in a relatively stable way as the deviations
of both metrics are much less than that of NICE and Narada. Thus, DMMP has the potential
of being resilient to dynamic changes in the circumstance oflarge-scale group size. While
the control overhead of NICE and Narada increases in an impressive way when the group
size gets larger than 300, the control overhead of DMMP is less affected and kept stable.

• It is essential to balance the tradeoff between control overhead, and high quality of data
delivery because maintenance of a large-size mesh core strengthens DMMP-aware overlay
but increases the cost, especially the control overhead.

4.6 Summary

In Chapter 3, we proposed a novel Dynamic Mesh-based overlayMulticast protocol (DMMP)
framework to overcome delivery efficiency, scalability and deployment issues for supporting me-
dia streaming applications over the Internet. Under this framework, some selected nodes in a
physical region self-organize into an overlay mesh, which is dynamically maintained according to
their resource availability and willingness of contributions to the network. Note that the DMMP
framework currently considers source-specific multicast [118], any-source multicast is left for fu-
ture studies.

The theoretical analysis proves that it is possible to construct such an overlay hierarchy for DMMP
although there are a large number of leaf nodes (i.e., over 40%) in the network. Secondly, the tree
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depth has a great impact on the overall latency of the multicast tree, and hence we construct
multicast tree within each cluster as short as possible. To address the instability and unreliability
aspects of end hosts, DMMP periodically pushes high-capacity nodes to the higher level of the
tree. Moreover, our preliminary analytical results show good stress for large multicast groups.
Our analysis is based on the assumption of a large member population uniformly distributed in the
network. However, in practice, the uniformity assumption may not hold.

Therefore, we implemented DMMP protocol over OMNeT++ and designed two scenarios to eval-
uate the performance of DMMP (e.g., stress, control overhead). Through the first scenario based
analysis, it has been validated that the number of interleaved spanning trees, the number of super
nodes, the number of joined end hosts, and the underlying network size have a great impact on the
performance of the DMMP framework.

Based on the simulation results of the second scenario, we ascertain that DMMP can achieve a
much better performance than Narada, and a very competitiveperformance as NICE. In terms of
the stress, control overhead and loss rate, DMMP has a very similar performance as that of NICE
with much less underlying network support. Secondly, DMMP framework is more adaptive to
group sizes than Narada and NICE, and the performance of DMMPis relatively stable even when
the group size gets larger. Thus, we can argue that the dynamic two-tier hierarchy can be regarded
as an efficient way of supporting large-scale overlay networks. Lastly, it is noted that there is
always a tradeoff between having a high quality of data delivery and a high control overhead.
Even so, DMMP has been benefit from the locality-awareness and dynamic mesh-based overlay
construction strategy to balance the quality of service andthe cost in an efficient way.



Chapter 5

Self-improved DMMP Protocol
(DMMP+)

Chapter 3 introduced a two-tier overlay hierarchy consisting of a mesh core and several clusters.
Through performance analysis in Chapter 4, the DMMP framework is identified to have the po-
tential of supporting large-scale media distribution services. Nevertheless, the data path quality
may be instable and the average loss rate may largely increase because of dynamic membership
changes (e.g. new member joining). In this chapter, we intend to extend the basic DMMP proto-
col with self-improvement algorithms to provide a better service delivery hierarchy, regarding its
scalability, efficiency and reliability. The proposed the self-improvementmechanisms are actually
protocol-independent. They can be applied to any overlay hierarchy, such as tree-based, mesh-
based structure (cf. Section 2.4.3). In this thesis, we deploy them into the DMMP framework
to clarify how the self-improvement mechanisms can be used to improve the quality of the data
delivery hierarchy.

The remainder of the chapter is organized as follows. Section 5.1 presents two self-improvement
techniques proposed by the DMMP+ protocol, namely, mesh self-improvement and cluster self-
improvement. Section 5.2 focuses on proving the effectiveness of the DMMP+ protocol. Mean-
while, we introduce a different topology generator - GT-ITM [119] - to produce a more realistic
Internet-like topology. For the performance analysis, twoaspects are considered through the sim-
ulation, i.e., data path quality, control overhead and packet loss. The comparisons in Section 5.2
validate the correctness of our hypothesis that self-improvement mechanisms not only enhance
the reliability but improve the efficiency of the data delivery hierarchy. Section 5.3 gives a short
summary of this chapter.

99
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5.1 Self-improvement Mechanisms

The DMMP framework relies on a dynamic mesh to distribute media data to a large number of end
hosts. However, the constructed mesh may be sub-optimal, because (i) initial neighbor selection
during a member joining the group is given limited topology information; (ii) dynamic member
changes due to group member joining or leaving; (iii) underlying network conditions, such as
routing, traffic load may vary. Motivated by the refinement studies in [45] and [47], DMMP+
provides two self-improvement mechanisms in order to gracefully enhance the performance of the
DMMP framework (e.g., to expand available bandwidth over the network).

5.1.1 Mesh Self-improvement

In DMMP+, the mesh members periodically exchange messages with eachother in order to track
the dynamic changes of other mesh members. As we mentioned inSection 4.5.1, the number
of interleaved spanning tree has a great impact on the efficiency of the data delivery. However,
due to dynamic membership changes the quality of the established mesh may degrade. DMMP+
allows an incremental improvement of mesh quality by addingadditional high-performance links
and dropping low-performance links.

Addition of Mesh Link

Mesh members probe each other at random and new links can be added depending on the perceived
utility gain. Here,utility is defined in Algorithm 5.1.1 to reflect the mesh quality. Following this
algorithm, members continue to monitor theutility of the existing links, and drop links which are
perceived as useless. Our target here is to provide a good-quality mesh which can ensure between
any pair of mesh members, the paths along the mesh can providebetter performance comparable
to the performance provided by the unicast path between them. To illustrate the idea, we provide
an example of adding useful links between a pair of DMMP mesh members.

Let v be a super node,v randomly selects a non-adjacent super node, sayu, and sends a request
for u’s routing table as well as it’s current available mesh degree. On receiving the routing table,
v evaluates the utility of the link{u, v}, namely,U(u, v). Suppose latency is used as the routing
metric,v measures the Round-Trip Time (RTT) betweenu andv. In this case, the utilityU(u, v) is
calculated in the algorithm 5.1.1.

The above algorithm is similar to the one proposed in [101], however, different from their design
function we extended the algorithm withgain considerations:v evaluates how the performance
of its routes could be significantly changed if link{u, v} is added. That is, we propose a utility
threshold to evaluate whether the adding link between them is desirable. Such a threshold depends
on the number of existing super nodes, and the available meshdegree ofu andv. If U(u, v) is
above the threshold,v should send a request, “AddLinkMsg” in our implementation,to u if u still
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Algorithm 5.1: Utility for Mesh Self-Improvement

for for memberv do
U(u, v) = 0
CL = current latency betweenu andv along the mesh improvement
NL = new latency betweenu andv along the mesh
if new edgeu-v is added
if NL < CL then

U(u, v) + =
CL− NL

CL
end if

end for

have available mesh degree. The complete message flow is shown in Figure 5.1.

Figure 5.1: Example of Adding Mesh Links.

For simplicity,u will not refuse to add the link but at the same time if there is asuper node, says,
which adds a link{u, s}, the super nodeu breaks the connection to a non-super node if possible. If
it fails, sinceu’s consensus threshold increasesu soon drops a link anyway.

Deletion of Mesh Link

Besides periodical adding links to the mesh, each mesh member periodically considers to drop
an inefficient link. Dropping a link is easier than adding an extra link since it may require no
message exchange. For example,v updates the last routing updates received from its neighbors
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and computes the consensus cost of each link, such as{u, v} as described in [101]. However, in
Narada each group member can be selected as a source. In our case, currently we only consider
one source and therefore, it can be useful to focus on optimizing the routes from receivers to the
source. During our implementation, it is not wise to drop a link which is along the shortest path
betweenv and the source, or betweenu and the source. Otherwise, it impacts on all optimal links
of v andu. As a complimentary to [101], we propose the approach as follows.

Supposec is the minimum value of the computed consensus costs. Ifc is below the consensus
threshold that relies onv’s current available mesh degree and the number of super nodes, the
corresponding link{u, v} is dropped. To drop the link,v notifiesu by sending a “DropLinkMsg”,
and both of their super nodes update their internal database, in particular, the routing tables. If the
“DropLinkMsg” is somewhere lost,v sends the message again when it receives the next refresh
message fromu.

5.1.2 Cluster Self-improvement

We suggest the self-improvement mechanisms since a clustermember having a higher capacity
than its parent node can be promoted. Basically, the direct children and their parent can swap their
positions. After promotion, the former child becomes the new parent and its former parent may
become the current child. However, there are still some factors affect the mechanism:

• the number of nodes involved in the promotion

• the reliability of participated nodes

• after promotion, the re-construction of the existing tree may be complicated since the pro-
moted child may have not enough bandwidth to accept all existing end hosts as its children.

For simplicity, we describe the idea by taking the followingexample. In Figure 5.2, suppose that
node 1.1.2 has much higher capacity than its parent 1.1 basedon the capacity comparison. Then,
node 1.1.2 sends a promotion request to node 1.1. After a certain proof (e.g. authority check),
node 1.1 acknowledges the request and sends back a status report which contains the address of
node s. Here, it is necessary that node 1.1 waits till node s has received the breakup request.
Otherwise, the join request from 1.1.2 may arrive earlier, which will cause a loop in the overlay
tree.

Then, node 1.1 breaks the connections with node s and 1.1.2. However, node 1.1 keeps nodes
as its backup parent in case node 1.1.2 is leaving or unreachable. Moreover, node s considers
node 1.1 as it temporary child. At the same time, node 1.1.2 contacts node s and notifies node 1.1
to be its child. Once node 1.1 receives the notification and rejoins the tree as the child of node
1.1.2, it may break the connection with node 1.1.1 if node 1.1.2 still has available capacity. In the
following example, node 1.1.2 can support at least three children. Therefore, after the first swap,
the node 1.1.1 requests to join as one child of node 1.1.2.
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Figure 5.2: Example of Cluster Self-improvement.

The message flow of the promotion example is shown in Figure 5.3.

Due to our strategy of constructing the overlay hierarchy, nodes at the bottom level of the overlay
are either transient nodes, leaf nodes or new comers. The above cluster improvement algorithm
allows the newcomers who have higher capacities could “climb” from the bottom to a higher level
after some switching stages. In reality, it is very important for new customers who have high
capacity and willing to share their resource can get better quality of service. For example, a new-
comer at the lower level could switch with its parent if its capacity exceeds (over a predefined
threshold) the current parent. Nevertheless, an appropriate threshold (as defined in Section 5.2.1)
should be chosen to avoid unnecessary switching since if thechild has a smaller bandwidth sup-
port, it will be ultimately placed below the parent. The maingoal of doing this is to reduce the
impacts of frequent changes in the overlay so that only a small part of the overlay multicast tree
will be affected and needs to be re-constructed after dynamic changes.

5.1.3 Extended Messages

To support self-improvement mechanisms described above, we need to extend the messages de-
fined in Section 3.4. Table 5.1 lists the extended DMMP messages.

Here,RoutingTableReqand RoutingTableRespmessages are used to obtain the information for
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Figure 5.3: Message Flow of Self-improvement.

evaluating random links. If the operation of adding links isdecided by one mesh member, it sends
AddLinkMsgfor adding the evaluated link to another mesh member. Similarly, DropLinkMsgis
used to request for dropping unuseful links. Note the first six messages are extended to support
mesh self-improvement mechanisms. Therefore, they are only exchanged between mesh members.

For the cluster self-improvement mechanisms, the last six messages are defined. Meanwhile,
Promotion RequestandPromotion Responsemessages are used to determine whether the swap
between the parent node and the child node is allowed. Once the promotion is confirmed, the child
node tries to break the existing links with other nodes through Break RequestandBreak Response
messages. In addition,Join Notificationis used to notify the partitioned nodes to rejoin the group.
Then, these partitioned nodes can request the new parent forjoining the group. When such a
joining procedure fails, they can follow the initial join phase (cf. Section 3.5.3).

5.2 Performance Evaluation

As observed in Section 4.5.1, the established mesh core may not be optimal due to the frequent
member joining/leaving. Moreover, Section 4.5.2 implies the quality of path length may be also



5.2. Performance Evaluation 105

Table 5.1: Extended DMMP Messages for Self-improvement Mechanisms

Messages From To Operation

RoutingTableReq. Mesh Member Mesh Member Links Evaluation
RoutingTableResp. Mesh Member Mesh Member

AddLinkMsg Mesh Member Mesh Member Adding Links
AddLinkMsg Confir-
mation

Mesh Member Mesh Member

DropLinkMsg Mesh Member Mesh Member Dropping Links
DropLinkMsg Confir-
mation

Mesh Member Mesh Member

Promotion Req. Cluster Member Cluster Member Promotion
Promotion Resp. Cluster Member Cluster Member

Break Req. Cluster Member Cluster Member Break Connection
Break Resp. Cluster Member Cluster Member
Break Confirmation Cluster Member Cluster Member

Join Notification Cluster Member Cluster Member Member Join

affected. Therefore, we implement the mesh self-improvement mechanisms to gradually enhance
the mesh performance. For the same reason, we implemented the self-improvement in each cluster.
In this section, we validate the effectiveness of the two self-improvement mechanisms through
measuring the data path length, stress, loss rate and control overhead.

5.2.1 Simulation Setup

In the following simulations, we use two approaches to buildthe underlying network topologies:
1) NED-oriented topology generation; 2) GT-ITM generator.As mentioned in Section 4.4.4, the
NED-oriented topology generator is easy and efficient but less realistic; whereas the latter is com-
monly a representative abstraction of the real Internet.

Besides the common parameters defined in Section 4.4.6 and Section 4.5.2, the following param-
eters are configured for the performance evaluation of DMMP+.

• Target Overlay Terminal Num: the value varies between 128 and 2, 048.

• Threshold for Promotion: threshold= 100, 000 bit= 100 kb. As the multimedia session
sends data at a constant bit rate of 64, 128 and 256 kbps, we setrather low bandwidth values
for the end hosts. It is possible to support up to 2 Mbps bit rate, however, the speed of
simulation drops dramatically.

• Refresh Timer: 3.5 seconds. It is used to periodically trigger the message exchanges among
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cluster members.

• Refresh Mesh Interval: 2.5 seconds. It defines the period for refreshing the mesh core.

• Utility Interval: 5.0 seconds, which is a period used to consider adding/deleting random
links.

In the following two comparisons, we use the similar scenario used in Section 4.5.1. The entire set
of members join in the first 200 seconds, and we run the simulation for another 1, 800 seconds to
allow the topology to be stabilized. That is, the performance of DMMP+will be evaluated through
two phases: joining phase and stabilization phase.

5.2.2 Scenario 1: NED-oriented Topology

To be consistent with simulation results in Chapter 4, we first rely on NED-generated topology to
configure the underlying network. As identified that Narada does not scale well (which can only
support up to 512 end hosts), in this scenario we only performthe experiments and compare with
NICE. We measured the router stress, link stress and controloverhead regarding different group
sizes.
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Figure 5.4: Comparison of Router Stress.
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Stress

Figure 5.4 shows the comparison of router stress with various group sizes. Compared with NICE,
DMMP+ has much less router stress (about 20%). Besides, the performance of DMMP+ is quite
stable regardless of the group size changes. When the group size gets larger, the router stress
caused by NICE increases whereas the performance of DMMP+ still keeps stable. In a stabilized
circumstance, the self-optimized DMMP-aware mesh and clusters can provide high efficiency of
data delivery by adding efficient links and deleting inefficient links (cf. Section 5.1) and as well
as promoting high capable nodes near the overlay core. Differently, when the group size becomes
large NICE has even deeper layered hierarchy and more separated clusters within each layer, which
enlarges the possibility of redundant transmission over the routers.

Similar to which has been observed in Scenario 4.5.2, the router stress caused by DMMP is rela-
tively stable. However, when the group size becomes larger than 300 the performance of DMMP
degrades and becomes worse than that of NICE. It is mainly because of duplicated transmission
through unoptimized overlay hierarchy.
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Figure 5.5: Comparison of Link Stress.

Figure 5.5 depicts the comparsion of link stress among NICE,DMMP and DMMP+. Obviously,
DMMP+ can achieve much better performance than DMMP. Moreover, due to the gradually op-
timized overlay hierarchy the link stress of DMMP+ is quite stable. Such an observation exactly
demonstrates that the DMMP+ protocol is very helpful to improve the stability and efficiency of
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the data delivery in the DMMP framework.

Compared with NICE, DMMP+ has comparatively less link stress though its underlying network
is configured with 5, 000 routers. Especially when the group size is less than 1, 000, the router
stress of the DMMP+ protocol is up to 15% less than that of NICE. When the group size is larger
than 1, 500, the performance of NICE is a bit better than DMMP+. However, as identified in
Section 4.5.1 that the link stress is impacted by the underlying topology, we can argue that the link
stress caused by DMMP+ is very competitive and stable in contrast to the performance of NICE.

Control Overhead
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Figure 5.6: Comparison of Control Overhead.

We measured the control overhead with regards to different group sizes for NICE, DMMP and
DMMP+. The control overhead used to maintain the NICE overlay hierarchy is much higher
than both DMMP and DMMP+. As mentioned in Section 4.5.2, the control overhead of NICEis
expected to become serious in a highly dynamic environment.However, in current stable scenario
NICE still has a quite high control overhead when there is no dynamic changes in the group during
the stabilization phase. The main reason causes such a phenomenon is that maintenance of multi-
layered hierarchy is very costly especially when the group size is large. Differently, because of the
dynamic mesh-based clusters, the control overhead in the DMMP framework is constraint within
the locality, except for few frequent message exchanges in the mesh core.
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Furthermore, the control overhead caused by DMMP+ is even less than DMMP because the op-
timized overlay hierarchy can reduce the message exchangesfor joining the multicast session.
Suppose high capacity nodes have been promoted to the high level of the hierarchy, it is easier for
newcomers to find available parents to join the group.

Therefore, based on the above observations we can conclude:1) DMMP+ can achieve more effi-
cient data delivery than NICE and DMMP; 2) control overhead caused by the DMMP and DMMP+
protocols is stable and much less than that of NICE, even whenthe group size becomes large. 2)
DMMP+ can largely enhance the performance of DMMP in a relatively stable environment.

5.2.3 Scenario 2: GT-ITM Topology

Due to the limitation of the topology generation algorithm in OverSim that it is less realistic
(as mentioned in Section 4.4.4), in Section 4.5 we can only manually configure the underlying
routers. In order to further identify the scalability of DMMP and as well as the effectiveness of our
proposed self-improvement mechanisms, we attempt to specifically evaluate the performance of
DMMP and DMMP+ under Internet-like topology. For example, the GT-ITM topology generator
[119] produces a representative abstraction of the real Internet.

In the following experimental phase, the simulations are conducted based on theTransit-Stub
Domain Model, an abstract representation of today’s Internet created using the topology generator
GT-ITM [119]. The generated initial network topology is then translated to NED files which can
be used for our simulations. The translation mainly refers to the relevant parameters required to
build the underlying network. For example, the number of routers (e.g. backbone router) is now
defined by GT-ITM, instead by manual settings in a NED topology.

GT-ITM

Different from the topology generated in Section 4.5, we use GT-ITM to generate a large-scale
Internet like topology. Before providing the detailed analysis, we introduce GT-ITM topology
generator and explain the effort of converting the GT-ITM generated topology to supporting our
simulation.

GT-ITM is built on top of the Stanford GraphBase (SGB) [120],a platform of structures and
routines for representing and manipulating graphs. However, the topology generated by the orig-
inal GT-ITM topology generator cannot be directly used for OverSim simulation. Therefore, we
converted the necessary information of GT-ITM network intothe OverSim-based topology.

There are three relevant specifications in GT-ITM, which areused to rebuild the same topology
mentioned in [43].

• itm - to create flat random graphs and two forms of hierarchical graphs. The generated.sgb
files are GT-ITM specific files.
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• sgb2alt - to convert the above generated.sgbfiles into a.alt file which can be easily parsed
by other tools.

• alt2ned - to generate.nedfile based on the above.alt file.

To support our simulations, we define a new script to evoke thegeneration of.nedfile which can
be recognized by OverSim simulator. Based on generated.nedfile, the required knowledge (e.g.
the number of backbone routers) of the underlying topology will be used produce the the network
definition (i.e. UnderlayforDMMP) for DMMP. For the value ofdata bit rate or propagation delays
can be modified inalt2ned.

There are five graph models supported by GT-ITM:

• Pure random model: it is not a reflection of a real internetworks but it is attractive for its
simplicity and straight-forwarded testing of networking problems.

• Waxman: is one of the most common random graph models, with the probability of an edge
from u to v given by:

P(u, v) = αe−d/(βL) (5.1)

where 0< α, β < 0, d is the Euclidean distance fromu to v.

– Waxman 1: L =
√

2 × scaleand scale is the maximum distance between any two
nodes. An increase inα will cause an increase of the number of edges of the graph,
while an increase ofβ will increase the ratio of long edges relative to shorter edges.

– Waxman 2: It provides an addition of the factorradius= kǫ to control the number of
edges in the graphs that are generated, given ak. Here,ǫ represents the desired average
node degree.

• Exponential: it uses the following equation:

P(u, v) = αe−d/(L−d). (5.2)

The probability of an edge in this model decreases exponentially with the distance between
the two vertexes.

• Locality: it partitions the edges into discrete categoriesbased length, and assigns a different
edge probability for each category. For each category, one parameterradius to define the
boundary:

P(u, v) =

{

α if d < L × radius
β if d ≥ L × radius
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Figure 5.7: Transit-Stub Domain Structure.

However, neither type of above models captures the hierarchy that is present in the real inter-
networks. Therefore, a Transit-Stub (TS) model is preferred to produce hierarchical graphs by
composing interconnected transit and stub domains. As shown in Figure 5.7, a random connected
graph is constructed, in which one node represents an entiretransit domain and then each node in
the graph is replaced by another connected random graph, which finally composes the backbone
topology of one transit domain. Moreover, it is required to have some number of additional edges
between pairs of nodes, for example, one from a transit domain and one from a stub domain, or
one from each of two different stub domains. In this way, the random graphs are all connected into
a full graph.

The purpose of the following experiments is to further identify the usefulness of our proposed
DMMP+, as well as its scalability. To configure the underlying network, we used 2, 500 routers as
the compile of such a large topology generated by GT-ITM consumes up the 6 GB memory. The
average router degree was set to between 3.0 and 4.0. We measured the router stress, link stress,
control overhead as well as the average loss rate with regards to different group sizes.

Data Path Quality

To evaluate the data path quality, we compared the performance of DMMP+ and DMMP in terms
of router stress, link stress and data path length. Note thatthe following results are different from
the ones in Section 5.2.2. Here, we only configured 2, 500 routers due to the hardware limitations.

Stress
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Figure 5.8: Comparison of Router Stress.

Figure 5.8 and 5.9 show the stress on the network routers and links. For each metric, we present
both the mean value and the standard deviation.

When the group size is larger than 300, DMMP+ has much less router stress (max. 25%) that
of the basic DMMP protocol. DMMP suffers from redundant packet copies through unoptimized
overlay hierarchy especially when the group size is large. When the group size is less than 300,
DMMP can achieve 15% less router stress than DMMP+ because periodic adding and deleting
links within each mesh and parent-children swapings withinclusters may cause more duplicated
transmission of media packets. It eventually causes redundant copies through the routers.

For the link stress, DMMP+ has better (max. 75%) performance when the group size is larger
than 550. The locality algorithm bound the impact of self-improvement within each cluster, and
therefore there are few impacts on the network routers than that of links. When the group size is
less than 550, the link stress of DMMP+ is higher than DMMP. It is mainly caused by that the
switching positions among users, such as generating more duplicated data delivery. Differently,
when the group size gets larger (e.g. more than 1, 000) the optimized overlay hierarchy can even-
tually provide much better service, which comprise the impacts of performing self-improvement
mechanisms.

In a relatively stable environment, the quality of the DMMP overlay hierarchy can be gradually
improved by the DMMP+ protocol. When the group size gets larger, the self-improvement mech-
anisms help more in alleviating the redundant packet transmission among the links. That is why



5.2. Performance Evaluation 113

0 500 1000 1500 2000
0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0

4.5

Li
nk

 S
tr

es
s

Number of End Hosts

 DMMP+
 DMMP

Figure 5.9: Comparison of Link Stress.

the link stress and router stress can be kept stable and low even when the group size is larger than
thousands.

Data Path Length

Further, we measured the average data path length of DMMP andDMMP+ in Figure 5.10. Without
the self-improvement, the average data path length performs very unstable, especially when the
group size is smaller than 1, 000, because the established overlay hierarchy is not optimized due
to the member joining phase. DMMP+ performs better than DMMP and the data path length
gradually increases. The result is predictable since the overlay mesh and clusters become stable
and efficient in expanding more available bandwidth. The more high capacity nodes are promoted
to the higher level of the overlay hierarchy, the shorter theoverlay multicast tree becomes (as it
has been demonstrated in Section 4.1.2). Accordingly, the data path length can be shortened.

Unfortunately, when the group size increases the data path length of DMMP+ grows fast due to
two reasons. First, we used the same number of super node for the large-size group. It is hard to
find optimal (e.g., less e2e latency) super nodes to join the multicast session with small number
of available nodes. Second, in the current work we have not simulated the super node dynamic
joining procedure in order to avoid the complexity of the overlay management. Otherwise, the
data path length can be easily optimized. We can still argue that the above result is acceptable as
optimization of the data path length is not our main target.
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Figure 5.10: Comparison of Data Path Length.

Control Overhead and Loss Rate

With the requirements of additional position switchings, DMMP+ is expected to have higher con-
trol overhead and higher loss rate than DMMP. Surprisingly,as shown in Figure 5.11 the over-
head of DMMP+ is quite comparable to that of DMMP. We believe that the locality-awareness
switching helps reducing the overhead of maintaining the entire overlay hierarchy in a stable sur-
rounding. Although additional message exchanges are required for switching positions, the cluster
is kept more stable and efficient for delivering data to downstream nodes than the basicDMMP
framework without self-improvement considerations. Similarly, the mesh core becomes more ef-
ficient and stable of delivering data to the non-super nodes.Therefore, the loss rate is insensitive
to the changes of the group size.

Additionally, we evaluated the packet loss in this scenario. The packet loss rate is not measured
in NICE due to the same reason explained in Section 4.5.2. Note that the packet loss is only
caused by the duplicated packets or tree partitions. Since there is no frequent changes of the group
members, and the loss rate is kept very stable for both DMMP+ and DMMP. Moreover, the loss
rate caused by DMMP+ is less than that caused by DMMP. It is quite reasonable sincethe overlay
hierarchy becomes more reliable due to the self-optimizingalgorithms conducted in both the mesh
core and the clusters.

Another important fact observed from Figure 5.12 is that when the group size is larger than 1, 000
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Figure 5.11: Comparison of Control Overhead.

the packet loss rate performs not worse than the case with small group size (e.g. when the group
size is 500). As the packet loss is only resulted from duplicated packets or tree partitions, it implies
that there are less duplicated packets traversed through the overlay network. Therefore, the link
efficiency is accordingly improved because of the self-improvement mechanisms. Such a result
also conforms the analysis in Figure 5.9 that the link stresskeeps very stable and even drops a
little bit when the group size becomes larger than 2, 000.

5.3 Summary

To improve the quality of service delivery hierarchy, self-improved DMMP protocol (DMMP+)
was proposed to periodically optimize the established DMMP-aware overlay mesh and clusters.
For instance, we define autility threshold in the the mesh self-improvement to evaluate whether
the adding link between super nodes is desirable. This threshold can dramatically reduce the cost
of unnecessary link changes.

Under the two-phase experimental scenario, DMMP+ has been validated to further enhance the
performance of DMMP in terms of scalability, reliability and efficiency. The simulation results
have testified that self-improvement mechanisms can largely help optimizing the DMMP clusters
in reducing the packet loss and control overhead.
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Figure 5.12: Comparison of Loss Rate.

The performance of DMMP+ is even better than that of NICE with much less router stress and
much less control overhead. For link stress, DMMP+ can achieve very competitive performance

Overall, we ascertain that DMMP+ can assist the DMMP framework to be scalable, stable and effi-
cient in supporting large-scale media distribution services. Nevertheless, DMMP+ cannot largely
optimize the data path length when the group size is large. One possible solution is to imple-
ment the dynamic super node joining mechanism, however, it may make the peer management
more complicated. Another possibility is to combine the e2elatency into the super node selection
algorithm, which may increase the control overhead and the service latency.



Chapter 6

Interest-shared Group Management
(IGMT) Protocol for DMMP

6.1 Introduction

As demonstrated in Chapter 4, DMMP can potentially support large-scale media distribution
services, however, it may raise the issue of resilience due to the instinct nature of application-
level multicast approaches. Peer-to-peer technologies have provided the opportunity of address-
ing resilience issues owing to its unstructured overlay construction and dynamic maintenance.
For instance, several mesh-pull P2P architectures have been successfully deployed for P2P me-
dia streaming systems (e.g. IPTV) [54]. While existing studies mostly focus on peer-to-peer or
overlay protocol design based on simulation under various topological constraints, experimental
studies on a real-life P2P media distribution system will provide valuable information. Thence, we
perform a comprehensive analytical and performance study on Joost, which is one of the first com-
mercial peer-to-peer (P2P) Video-on-Demand (VoD) systemsdistributing various forms of video
over the Internet. Motivated by the above investigations and requirements for P2P management in
media distribution systems, we propose Interest-shared Group Management (IGMT) protocol for
DMMP. The IGMT protocol is applied to DMMP+, which has extended the DMMP+ protocol in
the framework to be more scalable, stable and efficient in supporting large-scale media distribution
services.

The rest of the chapter is organized as follows. Section 6.2 presents an investigation on peer-
to-peer management mechanisms used in Joost. The experimental analysis includes peer man-
agement schemes in terms of time pattern, bandwidth consumption and locality considerations.
In Section 6.3 we propose an Interest-shared Group Management (IGMP) protocol. It is applied
to DMMP-aware clusters to reduce the e2e service latency andto improve the resilience of the
DMMP framework when end hosts within the same interest-shared group are available.

117
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6.2 Investigations on P2P Management in Joost

We choose Joost as the target for the study of Peer-to-peer VoD services due to the following
reasons. Firstly, as one of the earliest and best-known commercial peer-to-peer VoD products,
Joost has the potential to become popular following a successful story of Skype. It offers high-
quality and comprehensive VoD services, for instance, the current version (Beta 1.0) supports an
instant on-demand video without any need for additional settop box. Furthermore, it is provided
as a freeware without releasing source code, although it is known to be built on top of several open
software such as Mozilla/xulrunner [121]. These facts may provide us some means to understand
some particular behaviors of Joost clients, however, except for the limited knowledge of the used
open software, the underlying P2P architecture and detailed mechanisms/techniques used in Joost,
like when Skype was new, are still unrevealed.

Getting deep insights into various aspects of Joost has beenchallenging because the Joost archi-
tecture and many technologies it uses are proprietary. In particular, in order to understand its
performance, we had to collect a large amount of data and analyze media streaming behaviors
and peer management behaviors. Through numerous experiments, our study of Joost brings lights
to the Peer-to-Peer performance and design issues of media distribution services to the public
Internet. The detailed information of the experimental analysis of Joost system is provided in
Appendix B.

As the performance aspect plays an important role in P2P VoD user adoption, we envision three
typical usage scenarios and use them to study more closely the behaviors and performance of
locality awareness, bandwidth capacity and peer management.

6.2.1 Experiment Setup

There are three main Joost server sites: the USA, Europe and Asia [122]. Since all mechanisms
and technologies are assumed to be used in the same way, our experiments explore European site
also due to the authors’ location in Germany (GMT+01:00).

All experiments were performed between September 2007 and February 2008 at various geograph-
ical locations. We used six Windows XP SP2 machines for setting up an experimental testbed.
They were equipped with the same processing power and connected to 100 Mbps full-duplex uni-
versity LAN. Note that we also used Windows Vista and MAC OS X machines for the testing,
however, their results haven’t shown significant difference from the following results. Since De-
cember 2007, Joost has been open to public although it was still called Beta version (Beta v1.0)
during the time of our experiments.

For data collection, we used Wireshark [123] and Omnipeek [124]. Tools like WhereIsIP [125]
were used to perform reverse country, city and ISP lookups for an IP address when Omnipeek
failed to return a DNS PTR record.
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6.2.2 Experimental Methodology

Some typical scenarios are designed to examine the peer management aspect as it is the most
important aspect. To facilitate our measurements, we analyze the major factors in which the peer
management may involve.

• Time pattern:The different user distribution during a day or a week may have great impacts
on the performance (e.g. contributions from peers highly depend on the number of peers).

• Upload and download Capacity:The peer management can be benefit from the efficient
bandwidth usage if peer is given some incentives to contribute more to the network.

• Popularity impacts:The number of users may be largely determined by the popularity of the
programs.

• Locality considerations:One of the main challenges in P2P VoD system is the efficient
allocation of the available resources. Thus, it is generally desirable that data exchange
be made preferably between nodes that are placed ’close by’ in the underlying network
to reduce the redundant usage of long-haul network links andto save local resources for
network providers.

Designed Scenarios

As the performance aspect plays an important role in P2P VoD user adoption, we envision three
typical usage scenarios and choose data-driven analysis ontime pattern, bandwidth consumption
and locality considerations to reveal the P2P mechanisms used in Joost. The results may pro-
vide more valuable information to ISPs, network administrators and content owners for a better
understanding of the requirements for building and managing a P2P VoD system.

Before getting a deep analysis, this section provides a high-level description of the Joost analysis
model we adopt in this investigation. As shown in Figure 6.1,there are two planes in the Joost
client model: control plane and service plane. For control plane, only user authentication and
channel management is performed using a classical client-server model, and all further signaling
is performed on the P2P overlay. Thus, Joost users’ information (e.g. contact list, status) are
entirely distributed and decentralized among peers, whichallow scalability on the one hand and
cost-effectiveness on the other hand. Moreover, distributed peer managers (super nodes named in
[122]) need to maintain the P2P overlay and help managing group members.

Joost provides high-quality VoD services as well as some value-added services, such as instant
messaging. The communication between clients is established using traditional end-to-end IP
paradigm, but Joost relies on other public nodes to ease the traversal of symmetric NATs and
firewalls. It can be identified through the following experiments.
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Figure 6.1: Synopsis of The Joost Client Model.

We used six Windows XP machines as described in Section 6.2.1. Three of them were configured
with public IP addresses and the other three were located behind a NAT/Firewall (N/F-behind
nodes). All of them were connected to 100 Mbps full-duplex university LAN.

• Scenario 1:To get a broader view of the time pattern, we monitored publicnodes and NAT
nodes over a period of three weeks (7-28 January, 2008) and captured over 78 GB data.
Those test nodes were equipped with the same processing power and bandwidth support.
We repeatedly ran the same channel at both nodes. Once the channel was finished playing,
we emptied the local cache and re-started playing.

• Scenario 2: We randomly chose programs ranking in the “most popular programs” and
unpopular programs with the same length. In this experimental scenario, a public node and
a N/F-behind node continuously ran popular and unpopular programs over two-week period
(14-28 January, 2008). We captured 24 GB data.

• Scenario 3:Two test nodes were located behind a Network Address Translator (NAT) and
configured with non-routable, private IP addresses. One of them started to randomly choose
one channel. After a short period (e.g. 5 minutes), the othernode selected the same channel.
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As media data is encapsulated in UDP (cf. Section B.2.3), we only captured UDP packets under
the first scenario. Based on the knowledge that the packet size of media data is 1104 bytes and the
traffic coming from peer managers are used for controlling, we further isolated media data from
other control traffic. Nevertheless, Joost encrypts all UDP payloads, therefore, our analysis on the
collected data is restricted to IP and UDP header fields including the source and destination IP
address and port, and packet lengths.

6.2.3 Experimental Results

Some initial experiments [126] indicate that Joost relies on a plenty of dedicated infrastructure
nodes (e.g. content servers) to distribute video. However,since December 2007 during our exper-
iments, the contributions of peers largely increased and varied according to the time/life pattern.
The following experiments illustrate our recent findings.

Time Patterns – NAT/FW-behind Node

Figure 6.2 and Figure 6.3 illustrates typical segments of first scenario results of N/F-behind node.
They plot the average percentage of media contributions from Joost servers (cf. Section B.2.1) and
peers. We separate weekday trace from weekends trace since they have different distributions. The
deviations identify that both traces follow the similar pattern except for two time slots in the week-
days (16:00 and 22:00, 11 January, Friday) when there were a great number of peers contributed
to the test nodes. In fact, it is understandable since by thattime the weekends had already started
in some European countries. Note that our experimental location was in Germany. To verify our
conjecture, we further traced these contributed peers. Among the total peer contributions (63.3%
in average), 38% of the media data was contributed by European peers and 25.3% was transmitted
from the US.

The second main observation from above two figures is that Joost servers delivered a majority
portion of media data to Joost clients during the entire week. However, we observed an interesting
phenomenon in the weekday trace. There were two user peeks, 6:00 and 12:00, that a lot of
contributions (50− 60%) were from other peers instead of content servers. According to what has
been observed in [127] that the number of users drops gradually during the early morning (0:00-
7:00) and climbs up to a peak when users are in noon break (12:00-14:00), the number of Joost
users is expected to be the least in both time slots. In other words, if the contributors were located
in Europe, it would be against the daily life pattern since the first time slot (4:00-6:00) will be
sleeping time and 10:00-12:00 is working time. In contrast to the weekday trace, during 0:00-2:00
in the weekends there was a user peek, which is possible that most of the contributions came from
European countries.

To discover the reasons and identify our conjecture, we further analyzed these user peeks. As
shown in Figure 6.4, from 4:00-6:00 most of the data was contributed from the U.S. and 10:00-
12:00 European peers contributed the most (60-65%) but US peers still contributed over 20%. It
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Figure 6.2: Weekday Trace of NAT/FW-behind Node.
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Figure 6.3: Weekend Trace of NAT/FW-behind Node.

indicates that inter-continental links (between the U.S. and Europe) are often used regardless of
the number of local peers. For the third slot 0:00-2:00, peers from the U.S., Europe and others
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Figure 6.4: Timeslot Trace of NAT/FW-behind Node.

shared the similar portion of the contributions.

As network operators struggle to control the overall usage of bandwidth, it would be advisable that
P2P service provider could constrain the media data transmission within a locality without frequent
use of inter-continental links. Otherwise, the inter-continental bandwidth usage will become a
non-marginal issue for the network providers. To verify whether locality-awareness has been
considered in Joost peer management, we studied its performance additionally in Section 6.2.3.

Time Pattern – Public Node

Since public nodes and N/F-behind nodes ran the same channel, the available contributions were
assumed to be similar. Surprisingly, public IP address configured nodes relied great heavily on
the Joost content servers. As depicted in Figure 6.5 and 6.6,most of the time content servers
contributed over 60% of the media data. Comparing with Figure 6.2 and 6.3, we conjecture
that Joost uses a peer management algorithm similar to the one used in Skype that easily reachable
nodes (e.g. public nodes) with high capacity are used to relay traffic for other peers, so-called super
nodes in Skype. Actually, the difference of upload throughput between public nodes and N/F-
behind nodes is significant (see Section 6.2.3). Besides, webelieve that the available bandwidth,
performance (e.g. CPU, memory size) are considered in the peer selection phase, which has been
identified in [126].

If we consider the deviation of the weekly trace in Figure 6.5and 6.6, except for the time during
4:00-6:00, the rest hourly trace followed the similar pattern. To reveal the cause of difference,



6.2. Investigations on P2P Management in Joost 124

0:00 2:00 4:00 6:00 8:0010:0012:0014:0016:0018:0020:0022:0024:00
0.0

0.2

0.4

0.6

0.8

1.0

7 January (Monday)

A
ve

ra
ge

 P
er

ce
nt

ag
e 

of
 C

on
tr

ib
ut

io
ns



Time (7-11 January, 2008, GMT+01:00)

 From Content Servers
 From Peers

Figure 6.5: Weekday Trace of Public Node.
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Figure 6.6: Weekend Trace of Public Node.

we tracked this particular time duration. It was noticed that on average 26.4% (total 49.3%) of
contributions came from the US (local time: 20:00 - 1:00), 17.5% from Europe and rest of peers
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(e.g. Australia (GMT+10)) contributed 5.43%. Again, it conforms to the above observation that
most contribution were transmitted through inter-continental links.

Furthermore, the weekend trace performed quite differently from weekday trace. Particularly, the
time slots of 2:00 and 17:00 respectively reached the peer contribution peeks (over 50% of the
contributions). Among these contributions, European peers transmitted on average 34.72% of the
media data, US peers forwarded 11.0% and others contributed 6.48%. Nevertheless, Joost servers
still contributed 47.8% which is much higher than any of the above contributions.

Lastly, the number of contributing peers is expected to be even higher at weekend nights but
for both public and N/F-behind nodes most of the contributions came from content servers. As
observed in [126], the possible explanation is that the local Joost users in Germany were limited
likely due to the current programs are mostly only in Englishwithout German subtitles. If the
Joost client can select preferred language in the secondaryaudio tracks, it will attract more clients
during their relaxing time. The other explanation could be that most Internet TV fans are night
owls since for both public node and N/F-behind node between 0:00 and 2:00 on weekends the peer
contributions reached the highest peak.

Bandwidth Consumption

Having isolated the UDP packets, we examined the average throughput of public node and N/F-
behind node for each period of 1000 minutes through four weeks. Figure 6.7 shows that the public
node’s upload throughput is on average 67% higher than that of the N/F-behind node although they
have the same capacity regarding its bandwidth support and processing power. Such an observa-
tion suggests that public node is likely chosen as relaying nodes for other peers. Moreover, the
average download throughput of the public node is 15% higherthan that of the N/F-behind node
since most of the data was directly transmitted from contentservers. The reason why the through-
put of the public node was not stable is that the content servers may not be able to contribute with
the same amount of media data when simultaneously serving a large amount of peers.

We observed that the N/F-behind node downloaded and uploaded media data in a fairlyconstant
speed compared with the public node. The download throughput of the N/F-behind node was
438 kbps, that is, 200 MB per hour, and 22 MB per hour for uploading. For public nodes, the
average download throughput was 493 kbps, namely, 225 MB forone hour, and 68 MB per hour
for uploading. Through the experiments, we found that the average percentage of control traffic
among the total traffic was 15%. Thus, public nodes only need to support 580 kbps downlink
capacity and 84 kbps for uplink although they were connectedto 100 Mbps full-duplex university
LAN. Thus, we suggest that Joost can be a little aggressive especially to high-capacity node when
they are available.

Unfortunately, as explored in [126] low capacity nodes could be hardly supported in the Joost
system since current Joost system only provides the same quality for any video. We would suggest
using layered or adaptive mechanisms for more efficient video distribution. For example, servers
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Figure 6.7: Throughput of Public and NAT/FW-behind Node.

or some high-capacity nodes are responsible for transmitting the basic layer of the encoded video
and other available peers could be used to transmit the enhanced layers in order to improve the
video quality. Although it might introduce some complexities into the peer management, the Joost
system could support more users including some low-capacity nodes without wasting network
resources.

Popularity Impacts

We assume that the pubic nodes actively participate in relaying media data for other peers. Hence,
we only traced two public nodes running different types of programs as defined in Scenario 2.

As with many P2P media streaming applications, the number ofusers is largely determined by the
popularity of the program. For popular channels, the uploadthroughput should be much higher
than that of unpopular channels. What is observed in Figure 6.8 is consistent with the specula-
tion that popular channel node’s upload throughput was muchhigher (over 150%) than that of
unpopular channel node.

For popular channels, at the initial phase the throughput increased dramatically to reach the
throughput peek 85 kbps. Then, it decreased till 35 kbps and increased again till 60 kbps and
kept relatively low. The near constant throughput during the late stage suggests that Joost P2P
system scales well since more contributors are able to forward media data after they receive the
data.
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Figure 6.8: Upload Throughput of Popular Channels vs. Unpopular Channels.

During our experiments, the throughput of unpopular channels is always low (in average 2.34
kbps) and the unpopular channel node comes into the stable phase much earlier than the popular
channel node. We conjecture that there are much less requests in the system for the unpopular
programs.

Locality Considerations

After three-day repeated experiments of Scenario 3, we analyzed the collected data from both test
nodes. Although the two test nodes were watching the same channel and geographically locating
near each other, the second test node only received in average 1.3% of the data from the first node
(96.2 MB out of approximately 7.4 GB). Therefore, we ascertain that the locality-awarenessis not
well designed in the Joost system, for instance, the topological locality may have not considered
in the peer management. It would waste a large amount of resource if media data is transmitted
from remote peers instead of from available nearby peers.

To further evaluate the locality-awareness in Joost peer management, we parsed the IP address of
contributed peers from which our test nodes received data. In summary, we identified 1210 distinct
peers which provided inneglectable contents to our test nodes. These peers were located in over 54
countries. Of all the data collected from the test nodes, 45%(547) came from European countries,
24% (293) came from United States, 8.2% (99) came from Asian countries, 7.9% from South
America, 3.6% from other countries. Besides, 45 IP addresses were not traceable and therefore
we marked them as “unknown”.
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Figure 6.9 shows that the major sources of peers are Europe and United States. Moreover, sources
of JCs from Germany were 130 (19% of Europe). Since our host was located in Germany, we
suspect that the geographical distance (e.g. from specific continent) may have been considered
in Joost. For example, the prefix awareness may have been considered during the peer selection.
Note that a high-level (geographical locality) is not enough for peer management since resource
can be still wasted for being transferred to a remote user in the same geographical location.
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Figure 6.9: Geographic Location Distribution.

As with many P2P media streaming applications, the number ofusers is largely determined by the
popularity of the program. For popular channels, the uploadthroughput should be much higher
than that of unpopular channels. What is observed in Figure B.7 is consistent with the specula-
tion that popular channel node’s upload throughput was muchhigher (over 150%) than that of
unpopular channel node.

For popular channels, at the initial phase the throughput increased dramatically to reach the
throughput peek 85 kbps. Then, it decreased till 35kbps and increased again till 60 kbps and
kept relatively low. The near constant throughput during the late stage suggests that Joost P2P
system scales well since more contributors are able to forward media data after they receive the
data.

During our experiments, the throughput of unpopular channels is always low (in average 2.34
kbps) and the unpopular channel node comes into the stable phase much earlier than the popular
channel node. We conjecture that there are much less requests in the system for the unpopular
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programs.

In order to further investigate the locality awareness in Joost, we measured the RTT from the
receiving peers to the transmitting peer by OmniPing [128].We conducted this experiment in
parallel with the ping experiment by using WhereIsIP [125] to determine the number of hops
between our Joost client and the transmitted peers.

Table 6.1: Locality Experiments with RTT, Hops and Data

Host Hops RTT (ms) Data (%)
Host 1 11 19.20 0.01
Host 2 12 113.63 0.02
Host 3 14 110.13 0.07
Host 4 13 97.397 0.48
Host 5 21 134.14 0.66
Host 6 16 128.22 0.95
Host 7 19 128.97 6.36
Host 8 16 147.14 7.22
Host 9 22 186.27 8.64
Host 10 11 416.68 8.25
Host 11 18 182.47 10.15
Host 12 21 56.19 18.07
Mean 16.17 143.36 5

Median 17.5 131.18 3.655
Standard Deviation 3.848 93.873 5.458
Correlation to Data 0.5228 0.2173

Table 6.1 summarized the results of the experiments that tested peer connected with University
LAN over 1 Hour 30 minutes. We firstly selected 19 peers who contributed most data to our test
node. Meanwhile, there were 7 Joost content servers (7 out of19). Then, we traced the rest 12
peers with their RTT and hop counts. As depicted in the Table,the hop counts varies ranging
from 11 to 22, and the largest contributor has large hop counts. All above hosts show a weak
positive correlation between RTT and the amount of transferred data. Thus, we conclude that
Joost selecting peers is unlikely based on topological locality. Otherwise, the result should show
strong negative (over 0.7) correlation between them.

6.2.4 Lessons from Experiments

So far, we have studied peer management in terms of time pattern, bandwidth consumption and
locality considerations with some envisioned typical scenarios. Our studies demonstrate that with
some dedicated infrastructure server the current Internetis capable of meeting performance re-
quirements of high-quality VoD services. Although large-scale P2P VoD systems are potentially
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deployed in today’s Internet, the performance could be improved, for example, based on the fol-
lowing observations:

• The current Joost system relies on an overlay network deployed with a set of centralized
content servers as identified in Sections 6.2.3 and 6.2.3, which may still raise the scalability
issue in the near future. Nevertheless, it is very useful to separate media distribution from
controlling peer-to-peer hierarchy, which makes the JoostVoD system relatively stable and
scalable. Therefore, in our DMMP implementation we could deploy a set of dedicated
servers which are responsible only for managing the multicast group. However, in this
thesis we only rely on some RPs to help managing the multicastgroup.

• As indicated in Sections 6.2.3 and 6.2.3, we believe that public nodes with high capacity
may be selected as main relaying nodes for other peers. However, in our experiments their
uplink capacity usage is still quite low (on average 84 kbps). Thus, the Joost system could
be aggressive to these nodes, together with certain incentive mechanisms to encourage them
contribute more to the network, which may help the system overcome the scalability is-
sue. It proves the usefulness of our considerations on heterogeneous capacity during the
construction of DMMP-aware hierarchy.

• Section 6.2.3 identified that the geographical distance mayhave been considered in the
peer management of Joost. However, the lower-level locality-awareness (e.g. topological
locality) may still be missing in the peer management. Besides, the inter-continental links
are often used to transmit media data regardless of the number of local users, which may
overload the network provider’s costs. If the P2P service could be AS-/network level locality
awareness, it would be beneficial for both customers and service providers. Again, through
a real world measurement the idea of applying he locality-awareness into the DMMP-aware
clusters has been validated.

• Our observations on popularity impacts in Section 6.2.3 indicate that each client has a certain
interest of watching IPTV, for instance, a specific interestof selecting channels/programs.
These observations motivate the following studies on “interest-shared group management
for DMMP”.

• Joost currently provides each client with the same quality of video. This may result in
an inefficient resource utilization if some clients are unable to support the desired video
quality. Hence, layered video or adaptive mechanisms couldbe introduced into Joost. In
this work, the layered video scheme has not been scheduled inorder to avoid complexity of
peer management in the system.

Based on what has been explored in the above investigations,we intend to contribute our efforts
on optimizing the locality-awareness in the peer management of the DMMP framework. Sup-
pose some clients have similar interests in watching IPTV, we propose an interests-shared peer-
to-peer management (IGMP) protocol for DMMP with considering shared interests and locality-
awareness in Section 6.3.
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6.3 Interest-shared Grouping Management (IGMT) Protocol

In this section, we propose the IGMT protocol to further improve the performance of DMMP+,
especially for the DMMP-aware cluster formation. Actually, the similar idea has been applied to
file sharing systems [129]. They contributed the efforts to quickly resolve content queries in P2P
systems. However, different from their work we focus on quickening the joining and rejoining
procedure through two algorithms, namely,interest-shared group discoveryandshortcuts estab-
lishment.

6.3.1 Shared Interests

Our design philosophy differs from existing P2P media distribution work that we seek toa light-
weight, efficient and decentralized grouping algorithm to improve the performance of DMMP
membership management. Through above experiments, a powerful principal can be identified, if a
peer has watched a particular channel of one category, it is very likely that the peer will select the
other channels in the same category. These peers form aninterest-shared group. We propose an
interest-shared group management protocol, namely IGMT, establishing interest-based shortcuts,
that efficiently exploits interest-shared groups for membership management. It is assumed that
peers who have some common interests can create shortcuts toeach other. Without waiting for
the long-delay response from the RP or dedicated super nodes, the peer can use these shortcuts
to quickly join the group and receive media data. If the shortcut fails to piggyback the required
media, peers resort to using the basic joining mechanism described in Section 3.5.3. The shortcuts
between peers can be considered as anopen structureon top of the DMMP framework.

To clarify the above interest-shared grouping concept, Figure 6.10 gives an example. Suppose the
peer in the middle is looking for channels C2, C3 and C4. Node A, B and D have one matching
channel C2. Node C and E have two matching channels C2 and C3, whereas node E has all three
channels. Therefore, the node E and the requesting peer share the same interests, where the interest
represents the group of matching channels,C2,C3,C4. Our following studies focus on identify
these peers, and establish shortcuts among them for efficient media distribution. Remark that the
shortcuts will be established only when the two peers are nearby, for example, they are located in
the same cluster in DMMP+.

In fact, such an mechanism is protocol-independent, that is, it is not limited to be used in DMMP+,
but any other application level multicast or P2P media distribution system. However, in this Chap-
ter we take DMMP+ as an example to validate the idea of using interest-shared group management.

6.3.2 Interest-shared Group

We aim at providing interest-shared grouping with considerations of simplicity and scalability. Re-
lying on the local learning strategy, peers are able to detect potential parent nodes. The discovery
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Figure 6.10: Example of Interest Shared Group.

algorithm should be light-weight, and additionally it has to be adaptive to dynamic changes.

Thus, we present two algorithms to achieve the above goal: 1)shared interest group discovery;
2) shortcuts establishment. Through these two algorithms,an open structure is built on top of
DMMP framework, which can improve the performance of DMMP with regards to efficiency and
resilience.

Group Discovery

We use the following heuristic to detect the shared interestgroup: peers are belonging to the same
group if they have shared interest of selecting channels which we are looking for. When a new
peer joins the media session, it first queries its Candidate Parent Cache (CPC), which may contain
some addresses of peers who replied its requests in the past,to obtain potential parent nodes. If
the cache is empty or those cached peers are not active (through probing), the new peer can ask
the RP (landmark) for a list of candidate parent nodes, whichis performed in the same way as
described in Section 3.5.3 or 3.5.6.

Here, we suppose that there are some candidate parent nodes from its local cache are available.
The new peer can try to connect them by directly sending the joining query to them. There are
three possible responses:

• Accepted: If the candidate parent still has vacant out-degrees and the capacity (e.g. avail-
able out-degree) of the requester is acceptable, a responsewith acceptance will be sent to
the newcomer. Here, the candidate parent node checks the capacities of the requester in
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order to determine which one can be accepted if there are morethan one request at the same
moment.

• Rejection with a candidate list: Either the requested candidate parent has no spare out-
degree or the capacity of the re questor does not meet the requirement (e.g. the re questor is
a leaf-node), the request will be rejected. However, the candidates can forward the request
to their active children which still have spare out-degrees. The iteration continues till the
request is either dropped due to timeout or accepted by certain peers.

• Rejection only: Either the candidate parent has no active children or all children have
occupied, there is no implication of possible candidates for the requester. The only way the
newcomer can join the group is to request directly from the RP.

Take an example to illustrate the interest-shared member joining procedure in Figure 6.11.

Figure 6.11: Shared Interest-based Joining Procedure.

Suppose nodex wants to join the multicast session, nodeC firstly checks its CPC for interest-
shared group members. If there are some records in the cache,for instance, nodeC is stored in the
cache. Nodex sends a request to nodeC in order to join the group. . There are three possibilities
after nodeC receives such a request:
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• If nodeC has available degree, it can take the request from nodex in case there is only one
join request (within the waiting timer) to nodeC.

• If there are multiple join requests received by nodeC, nodex can be accepted as one of its
children as long as nodex has relatively higher capacity than other requesters and nodeC
has vacant capacities.

• If node x has less capacities than other requesters or nodeC has limited capacity left, it will
receive a rejection response and possibly with the address of node F if node F still have
available degrees.

• Upon receiving a rejection from the interest-shared group memberC, nodex stores the can-
didateF into itsCandidate Parent Cachefor the use of next joining procedure. The interest-
shared grouping algorithm ends in order to avoid the possible flooding attacks. The nodex
will join the group following the general procedure and there is no shortcuts established for
it.

However, such a procedure may take a long time. Therefore, wesuggest that the each peer sends
requests to its potential candidate parents as well as to theRP at the same time. In addition, we
bound the maximum number of candidate parent nodes who have the common interest with the
newcomer in order to avoid message flooding over the entire overlay network.

There are some alternatives to discover interest-shared group members. For example, more interest-
shared members can be discovered through exchanging knowledges among neighboring peers after
the peer joins the multicast session. Once the peer joins thegroup and starts to exchange informa-
tion with its relatives (e.g. parent, siblings), the additional information about the interests of these
peers is also exchanged within the same cluster. By this way,the addresses of nearby peers who
have the similar interests are stored in the Candidate Parent Cache (CPC). Once there is a failure,
the peer can quickly rejoin the session by requesting the interest shared group members.

Shortcuts Establishment

Given that there are multiple responses from shared group members, with whom the requester
should establish the shortcut? Without a doubt, there can bemultiple shortcuts accepted by the
requester, however, it also raises the cost of the group management. In the current design, we
consider one shortcut by the following algorithm: 1) ranking the possible shortcuts based on the
perceived capacity; 2) selecting the most useful shortcutsfrom the top of the list till it joins the
group. The shortcuts can be ranked based on many metrics, such as similarity of interests, e2e
latency or available capacity. We use a combination of available bandwidth and the similarity of
shared interests to perform the selection.

Recall the equation 3.1 in Section 3.3.3, we combine the similarity of shared interests instead of
uptime into it if the node newly joins the group:
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ci =
si × bi
∑N

i=1 bi
(6.1)

wheresi refers to the similarity of interest, in form of percentage.Using the same example in
Figure 6.10, the similarity of each node is listed as follows:

• node A, node B, and node D:
1
3
≈ 33%

• node C and node F:
2
3
≈ 66%

• node E:
3
3
= 1

Further, we suppose the available bandwidth for each of above nodes are as follows.

• node A:ba = 56 kbps

• node B, E:bb = bc = 28 kbps

• node C, D, F:bd = be = bf = 18 kbps

Therefore, according to the equation 6.1 we can calculate the capacities:ca = 0.1124,cb = 0.0562,
cc = 0.0723,cd = 0.036,ce = 0.1688, andcf = 0.0723. Then, the above perceived capacities are
accordingly ranked in the node x’s local cache. If x receivesmultiple acceptance from node A, C,
E, for example, it might join as E’s child since node E has relatively high capacity regarding the
shared interest and available bandwidth.

In Figure 6.12, we show the Pseudo code to determineE given the candidate parents in the local
cache. The algorithm is used to determine the best shortcutsfor all possible active shortcuts and
selects five of them with the highest capacities.

As mentioned in Section 5.1, DMMP periodically self-optimize the mesh and clusters by pro-
moting high capacity node to the core of the overlay hierarchy. Besides, Section 5.2 proves that
self-improvement can efficiently improve the performance. Therefore, such a mechanism is desir-
able to be extended to support interest-shared grouping. For clearance, we present pseudo code
for the shortcuts establishment algorithm in Figure 6.12.

Through periodic refresh exchanges among the relatives, IGMT member is able to detect more
available interest-shared group members. As mentioned in Section 3.3.3, our proposed capacity
algorithm can be easily extended for considering additional requirements. Thus, the capacities of
interest-shared group members can be updated as follows:
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Figure 6.12: Pseudo Code for Selecting the Best Shortcuts.

ci =
si × bi
∑N

i=1 bi
+ c · ti . (6.2)

where ti refers to the uptime of end hosti (cf. Section 3.3.3). Above algorithm provides an
extra consideration on the time duration of a group member. The equation 6.2 can be extended
to combine other metrics, e.g. delivery delay. For brevity,we use the combination of available
bandwidth, shared-interests and uptime to select parent candidates for the partitioned nodes.

In order to avoid message flooding, we set a threshold for the maximum group member (i.e. five)
in the cache. Therefore, when a member attempts to rejoin thegroup due to some failure occurred
in the multicast tree, it can directly request these five members. As indicated in Section 6.3.2, the
request might not be accepted. Nevertheless, to establish these shortcuts does not harm the joining
procedure even if the requests are rejected.

6.3.3 Extended Messages

We need to extend the messages defined in Section 3.4 to support the interest-shared group man-
agement described above. Table 6.2 lists the extended DMMP messages.

Actually, theRefresh RequestandRefresh Responsemessages are extended from the ones in Ta-
ble 3.1. These two extended messages are used to exchange theknowledge of interests in addition
to user’s capacity as defined in Section 3.4. Besides, in order to periodically update the user’s
cache we define acpCacheRefreshTimerto trigger the refresh information among interest-shared
group members.
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Table 6.2: Extended DMMP Messages for Interest-shared Group Mechanisms

Messages From To Operation

Grandparent Request Cluster Member Cluster Member Probing Relatives
Grandparent ResponseCluster Member Cluster Member

Relatives Request Cluster Member Cluster Member Interest-shared
Group

Relatives Response Cluster Member Cluster Member

Refresh Request Interest-shared
Group Member

Interest-shared
Group Member

Refresh Informa-
tion

Refresh Response Interest-shared
Group Member

Interest-shared
Group Member

Moreover, to support IGMT operations theMemberMapand MemberInfoneed to be extended
from Section 4.4.3. During shared group discovery, theDMMP+ Memberkeeps track of the
following additional data.

• The relatives in the local cluster (number, IP address, etc.).

• The interest-shared group members (number, IP address, etc.).

• The candidate grandparents.

Note that all above information is exchanged only within thelocal clusters. Therelativesare the
potential interest-shared group members for a certain peer. Based on the probability of shared
interests, someinterest-shared group memberswill be maintained in each member’s local cache.

6.3.4 Rejoining Procedure

In this section, we only take the rejoining procedure as an example to evaluate the benefits of the
interest-shared group management mechanisms. The interest-shared group mechanism can be also
used for the newly joining members. However, we believe sucha mechanism will be more useful
when some members are partitioned from the tree due to eitherfailures of their upstream nodes or
failed promotions during the self-improvement procedure.

Recall the rejoining procedure proposed in Section 3.5.6, there are several possibilities that the
partitioned member cannot efficiently rejoin the group. One typical example is that the negotiated
backup “parent” node leaves the session without notification. In such a case, the node requires to
rejoin the group starting from requesting the available super nodes. However, the interest-shared
group management can facilitate the rejoining procedure:
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• The member checks the local cache for interest-shared groupmembers. Note in most cases
as described in Section 3.5.6, when a member rejoins the group, it needs to check its local
cache for the candidate parents or available super nodes.

• The member needs to compute the capacity of the interest-shared group members and selects
some high capacity nodes.

• The member needs to exchange the knowledge of shared interests after it rejoins the mul-
ticast session. Although the periodic refresh message as well as some self-improvement
mechanisms require message exchanges, the additional information about shared interests
causes extra overhead but maybe marginal.

Therefore, we expect the following message exchanges when amember wants to rejoin the mul-
ticast session. Figure 6.13 shows the expected message flowsfor the rejoin procedure. Here,x is
the partitioned member which wants to rejoin the multicast session;cPc represents the potential
parents in its candidate parent cache;M represents the interest-shared group member.

Figure 6.13: Message Flow for Interest-shared Rejoin.

In order to quickly recover from failures, IGMT allows partitioned users sendJoin Requestto the
potential parents (stored in the cpcCache) and interest-shared group members at the same time.
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Certainly, the optimal cases are some of the interest-shared group members are online. The re-
quester can directly rejoin the session through the available interest-shared member. Nevertheless,
if it fails to join the session, it can still get a chance of rejoining the tree via the candidate parents as
mentioned in Section 3.5.6. The advantage of relying on interest-shared group members to rejoin
the group is straight-forward: the high interest similarities between the requesters and the group
members, high available bandwidth, and relatively longer online time assure the high availability
and good quality of service.

After rejoining the group, it is optional for the end host to testing the e2e delay throughRTT
estimation. Under our assumption, the interest-shared group members are expected to be reachable
within the locality. For triggering the rejoining procedure, we simply assume that “early arrive
early serve” concept is applicable in our algorithm. That is, the requester waits for a certain timer
to determine from which peer the acceptance. If the Internet-shared group members move far from
the original locations, the e2e delay is supposed to be long and can be detected by receiving the
Join Resp.. Note that we haven’t considered the nomadic or mobility case that the same user may
access to the system from a remote or a very different location. However, with the above algorithm
we can easily handle these particular situations.

6.4 Performance Evaluation

Beside above description, in the following section we use the simulation to evaluate the benefits of
interest-shared group management. For simplicity, we onlyimplemented the interest-shared idea
into the rejoining procedure. The complete implementationis left for the future study.

6.4.1 Simulation Setup

As described above, interest-shared group management is especially useful for handling dynamic
membership changes. Therefore, we intend to test the performance of IGMT in a highly dynamic
scenario, namely ParetoChurn scenario (cf. Section 4.5.1). We configure the following parameters
for the simulation set up:

• Super Node Max Num: For different group size, the maximum size of super node is accord-
ingly changed. The configuration is very similar to the one inSection 5.2.1.

• Target Overlay Terminal Num: the value varies between 128 and 2048.

• Graceful leaving: 50% of leaving is ungraceful leaving with0.2 seconds of graceful leaving
delay.

• Refresh Timer: 3.5 seconds.

• cpCacheRefreshTimer: 3.5 seconds.
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• lifetimeMean: 10, 000 seconds.

• deadtimeMean: 2, 500 seconds.

Besides, we still useParetoChurnmodel to configure the dynamic changes. It consists of two
subsequent phases as described in Section 4.5.1. Accordingto the definition of Pareto distribution,
the availability of each node is:

lifetimeMean
lifetimeMean+ deadtimeMean

= 0.8. (6.3)

Actually, above scenario is highly dynamic. Suppose there are 1, 000 end hosts within each Churn
turn over 200 end hosts join/leave the session.

Besides, the configured underlying network was composed of 4, 000 routers. Meanwhile, we used
2, 500 backbone routers and 1, 500 access routers.

6.4.2 Simulation Results

We use the original DMMP protocol (DMMP), self-improved DMMP protocol (DMMP+) as two
benchmarks for the following comparisons. The following analysis includes the measurement of
control overhead, data path lengthandpacket loss rate. As we target at being resilient during
dynamic changes, above three metrics are reasonable choices for the performance evaluation.

Note the results in the following measurement are different from which have been identified in
Section 4.5.2. In the following scenario, nodes frequentlyjoin or leave the group following the
Pareto distribution. Therefore, the requirement of being resilient is much strict for the protocols.

Control Overhead

Firstly, we compared the average control overhead caused bythree protocols. Figure 6.14 depicts
the mean value and deviation of the average control overheadmeasured for DMMP, DMMP+ and
IGMT. Among them, DMMP has stable performance because thereare only a fewkeep alivemes-
sages required. DMMP+ performed not well due to two reasons: 1) DMMP+ needs to periodically
optimize the overlay hierarchy, the control overhead increases dramatically when the number of
end hosts gets larger; 2) in most cases, partitioned membersin DMMP+ rejoin the group through a
top-down probing procedure, which increases the control overhead especially in a highly dynamic
scenario.

Compared with DMMP+, IGMT achieves quite reasonable performance. The result ispredictable
since IGMT members can quickly rejoin the group through interest-shared group members main-
tained in their cache. Therefore, the message exchanges between the candidate parents and the
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Figure 6.14: Comparisons of Control Overhead.

partitioned members can be largely reduced. When the group size gets larger than 1, 000, more
benefits of using interest-shared group mechanism can be gained.

However, the control overhead introduced by IGMT is higher than DMMP due to periodic message
exchanges for the self-optimizing mechanisms. When the number of group members is larger than
550, the performance of IGMT becomes much better than that ofDMMP+ though it still causes
higher control overhead than DMMP. Again, it proves that theDMMP framework can benefit from
interest-shared group management in a highly dynamic environment for large-scale group users.

Data Path Length

Secondly, we measured the average data path length for threeprotocols in Figure 6.15. Surpris-
ingly, the original DMMP performed the best out of three protocols. Through a close investigation,
we found the reason that DMMP framework considered e2e delaywhen constructing the clusters,
and afterwards no optimization was performed. Thus, the data path length is optimized during the
initialization phase according to the e2e delay measurement. Differently, the self-improvement
mechanisms promote high capacity nodes the overlay core in order to improve the resilience and
reliability of DMMP framework. As a matter of fact, these promoted nodes may not located near
the underlying network core and therefore the service deliver path has been sacrificed. In addition,
IGMT created similar data path length as DMMP+. Such a result further backs up our hypothesis



6.4. Performance Evaluation 142

0 500 1000 1500 2000

16

20

24

28

32

36

40

D
at

a 
P

at
h 

Le
ng

th
 (

H
op

s)


Number of End Hosts

 DMMP
 DMMP+
 IGMT

Figure 6.15: Comparisons of Data Path Length.

that interest-shared shortcuts do not harm the performanceof DMMP+ and additionally quicken
the rejoining procedure.

Hence, we believe that the self-improvement cannot help optimizing the data path length in a
highly dynamic scenario. However, the result is still acceptable as optimization of the service path
length was not our main target (which has been already mentioned in Section 4.5.2).

Packet Loss Rate

Figure 6.16 shows the comparisons of average packet loss rate introduced by the above three pro-
tocols. As expected, the average packet loss of DMMP was muchhigher than DMMP+ and IGMT
since the established overlay hierarchy might not be optimized during membership changes. One
cause is resulted from that several redundant packets couldbe transmitted through the unopti-
mized overlay core. Moreover, the frequent membership changes caused more instability of data
transmission in DMMP.

Compared with DMMP+, IGMT achieved very competitive performance or even less. In IGMT,
partitioned members could rejoin the group in a fast and efficient way through the available short-
cuts. If partitioned member can rejoin the multicast session in a short time, the packet loss can be
alleviated.



6.5. Summary 143

0 500 1000 1500 2000
0

3

6

9

12

15

18

21

24

27

30

P
ac

ke
t L

os
s 

R
at

e 
(E

-3
, k

bp
s)



Number of End Hosts

 DMMP
 DMMP+
 IGMT

Figure 6.16: Comparisons of Packet Loss Rate.

Overall, IGMT can achieve quite good performance by greatlyalleviating the control overhead
during rejoining phase and reduce the packet loss rate. Though the data path length caused by
IGMT is slightly longer (25%) than that of DMMP, we can argue that our main target was not
optimizing the service path length. Otherwise, we can provide less path length by estimating e2e
delay before joining or rejoining the multicast session. Nevertheless, it can cause much longer
joining/rejoining delay and more packet loss.

6.5 Summary

In this chapter, we firstly extensively investigated the peer-to-peer management mechanisms in
one of the first P2P VoD systems, so-called Joost. Based on theexperimental results, we sum-
marized the important issues in designing P2P media distribution systems. Also, we observed
one important fact that each client has a certain interest ofwatching IPTV, for instance, a specific
interest of selecting channels/programs.

Motivated by the above observation, we proposed Interest-shared Group Management (IGMT)
protocol based on the assumption that a large number of usershave similar interests of watching
videos. The proposed IGMT protocol is light-weight, efficient and decentralized, independent
from media distribution systems.
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We deployed IGMT into the DMMP-aware clusters, which can largely help the partitioned mem-
bers to quickly join the group. Through two algorithms, namely shared interest group discovery
and shortcuts establishment, an open structure is built on top of the DMMP framework. Besides,
we extended the capacity formula to assist partitioned peers to quickly rejoin the multicast session.

The advantage of relying on interest-shared group members to rejoin the group is straight-forward:
the high interest similarities between the requester and the group members, high available band-
width, and relatively longer online time assure the high availability and good quality of service.
Importantly, the locality-awareness has been considered during the shortcuts establishment. In this
way, these shortcuts do not degrade the quality of established overlay hierarchy.

Through the simulation analysis, three important aspects have been observed:

• The IGMT protocol has achieved better performance than DMMPand DMMP+, regarding
the control overhead and the packet loss rate. However, due to the highly dynamic changes
IGMT may not fully optimize the data path length.

• When considering the data path length only, DMMP can performbetter than DMMP+ and
IGMT. It is mainly because the established overlay has takenthe e2e delay into considera-
tion. Nevertheless, DMMP causes the highest packet loss rate because no further optimiza-
tion is performed in the highly dynamic scenario.

• The control overhead of DMMP+ is much higher than that of DMMP but the packet loss
rate is much less. It again proves our statement (in Section 4.6) that there is always a tradeoff
between having a high quality of data delivery and much more control overhead .



Chapter 7

Conclusion and Future Work

To conclude the work, this chapter summarizes the thesis, enumerates the major contributions with
detailed information, and briefly outlines the future work.

7.1 Thesis Summary

Chapter 1 formulated the existing issues in the traditionalmedia streaming system when support-
ing a large-scale multimedia service over the Internet. Then, the aim of designing a “scalable”,
“efficient” and “reliable” media distribution framework was highlighted. Finally, it outlined the
major contributions and listed the structure of the entire thesis.

Chapter 2 firstly identified the requirements of today’s video distribution systems. Secondly, we
carefully provided the architectural considerations on how to configure such systems. Meanwhile,
we overviewed the relevant prior works on four major media distribution systems: 1) content
delivery network; 2) network layer multicasting; 3) application level multicasting; and 4) peer-
to-peer media distribution. With respect to each of them, weidentified the existing challenges,
explored some typical solutions, as well as summarized their advantages and potential weaknesses.
Lastly, an overlay multicast-based two-tier media distribution architecture was proposed to meet
aforementioned requirements.

Chapter 3 proposed and developed a dynamic mesh-based overlay multicast protocol framework,
so-called DMMP. The DMMP framework allows a few end hosts selected and self-organized into
an overlay mesh during the multicast initialization phase and also when group member changes,
and dynamically maintain such a mesh. The DMMP protocol was illustrated in details, including
its properties, messages, and other related features. Moreover, two self-improvement mechanisms
were described to further optimize the DMMP-aware overlay hierarchy, especially for handling
dynamic membership changes (e.g. member joining/leaving).

Overall, there are four merits achieved in DMMP:

145
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• DMMP is a dynamic two-tier framework constructed by a mesh core and clusters, which is
comprised all by end hosts. Here, “dynamic” means that DMMP-aware mesh is resilient to
dynamic changes (e.g. member joining/leaving).

• The proposed overlay hierarchy does not need any infrastructure upgrade, and therefore can
be deployed into the current Internet. DMMP relies on IP unicast to deliver the packets
through decentralized users.

• We combine the available bandwidth and uptime to represent the capacity of each node.
In fact, the idea is motivated from economic philosophy thatlong-staying capable clients
who are willing to contribute more to the network, likely getbetter quality of service than
others. Moreover, the heterogeneity of the end hosts has been specifically considered in
constructing the DMMP overlay hierarchy.

• To form the cluster, “locality-awareness” is taken into considerations. That is, nearby end
hosts are converged into the same cluster. Such a concept brings two major benefits: a)
reduction of the serving delay from the server to each receiver; b) reduction of the control
overhead and the complexity of the overlay maintenance.

Chapter 4 evaluated the DMMP protocol through both theoretical and simulation-based analysis.
The simulation of DMMP protocol was presented as “a proof of the concept” of the proposal. The
performance evaluation is two-fold: 1) dynamic scenarios,where group members join or leave the
group at will. It identified thatk (k-interleaved tree), the number of super nodes, and the number
of the end hosts have great impacts on the performance. 2) comparison with ALM approaches in
terms ofstress, control overhead, data path length, andpacket loss rate. DMMP performed much
better than Narada and competitively good as that of NICE with much less underlying network
support. Particularly, DMMP was more adaptive to different group sizes than both NICE and
Narada. The efficiency of the data delivery regardingrouter stressandlink stresswere maintained
relatively stable when the group size grows.

Chapter 5 proposed a self-improved DMMP protocol (DMMP+) with two self-improvement mech-
anisms. DMMP+ was designed to gradually optimize the established overlaymesh and clusters.
We used the GT-TIM topology generator to configure the underlying network, which can produce
a representative abstraction of the real Internet. The performance analysis ondata path qualityand
control overhead and packet lossascertained that self-improvement assisted DMMP framework
to be scalable, stable and efficient in supporting large-scale media distribution services.

Chapter 6 presented an experimental investigation on one ofthe first commercial Peer-to-Peer
(P2P) VoD systems, Joost. Our interests fell into the peer management which was essential for
optimizing the DMMP-aware overlay in highly dynamic circumstances. Through a close inves-
tigation on the Joost traffic, we inferred peer management in terms oftime pattern, bandwidth
consumption, popularity impactsandlocality considerations. The experimental observations pro-
vided insights toward how to build and maintain a P2P overlayin an efficient way. Motivated
by above observations, we proposed an interest-shared group management (IGMT) protocol for
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DMMP, which optimized the joining and rejoining proceduresby establishing shortcuts among
interest-shared group members. The simulation results have further demonstrated that IGMT can
alleviate the control overhead and packet loss rate during the rejoining procedure.

7.2 Contributions

To summarize the main contributions of this work, we enumerate the efforts which have been
contributed through the entire thesis:

• Identifying the video distribution requirements for today’s Internet facilities a better under-
standing of how to build an efficient, scalable and reliable media distribution system. An
overlay multicast-based architecture is proposed, which meets most of the identified require-
ments as well as the deployment needs. This architecture mainly relies on a self-organized
overlay network built on top of the IP network to distribute the media service.

• The state-of-the-art of content delivery network, networklayer multicast, application level
multicast and peer-to-peer media distribution systems is surveyed. It includes the identi-
fication of existing challenges in each classified system, exploration of selected solutions,
and as well as a brief summary of their advantages and potential weaknesses. The compre-
hensive analysis on the related works provides a design basis towards a reasonable media
distribution system.

• The Dynamic Mesh-based overlay Multicast Protocol (DMMP) framework is proposed, as
one of the first systematic proposals in this research field, which addresses the scalability,
efficiency and reliability issues in the existing approaches. Extensive theoretical and im-
plemental analysis has proved that DMMP protocol has the potential to support large-scale
media application. In particular, the DMMP framework is adaptive to group sizes as the
performance is kept relatively stable even when the group size gets larger. Compared with
NICE and Narada, DMMP can provide efficient media delivery with less control overhead
and less packet loss ratio.

• The self-improved DMMP protocol so-called DMMP+ with two self-improvement mech-
anisms has been proposed and extensively evaluated. The simulation analysis has demon-
strated its usefulness in optimizing the performance of theDMMP framework with respect
to the scalability, stability and efficiency of the data delivery hierarchy.

• The analytical and experimental study on Joost peer-to-peer management mechanisms pro-
vides insights on the how to construct and maintain a more efficient overlay hierarchy in P2P
VoD systems. Since these systems can manage peers in a highlydynamic circumstance, the
lessons learned from above investigations illuminates thepossible ways of optimizing the
DMMP protocols, particularly, to be more resilient during dynamic membership changes.
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• Motivated by the above investigations on Joost, the interests-shared group management
(IGMT) protocol is developed. It is a light-weight, efficient, and protocol independent
scheme. It has been identified to that IGMT can alleviate the control overhead and im-
prove the resilience of the DMMP framework (integrated withDMMP+) since peers having
similar interests can create shortcuts to one another. In a highly dynamic scenario, such a
protocol can quicken the joining/rejoining procedure through these shortcuts.

7.3 Future Work

The major issues on: (a) scalability, (b) QoS guarantee, (c)resilience and (d) security, form the
important building blocks for overlay multicast approaches. In this thesis, we mainly concentrated
on addressing the scalability, QoS (refers to available bandwidth and e2e serving delay), and the
resilience issues. While security aspect has not been takeninto serious considerations, our pro-
posed framework can rely on existing security mechanisms toprovide basic protection as shown
in Chapter 3.

In the next step, the DMMP framework will study necessary extensions, where e2e QoS, security
provision and application adaptability will be likely involved. In the following section, related
open areas of research are discussed that present fruitful avenues for the future work:

7.3.1 QoS Provisioning

Most of the existing overlay multicast routing protocols such as [130], [131], [43] have been
proposed with varying results regarding performance, costand implementation. However, most of
them are QoS-oblivious; they simply use the available best-effort unicast routing protocols to find
paths from the sender to the receivers without considering each member’s service requirements.
On the other hand, constructing efficient routes among various end hosts is still a big challengefor
the following reasons.

• Constructing better performance routes between end hosts using trees built on top of over-
lay networks can increase the stress (one performance metric to evaluate the efficiency of
multicast protocols) on the underlying physical network, since multiple copies of the data
may traverse a same physical link.

• End-to-end (e2e) latency of data transported along an overlay path between pairs of end
hosts is significantly larger than that in IP-layer routing.Several approaches [132], [133],
[134] have been focusing on carefully matching the overlay topology to the underlying
physical network in order to reduce the link stress and e2e delay. However, few of them
have actually attempted to construct QoS-constrained communicating paths between end
hosts.
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• Algorithms (e.g. [130], [134]) used for constructing efficient, large-scale multicast trees as
well as reducing link stress and latency are typically very complex.

Besides, according to the requirements of media streaming applications [135], [2], the following
design issues are typically important for overlay multicast solutions:

• Host heterogeneity: end hosts may vary widely with respect to their capacities, such as
CPU power and available bandwidth. Media streaming applications are bandwidth-intensive
so that we need to consider the significance of heterogeneityin bandwidths of multicast
members.

• Tree construction: multicast nodes may have a wide range of available bandwidth, which
can result in a large number of tree shapes under various overlay construction methods.

• Resilience and reliability: it is important for media streaming to detect and recover from
failures quickly so that the disruption of service is minimized to those nodes affected down-
stream. Although media streaming has no constraint requirements on reliability, packet error
recovery mechanisms should be performed in a best-effort manner.

To provide QoS using overlay networks, effective and efficient QoS overlay routing, QoS overlay
monitoring and QoS overlay restoration are desired. It has been a lot of research efforts conducted
in the area of QoS routing, whereas, relatively few efforts have been devoted to QoS monitoring
and QoS restoration. Besides, the research in these three areas has progressed independently and
inconsistently, which causes further inefficiencies in the utilization of resources.

7.3.2 Security Issues

Security could be an additional consideration since the nature and dynamics of overlay construc-
tion in overlay multicast also involve some issues of security protection. Overlay multicast ap-
proaches may also involve related issues concerning Denialof Service (DoS) and security protec-
tion. For instance, authentication and access control are essential to ensure only legitimate nodes
can join the multicast session, as using an untrusted overlay node to deliver services will certainly
threaten service availability. In addition, the overlay network has to protect data confidentiality
and integrity for overlay nodes and authorized users since data are now relayed by “intelligent”
end hosts not ”dumb” routers.

However, security issues in overlay multicast have been received little attention so far. Gothic
[136] proposes group access control architecture for secure IP multicast and IP anycast. It assumes
that the key server has the global knowledge about the topological locations of each group member
in the multicast session. The access control scheme is designed for overlay multicast and can not
hold the above assumption since it is not realistic to conjecture each member’s location on the
underlying topology.
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Cryptographic access control [137] may be a possible solution, which is substantially based on
asymmetric cryptography. That is, objects (e.g. messages,data) are encrypted with a private key,
and can only be decrypted by someone who holds the public key.The main advantage of doing
this is that the access control is inherently distributed, so there is no need to coordinate the state
among end hosts and media servers in the system. It also matches the architectural requirements of
the overlay multicast system. For example, there are three different functional entities in DMMP,
namely, source, super node and cluster member. Based on the cryptographic access control, we
may define different types of keys (e.g. group key, multicast session key, cluster key). If a message
is encrypted with the group key, the cluster member owning a correct cluster key can decrypt such
an object. Once a cluster member leaves the multicast session, only one key - cluster key - needs to
be changed and therefore network situation changes (such asmulticast members joining/leaving)
within a local cluster will not have any impact on other clusters.

To protect data transmitted between group members cryptographic algorithms are commonly used.
In order to control such cryptographic algorithms, some keymanagement mechanisms are de-
ployed to encrypt and decrypt information between the communicating entities. A key manage-
ment scheme has been extensively studied in the context of secure IP multicast. However, the
stateful protocols (e.g. LKH [138], ELK [139]) are no longerfit for securing overlay multicast,
in which a member must correctly receive all the encryption keys through all previous re-keying
operations to decipher the current group key. However, overlay nodes may fail or leave the multi-
cast session at a significant rate, which causes difficulties to receive all the encryption keys for an
overlay node. Differently, the stateless protocol (e.g. OFT [140]) may be applied into the overlay
multicast system since it only needs a legitimate user to receive the keys in the current re-keying
operation to decode the group key. That is, it allows the flexibility for the overlay multicast ap-
plications (e.g. allows users to go offline very frequently), but has much higher communication
overhead than stateful protocols.

7.3.3 Application Adaptability

Unlike normal data transfer, a streaming media file is huge, thus requires high channel bandwidth.
Moreover, streaming media also introduces stringent demand in the timing of packet delivery. Be-
sides QoS for data delivery, adaptability of different media streams may be also considered for
optimizing overall network utilization. This is because the stored video is pre-compressed at a
certain rate, which may not match the available bandwidth inthe network. For example, an attrac-
tive solution uses cumulative layering, in which a raw videosequence is compressed into several
non-overlapped layers [141]. There is a base layer, which contains the most important features of
the video. Additional layers, called enhancement layers, contain complementary information that
progressively refines the reconstructed video quality. Accordingly, different layers can serve the
receivers with heterogeneous capacities.



Appendix A

Summary of Non-Network Layer
Multicast Approaches

Table A.1 summarizes some selected application level multicast protocols and overlay multicast
protocols as presented in Section 2.4.3.

The Target Applicationcolumn refers to as which type of applications the proposed multicast
solution is due to support. TheMulticast tree constructioncolumn means the main differences at
forming the multicast trees for each of multicast solutions. Recovery mechanismmainly refers to
approaches used to recovery from any failure such as member leaves ungracefully, intermediate
node dies without notification. We also compare the application requirements and evaluation
criteria suchScalability Measures, QoS considerations, Adaptionand other metrics. Then we
point out the main contributions of the certain multicast solution compared to existing approaches.

Table A.1 and A.2 summarize four application layer multicast protocols regarding their charac-
teristics and main contributions. Similarly, Table A.3 andA.4 focus on four overlay multicast
solutions.
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Table A.1: Application Layer Multicast Protocol Summary Table-1

Protocol Characteristic Comment

ESM(Narada) Target application Supporting small or medium-sized group
Tree construction Refinement-based mesh-first
Optimization Objective End-to-end latency
Optimization Technique Adding and dropping of links depending on per-

ceived gain in utility
Routing Algorithm Distance vector routing algorithm
Group Formation Peers self-organize into a mesh and each node shares

group information with neighbor nodes
Recovery Mechanism While detecting the existence of a partition, Narada

repair it by adding at least one overlay link to recon-
nect the mesh

Scalability Measures No considerations on node degree and link stress
QoS considerations Dynamic optimization to the mesh by performing

end-to-end latency measurements
Adaption Out-of-band bootstrap; random request to join the

group; leaving information is propagated to the rest
of group members along the mesh

Data Delivery Distance vector protocol on top of the mesh & a new
routing cost (transient forward)

Main contributions It firstly demonstrates multicast functionalities can
be performed at application layer

NICE Target application Low bandwidth large-scale data streaming applica-
tions

Tree construction Cluster-based source-specific tree
Optimization Objective Low control overhead and low latency for large

groups
Optimization Technique Hierarchical clustering
Routing Algorithm Hierarchical cluster-based trees
Group Formation Assign members into different layers; hosts in each

layer are partitioned into a set of clusters
Recovery Mechanism Each survivor of the cluster independently selects

a new leader if the leader of the cluster leaves the
group

Control Overhead Max: O(klogN
k ), average: O(k)f if the number of

members in a cluster isk
Scalability Measures No considerations on node degree
QoS considerations Cluster attachments by identifying the closest mem-

ber in the super-cluster
Adaption Cluster splitting and merging operations;
Data Delivery Hierarchical structure implicitly defines data deliv-

ery paths
Main contributions It uses hierarchical structure to support low band-

width multi-sender applications with a very large
member populations
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Table A.2: Application Layer Multicast Protocol Summary Table-2

Protocol Characteristic Comment

HMTP Target application Low cost tree for multi-sender applications
Tree construction Refinement-based tree-first protocol
Optimization Objective End-to-end delay (member-to-member RTT)
Optimization Technique Parent-switching by re-running the join procedure
Routing Algorithm Bi-directional shared distribution tree is used to in-

terconnects IP-multicast-enabled islands
Group Formation All Designated Members self-organize into a bi-

directional shared tree
Loop Problem Maintenance of root path
Triangle Problem A heuristic of triangle optimization
Scalability Measures No considerations on node capabilities
Control overhead O(k), if the maximum number of children a node can

handle isk
Recovery Mechanism Surviving members detect the failure by noticing

missing periodic refresh message, and repair the tree
by running the repair algorithm

QoS considerations HMTP uses member-to-member round-trip time as
the only distance metric in tree building

Main contributions It firstly interconnects IP-multicast-enabled islands
by using application layer multicast solutions

HostCast Target application Delay-sensitive applications
Tree construction Refinement-based tree-first protocol
Optimization Objective Root latency
Optimization Technique Switch-parents+ parent-children swap
Routing Algorithm HostCast builds a single source-rooted multicast tree

using measurement-based approach to optimize the
bandwidth and end-to-end delay between the source
and the various group members

Group Formation Group members self-organize into the source-based
overlay tree

Loop Problem Primary root path+ secondary root path
Triangle Problem Condition-constrained solution
Recovery Mechanism HostCast picks up secondary parents or other nodes

along the primary root path as candidate parent
nodes

Scalability Measures distance (end-to-end delay)
Control overhead O(k2), if the maximum number of children a node

can handle isk
QoS considerations Measurement-based approach to derive the overlay

path QoS conditions and provide QoS to multicast
users

Main contributions It uses a simple probe technique to obtain the un-
derlying topology; periodic refinements are used to
improve the performance
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Table A.3: Overlay Multicast Protocol Summary Table-1

Protocol Characteristic Comment

Overcast Target application Single source streaming media content distribution
Tree construction Single-source multicast tree
Optimization Objective To maximize bandwidth to the root for all nodes
Optimization Technique Constantly revaluation of positions in the tree
Routing Algorithm A single source-rooted multicast tree is built, using

end-to-end measurements to optimize bandwidth be-
tween the source and various group members

Group Formation Single source multicast; each node joins group at a
Overcast node

Loop Problem By acquiring the knowledge of nodes’ ancestors
Triangle Problem no
Recovery Mechanism ”Up/down” protocol is used to keep track of nodes

up and down the tree
Scalability Measures Scalability of the root enables to handle a large

amount of service requests
QoS considerations Bandwidth constraints
Adaption Maintenance of global status at the root of the distri-

bution tree
Data delivery Data are moved between parent and children using

TCP streams
Main contributions implementing a protocol to handle dynamic changes

of the distribution tree
OMNI Target application Single source media streaming applications

Tree construction A set of Multicast Service Nodes(MSNs) are de-
ployed in a network, acting as overlay relay agents

Optimization Objective low-latency overlay paths
Optimization Technique Local transformations+ probabilistic transforma-

tions
Routing Algorithm Degree constrained average latency algorithm based

source-rooted spanning tree
Group Formation Joining from the root by measuring the unicast la-

tency between itself and the root
Loop Problem No
Triangle Problem No
Recovery Mechanism One child of departing MSN is prompted up to re-

place its position if the maximum subtree latency is
reduced most

Scalability Measures Degree bounded directed spanning tree
QoS considerations Overlay latency
Adaption MSNs periodically adjust their positions to adapt to

network conditions
Data Delivery From Multicast core to subtrees
Main contributions Modeling degree bounded directed spanning tree to

fit for large scale data distributions
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Table A.4: Overlay Multicast Protocol Summary Table-2

Protocol Characteristic Comment

TOMA Target application Large-scale multicast services
Tree construction Deploying Multicast Service Overlay Network

(MSON) as the backbone service domain
Optimization Objective Network resource
Optimization Technique Aggregated tree+ dynamic group-tree matching al-

gorithm
Routing Algorithm Shortest IP-layer path
Group Formation Aggregated tree within MSON+ cluster formation

outside MSON
Loop Problem No
Triangle Problem No
Recovery Mechanism not specified
Scalability Measures Aggregated multicast trees
QoS considerations Average percentage bandwidth overhead
Adaption Handling Otype messages and maintaining a multi-

cast routing table
Data Delivery Multicast distribution trees are built on top of the

MSON
Main contributions Aggregated multicast approach enables multiple

groups share one delivery tree within the backbone
oStream Target application On-demand asynchronous media streaming

Tree construction K-array tree
Optimization Objective Required server bandwidth
Optimization Technique Hierarchical stream merging+ asynchronous multi-

cast
Routing Algorithm Source-based minimal spanning tree
Group Formation Tree construction based on request for media+ ad-

justments to time of request
Loop Problem No
Triangle Problem No
Recovery Mechanism Recovery from node leaving is performed locally
Scalability Measures Server capacity for buffering data
QoS considerations Data buffering at relay nodes and at end host
Adaption Join procedure based on partial knowledge of the

tree
Data Delivery Either from media server or from other end hosts
Main contributions Take advantage of strong buffering capabilities of

end hosts



Appendix B

An Experimental Analysis of Joost P2P
VoD System

B.1 Introduction

In the recent few years, IPTV has gained a tremendous popularity in the operators and users as well
as a lot of attention from the research community. For residential users, such a service is often
provided in conjunction with Video-on-Demand (VoD) and maybe bundled with other Internet
services such as Voice over IP (VoIP). Traditionally, when aclient user selects a program, a point-
to-point unicast connection is established between a decoder (akaset top box) and delivering media
server. Most of current VoD services mainly rely on content distribution networks (CDNs) [142]
or local streaming proxies to increase system scalability and to alleviate the delay experienced by
end users. However, their system performance and deployment still becomes a key challenge as
the number of clients increases. Especially, if a flash crowd[143] occurs, servers can be easily
overloaded.

To address above issues, peer-to-peer technologies (e.g. swarming [144]) have been recently em-
ployed to support VoD services. However, a P2P VoD system is rather challenging to design than
any other P2P media streaming systems [54] because, in addition to providing low playback de-
lays, the system allows users arriving at arbitrary time to watch videos. The heterogeneous arrivals
reduce sharing opportunities and increase the complexity of video distribution mechanisms. Be-
sides, in order to support VoD functions (e.g. backward) system requires a certain local space to
store the downloaded video. Thus, another issue is how to allocate such a storage and use the
storage in an efficient way to support VoD functionalities. Therefore, it is essential to understand
how to design a VoD architecture that scales smoothly to support a large number of users, while
maintaining high video quality and reasonable operationalcosts. It is also critical for ISPs, net-
work administrators, and content owners to consider the service requirements for supporting P2P
VoD systems.
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Before the investigations, we first raise some questions about the Joost system:

• What is the Joost architecture?What are the key components in such an architecture?
Which functions are performed by these components? How these functions can be achieved?

• How are the characteristics of Joost network traffic? Which kind of protocols does Joost
use? What is the fraction of outgoing and incoming data traffic? What is the fraction of
network traffic that a peer receives is control traffic?

• What are the characteristics of peer behaviors?At what rates does a peer download from
and upload to its partners? How are the partnerships different for a University LAN client
and a DSL residential client?

• How are the Peer-to-Peer technologies used in Joost?How does the peer selection per-
formed in Joost? During the peer selection, has Joost considered locality? Whether hetero-
geneity is considered? How about the fairness of contribution? Has Joost considered peer
adaption during dynamic changes?

• How about the performance with different network conditions?How about the performance
of high capacity nodes, if they can offer high network access speed? If the Joost client
suffers from low, unstable network conditions, will the performance dramatically degrade?

We are more interested in the peer management mechanism, andtherefore we seek to answer the
last two main questions by data-driven analysis (cf. Chapter 6). The answers to the first three
questions are shown in this chapter.

The rest of the chapter is organized as follows. In Section B.2 we infer the Joost system, such as
the server architecture, protocols used in the system. Section B.3 describes the key components
of Joost software. Section B.4 discusses key Joost functions like installation, bootstrapping, re-
connection, channel switching and VoD functionalities. InSection B.5, we review related work.
Finally, we conclude this chapter and plan future work in Section B.6.

B.2 Charting the Joost System

Joost [145], created by N. Zennström and J. Friis, co-founders of Skype [146] and Kazaa [60], is
one of such systems for providing high-quality and comprehensive VoD services using P2P TV
technologies. The current version offers 20,000+ TV shows through 400+ channels. Based on
the experiments [126] and information in [122], we infer theJoost system architecture using a
top-down approach: 1) abstract a high-level hierarchy fromthe overall architecture; 2) investigate
the functionalities performed by each component of the hierarchy.
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Figure B.1 shows five types of servers, one Joost peer manager∗, and various Joost clients. There
are other servers taking charge of value-added services, for example, instant chat service (scd.joost.
com) and advertisement server (lux-cdn-lo-4.joost.net). Because the fundamental functions are our
focus, these additional servers have been omitted from the discussion.

Joost
Client

Lux-www-lo2.joost.net

Tracker  server

version Server

Lux-www-lo-4. joost.net

Initialization phase

Backend Server

Lux-backend-lo-1. joost.net

Joost
Client

Media distribution

Content Server

Joost clients

Graphics Server

lux-backend-13-bond0.joost.net
Graphics 

Server

sna-www.static-1-bond0.joost.net

Peer Manager

Backend Server

Lux-backend-lo-1. joost.net

Peer Manager

Figure B.1: Joost Architecture.

B.2.1 Joost Servers

Identifying the Joost servers facilitates our understanding of the peer management mechanisms
because their behaviors can be differentiated from that of arbitrary peers. In this paper, we use the
term of peer and client interchangeably.

As shown in Figure B.1,lux-www-lo4.joost.netis the version server that is responsible for check-
ing the current version of the software during login. For instance, JCs sent HTTP 1.1 GET requests
for getting the latest software version. The second type of server is called tracker server (i.e.lux-
www-lo2.joost.net) whose sole responsibility is to keep track of its group members and helps
bootstrapping new peers.

Channel management in Joost differs largely from any other P2P VoD system (e.g. PPLive [147])
as it builds an API for the channel list using XULRunner that provides Joost clients more inter-
active experience. Therefore, except for channel list management (e.g. updates) Joost system
has to handle on-screen menus involving some animations overlayed on top of video. Because

∗Although peer manager is named as super node in [122], in our experiments we identify that its functionality is
peer management. It is not responsible for relaying/forwarding media data to other peers. Therefore, we call it peer
manager in this paper.
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of the complexity of channel management, the channel management is not performed by a sin-
gle server in Joost, but a server cluster. That is, the backend server,lux-backend-lo-1.joost.net,
answers for controlling channel list requests and keeping load balance among cluster servers,
whereas other cluster servers perform particular tasks (e.g. channel graphs downloading). Some
of them can be named channel graphic servers. For instance, there were two servers,lux-backend-
13-bond0.joost.netand orsna-www.static-1-bond0.joost.netfrom which a Joost Client (JC) down-
loaded the channel graphics instead of directly from the backend server. Nevertheless, the scal-
ability might be a major concern for the future development if the number of users dramatically
increases in a short period.

The last type of Joost server is content server. Joost did distributedly deploy a serious num-
ber of content servers over the network. During our experiments, we observed the following
server sites: (1) 4.71.105.0/24 (sna-Itsnode-x-bondx-x.joost.net); (2) 4.71.174.0/24 (IPsoft); (3)
212.187.185.0/24 (Icy-Itsnode-x-bondx-x.joost.net). Here,x varies from 0 to 10. The first and
third IP address site is owned by Level 3 Communication INC [148] which has been selected by
Joost to support on demand Internet TV. The second IP space group belongs to IPsoft service
provider.

B.2.2 Peer Manager

Another major different design from other P2P networks (e.g. Skype) or overlaymulticast solu-
tions [149] is that all peer managers in Joost are only used for controlling and helping new peers
find available contributing peers. Based on above understanding, the traffic from peer managers
can be easily extracted from the overall traffic in Section 6.2.3.

In fact, it is quite efficient and reasonable that Joost’s peer management is isolated from the me-
dia distribution. According to [150], some universities have already banned Skype from their
campuses, while some other universities and government agencies require that their users disable
supernode functionality to avoid relaying traffic outside the stub Autonomous Systems (ASs). We
conjecture that Joost designers have taken the issue into consideration. Moreover, strategically de-
ployed peer managers not only ease the membership management but also improve the reliability
of transmission. For example, if a super node in Skype leavesungracefully, all the other peers
relying on it will be unavoidably affected. To summarize, Joost super nodes perform the following
three basic functions in most cases.

• After bootstrapping JCs first contact super node, which directs clients to available peers.
Peers are either JCs or Joost content servers.

• For on-demand video functions, super nodes periodically exchange some small UDP packets
with clients. We believe that these UDP packets are used for peer management, such as
keep-alive probing.

• Additionally, channel switching requires the JC to talk to the super node. At that time, super
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node most likely helps it finding available peers to fetch thenew media data.

B.2.3 Protocols

Joost is rather a complicated system, to evaluate the efficiency of video transmission it is necessary
to identify the protocols used for control traffic and for media data traffic.

Table B.1 depicts the main protocols used in the Joost. All video packets are encoded in UDP
and the size is exactly 1104 bytes. Using UDP for video transmission is not reliable, however,
it quite cost-effective and time-efficient especially for large-scale peer-to-peer networks. Besides
the media transmission, peers frequently communicate witheach other by sending UDP probes
(64 bytes). During the channel switching, peers contact peer managers by sending UDP packets.
Since April 2007, when port number 4166 was assigned by IANA as the official UDP port used
for Joost, all media data and some control messages (e.g. peer management) are sent from Joost
servers through 4166. Tracing these specific port numbers facilitates our following experiments.

Table B.1: Main Protocols in Joost System.
Protocol Functionality Packet Size

UDP video distribution 1104 bytes
content probe (peer to peer) ∼ 64 bytes

channel switching < 1000 bytes
VoD interactions < 150 bytes

HTTP software version
client→ server ∼ 64 bytes
server→ client < 500 bytes

channel management
client→ server ∼ 64 bytes
server→ client <= 1518 bytes

HTTPS administrative management
client→ server 64 bytes
server→ client < 500 bytes

HTTP is used for checking the software version and updating the channel list during bootstrapping
and initialization phases. When the JC browses the channel category, the channel graphs are
downloaded in real time through HTTP from the graphics servers.

When the JC re-connects to the Joost system, HTTPS is used forthe administrative management
duties which include checking software version, channel list updating, obtaining trackers.
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B.3 Key Components of Joost Software

According to our following experiments, during its operation a Joost client performs one or more
of the following actions: listen on particular ports for incoming traffic; store media data into its
local cache; maintain a table of other peers called a host cache; use Advanced Video Codec (AVC);
determine if it is behind a NAT or firewall; and functions required by additional features, such as
instant messaging. This section discusses the key components involved in these actions.

B.3.1 Ports

During the installation and bootstrapping, Joost client contacts some HTTP/HTTPS servers ini-
tially. It will be further described in Section IV.

Upon the first initialization, the Joost client (JC) randomly chooses a port number through which
the JC can subsequently communicate with other peers and Joost servers. Such a port (noted as
JC P) is usually some high port (e.g. 57929). Once the port numberis determined during the first
run, subsequent media transactions will always use this port no matter the JC restarts or reboots.
Besides, the Joost client listens on this port for incoming requests from other peers. To send media
data to other Joost clients, the JC also uses this port.

In April 2007, port number 4166 was assigned by the Internet Assigned Numbers Authority
(IANA) [151] as the official TCP and UDP port used for Joost. Since then, all media data and
some of the control messages (e.g. peer management) are sentthrough 4166 from Joost servers
(seen Section V for detailed information). Looking into thespecific port number facilitates our
following experiments.

To summarize the above analysis, the different ports used in Joost network traffic are depicted in
Table 1.

Table B.2: Ports in Joost System

Protocol Joost Server Joost Client Super Node
HTTP 80 HTTP port
HTTPS 443 HTTPS port

TCP 4166 JC P 4166
UDP 4166 JC P 4166

Here,super nodeis not a Joost Client, but a delicately deployed entity mainly for peer management
and peer lookup purposes in Joost, as described in Section V.
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B.3.2 Video Codecs

Joost claims to use “an H.264 codec for video encodings (aka AVC, aka MPEG-4 Part 10, aka
ISO/IEC 14496-10) called CoreAVC, created by CoreCodec” [152].However, in our experiments
we did not observe H.264 as shown in Figure B.2. We conjecturethat RTP dynamic (payload type:
96-127) is the codec H.264 (payload type: 99) for Joost videoencoding as the freely available ana-
lyzers we found were unable to distinguish it. Furthermore,it was observed that Joost used G.711,
G.726, G.728, G.729, G.723.1 and GSM for audio codecs (Figure B.2), which allow frequencies
between 8,000-90,000 Hz to pass through. These codecs have been developed by ITU-T [153].
We conjecture that Joost followed the RTP specification [154] for the implementations.

Figure B.2: Example of Protocols in Joost System.

B.3.3 Local Video Cache

A JC for Windows XP users stores the media data in its local cache as “anthillcache” atSys-
tem Disk(e.g. C:)\\ Documents and Settings\<XP user>\Application Data\Joost\ anthill\anthill cache.
For Windows Vista users, local cache is stored inSystem Disk:\\uers\<Vista User>\AppData\
Roaming\Joost\anthill. Joost claims that just like a “Skylib” (Skype library) enabling voice and
chat services on the P2P layer, Joost runs on a media streaming library the company has nick-
named “Anthill”. Here, Anthill [155] is an agent-based peer-to-peer system to support the media
distribution services. A brief overview of Anthill is shownin Appendix.
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The cache size depends on which and how long programs have been played. Each time a new
program is chosen, the size of the cache will automatically increase. In our experiment, it was
more than 2 GB. Therefore, we believe that user’s system resources will be significantly occupied
if the JC continues to watch different channels.

If we assume that the local cache did completely store the played video, the JC should watch the
old program directly from the local cache. However, when we had disabled the Internet connec-
tion, the program surprisingly stopped, even if the particular program has been watched 1 minute
ago. We guess that although some media data have been stored locally, it still requires a kind of
codec from the remote server or a encryption key (e.g. AES key) authorized by the Joost server to
access the video file. To prove these conjectures, we made additional experiments.

We launched a new channel and at that moment, the local cache was empty. After the whole
channel was watched, the size of cache file grew up to 1.7 GB andthe average download speed
was 518 kbps. If we turned off the JC and restarted it, the download speed was dramatically
dropped down to 11 kbps when the same channel was watched. Moreover, the size of local cache
increased only 5.88% during the second watching time.

B.3.4 Host Cache

Similar to what was observed in the Skype analysis [146] and [156], host cache is a list of Joost
super nodes IP address and port pairs that JC builds and refreshes periodically. The JC for Win-
dows XP stores the host cache as an XML file “shared.xml” inSystem Disk:\\Documents and
Settings\<XP User>\Application Data\Joost\anthill. A Joost client for Windows Vista stores it in
System Disk:\\users\<Vista User>\AppData\ Roaming\Joost\anthill.

B.3.5 NAT and Firewall

We detected that a random port was configured at the first logintime and kept in use for the
subsequent media transmission. As video packets are sent over UDP (as shown in Section V), we
conjecture that Joost uses a modified STUN [157] protocol to determine the type of firewall and
NAT it may behind, similar to what was observed in [146]. The NAT and firewall traversal related
information is stored in theshare.xml file.

More information related with STUN is stated in Appendix.

B.4 Joost Functions

All the experiments were performed for Joost version Beta 1.0. Joost was installed on Windows XP
and Windows Vista machines. The Windows XP was Intel PentiumDual-Core 1.73 GHz processor
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with 1.00 GB RAM. The Windows Vista was equipped with AMD Althon X64 processor with 1.00
GB RAM.

B.4.1 Installation

One Joost server was involved in installation phase: lux-backend-lo-1.joost.net (89.251.4.75). The
client sent a HTTP 1.1 GET request to this Joost server and downloaded a SQLite [158] file
(zelos2.sqlite) which is the initial channel list. See Appendix B for complete messages.

This channel list is stored inSystem Disk:\\Program files\Joost\defaults\profile\zelos2.sqlite, cur-
rently fixed to 1.35 MB size and 33 channels). Clearly, SQLiteis used for the Joost channel
database management, which is a self-contained, embeddable, zero configuration SQL database
engine. Figure B.9 shows a snapshot of the initial Joost channel list.

HTTP messages involved in Joost installation

This section shows the message dump of HTTP 1.1 GET request that a JC sent to backend.joost.net
(89.251.4.175) and the responses it received.

In case it was the first time after installation, the client sent a HTTP 1.1 GET request containing
the URI of the resources. The requested file is zelos2-0.12.zip which can be unzipped into zelos2-
0.12.sqlite as described in Section 6.

Figure B.3: Joost Installation: HTTP GET.

Then, there was a 200 OK response received by the client for the above GET request.

At that moment, the local cache, node identity and the listening port number through which the
client will communicate with other peers were not yet configured. We found that there was no
local cache file, no share.xml file in which node identity and port would be configured. In this
chapter, we use the term of peer and client interchangeably.
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Figure B.4: Joost Installation: HTTP OK.

B.4.2 Bootstrapping

Totally, three Joost servers and two Joost super nodes were responsible for the bootstrapping proce-
dure, by which the listening port was configured and the channel list was updated (System Disk:\\
Documents and Settings\<XP User>\ Application Data\Joost\Profiles\*.default\zelos2.sqlite, 1.76
MB, 45 channels).

Firstly, the JC communicated with lux-www-lo-2.joost.netserver (89.251.2.85) over HTTPS. We
conjecture that it is a kind of tracker server. In case the newcomer contacts the tracker, it will
receive some available super node addresses and possibly some content server addresses. Then, a
HTTP GET request was sent to lux-www-lo4.joost.net (89.251.2.87) server for getting the latest
software version. The snapshot of these HTTP messages is shown as follows.

HTTP messages involved in Joost initialization

During the bootstrapping procedure, JC sent a HTTP 1.1 GET request to instdata.joost.com which
is actually the version server (89.251.2.87). The current software version is 0.13.0 (Beta 1.0). The
fragmentation of the HTTP GET request is shown as follow.

HTTP Command: GET 
URI:          /?version=0.13.0 
HTTP Version: HTTP/1.1 
Host:         instdata.joost.com 
User-Agent:   Mozilla/5.0 Windows; U; Windows NT 5.1; ...)

Figure B.5: Joost Initialization: HTTP GET.
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Then, a 200 OK response was sent from the version server to theclient.

HTTP Version:  HTTP/1.1 
HTTP Status:   200 
HTTP Reason:   OK 
Server:              Apache/2.2.5-dev 
Cache-Control: max-age=600

Figure B.6: Joost Initialization: HTTP OK.

Besides, the lux-backend-lo-1.joost.net server (the sameserver involved in the installation) was
also involved in bootstrapping the client by sending packets over HTTPS.

Finally, JC started to contact some of Joost super nodes, forinstance, lid-snode-1-eth0.joost.net
(89.251.0.16), lid-snode-2-eth0.joost.net (89.251.0.17) and lux-snode-1-bond0.joost. net (89.251.4.71),
possibly to obtain the list of other available clients and begin transacting video contents. Before
long, the running JC has already started communicating withother peers besides Joost severs.
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Figure B.7: Joost Server Throughput during Bootstrapping.

Figure B.7 shows the throughput of above three Joost serversduring bootstrapping. At the very be-
ginning, the tracker server (lux-www-lo-2.joost.net) helped bootstrapping the new client. Clearly,
after a short period the tracker server was not involved in the subsequent communication. Then,
the backend server (lux-backend-lo-1.joost.net) appeared and continuously sent a large amount of
data to the client, we guess, in order to update the channel list. At some point of the bootstrapping
procedure, the version server (lux-www-lo4.joost.com) checked the version of Joost software.
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B.4.3 Reconnection

We restarted the JC and attempted to observe the peer behaviors during client reconnection. The
above-mentioned initialization process occurred again with two exceptions. One is that the version
server might not appear if the interval was short and the other exception is the port number that
was negotiated when first connecting to the Joost network wasstored in the share.xml file and
reused. If the version server really appeared, checking software version used HTTPS instead of
HTTP.

Furthermore, the JC attempted to communicate with peers from which it has downloaded con-
tent previously. This was done by sending some small UDP probe (64 bytes) to other clients,
which in turn would reply with another small UDP probe (64 bytes). Afterwards, media data was
continuously downloaded from some connected clients.

HTTP messages involved in Joost reconnection

This section shows the message dump of HTTP 1.1 GET request that a JC sent to channel graphs
server and the responses it received.

The HTTP GET containing the URI of requesting Compressed Scalable Vector Graphics File
(.svgz) is shown below. At that moment, the channel list management was redirected to lux-
backend-13-bond0. joost.net (89.251.4.153).

Figure B.8: Joost Reconnection: HTTP GET.

Then, there was an OK response received by the client for the above GET request.

The snapshot of the Joost channel database in Figure B.9.
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Figure B.9: Initial Channel List.

B.4.4 Channel Switching

We observed that at the moment of channel switching the JC contacted firstly with some super
nodes. These super nodes IP addresses and ports have been obtained from the tracker server
(lux-www-lo-2.joost.net) during the initialization. Forexample, the JC contacted lid-snode-2-
eth0.joost. net (89.251.0.17) and lux-snode-1-bond0.joost.net (89.251.4.71) over UDP. From these
super nodes, the JC may obtain some address lists including related content servers and possibly
some other clients who were watching the same channel but ahead of this particular client. Once
the JC received such a list, it attempted to contact them by immediately sending UDP requests.
At the same time, other super nodes continued to send the client available address lists. When the
selected channel started playing, the JC periodically exchanged messages with these super nodes
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over UDP. We believe that the super nodes are responsible forredirecting clients to content servers
or peers during channel switching. Moreover, they periodically exchange messages with clients,
possible for peer management or acquiring keying materialsto eventually watch the video stream.

In the current version of Joost, the function of local video buffer is not supported. That is, when
the client pauses the video it stops downloading. There are some claims that Joost should have
a small amount of buffer in order to avoid the stuttering and temporary freezes [152]. However,
observing from the fact that most of users frequently switchchannels, the current solution may
save resources in case of short-term switching as it does notmaintain local buffers.

B.4.5 VoD Functionalities

Unlike file sharing or live media streaming, each JC is more “selfish” in the sense that it only
cares about contents after its current playing position, which is often different from other peers.
The peer can only download from those whose playback positions are ahead, or from who have
already watched the program. Instead, itself can help peerswhich join later. However, as each
Joost client can change its playback position at any time, which differs from many other P2P
streaming systems, it becomes difficult to optimize the overall VoD system. For example, the
“rarest-first” strategy [144] in BitTorrent is not applicable here.

As a result, the VoD aspect attracted our particular interests. After repeating several experiments,
we come up with the following conclusions.

First, in Joost system each media file was broken down into fixed-time chunks and each chunk is
encrypted. During our experiments, if the fast forward interval was smaller than 5 seconds the JC
may continuously play without waiting. However, if the interval is large it took 5− 10 seconds
to start playing. To illustrate our observation, we supposethat each media file is divided into
multiple 10-second play time chunks, but the exact size of the chunk is unknown. As shown in
Figure B.10, each chunk includes an anchor which is a dedicated marker for encrypted media data
similar to I-frame in MPEG [11]. When a seek is triggered in a client (i.e., control bar is moved to
a backward position), the client will always search for the closest anchor in the local video cache
if it is already downloaded. Otherwise, it firstly sets a new anchor and requests new data from
other peers.

Chunk

anchor anchor

anchor
Fast forward

Back ward anchor
Seek

t (second)

10s Seek

Current 
Position

Requesting 
data

Figure B.10: On-demand Video Functions.
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Second, if the JC drags the control bar into any specific position, it communicates with one of the
super nodes, for example, lid-snode-2-eth0.joost.net (89.251.0.17) or lid-snode-1-eth0. joost.net
(89.251.0.16) in all our experiments.

To prove that those super nodes support VoD functionalities, we traced the first super node during
the periodic (every 20 seconds) actions of “fast forward” (10-minute period of video) within the
same program. As shown in Figure B.11, each time the JC dragged the control bar, there was a
large amount of traffic sent from the super node. Otherwise, the traffic from the super node was
quite low compared to the “fast forward period”. By analyzing the traced data, we found that UDP
was used to carry the traffic and the average received packet size was 137 bytes and the average
size of sent packets was 141 bytes (all below 150 bytes). Therefore, we suppose that these packets
are only used for control, not for media transmission. Furthermore, we conjecture that the updated
lists, which contains information about peers having already received the on-demand contents, are
encoded in these packets.

Figure B.11: VoD Functionality.

B.5 Related Work

Peer-to-Peer IPTV architecture requires a minimal infrastructure support and can offer the possi-
bility of rapid deployment at low cost. In terms of simultaneous users, one of the most successful
IPTV deployments has employed P2P streaming architecture.Hei et al.[54] provided an overview
of P2P streaming system (e.g. PPLive [147]) and characterized P2P IPTV behavior and traffic
profiles at packet, connection and application levels. Among most popular IPTV services, Video-
on-Demand (VoD) provides video, audio and data service triggered by users’ selection. However,
most of existing work about P2P VoD systems was concentratedon the protocol design and the
implementation [159], [160], [161]. Different from them, we provide a real measurement analysis
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on Joost functions, peer selection and locality awareness.Furthermore, the Joost architecture is
quite different from, even more complex than, media streaming architecture described in [54]. In
Joost, each JC is more “selfish” since it only cares about the content behind its current playback
position. The VoD functionalities give the users more flexibilities, and hence make the system
more difficult to analyze.

Joost uses some similar P2P technologies as used in Skype which critically depends on the a
peer-to-peer network formed by super nodes. Any participating node initially is a standard node,
and some of them will be promoted to super nodes according to anumber of factors including
spare bandwidth and public reachability. Basetet al. [146] analyzed various aspects of the Skype
protocol such as login, NAT and firewall traversal, call establishment, media transfer, codecs and
conferencing under three network setups. In general, the paper provided a detailed analysis of
Skype user experience and peer behaviors. Guhaet al. [156] analyzed node dynamics and churn
in Skype’s peer-to-peer overlay. Further, it identified that Skype was fundamentally different from
earlier P2P systems like P2P file sharing networks. There arethree main differences between
Skype and Joost. First, Joost architecture requires more than a login server. Second, Joost super
nodes are not responsible for relaying traffic to standard nodes. Third, as observed in [146] the
voice packet size varied between 40 and 120 bytes, however, the Joost video packet size was much
larger (1104 bytes). Joost analysis may help to understand how P2P technologies for such VoD
services should be provisioned.

Hall et al. [162] provided a measurement study of Joost in May, 2007. This paper explained
an understanding of Joost’s application behavior, networkbehavior, and peer behavior. However,
there are several major differences between their work and our work. First, their experiments were
taken based on Joost version 0.9.2 which is already out-of-date. Differently, our experimental
studies were performed by Joost beta 1.0 which is more stableand integrated version. Second,
through our analysis we inferred the Joost architecture andkey components, however, [162] did not
provide such information. Third, we designed three typicalscenarios in order to further investigate
the performance of locality awareness, bandwidth capacityand peer selection. Nevertheless, [162]
only examined the locality awareness through three experiments. Lastly and more importantly, we
analyzed the Joost VoD functionalities which are the main difference from other media streaming
systems. Therefore, we can argue that we provide the first comprehensive analysis of Joost P2P
VoD service.

B.6 Summary and Conclusions

Joost is one of the first commercial P2P VoD systems which can provide high quality on-demand
TV based on P2P technologies. Unlike live media streaming system, each VoD client is more
“selfish” in the sense that it only cares about contents afterits current playing position, which is
often different from other peers. The peer can only download from thosewhose playback positions
are ahead, or from who have already downloaded the program. Instead, itself can help peers which
join later than itself. However, as each client can change its playback position at any time, which
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differs from many other P2P streaming systems, it becomes difficult to optimize the overall VoD
system. For example, the “rarest-first” strategy [144] in BitTorrent is not applicable here. In this
chapter we have made a first step towards discovering variousaspects of the Joost functions and
behavior by analyzing the network traffic and by being acquainted with some of the open software
used in Joost. Without a surprise, Joost and Skype have some P2P mechanisms and supporting
techniques in common.

This Appendix provides a first trial on investigating the Joost peer behaviors and media distribution
mechanisms. Current Joost P2P code maybe neither AS-level aware nor end-to-end latency aware
for the peer selection. However, the exact peer lookup and selection techniques that Joost used for
peer management is still not clear. Our guess is that it uses acombination of swarm techniques in
BitTorrent and prefix awareness.
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