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## CHAPTER 1

## INTRODUCTION

In 1801, Gauss in his Disquisitiones Arithmeticae introduced the following sum

$$
G_{2}(m ; k)=\sum_{n=0}^{k-1} e^{2 \pi i m n^{2} / k}
$$

where $m$ and $k$ are coprime.
This sum has a remarkably simple dependence on its arguments. In the case $k$ odd, it has values as $\pm \sqrt{k}$, or $\pm i \sqrt{k}$. Gauss discovered in 1801 that in fact for k odd:

$$
G_{2}(1 ; k)=\left\{\begin{array}{rcc}
\sqrt{k} & \text { if } & k \equiv 1 \bmod 4 \\
i \sqrt{k} & \text { if } & k \equiv-1 \bmod 4
\end{array}\right.
$$

He only found a proof 4 years later, in August 1805. He also determined these values for $k \equiv 0,2 \bmod 4$. There are nowadays many different proofs of this theorem. See for example [S.I], [K.L], [E.T]
One important property is that Gauss sums generate quadratic subfields of cyclotomic fields. Indeed one can verify easily that for integer $k$ odd,

$$
G_{2}(m, k)^{2}=(-1)^{\frac{k-1}{2}} k=k^{*} .
$$

Therefore the quadratic field $\mathbb{Q}\left(\sqrt{\left((-1)^{\frac{k-1}{2}} k\right)}\right)$ is contained in $\mathbb{Q}\left(e^{\frac{2 \pi i}{k}}\right)$. This fact is one of the properties discovered by Gauss before he determined the correct sign for the Gauss sums. He used it to prove the law of quadratic reciprocity. He considers for two distinct primes $p, q$, and if $(:)$ is the Legendre symbol, then the expression

$$
G_{2}(1, p)^{q-1} \equiv G(q, p)^{2 \frac{q-1}{2}}=p^{* \frac{q-1}{2}} \equiv\left(\frac{p^{*}}{q}\right) \quad \bmod q
$$

thus

$$
\begin{align*}
G_{2}(1, p)^{q} & \equiv G(q, p) \quad(\bmod p)  \tag{0.1}\\
& \equiv\left(\frac{q}{p}\right) G(1, p) \quad(\bmod p)  \tag{0.2}\\
& \equiv\left(\frac{p^{*}}{q}\right) G(1, p) \quad(\bmod p) \tag{0.3}
\end{align*}
$$

and so multiply both side of the last equation above by $\left(\frac{q}{p}\right)$ we obtain the desired result:

$$
\left(\frac{q}{p}\right)\left(\frac{p}{q}\right)=(-1)^{\left(\frac{q-1}{2}\right)\left(\frac{p-1}{2}\right)} .
$$

Another proof is obtained as follows. The Chinese Remainder Theorem give the values of Gauss sums for composite odd numbers $p q$ and the definition of $G_{2}(1, p)$
for different values of prime $p$ is known for congruence classes modulo 4 of the odd numbers $p, q$, and $p q$ so that in plugging in all that within the following identity:

$$
G_{2}(1, p q)=\left(\frac{p}{q}\right)\left(\frac{q}{p}\right) G_{2}(1, p) G_{2}(1, q)
$$

we deduce the law of quadratic reciprocity as:

$$
\left(\frac{p}{q}\right)\left(\frac{q}{p}\right)=(-1)^{\frac{p-1}{2} \frac{q-1}{2}} .
$$

This is another proof of the law of quadratic reciprocity.
A more general Gauss sum is the following.

$$
G_{n}(m ; k)=\sum_{\ell=0}^{k-1} e^{\left(2 \pi i m \ell^{n} / k\right)}
$$

We see that for $k$ prime and $\operatorname{gcd}(k, m)=1$

$$
G_{n}(m ; k)=\sum_{\chi: \chi \neq 1} \tau_{n}(\chi)
$$

where the $\chi$ are all non trivial character modulo $k$ of order $\ell$ and

$$
\tau_{n}(\chi)=\sum_{a \bmod k} \chi(a) \exp (2 \pi i a n / k)
$$

The cubic Gauss sum, also called Kummer sum after E.E. Kummer, is

$$
G_{3}(1, p)=\sum_{n=1}^{p-1} \exp \left(\frac{2 \pi i n^{3}}{p}\right)
$$

can be expressed as $G_{3}=\tau_{3}(\chi)+\tau_{3}(\bar{\chi})$ where $\chi$ is a cubic character on $\mathbb{F}_{p}$, and

$$
\tau_{3}(\chi)=\sum_{n=1}^{p-1} \chi(n) \exp \left(\frac{2 \pi i n}{p}\right)
$$

The sum $G_{3}(1, p)$ is indeed a root of the cubic period polynomial $f_{p}(X)=X^{3}-$ $3 p X-p L$ where $4 p=L^{2}+27 M^{2}$. This polynomial has exactly one root in each of the interval $[-2 \sqrt{p},-\sqrt{p}],[-\sqrt{p}, \sqrt{p}]$ and $[\sqrt{p}, 2 \sqrt{p}]$, and the question here is to know which of them contains the root $G_{3}$. The quotient

$$
\frac{\tau_{3}(\chi)}{\left|\tau_{3}(\chi)\right|}
$$

lies on the unit circle. Looking at their arguments $\theta_{p}$, Kummer observed here that the investigation on the 45 cases of prime $p$ less than 500 gives the frequency 3:2:1 respectively and he suggested that

$$
\sum_{\substack{p=1 \bmod 3, p<x}} \chi_{h}\left(\left|\theta_{p}\right|\right)=\frac{W_{h} x}{2 \log x}+o\left(\frac{x}{\log x}\right) \quad h=1,2,3,
$$

where $\chi_{1}$ (resp. $\chi_{2}, \chi_{3}$ ) is the characteristic function of the interval ( $0, \frac{\pi}{3}$ ] (resp. $\left(\frac{\pi}{3}, \frac{2 \pi}{3}\right],\left(\frac{\pi}{3}, \pi\right]$ and $W_{h}=\frac{1}{2}, \frac{1}{3}, \frac{1}{6}$ for $h=1,2,3$ respectively. The study of the frequence
analysis of this arguments was done by Lehmer [EL], Goldstine and Von Neumann [G.VN]. They found, for $p<1000$ a different distribution approximately $4: 3: 2$. This led one to doubt about the conjecture of Kummer. The same investigation led one observed that the arguments $\theta_{p}$ are likely equidistributed in the interval $(0, \pi)$ for the Lebesgue measure. Then following a suggestion of Davenport [Da], Moreno [MO] in 1974 proved that if $I \in(0, \pi]$ is a subinterval, then

$$
\sum_{p \equiv 1 \bmod 3, p<x} \chi_{I}\left(3 \theta_{p}\right)=\frac{|I| x}{2 \log x}+o\left(\frac{x}{\log x}\right)
$$

where $|I|$ is the Lebesgue measure of $I$. This just proves that the arguments of the $\tau_{3}(\chi)^{3}$ are uniformly distributed in the three intervals listed above. The idea of Moreno is that, the character $\chi=\left(\frac{\pi}{\Omega}\right)$ is associated to a factor $\pi \mid p$, such that $\pi \equiv-1 \bmod 3$ in the field of cubic roots of unity $\mathbb{Q}\left(\zeta_{3}\right)$. He then observed that $\exp (i \theta(\pi))=p^{\frac{-3}{2}} \tau_{3}^{3}(\chi)$ is a Grössencharcter in $\mathbb{Q}\left(\zeta_{3}\right)$, then from Hecke's theory of L-functions, it follows

$$
\sum_{N \omega \leq X} \exp (\operatorname{in} \theta(\omega))=o\left(\frac{X}{\log X}\right)
$$

as $X \rightarrow \infty$, for each integer $n \neq 0$, and this is equivalent to the uniform distribution of $\tau_{3}^{3}(\chi)$. This proof has led one to seriously looking for a proof to disprove the Kummer's conjecture. Kubota [KB1] [KB2] has indicated a method for obtaining some asymptotic results on the determination of the Gauss sums. This was based mostly on his theory of automorphic functions. Indeed if we define

$$
\Gamma=\left\{\gamma=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in S L\left(\mathbb{Z}\left[\zeta_{3}\right]\right) ; \quad \gamma \equiv I \bmod 3\right\}
$$

then

$$
\psi(\gamma)=\left\{\begin{array}{lll}
\left(\frac{c}{a}\right)_{3} & \text { if } & c \neq 0 \\
1 & \text { if } & c=0
\end{array}\right.
$$

We see that $\psi$ is a character on $\Gamma$ and $\Gamma$ acts discontinuously on the upper half space $H=\mathbb{C} \times \mathbb{R}_{+}^{\times}$as follows. A point $u=(z, v)$ in $H$ is represented by the matrix

$$
\left(\begin{array}{cc}
z & -v \\
v & \bar{z}
\end{array}\right)
$$

and for $w \in \mathbb{C}$, we write

$$
\tilde{w}=\left(\begin{array}{cc}
w & 0 \\
0 & \bar{w}
\end{array}\right)
$$

then the action of $\Gamma$ on $H$ is given by:

$$
\gamma(u)=(\tilde{a} u+\tilde{b})(\tilde{c} u+\tilde{d})^{-1}, \quad \gamma=\left(\begin{array}{ll}
a & b \\
c & c
\end{array}\right) .
$$

Following Selberg, the Eisenstein series corresponding to the cusp $\infty$

$$
E(u, s)=\sum_{\gamma \in \Gamma_{\infty} \backslash \Gamma} \overline{\psi(\gamma)} v(\gamma(w))^{s}
$$

for $\operatorname{Re}(s)>2$ and $u=(z, v) \in H$, and where

$$
\Gamma_{\infty}=\{\gamma \in \Gamma ; \gamma(\infty)=\infty\}
$$

$E(u, s)$ has a meromorphic continuation to the whole s-plane. If we complement $E(u, s)$ by the further three Eisenstein series corresponding to the remaining inequivalent essential cusp, then there is a functional equation connecting the values at $s$ and at $2-s$. On forming the Fourier expansion of $E(u, s)$ with respect to $\Gamma_{\infty}$, we find that the coefficients are Dirichlet series satisfying similar functional equations and whose coefficients are cubic Gauss sums. The theory shows that these Dirichlet series are regular in the half-plane $\operatorname{Re}(s)>4 / 3$. In particular, the regularity at $s=3 / 2$ together with a well-known tauberian theorem gives

$$
\sum_{N(\alpha) \leq X} \frac{g_{3}(\alpha)}{\left|g_{3}(\alpha)\right|}=o(X) \quad \text { as } \quad X \rightarrow \infty
$$

where $\alpha \equiv 1 \bmod 3$ in $\mathbb{Z}\left[\zeta_{3}\right]$ and

$$
g_{3}(\alpha)=\sum_{x \bmod \alpha}\left(\frac{x}{\alpha}\right)_{3} \exp \left(\pi i \operatorname{Tr}_{K / \mathbb{Q}}\left(\frac{x}{\alpha}\right)\right),
$$

where $\operatorname{Tr}_{K / \mathbb{Q}}$ is the trace of the linear map within the $\mathbb{Q}$-vector space

$$
K=\mathbb{Q}(\zeta) \rightarrow K ; \quad y \mapsto y x \text { for } 0 \neq x, y \in K
$$

The norm $\mathrm{N}_{K / \mathbb{Q}}$ is also defined to be the determinant of the same map. This definition is modified in case $K / \mathbb{Q}$ is a Galois extension.
Patterson [SJP3], [SJP4] between 1977 and 1978 developed the work of Kubota and established the cubic analogue of the theta series. This enabled Patterson [SJP1] in 1978, and later in 1979 Heath-Brown and Patterson( for general result) [HP] to prove that the arguments of Gauss sums are uniformly distributed according to the Weyl criterion for uniform distribution on the unit circle. Patterson essentially proved that:

$$
\sum_{\substack{N(\pi) \leq X \\ \pi \equiv a \bmod \alpha}}\left(\frac{g_{n}(\pi)}{\left|g_{n}(\pi)\right|}\right)^{m}=o\left(\frac{X}{\log (X)}\right) .
$$

for any prime $\pi$, and for any integer $m \neq 0$, where

$$
g_{n}(\pi)=\sum_{x \bmod \pi}\left(\frac{x}{\pi}\right)_{n} e\left(2 \pi i \operatorname{Tr}_{K / \mathbb{Q}}\left(\frac{x}{\pi}\right)\right) .
$$

The symbol

$$
(\dot{-})_{n}
$$

is the $n^{\text {th }}$ power residue symbol.
Indeed if we put

$$
\tilde{g_{n}}(\alpha)=\frac{g_{n}(\alpha)}{\left|g_{n}(\alpha)\right|} \quad\left(=0 \quad \text { if } \quad g_{n}(\alpha)=0\right)
$$

for any ideal $\alpha$.
In 1979 Patterson did prove that if one selects $\alpha$ modulo the $n^{\text {th }}$ powers of units, then

$$
\sum_{N(\alpha) \leq X} \tilde{g_{n}}(\alpha) \omega(\alpha) \Lambda(\alpha)=o(X) .
$$

Where $\Lambda$ is the von Mangoldt function in the field K and here $\omega(c)$ is a Grössencharacter of K i.e a function on the idèle group which is trivial on the field K . This result is
a generalization of the previous one by Heath-Brown and Patterson [HP] in 1979 and is up to now known as the latest most outstanding achievement in the theory of Gauss sums. This proof is ingenious and difficult.

Patterson [SJP3][SJP5], showed that, if we take the Kummer sums $g_{3}(\alpha)$ for any integer $\alpha \equiv 1 \bmod 3$ in $\mathbb{Z}\left[\zeta_{3}\right]$, then a formal application of the Hardy Littlewood methods suggested the asymptotic formula

$$
\sum_{N(\alpha) \leq X} \Re\left(\frac{g_{3}(\alpha)}{\left|g_{3}(\alpha)\right|}\right) \sim \frac{(2 \pi)^{2 / 3}}{5 \Gamma(2 / 3)} \frac{X^{5 / 6}}{\log X} \quad \text { as } \quad X \rightarrow \infty=O\left(X^{\frac{5}{6}+\epsilon}\right) \quad \text { for all } \quad \epsilon>0 .
$$

In general, if $\chi$ is a normalized Hecke character, then for ideal $I$ and prime $\pi$ we have

$$
\sum_{N(I) \leq X} \chi(I)=\alpha(\chi) X+o(X)
$$

and

$$
\sum_{N(\pi) \leq X} \chi(I)=\beta(\chi)\left(\frac{X}{\log X}\right)+o\left(\frac{X}{\log X}\right) .
$$

Using Kummer,s theory of ideal numbers, Stickelberger [S.L] in 1890, proved that the ideal generated by the Gauss sums can be factorized as follows: if $\alpha \in \mathbb{Z}\left[\zeta_{m}\right]$ the

$$
\left(g_{m}(\alpha)\right)=(\alpha)^{\theta}
$$

where theta is the element of the group ring $\mathbb{Q}[\operatorname{Gal}(K / k)]$ defined by

$$
\theta=\frac{1}{m} \sum_{\substack{\operatorname{gcd}(t, m)=1 \\ t \bmod m}} t \cdot \sigma_{-t} \quad \text { and the Galois element is such that } \quad \sigma_{t}(\zeta)=\zeta^{t}
$$

Gauss proof of the quadratic reciprocity law by counting lattice points reappears in the determination of the sign the quadratic Gauss sums. Later, J.W.S. Cassels, in 1969,1970 [J.W.S] and [J.W.S1], proposed a formula for cubic Gauss sums in terms of values of elliptic functions. A student of him, A. D. McGettrick [Mc.G1](1972), reformulated this conjecture in terms of the number of lattice points in certain domain. This conjecture and his biquadratic analogue where proved by C. R. Matthews [Mat].
It is a goal of this thesis to investigate the possibility of the analogue of this formula for the quintic Gauss sums.
We define certain roots of unity $\Omega\left(S_{0}, \varepsilon, \pi\right)$ which generalizes the construction of Cassels. It has certain formal properties analogous to those of Gauss sums $\mathfrak{g}(1, \varepsilon, \pi)$. We investigate whether the quotient of this is a simple function in the sens that it can be obtain by information of a finite number of places. the evidence shows that it is probably not the case and the statistical investigation shows evidence of unexpected, but very interesting structure. We give two conjecture on the quintic Gauss sums, namely, on the asymptotic behavior of it partial sums.

In Chapter I, we give a brief description of the cyclotomic fields. We outline the key properties necessary for the introduction of the Gauss sums. We expose the decomposition of prime in general cyclotomic field and define the norm residue symbol. We give a definition of a primary element in the fifth cyclotomic field. We use this kind of prime algebraic integers for the computation.
Chapter II describes the basic properties of the Gauss sums. We outline some key properties of the Gauss sums. We state the Davenport-Hasse Theorems, and introduce the Weil Grössencharacter. We study the asymptotic behavior of powers of Gauss sums (of moment of a Gauss sums) and explain a property on the distribution of Gauss sums. The Gauss sums, after being defined purely algebraically, will be regarded as complex numbers via embeddings into $\mathbb{C}$. This has helped to make computational test through a C program.

In Chapter 3, we describe the fundamental domain. These fields studied here are the prime cyclotomic field. We determine in detail the skeleton of the fundamental domain for the prime cyclotomic field. We find results to characterize the geometry, we prove that there are $\frac{n-1}{2}$ different shapes of faces. This result generalizes the result obtain by Dirichlet for the third cyclotomic field. There are different geometries for the faces of a the fundamental domain. For $n=3$ and 5 we give a picture for the faces of their fundamental domain. For this, we handle it in a very simple way, just by studying subsets instead of using brute force. This has the advantage of generalizing as far as possible. We give two different methods to construct an $n^{t h}$ set for prime $n$. One of these methods is very elementary, based only on the properties of subsets of the $n$ first positive integers. The combinatorics of these geometries are also studied. We discover that they are related to some numbers $\gamma(n, i)$.

In Chapter 4 we describe some identities that could help us to understand the behavior of the Gauss sums. We fix an $n$-set, $S_{0}$, once and for all. We give identities that reflect the properties of Gauss sums. We specialize on the fifth case to do some computation. The results of the computations would be consistent with a generalization of the Cassels-McGettrick formula. This unfortunately does yield at the present stage a conjecture on the determination of the correct sign for the Gauss sums. However, we can explain more on the distribution of certain functions involving the values of Gauss sums. We attempt to verify a conjecture of Patterson. We study the functions

$$
H(X)=\sum_{\substack{N\left(\pi<x \\ \pi \equiv 1 \bmod \lambda^{3}\right.}} \mathfrak{g}(1, \varepsilon, \pi) \log (N(\pi))
$$

and

$$
\tilde{H}(X)=\sum_{\substack{N(\pi)<X \\ \pi \equiv 1 \bmod \lambda}} \frac{\mathfrak{g}(1, \varepsilon, \pi) \log (N(\pi))}{\Omega(\varepsilon, \pi)}
$$

Both functions have more or less the same shape and contrary to our expectation, that it would behave like the summation function of the Möbius function, but in fact its behavior is quite different. The observations are graphically consistent with the conjecture that

$$
H(X)>0 \text { as well as } \tilde{H}(X)>0
$$

for $X$ large. This is would probably behave like other functions, known in the theory of elementary number theory, when we replace $\mathfrak{g}(1, \varepsilon, \pi)$ by the Möbiüs function. We also confirm a suggestion of Patterson, that

$$
H(X) \sim c . X^{6 / 5}+o(X)
$$

This conjecture shows numerical evidence however you can't at the moment prove it. We notice that the constant $c$ is of order $\frac{1}{10}=\frac{1}{2.5}$. To do this we represent, in certain range, the functions

$$
\frac{H(X)}{X^{6 / 5}} \quad \text { and } \quad \frac{\tilde{H}(X)}{X^{6 / 5}}
$$

Another conjecture out of this observation is that, there exists a positive real $A$ such that for $X>A$ neither $H(X)$ nor $\tilde{H}(X)$ never cross the x-axis. This conjecture is stronger that the previous one. We can the summarize both and ask the following in a more general case: We suppose that $H(X) \sim X^{\theta}$ and the problem here is to give an estimate of $\theta$.

In the appendix we give in section 1, a brief description of the Gauss periods (Lagrange resolvents) and then give a result and conditions for these resolvents to be rational integers. This result is less known though. It is known in general that they are algebraic integers in cyclotomic fields. We give also an elementary proof, due to Cauchy, of the determination of the sign for the quadratic Gauss sums. We end up with an algorithm which computes the Gauss sums and run it for some few values. We add at the last end some data, out of our output file.

## CHAPTER 2

## Generalities on Cyclotomic Fields

## 1. Introduction

The first investigations of algebraic number fields were made by Gauss, whose study of biquadratic reciprocity led him to introduce the domain $\mathbb{Z}[i]$. Later Eisenstein and Jacobi (not jointly, however), used the domain $\mathbb{Z}[\omega]$ ( $\omega$ is a primitive cubic root of unity) to study the cubic law of reciprocity. In both cases, the domains have the unique factorization property, and in fact, they are what we call Euclidean domains. Later Kummer and Dirichlet tried to use the domain $\mathbb{Z}[\zeta], \zeta$ a primitive root of unity of odd prime degree $\ell$ to show the impossibility of $x^{\ell}+y^{\ell}=z^{\ell}$ in integers. Kummer prepared a proof which rested on the assumption that $\mathbb{Z}[\zeta]$ has unique factorization and submitted it to Dirichlet who pointed out a mistake. This provoked Kummer to invent his theory of ideal numbers which subsequently grew, among others, in the hands of Kronecker and Dedekind into algebraic number theory as we know it. One can refer to $[\mathbf{K}]$. Cyclotomic fields and their subfields, the Abelian fields are thus the first and the most thoroughly studied of the algebraic number fields. This is because Abelian extensions of $\mathbb{Q}$ are the only ones for which the decomposition of primes is determined by their congruence classes to some modulus (called the conductor of the field). This chapter is an exposition of the basic algebraic theory of cyclotomic fields. There are two well known results that will appear throughout the thesis. The first one is that every Abelian extension of $\mathbb{Q}$ is contained in a cyclotomic field and the second one is that if $\mathrm{C}=\mathbb{Q}(\zeta)$ is the "smallest" cyclotomic field containing a field $K$, then the trace $\operatorname{tr}_{\mathrm{C} / \mathrm{K}}(\zeta)$ is a primitive element for $K$. This is a so called Lagrange Resolvent or a Gauss sum.

Let $\Omega$ be an algebraically closed field of characteristic zero. We assume that other fields in this section are contained in $\Omega$. Let $E_{n}=E_{n}(\Omega)$ denote the set of $n^{\text {th }}$ roots of unity contained in $\Omega$ ie: $E_{n}(\Omega)=\left\{a \in \Omega: a^{n}=1\right\} . \quad E_{n}(\Omega)$ is a group of order $n$. If $d \mid n$ then $E_{d} \subseteq E_{n}$ is the unique subgroup of order $d$. Thus $E_{n}$ is a cyclic group of order n. A generator of $E_{n}(\Omega)$ is an element of order $n$. It is a so-called primitive $n^{\text {th }}$ root of unity. The elements of $E_{n}(\Omega)$ are solutions of the polynomial equation $X^{n}-1=0$. In the later steps there is no difference between $\mu_{n}(\Omega)$ and $E_{n}(\Omega)$. If $\Omega=\mathbb{C}$ then $\mu_{n}(\Omega)$ is denoted by $\mu_{n}$. If $d \mid n$, then the polynomial $X^{\frac{n}{d}}-1$ is a factor of $X^{n}-1$. There are $\varphi(n)$ primitive $n^{\text {th }}$ roots of unity. To see this we simply remark that $\zeta_{n}$ and $\zeta_{n}^{m}$ are both primitive root of unity whenever $\operatorname{gcd}(m, n)=1$. Indeed, if $\Phi_{n}(X) \in \mathbb{Z}[X]$ is the minimal polynomial of $\zeta_{n}$, then $\Phi_{n}(X) \mid X^{n}-1$ and it can also be shown that

$$
\Phi(X)=\prod_{\operatorname{gcd}(j, n)=1}\left(X-\zeta_{n}^{j}\right)
$$

However if $\zeta_{n}^{j}$ is another primitive root of unity, then it is a root of the polynomial $X^{n}-1$ but not a root of $\operatorname{gcd}\left(X^{j}-1, X^{n}-1\right)$ and therefore $\Phi_{n}(X)$ can be written as

$$
\Phi_{n}(X)=\frac{X^{n}-1}{\operatorname{gcd}\left(X^{n}-1, \prod_{1 \leq j<n}\left(X^{j}-1\right)\right)}
$$

$\Phi_{n}(X)$ is called the $n^{\text {th }}$ cyclotomic polynomial.
It follows that

$$
X^{n}-1=\prod_{d \mid n} \Phi_{d}(X)
$$

and then the Möbius inversion formula can be applied,

$$
\Phi_{n}(X)=\prod_{d \mid n}\left(X^{n / d}-1\right)^{\mu(d)}
$$

where $\mu(d)$ is the Möbius function.
Definition 2.1. Let $k$ be an arbitrary subfield of $\Omega$. Any extension of $k$ which is of the form $k\left(E_{n}(\Omega)\right)$ is called a cyclotomic field of $k$.

Let $\zeta_{n}$ denote a primitive $n^{\text {th }}$ root of unity. Since the coefficients of the above polynomial belong to the prime field of $\Omega$ and hence to the field $k$, the extension $k\left(\zeta_{n}\right)=k\left(E_{n}(\Omega)\right)$ is a Galois extension of $k$ and its relative degree does not exceed $\varphi(n)$. Let $\mathrm{G}=\operatorname{Gal}\left(k\left(\zeta_{n}\right) / k\right)$ denote the Galois group of the extension $\left.k\left(\zeta_{n}\right) / k\right)$. If $x \in k\left(\zeta_{n}\right) / k$, the action of a Galois element $\sigma \in G$ on $x$ is denoted by $x^{\sigma}$ for $\sigma(x)$. Since for $\sigma \in G$, we have $\zeta^{\sigma} \in E_{n}$, there exits a unique integer $\nu(\sigma) \bmod (n)$, such that $\zeta_{n}^{\sigma}=\zeta_{n}^{\nu(\sigma)}$. This choice of $\nu(\sigma)$ does not depend on the choice of the primitive $n^{t} h$ root of unity $\zeta_{n}$. Furthermore we have

$$
\sigma, \tau \in G, \quad \zeta_{n}^{\sigma \tau}=\left(\zeta_{n}^{\sigma}\right)^{\tau}=\left(\zeta_{n}^{\nu(\tau)}\right)^{\sigma}=\left(\zeta_{n}^{\nu(\sigma)}\right)^{\nu(\tau)}=\zeta_{n}^{\nu(\sigma) \nu(\tau)}
$$

Hence

$$
\nu(\sigma \tau)=\nu(\sigma) \nu(\tau) \bmod n
$$

This signifies that the mapping

$$
\sigma \longmapsto \nu(\sigma) \bmod (n)
$$

is a homomorphism sending $G$ onto the group of residue classes modulo $n$. If $m$ is some integer positive such that

$$
\sigma^{n}\left(\zeta_{n}\right)=\underbrace{\sigma \sigma \cdots \sigma}_{n}\left(\zeta_{n}\right),
$$

then

$$
\left(\zeta_{n}\right)^{\sigma^{m}}=\zeta
$$

is equivalent to $m \nu(\sigma) \equiv 1 \operatorname{modulo}(n)$ which in turn is equivalent to $(\nu(\sigma), n)=1$ for $\sigma \neq 1_{G}$. This is to say that $\nu(\sigma)$ is relatively prime to $n$. The above map is therefore injective and $G$ is an Abelian group, i.e. $k\left(\zeta_{n}\right) / k$ is an Abelian extension.

Theorem 2.1. Let $k$ be an arbitrary field contained in an algebraically closed field $\Omega$, and let $\zeta_{n}$ be a primitive $n^{\text {th }}$ root of unity in $\Omega$ ( $n$ being not divisible by the characteristic of $k$ ). Then the extension $k\left(\zeta_{n}\right) / k$ is an Abelian extension and its Galois group $\operatorname{Gal}\left(k\left(\zeta_{n}\right) / k\right)$ is sent isomorphically by the mapping $\sigma \rightarrow \nu(\sigma)$, which maps $\zeta_{n}^{\sigma}=\zeta_{n}^{\nu(\sigma)}$, to a subgroup of the group of residue classes of $\mathbb{Z}$ modulo m. This isomorphism is given by

$$
\sigma \longmapsto t
$$

and consequently the dimension $[L: k] \leq \varphi(m)$.
Remark Suppose $n, m \in N, n, m \geq 2$ and $(n, m)=1$. Then $\zeta_{n}$ is never a power of $\zeta_{m}$ and vice versa. Therefore, the fields $k\left(\zeta_{n}\right)$ and $k\left(\zeta_{m}\right)$ have as intersection the base field k , and $\zeta_{n m}$ is an element of $k\left(\zeta_{m}, \zeta_{n}\right)$ of order $m n$ i.e. $k\left(\zeta_{m n}\right) \subset k\left(\zeta_{n}, \zeta_{n}\right)$. But $\left(\zeta_{m n}\right)^{n}=\zeta_{m}$ and $\left.\left(\zeta_{m n}\right)^{m}\right)=\zeta_{n}$ implies that $k\left(\zeta_{n}\right)$ and $k\left(\zeta_{m}\right)$ are both contained in $k\left(\zeta_{m n}\right)$ and the minimality of $k\left(\zeta_{m}, \zeta_{n}\right)$ yields the equality .

Note 2.1. From now on, all the fields we use are Galois extensions $K$ of $\mathbb{Q}$.
Definition 2.2. We define for any algebraic integer $a \in K$ :
the norm

$$
N_{K / \mathbb{Q}}(a)=\prod_{\sigma \in G} \sigma(a)
$$

and the trace

$$
T r_{K / \mathbb{Q}}(a)=\sum_{\sigma \in G} \sigma(a)
$$

We will sometimes denoted $N_{K / \mathbb{Q}}$ by $N$ and $\operatorname{Tr}_{K / \mathbb{Q}}$ by $T r$. Both are maps from $K$ to the base field $\mathbb{Q}$.

Definition 2.3. Let $O_{K}$ be the ring of integers of $K, O_{K}^{\times}$, is the group of units of $K$.

## Lemma 2.1.

$$
u \in O_{K}^{\times} \Longleftrightarrow N_{K / \mathbb{Q}}(u)= \pm 1
$$

In the following steps, we shall denote the ring of integers of $K, \mathbb{Z}\left[\zeta_{n}\right]^{\times}$, by $O_{K}$ and the group of units of $K, O_{K}^{\times}$, is sometimes denotes by $\mathrm{U}(\mathrm{K})$.

Definition 2.4. The discriminant $\Delta=\Delta(K / \mathbb{Q})$ of the cyclotomic field $K=\mathbb{Q}\left(\zeta_{n}\right)$ is defined to be $\Delta(\zeta)=\prod_{j \neq i}\left(\zeta^{i}-\zeta^{j}\right)$ where $\zeta=\zeta_{n}$ is any primitive root of unity.

$$
\Delta(K)=(-1)^{n(n-1) / 2} \prod_{j \neq i}\left(\zeta^{i}-\zeta^{j}\right)
$$

Definition 2.5. The $O_{K}$-module generated by

$$
\left\{\alpha: \alpha \in K, \operatorname{Tr}_{K / \mathbb{Q}}\left(\alpha O_{K}\right) \subset \mathbb{Z}\right\}
$$

is a fractional ideal $\mathfrak{M}(K / \mathbb{Q})$ containing $\mathbb{Z}$. The different $\mathfrak{D}=\mathfrak{D}(K / \mathbb{Q})$ of the extension field $K=\mathbb{Q}\left(\zeta_{n}\right)$ over $\mathbb{Q}$ is defined to be the inverse of the $\mathbb{Z}$-module $\mathfrak{M}(K / \mathbb{Q})$ :

$$
\mathfrak{D}=\mathfrak{M}(K / \mathbb{Q})^{-1}
$$

Remark If we replace $\mathbb{Q}$ by $\mathbb{Q}_{p}$, then $K$ is a local field with maximal prime ideal $\mathfrak{P}$ then

$$
\mathfrak{D}=\mathfrak{P}^{N}
$$

for some positive integer $N$.

## Remark

$$
\Phi_{n}\left(\zeta^{a}\right) \mid n^{n} \text { for all integers } a, \quad \text { with } \operatorname{gcd}(a, n)=1
$$

The discriminant

$$
\Delta=\delta\left(1, \zeta, \cdots, \zeta^{\phi(n)-1}\right) \mid n^{n}
$$

Remark If $n=p$ is prime, then the Galois group $G=\operatorname{Gal}(K / \mathbb{Q})$ of $K / \mathbb{Q}$ is of order $p-1$ and therefore 2 divides $|G|$. Therefore by the elementary theory of finite groups and the Galois connection between subfields of $K$ and subgroups of $G$, this assures that K contains a quadratic field $K_{1}$. Since the Galois group is cyclic, then $G=\langle\sigma\rangle$ for some generator $\langle\sigma\rangle . K_{1} / \mathbb{Q}$ is of degree 2 and $K / K_{1}$ is of degree $\frac{p-1}{2}$. We will see later that this field is rather easily constructed by using the Gauss sums. This in fact always assures the existence of a quadratic field in a prime power cyclotomic field. This even extends to any cyclotomic field, since the function $\phi(n)$ is even for $n>2$.
Let $t$ denote the degree of $K / \mathbb{Q}$. Then the homomorphism

$$
\varphi: K \rightarrow K \otimes_{\mathbb{Q}} \mathbb{R}, \quad x \mapsto x \otimes 1
$$

is an injective K -homomorphism. The $\mathbb{R}$-algebra $K \otimes_{\mathbb{Q}} \mathbb{R}$ decomposes as $K \otimes_{\mathbb{Q}} \mathbb{R} \cong$ $\mathbb{R}^{r} \times \mathbb{C}^{s}$, where $(r, s)$ is called the signature of the field K . In general the component map

$$
\varphi_{i}: K \rightarrow \mathbb{R} \quad \text { or } \quad \mathbb{C}
$$

is called real or complex embedding if its range is $\mathbb{R}$ or $\mathbb{C}$ respectively. That is, $\varphi$ is written component wise $\left(\varphi_{i}\right) 1 \leq i \leq r+s$ such that the $r$ real first components are real embeddings and the $s$ second components are complex embeddings up to complex conjugacy.
1.1. Decomposition of primes. Let us suppose, as before, that K is an algebraic number field, Galois over $\mathbb{Q}$ of finite degree, and $G=G(K / \mathbb{Q})$ is its Galois group. Denote $O_{K}$ the ring of integers of K.
Any prime integral ideal $\mathfrak{P}$ of $K$ intersects $\mathbb{Z}$ at some rational prime $p$ and we say that $\mathfrak{P}$ is above $(p)$. This also means $\mathfrak{P} \mid p$ and therefore the norm $N(\mathfrak{P}) \mid N(p)$ implies that $|N(\mathfrak{P})|=p^{f}$ for some $f \leq n . f=f_{\mathfrak{P}}$ is called the residue class degree of $\mathfrak{P} / p$. However any other conjugate of a prime ideal above $\mathfrak{P}$ is still a prime above $p$ since
the Galois isomorphism maps primes onto primes and leaves invariant the ideals of the base field. In general, not all the ideals $\sigma(\mathfrak{P}), \sigma \in G$ are distinct. However we are in a situation of a unique factorization domain. Thus, to each prime ideal $\mathfrak{P}$, we associate the Galois subgroup

$$
G(\mathfrak{P})=\{\sigma \in G: \sigma(\mathfrak{P})=\mathfrak{P}\} .
$$

$G(\mathfrak{P})$ is called the decomposition group of $\mathfrak{P}$. The corresponding subfield to this subgroup is called the decomposition field of $\mathfrak{P}$. The order $e_{\mathfrak{P}}$ of $G(\mathfrak{P})$ is the exponent of $\mathfrak{P}$ in the factorization of $p$. It is called the ramification degree of $\mathfrak{P} / p$. From the transitivity of the Galois group we see that all the $e_{\sigma(\mathfrak{P})}$ are equal, and we denote it by $e$. Let $r$ be the number of distinct primes above $p$, we thus have $r e f=n$. The following theorem describes the action of the Galois group on the decomposition:

Theorem 2.2. Let $K / \mathbb{Q}$ be a Galois extension. Let $p \in \mathbb{Z}$ be a prime number and write $(p)=\mathfrak{P}_{1}^{e_{1}} \cdots \mathfrak{P}_{r}^{e_{r}}$. Then $e=e_{1}=\cdots=e_{r}$ and $f=f_{1}=\cdots=f_{r}$ so that $e f r=n$.

Proof. See [I.R], pp 181 - 183
Definition 2.6. If $e(\mathfrak{P} / p)>1$ we say that the prime ideal $\mathfrak{P}$ ramifies in $K / \mathbb{Q}$. i.e $(p) \subset \mathfrak{P}^{2}$.

Let $p, \quad \mathfrak{P} \mid p$ be as before, then $\kappa=O_{K} / \mathfrak{P}$ is a finite field with $N(\mathfrak{P})$ elements. It is the residue class field at $\mathfrak{P}$ and it contains $\mathbb{F}_{p}=\mathbb{Z} /(p)$ as a subfield. It is also a Galois extension of $\mathbb{Z} /(p)$ with Galois group $\bar{G}=\operatorname{Gal}\left(\kappa / \mathbb{F}_{p}\right)$, if we define the homomorphic map from $G(\mathfrak{P})$ to $G a l\left(\kappa / \mathbb{F}_{p}\right)=\bar{G}$ by $\bar{\sigma}(\alpha(\bmod \mathfrak{P}))=\sigma(\alpha)$ $(\bmod \mathfrak{P})$. The map $\sigma \mapsto \bar{\sigma}$ is a well defined map and is onto. Let

$$
T(\mathfrak{P})=\{\sigma \in G: \sigma(\alpha) \equiv \alpha \bmod (\mathfrak{P}) \text { for all } \alpha \in K\}
$$

is the kernel of this homomorphism, then $G(\mathfrak{P}) / T(\mathfrak{P}) \cong \bar{G} . T(\mathfrak{P})$ is called the inertia group of $\mathfrak{P}$ and the corresponding field is called the inertia field of $\mathfrak{P}$.
We notice that the order of $G(\mathfrak{P}) / T(\mathfrak{P})$ is $f$ and is also a cyclic group of the same order, generated by the homomorphism $\bar{\alpha} \mapsto \bar{\alpha}^{p}, \alpha \in O_{K}$. The element of the quotient group $G(\mathfrak{P}) / T(\mathfrak{P})$ associated by the above isomorphism to the latter operation is called a Frobenius class associated with $(K / \mathbb{Q}, \mathfrak{P})$ and is denoted by $\sigma_{p}$.

Lemma 2.2. Let $p$ be a prime integer such that $p \nmid n$.
Then $\sigma_{p}$ is the element of the Galois group $G(K / \mathbb{Q})$ which maps $\zeta \mapsto \zeta^{p}$ The equation $\zeta^{a} \equiv \zeta^{b}(\bmod p)$ implies that $\zeta^{a}=\zeta^{b}$

Proof. $\sigma_{p}(\zeta)=\zeta^{a}$ for some $a \in \mathbb{Z}$ with $\operatorname{gcd}(a, n)=1$
$\sigma_{p}(\zeta) \equiv \zeta^{p} \bmod ((p))$ implies that $p \mid\left(1-\zeta^{j}\right)$ for some $j, 0<j<n$ and therefore $p \mid n$ which is a contradiction of the assumption.
Remark The order of the Frobenius element $\sigma_{p}$ is $f$. Thus an equation of the form $\sigma_{p}^{m}=i d \in \operatorname{Gal}(K / \mathbb{Q})$ is equivalent to saying that $\sigma_{p}^{m}(\zeta)=\zeta$. This implies $p^{m} \equiv 1 \bmod (n)$, therefore $f$ is the smallest positive integer such that $p^{f} \equiv 1 \bmod (n)$ Moreover if $\sigma_{p_{1}}=\sigma_{p_{2}}$ then $\zeta^{p_{1}}=\zeta^{p_{2}}$ which is equivalent to $n \mid\left(p_{1}-p_{2}\right)$. Thus,
two primes in the same arithmetic progression with difference $n$ have the same decomposition law. The converse is false. To see this take $K=\mathbb{Q}\left(\zeta_{8}\right)$ and prime $p \equiv 3,5,7 \bmod (8)$, which have the same law of decomposition.

Now suppose that $n$ is a power of a prime $p$, say, $m=p^{s}$. Then every primitive $p^{s}$ th root of unity $\zeta$, is a root of $X^{p^{s}}-1$ but not that of $X^{p^{s-1}}-1$. We have, therefore,

$$
\prod_{\left(i, p^{s}\right)=1}\left(X-\zeta^{i}\right)=\frac{X^{p^{s}}-1}{X^{p^{s-1}}-1}=X^{p^{(s-1)(p-1)}}+\cdots+X^{p^{(s-1)}}+1
$$

and in particular

$$
p=\prod_{\left(i, p^{s}\right)=1}\left(1-\zeta^{i}\right)
$$

For each such $i$,

$$
\frac{1-\zeta^{i}}{1-\zeta}=1+\zeta+\cdots+\zeta^{i-1}
$$

belongs to $O_{K}$. Moreover there exists $j$ such that $j i \equiv 1 \bmod \left(p^{s}\right)$ and $0<j<p^{s}$ thus,

$$
\frac{1-\zeta}{1-\zeta^{i}}=\frac{1-\zeta^{i j}}{1-\zeta^{i}}=1+\zeta^{i}+\cdots+\zeta^{i j-1} \in O_{K} .
$$

Therefore $1-\zeta^{i}$ and $1-\zeta$ are associates in $O_{K}$ and we may write

$$
p=u(1-\zeta)^{\phi\left(p^{s}\right)}
$$

where $u$ is a unit and $\phi\left(p^{s}\right)$ is the Euler $p h i$ function.
The prime $\lambda=(1-\zeta)$ is above $p$ and because of $r=1$ the equation ref $=\phi\left(p^{s}\right)$ yields $f=1$ and $e=\phi\left(p^{s}\right)$.

Theorem 2.3. If $p \mid m$ and we write $n=p^{s} m$ with $\operatorname{gcd}(p, m)=1$, then $p$ factors in $O_{K}$ in the form

$$
(p)=\left(\mathfrak{P}_{1} \cdots \mathfrak{P}_{r}\right)^{\phi\left(p^{s}\right)}
$$

where $\mathfrak{P}_{1} \cdots \mathfrak{P}_{r}$ are distinct prime ideals of $O_{K}$ of degree $f, f r=\phi(m)$ and $f$ is the smallest positive integer such that $p^{f} \equiv 1 \bmod (m)$.

Proof. This is a double application of both cases where $p \nmid m$ follows by $p \mid p^{s}$.

We give an explicit factorization of the primes. This method is due to Dedekind. See [S.L] pp 27-28.

## Proposition 1.1. Explicit factorization of primes

Let $A$ be a Dedekind domain with quotient field $K$. Let $E$ be a finite separable extension of $K$. Let $B$ be the integral closure of $A$ in $E$ and assume that $B=A[\alpha]$ for some element $\alpha$. Let $f(X)$ be the irreducible polynomial of $\alpha$ over $K$. Let $\mathfrak{p}$ be a prime of $A$. Let $\bar{f}$ be the reduction of $f$ and $\mathfrak{p}$, and let

$$
\bar{f}(X)=\bar{P}_{1}(X)^{e_{1}} \cdots \bar{P}_{r}(X)^{e_{r}}
$$

be the factorization of $\bar{f}$ into powers of irreducible factors over $\bar{A}=A / \mathfrak{p}$ with leading coefficient 1. then

$$
\mathfrak{p} B=\mathfrak{P}_{1}^{e_{1}} \cdots \mathfrak{P}_{r}^{e_{r}}
$$

is the factorization of $\mathfrak{p}$ in $B$, so that $e_{i}$ is the ramification index of $\mathfrak{P}_{i}$ over $\mathfrak{p}$, and we have

$$
\mathfrak{P}_{i}=\mathfrak{p} B+P_{i}(\alpha) B,
$$

if $P_{i}(X) \in A[X]$ is a polynomial with leading coefficient 1 whose reduction mod $\mathfrak{p}$ is $\overline{P_{i}}$.

The main theorem of the unit group is given by,

## Theorem 2.4. The Dirichlet Unit Theorem.

Let $(r, s)$ be the signature of $K$ then the group of units is a finitely generated Abelian group of rank $r+s-1$. In other words, we have a group isomorphism

$$
U(K) \cong \mu(K) \times \mathbb{Z}^{r+s-1}
$$

and $\mu(K)$ is the finite cyclic group of the roots of unity in $K$.
Proof. See [P.S], and [Min].

Let first define $\varepsilon_{1}, \cdots, \varepsilon_{t}$ to be a basis of $\mathbb{Z}^{r+s-1}$, a unit $u$ of K can be written in a unique way as

$$
u= \pm \zeta^{i} \varepsilon_{1}^{n_{1}} \cdots \varepsilon_{t}^{n_{t}}
$$

where $\zeta$ is root of unity, $1 \leq i \leq n, n_{i} \in \mathbb{Z}$. Such a family $\left(\varepsilon_{i}\right)$ will be called a system of fundamental units of $K$. It is not unique though, since the changing of a $\mathbb{Z}$-basis of $\mathbb{Z}^{r+s-1}$ results in another basis by a matrix of determinant +1 or -1 . It is however possible to have the $\left(\varepsilon_{i}\right)$ real positive greater than 1 , and in this case we have a system of real fundamental units.
Remark If $K$ a cyclotomic field, it has even degree over $\mathbb{Q}$, and $r=0$ and $s=\phi(n) / 2$. If $n$ is even then $\# \mu(K)=n$ otherwise $\# \mu(K)=2 n$

Remark The group of units of $K=\mathbb{Q}\left(\zeta_{n}\right)$ is a finitely generated Abelian group of rank $\frac{\phi(n)}{2}-1 . \mu(K)$ is the finite cyclic group of the roots of unity in K.

Let $n>2$ be a prime. Though the existence of a system of $\frac{n-3}{2}$ fundamental units for cyclotomic fields is due to Dirichlet, they have been constructed explicitely and independently by Kronecker and Kummer. If $n>2$, prime as before, then $N_{K / \mathbb{Q}}\left(\zeta^{i}+\zeta^{-i}\right)= \pm 1$, for $i \neq 0$
Put

$$
\varepsilon_{i}=\zeta^{i}+\zeta^{-i} \quad \text { for } \quad 1 \leq i \leq \frac{n-3}{2}
$$

and apply the above lemma.
Let the power symbol $\bar{x}$ denote the complex conjugate in $\mathbb{C}$. This is an automorphism. It is of order 2 , so that the corresponding subfield $K_{1}$ is such that $K / K_{1}$ is of degree 2 and consequently $K_{1} / \mathbb{Q}$ is of degree $\phi(n) / 2$. The field $\mathbb{Q}\left(\zeta+\zeta^{-1}\right)$ is a real field which is pointwise fixed under complex conjugate automorphism so that $\mathbb{Q}\left(\zeta+\zeta^{-1}\right) \subset K_{1}$. Since $\zeta$ is a root of the polynomial $X^{2}-\left(\zeta+\zeta^{-1}\right) X+1$ we have $K_{1}=\mathbb{Q}\left(\zeta+\zeta^{-1}\right)$.
$K_{1}$ is called the maximal real subfield of $K$ and it will be denoted by $K^{+}$.

For $\mathbf{n}=5$, the real (quadratic ) subfield is $K_{1}=\mathbb{Q}\left(\zeta+\zeta^{-1}\right)$ and from the equation

$$
\zeta+\zeta^{2}+\zeta^{3}+\zeta^{4}+1=0
$$

a unit has the form $\zeta^{i} \varepsilon_{1}^{k}=u_{k}^{i}$. We can fix the complex embedding $\varphi$ such that

$$
\tau=\varphi\left(-\zeta^{2}-\zeta^{3}\right)=\frac{1+\sqrt{5}}{2}>1
$$

If $p$ is an odd prime and $g$ a primitive root modulo $p$, a classical result of Hilbert, [Hilbert Satz 142], says that:

$$
\left(\frac{\left(1-\zeta^{g^{k+1}}\right)\left(1-\zeta^{-g^{k+1}}\right)}{\left(1-\zeta^{g^{k}}\right)\left(1-\zeta^{-g^{k}}\right)}\right)^{\frac{1}{2}}
$$

form, for $k=0,1,2, \cdots, \frac{p-3}{2}$, a system of fundamental units in the field $\mathbb{Q}\left(\zeta_{p}\right)$. For $p$ not exceeding 161, these units form a system of fundamental units. This is no longer true for $p=163$. A system of fundamental units related to the above formula was given by H. Vandivier [V]. J. Milnor conjectured that if $K=\mathbb{Q}\left(\zeta_{n}\right)$ with $\varphi(n)>2$, then the units

$$
\frac{\zeta_{n}^{s}-1}{\zeta_{n}-1}, \quad 2 \leq s<n / 2
$$

form a system of fundamental units for $K$. This conjecture was disproved by Ramachandra [Ram] who showed that if $n$ has at least two distinct odd prime divisors, then the units from the last formula are multiplicatively dependent. However, if $n$ is prime they are independent and then form together with $\zeta_{n}$ a subgroup of finite index in the group $U(K)$. Similar results were obtained by H. Bass,[Ba]

## 2. Power residue Symbol

We give a definition of the power residue symbol and basic properties that are of use in the definition and computation of Gauss sums. This will be defined in a general situation as possible.
Let $k$ be a number field of finite degree containing $\zeta_{n}$, a primitive $n^{\text {th }}$ root of unity. Let $O_{k}$ be the ring of integers of $k$. A prime ideal $\mathfrak{p}$ in $O_{k}$ is said to be prime to $n$ if and only if $q=N(\mathfrak{p})$ is such that $(q, n)=1$. The residue class field at $\mathfrak{p}, \kappa=O_{k} / \mathfrak{p}$ is finite of order $\mathfrak{q}$. Let $\alpha, \mathfrak{p} \in \mathbb{Z}\left[\zeta_{n}\right]$, where $\mathfrak{p}$ is prime with $\mathfrak{p} \nmid \alpha$. Then $\mathbb{Z}\left[\zeta_{n}\right] /(\mathfrak{p})$ is a field with $N(\mathfrak{p})$ elements. Therefore, the analogue of the little Fermat theorem says:

$$
\alpha^{N(\mathfrak{p})-1} \equiv 1 \quad(\bmod \mathfrak{p}) \quad \text { and } \quad \mathfrak{p} \nmid \alpha .
$$

In the following steps we denote $\zeta_{n}$ simply by $\zeta$.
Proposition 2.1. Let $\mathfrak{p}, \alpha \in \mathbb{Z}[\zeta]$ with $\mathfrak{p}$ prime, and $\operatorname{gcd}(N(\mathfrak{p}), n)=1$ and $\mathfrak{p} \nmid \alpha$. Then there exists a unique integer $m, 0 \leq m \leq n-1$, such that

$$
\alpha^{(N(\mathfrak{p})-1) / n} \equiv \zeta^{m} \quad(\bmod \mathfrak{p}) .
$$

Proof. Indeed, for all primes $\mathfrak{p} \in \mathbb{Z}[\zeta]$ with $\operatorname{gcd}(N(\mathfrak{p}), n)=1$ we have

$$
n \mid(N(\mathfrak{p})-1)
$$

Hence, we can write

$$
\alpha^{N(\mathfrak{p})-1}-1=\prod_{i=0}^{n}\left(\alpha^{(N(\mathfrak{p})-1) / n}-\zeta^{i}\right) .
$$

But $\mathfrak{p} \mid\left(\alpha^{N(\mathfrak{p})-1}-1\right)$ hence $\mathfrak{p}$ divides at least one of the factors on the right hand side. Suppose $\mathfrak{p}$ divides at least two of them, say

$$
\left(\alpha^{(N(\mathfrak{p})-1) / n}-\zeta^{i}\right) \text { and }\left(\alpha^{(N(\mathfrak{p})-1) / n}-\zeta^{j}\right) \text { with } 0 \leq i<j<n .
$$

Then $\mathfrak{p} \mid \zeta^{i}\left(1-\zeta^{j-i}\right)$, and thus $N(\mathfrak{p}) \mid N\left(1-\zeta^{j-i}\right)$, since $\mathfrak{p}$ is not a unit and $\zeta$ primitive implies that $N\left(1-\zeta^{j-i}\right)=n$ or $\pm 1$, we deduce that $\operatorname{gcd}(N(\mathfrak{p}), n) \neq 1$ which contradicts the assumption. Therefore, there exists a unique power $m$ such that

$$
\alpha^{(N(\mathfrak{p})-1) / n} \equiv \zeta^{m} \quad \bmod (\mathfrak{p}) .
$$

Hence we can define the $n^{\text {th }}$ residue symbol $\left(\frac{\alpha}{\mathfrak{p}}\right)_{n}$ to be the unique $n^{\text {th }}$ root of unity such that

$$
\alpha^{\frac{q-1}{n}} \equiv\left(\frac{\alpha}{\mathfrak{p}}\right)_{n} \bmod \mathfrak{p}
$$

whenever $(\alpha, \mathfrak{p})=(1)$
We extend $\left(\frac{\alpha}{\mathfrak{p}}\right)_{n}$ as a multiplicative function of the ideals $\mathfrak{p}$ relatively prime to $n$ i.e if $\mathfrak{a}=\prod \mathfrak{p}$ for such ideals $\mathfrak{p}$ then

$$
\left(\frac{\alpha}{\mathfrak{a}}\right)_{n}=\prod\left(\frac{\alpha}{\mathfrak{p}}\right)_{n}
$$

Definition 2.7. For $\mathfrak{a}$ such that $(\mathfrak{a}, n)=1,\left(\frac{\alpha}{\mathfrak{a}}\right)_{n}$ is well defined and is called the $n^{\text {th }}$ power residue symbol.

## Remark

- The residue symbol is a function of both arguments whenever it is defined.
- From the definition we see that if $\alpha$ is an $n^{t h}$ power, then $\left(\frac{\alpha}{\mathfrak{a}}\right)_{n}=1$. This shows that, if $\alpha$ and $\beta$ differ by a factor which is an $n^{\text {th }}$ power and satisfy the necessary condition with $\mathfrak{p}$, then $\left(\frac{\alpha}{\mathfrak{p}}\right)_{n}=\left(\frac{\beta}{\mathfrak{p}}\right)_{n}$

In order to make this definition more general without any restriction to $(\alpha)+\mathfrak{a}=(1)$, we shall extend the definition to $\alpha$ such that

$$
(\alpha)+\mathfrak{a} \neq(1) \text { by }\left(\frac{\alpha}{\mathfrak{a}}\right)_{n}=0
$$

Consider furthermore $K / k$ any other finite extension of the number field $k$. We assume $k$ still contains the $n^{\text {th }}$ roots of unity, then the $n^{\text {th }}$ power residue symbol is
also a function depending upon the underlined field. The notation becomes $(:)_{n, F}$, where $F$ is the underlying field. If $K / k$ is a normal extension, then the Galois group $\operatorname{Gal}(\mathrm{K} / \mathrm{k})$ acts on the power residue symbol $(\because)_{n, k}$ and $(\because)_{n, K}$. As we see it in the next proposition

Proposition 2.2. Let $K / k$ be a normal extension with Galois group $G$, and let $k / F$ be a subextension such that a primitive $n^{\text {th }}$ root of unity $\zeta_{n} \in k$.

1. For every $\sigma \in G$, we have $\left(\frac{\alpha}{\mathfrak{a}}\right)_{n, K}^{\sigma}=\left(\frac{\alpha^{\sigma}}{\mathfrak{a}^{\sigma}}\right)_{n, K}$, for all $\alpha \in K^{*}$ and all ideals $\mathfrak{a}$ prime to $n$.
2. if $\mathfrak{p}$ has inertia degree 1 in $K / k$, then $\left(\frac{\alpha}{\mathfrak{W}}\right)_{n, K}^{\sigma}=\left(\frac{\alpha}{\mathfrak{p}}\right)_{n, K}^{\sigma}$, where $\mathfrak{P}$ is a prime ideal in $O_{K}$ above $\mathfrak{p}$ and $\alpha \in O_{k}$.
3. If $K / k$ is Abelian and $\mathfrak{p}$ is a prime ideal in $O_{k}$, then $\left(\frac{\alpha}{\mathfrak{p}}\right)_{n, K}=\left(\frac{\alpha}{N \mathfrak{p}}\right)_{n, k}$, for all $\alpha \in O_{K}$, where $N=N_{K / k}$ denotes the relative norm.
4. Let $K / k$ be a cyclic extension of degree $(K: k)=n$, and suppose that there is a prime ideal $\mathfrak{p} \nmid n O_{k}$ such that $\mathfrak{p}=\mathfrak{P}^{n}$ is totally ramified in $K / k$. Then $\left(\frac{N_{K / k} \alpha}{\mathfrak{p}}\right)_{n, k}=1$ for all $\alpha \in O_{K}-\mathfrak{P}$.

Proof. See [F-Lem] pp 112.

## 3. The primary choice of the prime factor in $\mathbb{Q}\left(\zeta_{5}\right)$

In this small section, we explain the construction of primality factor for prime in the cyclotomic field $\mathbb{Q}\left(\zeta_{5}\right)$. This, in fact turn out to be a general pattern. We will be using this kind of prime factors troughout the dissertation. We specialize the definition as follows:

Definition 2.8. Let $\pi \mid p$ be a prime above p , then we say that $\pi$ is primary if

$$
\pi \equiv 1 \bmod (1-\zeta)^{3}
$$

Let $\zeta$ be a primitive fifth root of unity in $K=\mathbb{Q}\left(\zeta_{5}\right)$. Then

$$
\mathbb{Q} \subset \mathbb{Q}(\sqrt{5}) \subset K
$$

and $\left(\zeta-\zeta^{2}-\zeta^{3}+\zeta^{4}\right)^{2}=5$, therefore we can set $\sqrt{(5)}=\left(\zeta-\zeta^{2}-\zeta^{3}+\zeta^{4}\right)$. The ring of integer $O_{K}$ is a unique factorization domain and its units are all of the form $\pm \zeta^{i} \tau^{j}$, for some integers $i, j$ and where $\tau=-\zeta^{2}-\zeta^{3}$, is a fundamental unit in $\mathbb{Q}(\sqrt{5})$. If $\pi$ is a prime of $O_{K}$, then $O_{\pi}$ is the completion of $O_{K}$ at $\pi$ and $K_{\pi}$ the respective fraction field. If we let $\lambda=1-\zeta$, thus $\lambda$ generates the sole prime of $O_{K}$ above 5 . Therefore the $\lambda$-adic expansion of $\tau$ shows that

$$
\tau \equiv-2 \bmod \lambda
$$

and

$$
\tau^{2} \equiv-1+\lambda^{2} \bmod \lambda^{3}
$$

We have the following lemma
Lemma 2.3. - 1 If $\alpha$ is an algebraic integer prime to $\lambda$, then there is an associate $\alpha^{*}$ of $\alpha$ such that

$$
\alpha^{*} \equiv 1 \bmod \lambda^{3}
$$

- 2 If $\alpha_{1}^{*}$ and $\alpha_{2}^{*}$ are two associates congruent to 1 modulo $\lambda^{3}$, then their ratio is a fifth power of a unit in $O_{K}$.
- 3 Let $n \in \mathbb{Z}$ be prime to 5 . Then any associate $n^{*}$ of $n$ with

$$
n^{*} \equiv 1 \bmod \lambda^{3}
$$

is $n$ times a fifth power of a unity in $O_{K}$.
Proof. - 1- Let $\alpha \in \mathbb{Z}[\zeta]$, the $\lambda$-adic expansion of $\alpha$ shows that $\alpha \equiv$ $n \bmod \lambda, n \in \mathbb{Z} /(5)$ and $\lambda$ prime to $\alpha$ implies that $n \not \equiv 0 \bmod 5$, thus we can assume $n>0$. Since $\tau$ is a primitive root modulo 5 , there exists $j, \quad 0 \leq j<4$ such that

$$
\tau^{j} n \equiv 1 \bmod \lambda
$$

Moreover $\tau^{2} \equiv-1 \bmod \lambda$ and so, there exist $0 \leq i, j \leq 1$ so that

$$
(-1)^{i} \tau^{j} \alpha \equiv 1 \bmod \lambda
$$

Then

$$
(-1)^{i} \tau^{j} \alpha \equiv 1+m \lambda \bmod \lambda^{2}
$$

and we can assume $0 \leq m \leq 4$. From this restriction follows that

$$
\zeta^{m}(-1)^{i} \tau^{j} \alpha \equiv 1 \bmod \lambda^{2}
$$

Let

$$
\zeta^{m}(-1)^{i} \tau^{j} \alpha \equiv 1+\ell \lambda^{2} \bmod \lambda^{3}
$$

Since $-\tau^{2} \equiv 1-\lambda^{2}$, we deduce that

$$
(-\tau)^{2 \ell} \zeta^{m}(-1)^{i} \tau^{j} \alpha \equiv 1 \bmod \lambda^{3}
$$

for $0 \leq \ell \leq 4$, i.e

$$
(-1) i+\ell \zeta^{m}(-1)^{i} \tau^{j+2 \ell} \alpha \equiv 1 \bmod \lambda^{3} .
$$

- 2- If $\lambda_{1}^{*}$ and $\lambda_{2}^{*}$ are two such associates, then their ratio is a unit. Since both $\lambda_{1}^{*}$ and $\lambda_{2}^{*}$ are congruent to 1 modulo $\lambda^{3}$ their ratio

$$
u=\frac{\lambda_{1}^{*}}{\lambda_{2}^{*}}
$$

is also congruent to $1 \bmod \lambda^{3}$.
Since $-\tau^{10} \equiv 1 \bmod \lambda^{3}$ i.e $\left(-\tau^{2}\right)^{5} \equiv 1 \bmod \lambda^{3}$, we consider

$$
u=(-1)^{i} \tau^{j} \zeta^{k}\left(-\tau^{2}\right)^{l}\left(-\tau^{10}\right)^{m}
$$

modulo $\lambda, \lambda^{2}$ yields (by 1 ) $i=j=0$ and $k=l=0$ since

$$
0 \leq i, j, k, l \leq 4
$$

$u$ is then a tenth power of a unit and a fortiori a fifth power.

- 3- Since $n^{4} \equiv 1 \bmod 5$, and $n^{* 4} \equiv 1 \bmod \lambda^{3}$ is an associate of $n^{4}$, by 2 ), $\left(\frac{n}{n^{*}}\right)^{4}$ is a fifth power of a unit, so dividing by $\left(\frac{n}{n^{*}}\right)^{5}$, shows that $\frac{n}{n^{*}}$ is a fifth power of a unit and therefore 3 falls.

The ring $\mathbb{Z}[\zeta]$ is a unique factorization domain and $K^{+}=\mathbb{Q}(\sqrt{5})$. Thus every prime $p \equiv 1 \bmod 5$ is the norm of some prime $\pi \in O_{K}$, and $4 p=a^{2}-5 b^{2}$ for some rational integers, $a, b$.

Lemma 2.4. If $4 p=a^{2}-5 b^{2}$, with $a, b$ in $\mathbb{Z}$, and if $\pi \in O_{K}$ is a prime divisor of

$$
x=\frac{a+b \sqrt{5}}{2} \quad \text { in } \quad O_{K}
$$

then there exists an associate of $\pi$ in $O_{K}$ whose norm in $K / K^{+}$is $\pm x$.
Proof. The norm of $x \in K^{+} / \mathbb{Q}$ is $p$, which splits as a product of 4 primes in $\mathbb{Z}[\zeta]$. Since $\mathbb{Z}[\zeta]$ is a unique factorization domain, $x$ is, to within a unique factor $u \in K^{+}$, the product of a prime $\pi$ and its conjugate $\bar{\pi}$. Thus $x=u N_{K / K^{+}}(\pi)$, and upon taking the norm of both sides in $K^{+} / \mathbb{Q}$, one gets $N_{K^{+} / \mathbb{Q}}(\gamma)=1$. Since $K^{+}$ is a quadratic field in which a generator of the unit group is $\gamma=\zeta+\zeta^{-1}$, one has $u= \pm \gamma^{k}$ with $k \in \mathbb{Z}$. Also, since $N_{K^{+} / \mathbb{Q}}(u)=-1$, it follows that $k=2 j$ for some integer $j$. Noting that $\gamma^{2}=\mathrm{N}_{K / K^{+}}\left(1-\zeta^{2}\right)$, it follows that $x= \pm N_{K / K^{+}}\left(\left(1-\zeta^{2}\right)^{j} \pi\right)$, and hence the result.

## CHAPTER 3

## GAUSS SUMS

## 1. Gauss sums in number fields

Let $I$ be a non zero ideal in the ring of integers $O_{K}$ and define $\mathfrak{D}(K / \mathbb{Q})$ the different of $O_{K}$. The trace of $\alpha \in K$ is

$$
\operatorname{Tr}_{K / \mathbb{Q}}(\alpha)=\sum_{\sigma \in \operatorname{Gal}(K / \mathbb{Q})} \sigma(\alpha)
$$

This is rational integer if $\alpha \mathfrak{D}(K / \mathbb{Q})$ is an integral ideal.
Let $a$ be a fixed number lying in the fractional ideal $(I \mathfrak{D}(K / \mathbb{Q}))^{-1}$. If $\chi$ is any character of $G[I]$, the set of invertible elements modulo $I$, then the Gauss sum corresponding to the pair $(\chi, a)$ is:

$$
G(\chi, a)=\sum_{x \bmod I} \chi(x) \exp \left(2 \pi i \operatorname{Tr}_{K / \mathbb{Q}}(a x)\right) .
$$

Proposition 1.1. The sum

$$
\sum_{x \bmod I} \chi(x) \exp \left(2 \pi i T r_{K / \mathbb{Q}}(a x)\right)
$$

does not depend on the residue classes modulo I.
Proof. Let $X$ and $Y$ be two sets of residues modulo $I$, then for all $x \in X$ and all $y \in Y$, if $x$ and $y$ are such that $x \equiv y \bmod I, x, y \in O_{K}$ then $\chi(x)=\chi(y)$. But we can write $a x=a y+a(x-y)$, such that $\operatorname{Tr}_{K / \mathbb{Q}}(a x)=\operatorname{Tr}_{K / \mathbb{Q}}(a y)+\operatorname{Tr}_{K / \mathbb{Q}}(a(x-y))$. But $a(x-y) \in \mathfrak{D}(K / \mathbb{Q})^{-1}$ therefore we get $\operatorname{Tr}_{K / \mathbb{Q}}(a(x-y)) \in \mathbb{Z}$.
Thus $\exp \left(2 \pi i T r_{K / \mathbb{Q}}(a x)\right)=\exp \left(2 \pi i \operatorname{Tr}_{K / \mathbb{Q}}(a y)\right)$.

## Remark

- For $K=\mathbb{Q}$ then $I$ is a principal ideal generated by some $n \in \mathbb{Z}$. If $k \in \mathbb{Z}$ and $a \in \mathbb{Q}$ are such that $k=a n$, the we denote this sum by

$$
\tau_{k}(\chi)=\sum_{x \bmod n} \chi(x) \exp (2 \pi i k x / n)
$$

We denote $\tau_{1}(\chi)$ simply by $\tau(\chi)$.

- If $a \equiv b \bmod I$ then $\tau_{a}(\chi)=\tau_{b}(\chi)$.

Proposition 1.2. If $b$ is an integer of $O_{K}$ prime to the ideal I,then

$$
G(\chi, a b)=\bar{\chi}(b) G(\chi, a)
$$

In particular, if $K=\mathbb{Q}, I=n \mathbb{Z}$ with $n$ a natural number and $a=k / n$ with $(k, n)=1$, then

$$
\tau_{a}(\chi)=\bar{\chi}(k) \tau(\chi)
$$

Proof. Let $b$ be defined as before. Since $b$ is prime to $I$ then $b$ is invertible modulo $I$ and multiplication by $b$ on the set of residues modulo $I$ is an isomorphism between the two sets both of which are sets of residues modulo $I$. Furthermore the Gauss sums does not depend on the set of residues modulo $I$, so that:

$$
\begin{align*}
G(\chi, a b) & =\sum_{x \bmod I} \chi(x) \exp \left(2 \pi i \operatorname{Tr}_{K / \mathbb{Q}}(a b x)\right)  \tag{1.1}\\
& =\sum_{y \bmod I} \chi\left(y b^{-1}\right) \exp \left(2 \pi i \operatorname{Tr}_{K / \mathbb{Q}}(a y)\right)  \tag{1.2}\\
& =\chi\left(b^{-1}\right) \sum_{y \bmod I} \chi(y) \exp \left(2 \pi i \operatorname{Tr}_{K / \mathbb{Q}}(a y)\right) \quad y=b^{-1}  \tag{1.3}\\
& =\overline{\chi(b)} G(\chi, a) . \tag{1.4}
\end{align*}
$$

Remark From this proposition we know that the Gauss sums for a fixed character $\chi$ of $G[I]$ are fully determined by $G(\chi, 1)$.

Proposition 1.3. Let $I=I_{1} \cdots I_{r}$ be a factorization of $I$ into factors relatively prime in pairs and let $\chi=\chi_{1} \cdots \chi_{r}$ be the factorization of the character $\chi$ of $G[I]$. If a lies in $I^{-1} \mathfrak{D}(K / \mathbb{Q})^{-1}$ and for $i=1,2, \cdots, r$ the elements $a_{i}$ belong to $I_{i}^{-1} \mathfrak{D}(K / \mathbb{Q})^{-1}$ and satisfy $a-a_{i} \in J_{i}^{-1} \mathfrak{D}(K / \mathbb{Q})^{-1}$ with $J_{i}=I / I_{i}$ then

$$
G(\chi, a)=\prod_{i=1}^{r} G\left(\chi_{i}, a_{i}\right)
$$

Proof. Let $x \in O_{K}$, relatively prime to $I$. Choose $x_{i} \in O_{K}$ with $x_{i} \equiv x \bmod I_{i}$. Choose $x_{i} \equiv 1 \bmod I_{j}$ for $i \neq j$. This is a consequence of the Chinese remainder theorem whose proof is given in the appendix. Then we will have for elements $y_{1}, \cdots, y_{r} \in O_{K}$ such that, $y_{i} \equiv 1 \bmod I_{i}$ and $y_{i} \in I_{j}$ for $j \neq i$,

$$
x_{1} y_{1}+\cdots+x_{r} y_{r} \equiv x \bmod I
$$

and thus

$$
\begin{aligned}
& G(\chi, a)=\sum_{\substack{x \in G\left[I_{i}\right] \\
i=1, \ldots, r}} \chi_{1}\left(x_{1}\right) \cdots \chi_{r}\left(x_{r}\right) \exp \left(2 \pi i T r_{K / \mathbb{Q}}(a x)\right) \\
& \left.\quad=\prod_{i=1}^{r} \sum_{x \in G\left[I_{i}\right]} \chi_{1}\left(x_{1}\right) \cdots \chi_{r}\left(x_{r}\right) \exp \left(2 \pi \operatorname{Tr}\left(a x_{i} y_{i}\right)\right)\right) \\
& \quad=\prod_{i=1}^{r} \sum_{x \in G\left[I_{i}\right]} \chi_{1}\left(x_{1}\right) \cdots \chi_{r}\left(x_{r}\right) \exp \left(2 \pi \operatorname{Tr}\left(a_{i} x_{i} y_{i}\right)\right)
\end{aligned}
$$

since $a x_{i} y_{i}-a_{i} x_{i} y_{i} \in D_{K / \mathbb{Q}}^{-1}$ and consequently, the latest equality is equal

$$
\prod_{i=1}^{r} G\left(\chi_{i}, a_{i}\right)
$$

because $\chi_{i}\left(y_{i}\right)=1$.
Corollary 1.4. Let $n=n_{1} \cdots n_{r}$ be the factorization of a natural number $n$ into mutually prime factors, let $\chi$ be a character of $G[n \mathbb{Z}]$ (which group we shall for convenience denote it again by $G[n]$ ) and let $\chi=\chi_{1} \cdots \chi_{r}$ be its factorization into characters of $G[N]$. Then we have the equality

$$
\tau(\chi)=\prod_{i=1}^{r} \chi_{i}\left(n / n_{i}\right) \prod_{i=1}^{r} \tau\left(\chi_{i}\right)
$$

Proof. Take $a=1 / n$ and apply the last 3 propositions.
Corollary 1.5. If $\operatorname{gcd}(a, I) \neq(1)$ and $\chi$ is a primitive character modulo $I$, then

$$
G(\chi, a)=0
$$

Proof. Let

$$
\operatorname{gcd}(a, I)=I_{1} \text { and } \alpha \equiv 1 \bmod \frac{I}{I_{1}}, \text { with } \operatorname{gcd}(\alpha, f)=(1)
$$

then

$$
a \alpha \equiv a \bmod I .
$$

Thus

$$
G(\chi, a \alpha)=\bar{\chi}(\alpha) G(\chi, a)=G(\chi, a)
$$

therefore it follows that

$$
(1-\chi(\alpha)) G(\chi, a)=0
$$

We have to show that at least one $\alpha$ satisfies $\chi(\alpha) \neq 1$. Now suppose that the conditions on $\alpha$ extend to all residue classes modulo $f$, then at least one of them satisfies $\chi(\alpha) \neq 1$ otherwise $\chi$ is a character modulo $\frac{I}{I_{1}}$ which contradicts the hypothesis that $\chi$ is primitive modulo I. For this value of $\alpha$ we have $(1-\chi(\alpha)) G(\chi, a)=0$ implies $G(\chi, a)=0$.

We define here the local Gauss sum.
Let $F$ be a finite extension of the $p$-adic field $\mathbb{Q}_{p}$ and $\mathfrak{P}$ the prime ideal above $(p)$. If we denote $U=U_{0}=O_{F}^{\times}$the group of local units of $F$ and $U_{n}=1+\mathfrak{P}^{n} n>0$ the $n^{\text {th }}$ unit group of $F$, then for any multiplicative character $\chi$ of $F, \operatorname{ker}(\chi)$ contains at least a $U_{m}$ for some integer $m \geq 0$. Since the sequence of the $\left(U_{n}\right)$ is decreasing, $m$ is chosen smallest such that $U_{m} \subset \operatorname{ker}(\chi)$ then $f_{\chi}=\mathfrak{P}^{m}$ is called conductor of $\chi$. If $m=0$ we say that $\chi$ is unramified, otherwise it is ramified. In both cases we have different consequences for the definition of $\chi$. If $\chi$ is ramified, then $\chi(x)=0$ for all $x \in F$ however for $\chi$ unramified, we consider $\chi$ as a function on the group of fractional ideals $\mathfrak{I}=F^{\times} / U$.
If $\lambda$ is any additive character of $F$ which is trivial on $\mathbb{Z}_{p}$ then, we define the local Gauss sum as follow:

Definition 3.1. The local Gauss sums is

$$
\tau(\chi, a)=\sum_{\substack{x \in U \\ x \bmod 1+f_{\chi}}} \chi(x) \exp \left(2 \pi i \lambda\left(\operatorname{Tr}_{F / \mathbb{Q}_{p}}\left(a^{-1} x\right)\right)\right)
$$

where $a \in F^{\times}$is such that $(a)=f_{\chi} \mathfrak{D}_{F}$ and $\mathfrak{D}_{F}$ is the local different of $F / \mathbb{Q}_{p}$.

## Remark

- $\tau(\chi, a)$ does not depend on the choice of the residue $\bmod \left(1+f_{\chi}\right)$.
- If $\chi$ is unramified, then the residue class modulo $1+f_{\chi}$ is restricted to a single element, therefore $\tau(\chi, a)=\chi\left(\mathfrak{D}_{F}\right)$. This means that $\tau(\chi, a)$ is a root of unity, since $\chi$ is of finite order.

One of the most important properties for these definitions of Gauss sums is the following.
Proposition 1.6. Let $\mathfrak{P}$ be a non zero prime ideal of $O_{K}$ and $\chi$ a primitive character of $G\left[\mathfrak{P}^{N}\right]$. Let $\mathfrak{P}=\mathfrak{P}_{1}, \mathfrak{P}_{2}, \cdots, \mathfrak{P}_{g}$ be all the prime ideals of $O_{K}$ lying above the ideal $p \mathbb{Z}=\mathfrak{P} \cap \mathbb{Z}$, denote by $\mathfrak{P}^{m}$ the maximal power of $\mathfrak{P}$ dividing the different $\mathfrak{D}(K / \mathbb{Q})$. We choose an element $\Pi$ of $K$ such that $\Pi O_{K}=\mathfrak{P}_{1} I^{-1}$, $I \subset O_{K}, \mathfrak{P}_{1} \nmid I$. If we denote the character of $U\left(K_{\mathfrak{P}}\right) / U_{N}\left(K_{\mathfrak{P}}\right)$ induced by $\chi$ by the same letter and put $a=\Pi^{-m-N}$, the Gauss sum $G(\chi, a)$ coincides with the Gauss sum $\tau(\chi, a)$.

Proof. This proof is essentially based on the relation from local to global argument. In fact the global trace is the sum of local traces, such that

$$
\operatorname{Tr}_{K / \mathbb{Q}}(x)=\sum_{i=1}^{g} T_{K_{\mathfrak{F}_{i}} / \mathbb{Q}_{p}}(x) .
$$

Moreover, for $x \in K$ with $\left(x O_{K}, \mathfrak{P}_{2} \cdots \mathfrak{P}_{g}\right)=(1)$ the quotient $x / \Pi^{m+N}$ is an integral element in $K_{\mathfrak{P}_{i}}$ for $i=2, \cdots, g$; thus

$$
\exp \left(2 \pi\left(i \lambda\left(\operatorname{Tr}_{K / \mathbb{Q}}\left(\Pi^{-m-N} x\right)\right)\right)\right)=1
$$

for $i=2, \cdots, g$. In fact $\operatorname{Tr}_{K / \mathbb{Q}}\left(\Pi^{-m-N} x\right)$ is a rational number whose denominator is a power of $p$, whence $\lambda\left(\operatorname{Tr}_{K / \mathbb{Q}}\left(\Pi^{-m-N} x\right)\right)$ coincides with the fractional part of $\operatorname{Tr}_{K / \mathbb{Q}}\left(\Pi^{-m-N} x\right)$ and this leads to

$$
\exp \left(\operatorname{Tr}_{K / \mathbb{Q}}\left(2 \pi i \Pi^{-m-N} x\right)\right)=\exp \left(2 \pi i \lambda\left(\operatorname{Tr}_{K_{\mathfrak{P}_{1} / \mathbb{Q}_{p}}}\left(\Pi^{-m-N} x\right)\right)\right)
$$

We then apply once more the Chinese Remainder Theorem to choose a suitable set of representatives $x_{1}, \cdots x_{k}$ of $G\left[\mathfrak{P}^{N}\right]$ that satisfies $\left(x O_{K}, \mathfrak{P}_{2} \cdots \mathfrak{P}_{g}\right)=(1)$. This representative system of $G\left[\mathfrak{P}^{N}\right]$ is also a representative system of $U\left(K_{\mathfrak{P}_{1}}\right) / U_{N}\left(K_{\mathfrak{P}_{1}}\right)$. Thus for $a=\Pi^{-m-N}$, we deduce from the equality above that

$$
G(\chi, a)=\sum_{i=1}^{k} \chi\left(x_{i}\right) \exp \left(2 \pi i \lambda\left(\operatorname{Tr}_{K_{\mathfrak{F}_{1}} / \mathbb{Q}_{p}}\left(\Pi^{-m-N} x\right)\right)\right)=\tau(\chi, a) .
$$

Corollary 1.7. Let $\chi$ be a primitive character of $G\left[\mathfrak{P}^{n}\right]$, let $\mathfrak{P}^{m}$ be the maximal power of $\mathfrak{P}$ which divides $\mathfrak{D}(K / \mathbb{Q})$ and finally let a be any element of $\mathfrak{P}^{-m-N}$ -$\mathfrak{P}^{-m-N+1}$. Then the Gauss sum $G(\chi, a)$ differs from $\tau(\chi, 1)$ only by a factor which is a root of unity.

Proof. Let $\Pi$ be a uniformizer of $\mathfrak{P}$, then if $b$ is an element of $K_{\mathfrak{P}}$ such that $b$ and $b^{-1}$ are integral in $K_{\mathfrak{R}}$, then for every $c$ in $\mathfrak{P}^{-m-N}$ the sums $G(\chi, c)$ and $G(\chi, b c)$ differ by a factor which is a root of unity. Thus choose $b$ to be $a / \Pi^{-m-N}$ and $c=\Pi^{-m-N}$.

Corollary 1.8. Let $I=\prod_{i=1}^{r} \mathfrak{P}_{i}^{N_{i}}$ and for any $i=1, \cdots, r$ let $\mathfrak{P}_{i}^{m_{i}}$ be the maximal power of $\mathfrak{P}_{i}$ which divides the different $D_{K / \mathbb{Q}}$. Moreover, let $n_{i}\left(\mathfrak{P}_{\mathfrak{i}}\right)$ be the exponent corresponding to the prime ideal $\mathfrak{P}_{i}$. If $a$ is an element of $I^{-1} D_{K / \mathbb{Q}}^{-1}$, which satisfies $n_{i}(a)=-m_{i}-N_{i}$ for $i=1,2, \cdots, r$ and $\chi$ is a primitive character of $G[I]$, then

$$
|G(\chi, a)|=N(I)^{1 / 2} .
$$

Proof. We have proved that $G(\chi, a)$ can split as a product of $G\left(\chi_{i}, a_{i}\right)$ for suitable primitive characters $\chi_{i}$ defined on $G\left[\mathfrak{P}_{i}^{N_{i}}\right]$, and integers $a_{i}$. To prove our theorem, you need to do it only locally for $I=\mathfrak{P}_{i}^{N}$.

- If $\chi$ is unramified, then the conductor of $\chi$ is $I=(1)$ and therefore

$$
G(\chi, a) \overline{G(\chi, a)}=\chi\left(\mathfrak{D}_{F}\right) \overline{\chi\left(\mathfrak{D}_{F}\right)}=1
$$

- If $\chi$ is ramified, then the conductor of $\chi$ is $I=\mathfrak{P}^{n}$.

$$
\begin{aligned}
G(\chi, a) \overline{G(\chi, a)} & =\sum_{x, y \in O^{\times} / U_{n}} \chi(x) \exp \left(2 \pi i \lambda\left(\operatorname{Tr}_{F / \mathbb{Q}_{p}}\left(a^{-1} x\right)\right)\right) \overline{\chi(y) \exp \left(2 \pi i \lambda\left(\operatorname{Tr}_{F / \mathbb{Q}_{p}}\left(a^{-1} y\right)\right)\right)} \\
& =\sum_{x, y \in O^{\times} / U_{n}} \chi(x y) \chi^{-1}\left(y a^{-1}\right) \exp \left(2 \pi i \lambda\left(\operatorname{Tr}_{F / \mathbb{Q}_{p}}\left(a^{-1}(x y-y)\right)\right)\right) \\
& =\sum_{x, y \in O^{\times} / U_{n}} \chi(x) \exp \left(2 \pi i \lambda\left(\operatorname{Tr}_{F / \mathbb{Q}_{p}}\left(a^{-1} y(x-1)\right)\right)\right)
\end{aligned}
$$

furthermore
$\sum_{y \in O^{*} / U_{n}} \exp \left(2 \pi i \lambda\left(\operatorname{Tr}_{F / \mathbb{Q}_{p}}\left(a^{-1} y(x-1)\right)\right)\right)=\sum_{y \in O / \mathfrak{F}^{n}} \exp \left(2 \pi i \lambda\left(\operatorname{Tr}_{F / \mathbb{Q}_{p}}\left(a^{-1} y(x-1)\right)\right)\right)$ $-\sum_{y \in \mathfrak{F} / \mathfrak{P}^{n}} \exp \left(2 \pi i \lambda\left(\operatorname{Tr}_{F / \mathbb{Q}_{p}}\left(a^{-1} y(x-1)\right)\right)\right)$.
On the one hand,

$$
\begin{aligned}
\sum_{y \in O / \mathfrak{P}^{n}} \exp \left(2 \pi i \lambda\left(\operatorname{Tr}_{F / \mathbb{Q}_{p}}\left(a^{-1} y(x-1)\right)\right)\right) & =0 \quad \text { if } x \not \equiv 1 \bmod \mathfrak{P}^{n} \\
& =N_{F / \mathbb{Q}_{p}}(\mathfrak{P})^{n}=N_{F / \mathbb{Q}_{p}}(I), \quad \text { otherwise } .
\end{aligned}
$$

on the another hand

$$
\begin{aligned}
\sum_{y \in \mathfrak{P} / \mathfrak{P}^{n}} \exp \left(2 \pi i \lambda\left(\operatorname{Tr}_{F / \mathbb{Q}_{p}}\left(a^{-1} y(x-1)\right)\right)\right) & =\sum_{y \in O / \mathfrak{P}^{n-1}} \exp \left(2 \pi i \lambda\left(\operatorname{Tr}_{F / \mathbb{Q}_{p}}\left(a^{-1} y \Pi(x-1)\right)\right)\right) \\
& =0 \quad \text { ifx } \not \equiv 1 \bmod \mathfrak{P}^{n-1} \\
& =N_{F / \mathbb{Q}_{p}}(\mathfrak{P})^{n-1} \quad \text { otherwise } .
\end{aligned}
$$

where $\Pi$ is a uniformizer for $\mathfrak{P}$.
It then follows that

$$
G(\chi, a) \overline{G(\chi, a)}=N_{F / \mathbb{Q}_{p}}\left(\mathfrak{P}^{n}\right)-\sum_{x \in U_{n-1} / U_{n}} \chi(x) N_{F / \mathbb{Q}_{p}}\left(\mathfrak{P}^{n-1}\right) .
$$

Since

$$
\sum_{x \in U_{n-1} / U_{n}} \chi(x)=0, \quad \text { by mean of character relation, }
$$

the assertion then follows.

Corollary 1.9. If $\chi$ is a primitive character of $G[I]$, then

$$
G(\bar{\chi}, a)=\chi(-1) \overline{G(\chi, a)}
$$

Proof. This is just a consequence of the above corollary.
Remark Let $\mathfrak{P}=(p)$ prime ideal in $\mathbb{Z}$ and $I=p^{r}$, $\chi$ defined as before. We put again

$$
\zeta=\zeta_{p^{r}}=\exp \left(\frac{2 \pi i}{p}\right)
$$

Then

$$
G(\chi, a)=\sum_{x \bmod p^{r}} \chi(x) \zeta^{a x}
$$

We then have the following proposition.
Theorem 3.1. For $a \not \equiv 0 \bmod p G(\chi, a)=0$ if and only if $r>0$ and $\chi$ is not $a$ primitive character modulo $p^{r}$.

Proof. It is necessary to prove this theorem for $a=1$.
For $r=1$, $\chi$ must either be primitive or else be a principal character modulo $p$, where in the later case

$$
G(\chi, 1)=\zeta^{1}+\zeta^{2}+\cdots+\zeta^{p-1}=-1 \neq 0
$$

For the remainder of the proof, we assume that $r \geq 1$ and that $\chi$ is primitive if $r=1$.

$$
\begin{align*}
|G(\chi, 1)|^{2} & =\sum_{x \bmod p^{r}} \chi(x)^{-1} \zeta^{-x} \sum_{y \bmod p^{r}} \chi(y) \zeta^{y}  \tag{1.6}\\
& =\sum_{x, y} \chi\left(x^{-1} y\right) \zeta^{y-x}  \tag{1.7}\\
& =\sum_{\substack{x \bmod p^{r} p \\
x x 0 \bmod p}} \sum_{\bmod p^{r}} \chi(t) \zeta^{t x-x} \text { where } t=x^{-1} y  \tag{1.8}\\
& =\sum_{t} \sum_{x \neq 0 \bmod p} \zeta^{x(t-1)}  \tag{1.9}\\
& =\sum_{t \bmod p^{r}} \chi(t) \sum_{x \bmod p^{r}} \zeta^{x(t-1)}-\sum_{t \bmod p^{r}} \chi(t) \sum_{z \bmod p^{r-1}} \zeta^{p z(t-1)} \tag{1.10}
\end{align*}
$$

In the first term if $t \not \equiv 0 \bmod p^{r}$, the sum on $x$ vanishes, therefore the first term sums to $p^{r}$. In the same way, when $r>1$ and $t \not \equiv 0 \bmod p^{r-1}$, the sum on $z$ is zero.

It then follows that,

$$
|G(\chi, 1)|^{2}=p^{r}-p^{r-1} \sum_{\substack{t \bmod p^{r} \\ t \equiv 1 \\ \bmod p^{r-1}}} \chi(t)
$$

When $r=1$ and $\chi$ is primitive, the sum is the same as $\sum_{x \bmod p} \chi(t)$ which is zero. When $r>1$ and $\chi$ is primitive, the sum is again zero, because in this case the restriction of $\chi$ on the subgroup $\left\{t \equiv 1 \bmod p^{r-1}\right\}$ of $G\left[P^{r}\right]$, is a non trivial character. Finally if $r>1$ and $\chi$ is not primitive, then $\chi$ is certainly trivial on $\left\{t \equiv 1 \bmod p^{r-1}\right\}$, so that the last sum is $p$.

In the next properties we suppose without loss of generality that the ideal $I$ is a prime ideal $\mathfrak{P}$ and $\chi$ is Dirichlet character $\bmod \mathfrak{P}$ of order $m$. We must then observe that in the Gauss sums, we sum over the set of residues $\bmod \mathfrak{P}$, therefore $G[\mathfrak{P}] \equiv(\mathbb{Z}[\zeta] / \mathfrak{P})^{*}$. Since $\mathbb{Z}[\zeta] / \mathfrak{P}$ is a field with $p^{n}=q=N_{K(\zeta) / \mathbb{Q}}(\mathfrak{P})$ elements, it is isomorphic to $\mathbb{F}_{q}$. We then use this isomorphism to look at functions on $\mathbb{Z}[\zeta] / \mathfrak{P}$ as functions defined on $\mathbb{F}_{q}$, so that we can see characters on $G[\mathfrak{P}]$ as characters on the multiplicative group $\mathbb{F}_{q}^{*}$.

Remark : Since $\operatorname{gcd}(q-1, q)=1$, then $\mathbb{Q}\left(\zeta_{q-1}, \zeta_{q}\right)=\mathbb{Q}\left(\zeta_{q-1}\right) \mathbb{Q}\left(\zeta_{q}\right)$. Therefore the Galois group $\operatorname{Gal}\left(\mathbb{Q}\left(\zeta_{q-1}, \zeta_{q}\right) / \mathbb{Q}\right)$ is equal to the direct product $\operatorname{Gal}\left(\mathbb{Q}\left(\zeta_{q-1}\right) / \mathbb{Q}\right) \times$ $\operatorname{Gal}\left(\mathbb{Q}\left(\zeta_{q}\right) / \mathbb{Q}\right)$. This means that a $\mathbb{Q}$-automorphism of $\left.\mathbb{Q}\left(\zeta_{q-1}, \zeta_{q}\right) / \mathbb{Q}\right)$ is of the form $(\sigma, \tau)$ where $\sigma \in \operatorname{Gal}\left(\mathbb{Q}\left(\zeta_{q-1}\right) / \mathbb{Q}\right)$ leaves invariant $\zeta_{q}$ and $\tau \in \operatorname{Gal}\left(\mathbb{Q}\left(\zeta_{q}\right) / \mathbb{Q}\right)$ leaves invariant $\zeta_{q-1}$. This actually has an effect on the Gauss sums.

Let $\chi$ be a non trivial primitive Dirichlet character modulo $\mathfrak{P}$ of order $m \mid q-1$ and $a \in K$ is such that $a \Pi \in O_{K}$, where $\Pi$ generates $\mathfrak{P}$ in $K=\mathbb{Z}\left[\zeta_{m}\right]$.

Proposition 1.10. $\quad 1$-The Gauss sum $G(\chi, a)$ is an algebraic integer in $\mathbb{Q}\left(\zeta_{m}, \zeta_{q}\right)$.
$2-\sigma \cdot G(\chi, a)=G\left(\chi^{c}, a\right)$ and $\tau \cdot G(\chi, a)=G(\chi, a b)$ where $\sigma$ is the automorphism of $\mathbb{Q}\left(\zeta_{m}\right) / \mathbb{Q}$ that maps $\zeta_{m} \rightarrow \zeta_{m}^{c}$ for $c \in G[m]$ and $\tau$ is the isomorphism of $\mathbb{Q}\left(\zeta_{q}\right) / \mathbb{Q}$ that maps $\zeta_{q} \rightarrow \zeta_{q}^{b}$ for some $b \in \mathbb{F}_{p}^{*}$.
$3-G(\chi, a)^{m}$ is an algebraic integer in $\mathbb{Q}\left(\zeta_{m}\right)$ independent of $a \neq 0$.
4-G( $\chi, a)^{m}$ and $G\left(\chi^{\prime}, a\right)^{m}$ are conjugate in $\mathbb{Q}\left(\zeta_{m}\right)$ if $\chi$ and $\chi^{\prime}$ are characters of the same order dividing $m$.

Proof. 1 ) It is a simple observation that the Gauss sum is a sum of the product of $\zeta_{m}$ and $\zeta_{q}$ and both are algebraic integers in $\mathbb{Q}\left(\zeta_{m}, \zeta_{q}\right)$.
2 ) It is a simple fact. $\chi(x)$ is an $m^{\text {th }}$ root of unity which is left invariant under the $\tau$ and $\exp \left(2 \pi i \operatorname{Tr}_{K / \mathbb{Q}}(x)\right)$ is a $q^{\text {th }}$ root of unity which is invariant under $\sigma$. Since $\chi^{\sigma}(x)=\sigma(\chi(x))=(\chi(x))^{c}$ are non-trivial and since $\tau \cdot G(\chi, a)=G(\chi, b a)$ the assertion follows

3 ) From 2) we see that

$$
\tau \cdot(G(\chi, a))^{m}=(\tau G(\chi, a))^{m}=\left(\chi(b)^{-1} G(\chi, a)\right)^{m}=G(\chi, 1)^{m},
$$

since $\chi(b)$ is an $m^{\text {th }}$ root of unity. Therfore $G(\chi, a)$ is invariant under $\operatorname{Gal}\left(\mathbb{Q}\left(\zeta_{p} /\right) \mathbb{Q}\right)$
$4)$ this a consequence of 2) and 3 ).

Remark From the following propositions, we see that, for primitive characters modulo an ideal I of order m, we know the absolute norm of the Gauss sum, and that its $m^{\text {th }}$ power is an algebraic integer in the field $\mathbb{Q}\left(\zeta_{m}\right) / \mathbb{Q}$. Since we know the decomposition law in this cyclotomic field, we would attempt to describe the decomposition of this Gauss sum in this field. According to the multipcative properties, we will do this only for ideals I prime. While looking for the factorization of the $m^{\text {th }}$ power of the Gauss sum, we do not need to consider the action of $\tau \in \operatorname{Gal}\left(\mathbb{Q}\left(\zeta_{q}\right) / \mathbb{Q}\right)$, therefore one can describe this when $q$ is a prime.

## 2. Factorization of Gauss sums

We have already noticed that for Dirichlet character $\chi$ of prime conductor the integral ideal generated by the $m^{\text {th }}$ power of Gauss sum lies in the subring of $\mathbb{Z}\left[\zeta_{p(q-1)}\right]$, precisely in the ring $O_{K}=\mathbb{Z}\left[\zeta_{m}\right]$. Its norm is a power of a prime $p$ and therefore factors of $p$ in $O_{K}$ appear in its decomposition. One should ask the question which of the factors of $p$ and for each of the factors, with what power does it occur. This involves the $\Pi-$ adic analysis of the Gauss sums which was completely explained by Stickelberger [S.L], pp. 6-13.
Theorem 3.2. Let $\mathfrak{p} \mid p$ be a prime ideal in $O_{K}$ and $\chi$ the corresponding Dirichlet character of order $m$ prime to $p$. Then

$$
(G(\chi, 1))^{m}=\mathfrak{p}^{\sum_{(t, m)=1} t \sigma_{t}^{-1}},
$$

where $\sigma_{t}$ maps $\zeta=\zeta_{m}$ to $\zeta^{t}$ with $\operatorname{gcd}(t, m)=1$.
We set without loss of generality that $\zeta_{m}=\exp (2 \pi i / m)$
Let $\mathfrak{P} \mid \mathfrak{p}$ be a prime divisor of the ideal $(p)$ in the ring of integers $\mathbb{Z}\left[\zeta_{p(q-1)}\right]$, and consider the residue class field $\kappa=\left\{0,1, g, \cdots, g^{q-2}\right\}$ where $g=\zeta_{q-1}+\mathfrak{P}$. Let $a \in\{1,2, \cdots, q-2\}$. A theorem of Stickelberger, see [S.L] or [I.R] chapter 11, states that the highest power of $\mathfrak{P}$ dividing the ideal generated by the Gauss sum

$$
\sum_{i=0}^{q-2} \zeta_{q-1}^{-a i} \zeta_{p}^{T r\left(g^{i}\right)}
$$

is equal to the digit sum $s_{p}(a)$ in the $p$-adic expansion of $a$. Since $\mathbb{F}=F_{q}$ and $\kappa$ are isomorphic fields, there exists a primitive element $\gamma$ in $\mathbb{F}$ which is mapped onto $g$ under the isomorphism. Now the character $\chi$, defined by $\chi(\gamma)=\zeta_{q-1}$ is a multiplicative character of order $q-1$ of $\mathbb{F}$. Thus the highest power of $\mathfrak{P}$ dividing $\left(G\left(\bar{\chi}^{a}\right)\right)$ is equal to $s_{p}(a)$.
Let $a=(q-1) / N$ for some divisor $N$ of $q-1$. Since $G\left(\bar{\chi}^{a}\right) \in \mathbb{Q}\left(\zeta_{N}\right)$ and $G\left(\bar{\chi}^{a}\right) \overline{G\left(\bar{\chi}^{a}\right)}=p^{m}$, the only possible divisors of the ideal $(G(\chi))$ in $\mathbb{Z}\left[\zeta_{N}\right]$ are the prime divisors of $(p)$. Let $(p)=\prod_{i=1}^{t} P_{i}$ and $(p)=\prod_{i=1}^{t_{1}} \mathfrak{P}_{i}^{p-1}$, with $t=\varphi(N) / \operatorname{ord}_{N}(p)$ and $t_{1}=\varphi(q-1) / m$, be the prime ideal decomposition of $(p)$ in $\mathbb{Z}\left[\zeta_{N}\right]$ and in $\mathbb{Z}\left[\zeta_{p(q-1)}\right]$, respectively. This refers to the factorization of primes in cyclotomic fields. It then follows that ord $_{\mathfrak{P}_{i}}\left(P_{i} \mathbb{Z}\left[\zeta_{p(q-1)}\right]\right)=p-1$, for $i=1, \cdots, t$. By lifting the prime ideal decomposition of the ideal $G\left(\bar{\chi}^{a}\right) \mathbb{Z}\left[\zeta_{N}\right]$ into $\mathbb{Z}\left[\zeta_{p(q-1)}\right]$, we obtain
$(p-1)$ ord $_{P}\left(G\left(\bar{\chi}^{a}\right)\right)=$ ord $_{\mathfrak{P}} G\left(\bar{\chi}^{a}\right)$ for some $P \in\left\{P_{1}, \cdots, P_{g}\right\}$, since $P_{i} \mathbb{Z}\left[\zeta_{p(q-1)}\right]$ and $P_{j} \mathbb{Z}\left[\zeta_{p(q-1)}\right]$ are relatively prime for $i \neq j$. Therefore, ord ${ }_{P}\left(G\left(\bar{\chi}^{a}\right)\right)=s_{p}(a) /(p-1)$. Let $P^{\prime}$ be another prime divisor of $\left(G\left(\bar{\chi}^{a}\right)\right)$ in $\mathbb{Z}\left[\zeta_{N}\right]$. We know that $P^{\prime}=\sigma_{i}^{-1}(P)$ for $\sigma_{i} \in \operatorname{Gal}(K / \mathbb{Q})$ (see $[\mathbf{I} . \mathbf{R}]$ chap.12). Furthermore, $\sigma_{1}(P)=\sigma_{2}(P)$ if and only if $\sigma_{2}^{-1} \sigma_{1} \in G_{p}=\{\sigma \in \operatorname{Gal}(K / \mathbb{Q}) \mid \sigma(P)=P\} \subset G a l(\mathbb{F} / \mathbb{Q})$. Thus $P^{\prime}=\sigma(P)$ if and only if $\sigma \in \sigma_{i}^{-1} G_{p}$.
Let $S \subset G[N]$ be a complete set of representatives of the cosets of the principal subgroup $<p>$ in $G[N]$. Since $G[N] \cong G a l(\mathbb{F} / \mathbb{Q})$ by $i \mapsto \sigma_{i}: \zeta_{N} \mapsto \zeta_{N}^{i}$, then $G_{p}=<\sigma_{p}>([\mathbf{I} . \mathbf{R}]$ chap. 13) and we then have

$$
\left(G\left(\bar{\chi}^{a}\right)\right)=\prod_{i \in S} \sigma_{i}(P)^{b_{i}}
$$

where $b_{i}=\operatorname{ord}_{\sigma_{i}^{-1}(P)}\left(G\left(\bar{\chi}^{a}\right)\right)$. We see without any difficulty that $b_{i}=\operatorname{ord}_{P}\left(\sigma_{i}\left(G\left(\bar{\chi}^{a}\right)\right)\right)$, and it is easy to see that ord $\mathfrak{P}_{\mathfrak{P}} \sigma_{i}\left(G\left(\bar{\chi}^{a}\right)\right)=s_{p}($ ai $)([\mathbf{I} . \mathbf{R}]$ chap. 14). Now by similar argument as described above, we get $b_{i}=s_{p}(a i) /(p-1)$. Thus the highest power of $p$ dividing $G\left(\bar{\chi}^{\left.\frac{q-1}{N} a\right)}\right.$ is

$$
h:=\frac{1}{p-1} \min \left\{\left.s_{p}\left(\frac{q-1}{N} a\right) \right\rvert\, \quad a \in S\right\}
$$

We may replace $S$ by $G[N]$ since $s_{p}(j)=s_{p}(p j)$ for all integer $j>0$. It also follows that the highest power of a factor of $p$ dividing $G\left(\chi^{\frac{q-1}{N} a}\right)=G\left(\chi^{\frac{q-1}{N}(N-a)}\right)$ is equal to $h$, since $\operatorname{gcd}(N-a, N)=1$ if and only if $\operatorname{gcd}(a, N)=1$.

We give a table of the factorization of the Gauss sums for some prime cases. Here the ideals $\mathfrak{p}_{i}$ are factors of $(p)$ in $\mathbb{Z}\left[\zeta_{m}\right]$.

Table 1

| $m$ | $p \equiv a$ mod $m$ | Factorization of |
| :---: | :---: | :---: |
| 2 | 1 | $m^{\text {th }} \quad$ power Gauss sums |
| 3 | 1 | $\mathfrak{p}_{1}=(p)$ |
| 3 | 2 | $\mathfrak{p}_{1}^{2} \mathfrak{p}_{2}$ |
| 4 | 1 | $\mathfrak{p}_{1}^{2} \mathfrak{p}_{2}=(p)^{3}$ |
| 4 | 3 | $\mathfrak{p}_{1}^{3} \mathfrak{p}_{2}$ |
| 5 | 1 | $\mathfrak{p}_{1}^{3} \mathfrak{p}_{2}=(p)^{4}$ |
| 5 | 2 | $\mathfrak{p}_{1}^{4} \mathfrak{p}_{2}^{2} \mathfrak{p}_{3}^{3} \mathfrak{p}_{4}$ |
| 5 | 3 | $\mathfrak{p}_{1}^{4} \mathfrak{p}_{2}^{2} \mathfrak{p}_{3}^{3} \mathfrak{p}_{4}=\mathfrak{p}_{1}^{5} \mathfrak{p}_{2}^{5}=\left(\mathfrak{p}_{1} \mathfrak{p}_{2}\right)^{5}=(p)^{10}$ |
| 5 | 4 | $\mathfrak{p}_{1}^{4} \mathfrak{p}_{2}^{2} \mathfrak{p}_{3}^{3} \mathfrak{p}_{4}=\mathfrak{p}_{1}^{5} \mathfrak{p}_{2}^{5}=\left(\mathfrak{p}_{1} \mathfrak{p}_{2}\right)^{5}=(p)^{10}$ |
| 7 | 1 | $\mathfrak{p}_{1}^{4} \mathfrak{p}_{2}^{2} \mathfrak{p}_{3}^{3} \mathfrak{p}_{4}=\mathfrak{p}_{1}^{5} \mathfrak{p}_{2}^{5}=\left(\mathfrak{p}_{1} \mathfrak{p}_{2}\right)^{5}=(p)^{5}$ |
| 7 | 2 | $\mathfrak{p}_{1}^{6} \mathfrak{p}_{2}^{3} \mathfrak{p}_{3}^{2} \mathfrak{p}_{4}^{5} \mathfrak{p}_{5}^{4} \mathfrak{p}_{6}$ |
| 7 | 3 | $\mathfrak{p}_{1}^{6} \mathfrak{p}_{2}^{3} \mathfrak{p}_{3}^{2} \mathfrak{p}_{4}^{5} \mathfrak{p}_{5}^{4} \mathfrak{p}_{6}=\mathfrak{p}_{1}^{14} \mathfrak{p}_{6}^{7}=(p)^{7} \mathfrak{p}_{1}^{7}$ |
| 7 | 4 | $\mathfrak{p}_{1}^{6} \mathfrak{p}_{2}^{3} \mathfrak{p}_{3}^{2} \mathfrak{p}_{4}^{5} \mathfrak{p}_{5}^{4} \mathfrak{p}_{6}=\mathfrak{p}_{1}^{21}=(p)^{21}$ |
| 7 | 5 | $\mathfrak{p}_{1}^{6} \mathfrak{p}_{2}^{3} \mathfrak{p}_{3}^{2} \mathfrak{p}_{4}^{5} \mathfrak{p}_{5}^{4} \mathfrak{p}_{6}=\mathfrak{p}_{1}^{14} \mathfrak{p}_{6}^{7}=(p)^{7} \mathfrak{p}_{1}^{7}$ |
| 7 | 6 | $\mathfrak{p}_{1}^{6} \mathfrak{p}_{2}^{3} \mathfrak{p}_{3}^{2} \mathfrak{p}_{4}^{5} \mathfrak{p}_{5}^{4} \mathfrak{p}_{6}=\mathfrak{p}_{1}^{21}=(p)^{21}$ |

Remark From this table, we really see that although the formula of the decomposition looks complicated, it does have a simple shape. This is due to the use of the Galois theory. For more about the factorization of the Gauss sums, see [w1],[w3]. If $\mathfrak{p} \mid p$ is a prime factor and $\chi$ the corresponding character, then the prime power
decomposition is of the form

$$
(G(\chi, a))^{m}=\mathfrak{p}^{\theta^{\prime}}
$$

where $\theta^{\prime}$ is an element of the group ring $\mathbb{Z}[\operatorname{Gal}(k / \mathbb{Q})]$. While still working at prime component $\mathfrak{p}$ prime to $m$, we extend the result globally by multiplication. Let $\pi$ be an algebraic integer such that $(\pi)=\mathfrak{p}$. since the ideal generated by $G(\chi, a)^{m}$ is of the form $\mathfrak{p}^{\theta}$, there exists a unit $\varepsilon(\pi, a)$ such that,

$$
G(\chi, a)^{m}=\varepsilon(\pi, a) \pi^{\theta} .
$$

Let's fix any embedding, we have

$$
\left|G(\chi, a)^{m}\right|^{2}=|\varepsilon(\pi, a)|^{2} N_{K / \mathbb{Q}}(\pi)^{m}=N_{K / \mathbb{Q}}(\pi)^{m}
$$

and that implies $|\varepsilon(\pi, a)|=1$ at all places of $K$ in other words, it is root of unity by a theorem of Kronecker.

## 3. Gauss sums over finite fields and the Davenport-Hasse relations

One of the most beautiful results on Gauss sums is the Davenport-Hasse relation. Indeed let $m, p, \mathfrak{p}$ and $q$ be as in the preceding sections. Let $\mu_{n}$ the group of $m^{\text {th }}$ roots of unity in $K$. Then the residue class field modulo $\mathfrak{p}$, $O_{K} / \mathfrak{p}$, is isomorphic to the finite field $\mathbb{F}_{q}$. Characters on the residue class field modulo $\mathfrak{p}$ are understood to be defined via this isomorphism. The character

$$
\chi_{\mathfrak{p}} \quad: \mathbb{F}_{q}^{\times} \rightarrow \mu_{m}
$$

defined by the relation $\chi_{\mathfrak{p}}(x) \equiv x^{\frac{q-1}{m}} \bmod \mathfrak{p}$ is multiplicative. Any additive character $\lambda_{\alpha}(x)$ define on the residue classes modulo $\mathfrak{p}$ has the form

$$
\exp \left(2 \pi i \operatorname{Tr}_{K / \mathbb{Q}}\left(\frac{\alpha x}{\mathfrak{p}}\right)\right)
$$

for some integer $\alpha$ modulo $\mathfrak{p}$. To simplify the computation we will consider

$$
\psi_{\mathfrak{p}}: \mathbb{F}_{q} \rightarrow \mu_{p}
$$

be the additive character defined by

$$
\psi_{\mathfrak{p}}(x)=\exp \left(2 \pi i \operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}(x) / p\right) .
$$

We define the Gauss sums
$\mathfrak{g}_{a}(\mathfrak{p})=\mathfrak{g}\left(a, \chi_{\mathfrak{p}}, \psi_{\mathfrak{p}}\right)=\sum_{x \in \mathbb{F}_{q}^{*}} \chi_{\mathfrak{p}}(x)^{a} \psi_{\mathfrak{p}}(x) \quad\left(\in K\left(\mu_{p}\right)\right)$, which is known to be non-zero
We know already that $\mathfrak{g}_{a}(\mathfrak{p})$ depends only on the congruence class of a modulo $m$ and in particular $\mathfrak{g}_{a}(\mathfrak{p})=-1$ if $a \equiv 0 \bmod m$ and otherwise

$$
\mathfrak{g}_{a}(\mathfrak{p}) \mathfrak{g}_{-a}(\mathfrak{p})=\chi_{\mathfrak{p}}(-1)^{a} q
$$

and

$$
\left|\mathfrak{g}_{a}(\mathfrak{p})\right|=q^{1 / 2} .
$$

The first Hasse-Davenport relation is as follows.

Theorem 3.3. Let $\ell$ be a divisor of $m$ such that $m=\ell d$, then

$$
\prod_{i=0}^{\ell-1} \mathfrak{g}_{a+i d}(\mathfrak{p})=\prod_{\varepsilon:} \mathfrak{\varepsilon ^ { \ell } = 1} \mid \mathfrak{g}^{\prime}\left(a, \chi_{\mathfrak{p}} \varepsilon, \psi_{\mathfrak{p}}\right)=\chi_{\mathfrak{p}}\left(\ell^{-\ell a}\right) \cdot \mathfrak{g}_{\ell a}(\mathfrak{p}) \prod_{i=1}^{\ell-1} \mathfrak{g}_{i d}(\mathfrak{p})
$$

Proof.
The second Hasse-Davenport relation is as follow. If $\mathbb{E}$ is a finite extension of $\mathbb{F}$, thes shape of the Hasse Davenport formula relates certain Gauss sums over $\mathbb{E}$ to the Gauss sums over $\mathbb{F}$. Indeed if $\mathfrak{P}$ is a prime above $\mathfrak{p}$ in any extension field $K_{1}$ of $K$. Then $O_{K_{1} / \mathbb{Q}} / \mathfrak{P} \cong \mathbb{E}$ as finite field, is such that $E$ is a finite extension of $\mathbb{F}$. We define

$$
\chi_{\mathfrak{P}}^{\prime}=\chi_{\mathfrak{p}} \circ N_{\mathbb{E} / \mathbb{F}_{q}}, \text { and } \psi_{\mathfrak{P}}^{\prime}=\psi_{\mathfrak{p}} \circ \operatorname{tr}_{\mathbb{E} / \mathbb{F}_{q}} .
$$

$\chi_{\mathfrak{P}}^{\prime}$ and $\psi_{\mathfrak{P}}^{\prime}$ are respectively multiplicative and additive characters on $\mathbb{E}$.
Theorem 3.4. Let $t r_{\mathbb{E} / \mathbb{F}}$ and $N_{\mathbb{E} / \mathbb{F}}$ be the relative trace and relative norm respectively, mappings from $\mathbb{E}$ onto $\mathbb{F}$. Then

$$
\mathfrak{g}_{a}(\mathfrak{P})^{\prime}=(-1)^{m-1} \mathfrak{g}_{a}(\mathfrak{p})^{m},
$$

where $\mathfrak{P} \mid \mathfrak{p}$ in $\mathbb{E} / \mathbb{F}$ of degree $m$ and $\mathfrak{g}_{a}(\mathfrak{P})^{\prime}$ is the corresponding Gauss sum for the characters $\chi_{\mathfrak{F}}^{\prime}, \psi_{\mathfrak{F}}^{\prime}$

Proof.

## 4. The Gauss sum and Jacobi sum as complex numbers

In this section we give the main relation between Gauss and Jacobi sums.
We introduce a small modification on the definition of the Gauss sum. This version is the computable version where the Gauss sums are embedded in the field of complex number. In fact $\mathbb{Q}\left(\mu_{n}\right) / \mathbb{Q}$ is an extension of degree $\varphi(n)$. $K=\mathbb{Q}\left(\mu_{n}\right) \otimes_{\mathbb{Q}} \mathbb{R} \cong \mathbb{C}^{\varphi(n) / 2}$ and the ring of integers $\mathbb{Z}\left[\mu_{n}\right]$ is a lattice in $K$.
From here on, we choose the characters to be the power residue symbol $(\dot{\bar{\alpha}})_{n}$ for $\alpha$ and algebraic integer coprime to $n$. Let $\varepsilon$ be any embedding of $\mathbb{Q}\left(\mu_{n}\right)$ into $\mathbb{C}$, then we rewrite the Gauss sums as

$$
\mathfrak{g}(r, \varepsilon, \alpha)=\sum_{x \in G[\alpha]} \varepsilon\left(\left(\frac{x}{\alpha}\right)_{n}\right) \mathbf{e}\left(\frac{r x}{\alpha}\right),
$$

where $\mathbf{e}(x)=\exp \left(2 \pi i \operatorname{Tr}_{K / \mathbb{Q}}(x)\right)$, and $r$ is an algebraic integer in $K$. we will not make any difference between $\operatorname{Tr}_{K / \mathbb{Q}}$ and its unique extension to $\mathbb{C}^{\varphi(n) / 2}$.
All the properties we have described remain unchanged. We will work only at prime algebraic integer argument since multiplicative relations allow one to do so.

Then, $\mathfrak{g}(r, \varepsilon, \pi)$ depends only on the ideal $\mathfrak{p}$ generated by $\pi$. Indeed if we replace $\pi$ by $u \pi$ where $u$ is a unit, then

$$
\mathfrak{g}(r, \varepsilon, u \pi)=\varepsilon\left(\left(\frac{u}{\pi}\right)_{n}\right) \mathfrak{g}(r, \varepsilon, \pi)
$$

implies $(\mathfrak{g}(r, \varepsilon, \pi))^{n}$ does not depend on $\pi$ itself but on the ideal $\mathfrak{p}$ generated by $\pi$. Furthermore if $\pi_{1}$ and $\pi_{2}$ are primes and coprime then for $r$ coprime to $\pi_{1}$ and $\pi_{2}$

$$
\begin{gathered}
\varepsilon\left(\left(\frac{\cdot}{\pi_{1} \pi_{2}}\right)_{n}\right)=\varepsilon\left(\left(\frac{\cdot}{\pi_{1}}\right)_{n}\right) \varepsilon\left(\left(\frac{\cdot}{\pi_{2}}\right)_{n}\right) \\
\mathfrak{g}\left(r, \varepsilon, \pi_{1} \pi_{2}\right)=\varepsilon\left(\left(\frac{\pi_{2}}{\pi_{1}}\right)_{n}\right) \varepsilon\left(\left(\frac{\pi_{1}}{\pi_{2}}\right)_{n}\right) \mathfrak{g}\left(r, \varepsilon, \pi_{1}\right) \mathfrak{g}\left(r, \varepsilon, \pi_{2}\right) .
\end{gathered}
$$

Moreover we have the following lemma:
Lemma 3.1. Let $\alpha$ be an algebraic integer prime to $n$. The function $\mathfrak{g}(r, \varepsilon, \alpha)$ vanishes as the Möbiüs function $\mu(\alpha)$ does.

From the multiplicative properties of the Gauss sums, we must suppose that $\alpha$ is a prime $\pi$ and that $r=1$ such that the function $\mathfrak{g}\left(1, \varepsilon, \pi^{r}\right)$ vanishes as the Möbiüs function $\mu\left(\pi^{r}\right)$ does.

Proof.
(4.1) $\mathfrak{g}\left(1, \varepsilon, \pi^{r}\right)=\sum_{x \bmod \pi^{r}} \varepsilon\left(\left(\frac{x}{\pi^{r}}\right)_{n}\right) \mathbf{e}\left(\frac{x}{\pi^{r}}\right)$

$$
\begin{equation*}
=\sum_{\substack{x_{0} \bmod \pi, x_{1}, \cdots, x_{r}-1 \bmod \pi}} \varepsilon^{r}\left(\left(\frac{x_{0}}{\pi}\right)_{n}\right) \mathbf{e}\left(\frac{x_{0}}{\pi^{r}}+\frac{x_{1}}{\pi^{r-1}}+\cdots+\frac{x_{r-1}}{\pi}\right) \tag{4.3}
\end{equation*}
$$

$$
\begin{equation*}
=\sum_{\substack{x \bmod \pi \pi^{r} \\ \operatorname{gcd}(\pi x)=1}} \varepsilon^{r}\left(\left(\frac{x}{\pi}\right)_{n}\right) \mathbf{e}\left(\frac{x}{\pi^{r}}\right) \tag{4.2}
\end{equation*}
$$

$$
\begin{equation*}
=\sum_{x_{0} \bmod \pi} \varepsilon^{r}\left(\left(\frac{x_{0}}{\pi}\right)_{n}\right) \mathbf{e}\left(\frac{x_{0}}{\pi^{r}}\right) \sum_{x_{1}, \cdots, x_{r-1} \bmod \pi} \mathbf{e}\left(\frac{x_{1}}{\pi^{r-1}}+\cdots+\frac{x_{r-1}}{\pi}\right) \tag{4.4}
\end{equation*}
$$

$$
\begin{equation*}
=0 \tag{4.5}
\end{equation*}
$$

Another important lemma is giving the relation for $\mathfrak{g}\left(\pi^{\ell}, \varepsilon, \alpha \pi^{r}\right)$. By the same arguments as before we will consider only this case:

$$
\mathfrak{g}\left(\pi^{\ell}, \varepsilon, \alpha \pi^{r}\right)
$$

and the lemma is as follows:
Lemma 3.2. Let $\ell<r$ both integers, the function $\mathfrak{g}\left(\pi^{\ell}, \varepsilon, \pi^{r}\right)$ has the form

$$
\mathfrak{g}\left(\pi^{\ell}, \varepsilon, \pi^{r}\right)= \begin{cases}0 & \text { if } r-\ell>1 \\ -\phi\left(\pi^{r}\right) & r \equiv 0 \bmod n \text { and } r=\ell \\ 0 & r \not \equiv 0 \bmod n \text { and } r=\ell \\ -N\left(\pi^{r-1}\right) & \text { if } r \equiv 0 \bmod n \quad \text { and } \quad r-l=1 \\ N\left(\pi^{r-1}\right) \mathfrak{g}\left(1, \varepsilon^{r}, \pi\right) & \text { if } r \not \equiv 0 \bmod n \quad \text { and } \quad r-l=1\end{cases}
$$

Proof. The crucial point is to write down a simple shape of the elements of the set of residues modulo $\pi^{r}$ which are coprime to $\pi^{r}$. In the following step, we choose this set to be

$$
x_{0}+x_{1} \pi+x_{2} \pi^{2} \cdots+x_{r-1} \pi^{r-1}
$$

where the $x_{i}$ are taken modulo $\pi$ and $x_{0} \not \equiv 0 \bmod \pi, 0 \leq i \leq r-1$.

$$
\begin{align*}
\mathfrak{g}\left(\pi^{\ell}, \varepsilon, \pi^{r}\right) & =\sum_{x \bmod \pi^{r}} \varepsilon\left(\left(\frac{x}{\pi^{r}}\right)_{n}\right) \mathbf{e}\left(\frac{\pi^{\ell} x}{\pi^{r}}\right)  \tag{4.6}\\
& =\sum_{\substack{x \bmod \pi^{r} \\
g c d(\pi x)=1}} \varepsilon^{r}\left(\left(\frac{x}{\pi}\right)_{n}\right) \mathbf{e}\left(\frac{x}{\pi^{r-\ell}}\right)  \tag{4.7}\\
& = \begin{cases}0 & \text { if } \quad r-\ell>1 \\
-\phi\left(\pi^{r}\right) & \text { if } \varepsilon^{r} \equiv 1 \text { and } r=\ell \\
0 & \text { if } \varepsilon^{r} \not \equiv 1 \text { and } r=\ell \\
-N\left(\pi^{r-1}\right) & \text { if } \varepsilon^{r} \equiv 1 \quad \text { and } \quad r-l=1 \\
N\left(\pi^{r-1}\right) \mathfrak{g}\left(1, \varepsilon^{r}, \pi\right) & \text { if } \varepsilon^{r} \not \equiv 1 \quad \text { and } r-l=1\end{cases} \tag{4.8}
\end{align*}
$$

The Galois action of $\operatorname{Gal}(K / \mathbb{Q})$ on $\mathfrak{g}(r, \varepsilon, \pi)$ is as follow: If $\sigma \in \operatorname{Gal}(K / \mathbb{Q})$ is the Galois elements that maps $\zeta_{n}=\zeta$ to $\zeta^{a}$ for some integer $a$, then

$$
\mathfrak{g}(r, \varepsilon, \pi)^{\sigma}=\mathfrak{g}\left(r, \varepsilon^{\sigma}, \pi\right)=\mathfrak{g}\left(r, \varepsilon^{a}, \pi\right)=\mathfrak{g}\left(r, \varepsilon, \pi^{\sigma}\right)
$$

thus

$$
\mathfrak{g}\left(r, \varepsilon, \pi \pi^{\sigma}\right)=\varepsilon\left(\left(\frac{\pi^{\sigma}}{\pi}\right)_{n}\right) \varepsilon\left(\left(\frac{\pi}{\pi^{\sigma}}\right)_{n}\right) \mathfrak{g}(r, \varepsilon, \pi) \mathfrak{g}\left(r, \varepsilon, \pi^{\sigma}\right) .
$$

We see that, if instead of the prime factor $\pi$ of the prime $p$, we take $p$ itself, then $p$ factors as $p=\prod_{i=1}^{r} \pi_{i}$. It then follows that:

$$
\mathfrak{g}(r, \varepsilon, p)=\prod_{\substack{i=1, j=1 \\ j \neq i}} \varepsilon\left(\left(\frac{\pi_{i}}{\pi_{j}}\right)_{n}\right) \prod_{i=1}^{r} \mathfrak{g}\left(r, \varepsilon, \pi_{i}\right)
$$

Remark This formula looks rather simple but it is a very important one. Since it makes use of the Chinese Remainder Theorem which plays a key role in the the multiplicative relations among the Gauss sums. We also notice that $\mathfrak{g}(r, \varepsilon, p)$ is invariant under all complex embeddings.
Definition 3.2. Let $\chi$ and $\psi$ denote two characters modulo an integral prime $\pi$. The Jacobi sum $J(\chi, \psi)$ is defined by

$$
J(\chi, \psi)=\sum_{x \bmod \pi} \chi(x) \psi(1-x)
$$

Its order is the least common multiple $n$ of the order of $\chi$ and $\psi$, such that the Jacobi sum $J(\chi, \psi) \in \mathbb{Q}\left(\zeta_{n}\right)$.

Note 3.1. The Jacobi sum $J(\chi, \psi)$ defines a symmetric pairing.
The most important properties of the Jacobi sums can be listed as follows.
Theorem 3.5. Let $\chi$ and $\psi$ denote two characters modulo an integral prime $\pi$.

- If $\chi$ and $\psi$ are both trivial, then $J(\chi, \psi)=N_{K / \mathbb{Q}}(\pi)$
- If exactly one of the $\chi^{\prime}$ s or one of the $\psi^{\prime}$ s is trivial, then $J(\chi, \psi)=0$.
- If $\chi$ is nontrivial, then $J(\chi, \bar{\chi})=-\chi(-1)$.
- If $\chi$ and $\psi$ are such that $\chi, \psi$, and $\chi \psi$ are nontrivial, then

$$
J(\chi, \psi)=\psi(-1) J(\bar{\chi} \bar{\psi}, \psi)=\chi(-1) J(\bar{\chi} \bar{\psi}, \chi)
$$

Proof. see [B1] pp 57, 59
Now as we did for the Gauss sums, we reformulate the Jacobi sums at prime argument for power residue symbol with embedding into the field of complex numbers and extend it as a multiplicative function of $\pi$

$$
J\left((a, b) ; \varepsilon_{1}, \varepsilon_{2}, \pi\right)=\sum_{x \bmod \pi} \varepsilon_{1}\left(\left(\frac{x}{\pi}\right)_{n}\right)^{a} \varepsilon_{2}\left(\left(\frac{1-x}{\pi}\right)_{n}\right)^{b} .
$$

where $a$ and $b$ are taken modulo $n$ and $\varepsilon_{1}, \varepsilon_{2}$ are two fixed complex embeddings of $K=\mathbb{Q}\left(\zeta_{n}\right)$ into $\mathbb{C}$ as before.
We denote $J\left((a, b) ; \varepsilon_{1}, \varepsilon_{2}, \pi\right)$ by $J\left(\varepsilon_{1}, \varepsilon_{2}, \pi\right)$ if $a=b=1$.
The most important relation between Gauss an Jacobi sums is as follows.
Lemma 3.3. Let $\varepsilon_{1}, \varepsilon_{2}$ be two complex characters of $\mu_{n}$. If $\varepsilon_{1} \varepsilon_{2}$ is nontrivial then

$$
\begin{gathered}
\mathfrak{g}\left(r, \varepsilon_{1}, \pi\right) \mathfrak{g}\left(r, \varepsilon_{2}, \pi\right)=J\left(\varepsilon_{1}, \varepsilon_{2}, \pi\right) \mathfrak{g}\left(r, \varepsilon_{1} \varepsilon_{2}, \pi\right) . \\
\left|J\left(\varepsilon_{1}, \varepsilon_{2}, \pi\right)\right|^{2}=N_{K / Q}(\pi)
\end{gathered}
$$

Proof. Indeed,

$$
\mathfrak{g}\left(r, \varepsilon_{1}, \pi\right) \mathfrak{g}\left(r, \varepsilon_{2}, \pi\right)=\sum_{x \bmod \pi} \sum_{y \bmod \pi} \varepsilon_{1}\left(\left(\frac{x}{\pi}\right)_{n}\right) \varepsilon_{2}\left(\left(\frac{y}{\pi}\right)_{n}\right) \mathbf{e}(x+y)
$$

Then put $\gamma=x+y$ and the summation above becomes

$$
\begin{aligned}
& \sum_{\gamma \bmod \pi} \sum_{\pi x \bmod \pi} \mathbf{e}(\gamma) \varepsilon_{1}\left(\left(\frac{x}{\pi}\right)_{n}\right) \varepsilon_{2}\left(\left(\frac{\gamma-x}{\pi}\right)_{n}\right) \\
& =\sum_{\substack{x \bmod \pi, \gamma=0}} \varepsilon_{1}\left(\left(\frac{x}{\pi}\right)_{n}\right) \varepsilon_{2}\left(\left(\frac{-x}{\pi}\right)_{n}\right)+\sum_{\substack{\gamma \bmod \pi \\
\gamma \neq 0}} \sum_{x \bmod \pi} e(\gamma) \varepsilon_{1}\left(\left(\frac{x}{\pi}\right)_{n}\right) \varepsilon_{2}\left(\left(\frac{\gamma-x}{\pi}\right)_{n}\right) \\
& =\varepsilon_{2}\left(\left(\frac{-1}{\pi}\right)_{n}\right) \sum_{x \bmod \pi} \varepsilon_{1} \varepsilon_{2}\left(\left(\frac{x}{\pi}\right)_{n}\right)+\sum_{\substack{\gamma \bmod \pi \\
\gamma \neq 0}} \sum_{\gamma x \bmod \pi} \mathbf{e}(\gamma) \varepsilon_{1}\left(\left(\frac{\gamma x}{\pi}\right)_{n}\right) \varepsilon_{2}\left(\left(\frac{\gamma-\gamma x}{\pi}\right)_{n}\right) \\
& =\sum_{\substack{\gamma \bmod \pi \\
\gamma \neq 0}} \varepsilon_{1} \varepsilon_{2}\left(\left(\frac{\gamma}{\pi}\right)_{n}\right) \mathbf{e}(\gamma) \sum_{x \bmod \pi} \varepsilon_{1}\left(\left(\frac{x}{\pi}\right)_{n}\right) \varepsilon_{2}\left(\left(\frac{1-x}{\pi}\right)_{n}\right) \\
& =\underset{\mathfrak{g}\left(r, \varepsilon_{1} \varepsilon_{2}, \pi\right) J\left(\varepsilon_{1}, \varepsilon_{2}, \pi\right) .}{ }
\end{aligned}
$$

For the module of $J\left(\varepsilon_{1}, \varepsilon_{2}, \pi\right)$, we use the known formula for the module of the Gauss sums:

$$
\left|J\left(\varepsilon_{1}, \varepsilon_{2}, \pi\right)\right|=\frac{\left|\mathfrak{g}\left(r, \varepsilon_{1}, \pi\right)\right|\left|\mathfrak{g}\left(r, \varepsilon_{1}, \pi\right)\right|}{\left|\mathfrak{g}\left(r, \varepsilon_{1} \varepsilon_{2}, \pi\right)\right|}=\frac{N_{K / \mathbb{Q}}(\pi)^{1 / 2} N_{K / \mathbb{Q}}(\pi)^{1 / 2}}{N_{K / \mathbb{Q}}(\pi)^{1 / 2}}=N_{K / \mathbb{Q}}(\pi)^{1 / 2}
$$

Remark Suppose that $c=\pi^{k}$ with $k>1$ then

$$
\left(\frac{x}{\pi^{k}}\right)_{n}=\left(\frac{x}{\pi}\right)_{n}^{k}
$$

and is never a primitive character on $G\left[\pi^{k}\right]$ and therefore $\mathfrak{g}\left(r, \varepsilon_{1}, \pi^{k}\right)=0$. This generalizes to

$$
\mathfrak{g}\left(r, \varepsilon_{1}, \alpha\right)=0 \quad \text { if } \quad \mu(\alpha)=0
$$

where $\alpha$ is any algebraic integer, coprime to $r$ and $\mu(\alpha)$ is the Möbiüs function on $K$. For this reason, a much more generalized theorem of Eisenstein $[\mathbf{E}]$ and Weil $[\mathrm{w} 2],[\mathrm{w} 3]$ is as follows:

Theorem 3.6. Let $\varepsilon_{1}, \varepsilon_{2}$ be two homomorphisms of $\mu_{n}(K) \rightarrow \mu_{n}(\mathbb{C})$. Then there exists a Grössencharakter $\omega\left(\varepsilon_{1}, \varepsilon_{2}, c\right)$ of $K$ such that, if $c$ is coprime to $r$ and $n$ then

$$
\mathfrak{g}\left(r, \varepsilon_{1}, c\right) \mathfrak{g}\left(r, \varepsilon_{2}, c\right)=\mu(c) \omega\left(\varepsilon_{1}, \varepsilon_{2}, c\right) \mathfrak{g}\left(r, \varepsilon_{1} \varepsilon_{2}, c\right)
$$

Where $\mu$ is the Möbius function in $K$.
We therefore see that if $\varepsilon$ is a generator of order $n$ of the group of complex characters of $\mu_{n}(K)$, then

$$
\begin{aligned}
& \mathfrak{g}(r, \varepsilon, c) \mathfrak{g}(r, \varepsilon, c)= \mu(c) \omega(\varepsilon, \varepsilon, c) \mathfrak{g}\left(r, \varepsilon^{2}, c\right) . \\
& \mathfrak{g}(r, \varepsilon, c) \mathfrak{g}\left(r, \varepsilon^{2}, c\right)= \mu(c) \omega\left(\varepsilon, \varepsilon^{2}, c\right) \mathfrak{g}\left(r, \varepsilon^{3}, c\right) . \\
& \ldots \\
& \cdots \\
& \mathfrak{g}(r, \varepsilon, c) \mathfrak{g}\left(r, \varepsilon^{n-1}, c\right)=\mathfrak{g}(r, \varepsilon, c) \mathfrak{g}\left(r, \varepsilon^{-1}, c\right) \\
&=\mu(c) \omega\left(\varepsilon, \varepsilon^{n-1}, c\right) \mathfrak{g}\left(r, \varepsilon^{n}, c\right)=\mu(c) \varepsilon\left(\frac{-1}{c}\right)_{n}|\mathfrak{g}(r, \varepsilon, c)|^{2}=\mu(c) \varepsilon\left(\frac{-1}{c}\right)_{n} N_{K / \mathbb{Q}}(c) .
\end{aligned}
$$

It then follows that

$$
\mathfrak{g}(r, \varepsilon, c)^{n}=\mu(c)^{n} \varepsilon\left(\frac{-1}{c}\right)_{n} N_{K / \mathbb{Q}}(c) \omega\left(\varepsilon, \varepsilon^{2}, c\right) \omega\left(\varepsilon, \varepsilon^{3}, c\right) \cdots \omega\left(\varepsilon, \varepsilon^{n-2}, \pi\right)
$$

Now let us go back to the fifth cyclotomic field and state the following lemma:
Lemma 3.4. If $\pi$ is a prime element of $\mathbb{Z}\left[\zeta_{5}\right]$ dividing the prime $p \in \mathbb{Z}$ and let $\chi$ be a primitive Dirichlet character modulo $\pi$ of order 5 , then $\rho=\pi \sigma_{3}(\pi)$ is an associate of the Jacobi sum $J(\chi, \chi)$. More precisely, $\rho= \pm \zeta^{j} J(\chi, \chi)$, for some integer $i$ between 0 and 4. Moreover if $\pi$ is primary, then $\rho= \pm J(\chi, \chi)$.

Proof. By the uniqueness of the factorization of $p$ in $\mathbb{Z}[\zeta]$, any $\alpha$ in $K / K^{+}$ whose norm is $p$ has the form $\alpha=u \cdot \sigma_{i}(\pi) \sigma_{j}(\pi)$ where $u$ is a unit of $K$ and $i, j$ are integers between 1 and 4 , with $i \not \equiv \pm j \bmod 5$. Hence $\alpha=u \sigma_{k}(\rho)$ for a unique $k$, $1 \leq k \leq 4$. Also since

$$
|\alpha|=\left|\sigma_{k}(\rho)\right|=\sqrt{p}
$$

we have $|u|=1$ and for all $\mathbb{Q}$-conjugates $\sigma_{j}(u)$ of $u,\left|\sigma_{j}(u)\right|=1$, therefore $u$ is a root of unity in $K$ by the Kronecker theorem; i.e $u= \pm \zeta^{i}$. Let $\chi_{0}$ be another Dirichlet
character modulo 5 , then put $\alpha=J\left(\chi_{0}, \chi_{0}\right)$. We know that $N\left(J\left(\chi_{0}, \chi_{0}\right)\right)=\sqrt{p}$, then $\rho= \pm \zeta^{i} \sigma_{j}\left(J\left(\chi_{0}, \chi_{0}\right)\right)$; i.e

$$
\rho= \pm \zeta^{i} J\left(\chi_{0}^{j}, \chi_{0}^{j}\right)
$$

for unique integers $0 \leq i \leq 4,1 \leq j \leq 4$. We then conclude by taking $\chi=\chi_{0}^{j}$.
Now we suppose that $\pi$ is primary, therefore $\rho \equiv 1 \bmod (1-\zeta)^{3}$ for all $\mathbf{j}$, since $\pi$ and $\sigma_{j}(\pi)$ satisfies the same requirements. If $g$ is a primitive root modulo $p$ such that $\chi(g)=\zeta^{h}$, with $h \in \mathbb{Z}$. For any $m \in \mathbb{Z}$ prime to $p$ we denote $\operatorname{ind}_{g}(m)$ the index of $m$ with respect to $g$. Then

$$
\begin{align*}
J(\chi, \chi) & =\sum_{t=2}^{p-1} \zeta^{h\left(\text { ind }_{g}(t)+i d_{g}(1-t)\right)}  \tag{4.9}\\
& \equiv \sum_{t=2}^{p-1}\left(1-h\left(\text { ind }_{g}(t)+i d_{g}(1-t)\right)\right)(1-\zeta)  \tag{4.10}\\
& \equiv p-2+h\left(2 \sum_{k=1}^{p-2} k\right)(1-\zeta) \bmod (1-\zeta)^{3}  \tag{4.11}\\
& \equiv-1 \bmod (1-\zeta)^{3}, \text { since } \quad p-1 \equiv 0 \bmod (1-\zeta)^{4} \tag{4.12}
\end{align*}
$$

Since

$$
\rho= \pm \zeta^{i} J(\chi, \chi) \equiv \pm(1-i(1-\zeta))(-1) \bmod (1-\zeta)^{3} \equiv 1 \bmod (1-\zeta)^{3}
$$

implies that $i \equiv 0 \bmod 5$ and therefore $\rho= \pm J(\chi, \chi)$.

## 5. The moment Gauss sums and the uniform distribution

Here the notations differ slidely from the previous, but they are essentially the same. The field we consider here is of the form $K=\mathbb{Q}\left(\zeta_{q-1}\right)$ where $q$ is of the form $p^{f}$ and $n \mid q-1$. A consequence of this fact is that $\mathbb{Q}\left(\zeta_{n}\right) \subset K$.
We define $\varepsilon$ as before as an injective homomorphism

$$
\varepsilon: \mu_{q-1}(K) \rightarrow \mu_{q-1}(\mathbb{C}) .
$$

We furthermore suppose $\varepsilon$ is an isomorphism.
Then $\chi=\chi_{\pi}$ is a Dirichlet character modulo $\pi$ so that $\varepsilon \circ \chi(x)$ has values in $\mathbb{C}$. We also put

$$
\mathbf{e}(x)=\exp \left(2 \pi \operatorname{Tr}_{K / \mathbb{Q}}(x)\right)
$$

where $\operatorname{Tr}_{K / \mathbb{Q}}$ is the trace of $K / \mathbb{Q}$. We then reformulate the Gauss sum as follow:

$$
\mathfrak{g}(a, \varepsilon \circ \chi, \pi)=\sum_{x} \varepsilon(\chi(x)) \mathbf{e}\left(\frac{a \cdot x}{\pi}\right)
$$

and with this definition, all the properties of Gauss sums are satisfied.
Definition 3.3. Under the assumption above and for any positive integer $m$ we define the $m^{\text {th }}$ moment of the Gauss sum $\mathfrak{g}(a, \varepsilon \circ \chi, \pi)$, as follows:

$$
M_{m} \mathfrak{g}:=M_{m} \mathfrak{g}(a, \varepsilon \circ \chi, \pi)=\sum_{a \neq 0} \sum_{(\bmod \pi)} \mathfrak{g}(a, \varepsilon \circ \chi, \pi)^{m}
$$

In the next lines, we are going to give a non trivial estimate of the module $\left|M_{m} \mathfrak{g}\right|$. The trivial estimate is obtained by using the properties involving the module of the Gauss sums.
In fact $|\mathfrak{g}(a, \varepsilon \circ \chi, \pi)| \leq \sqrt{q}$ therefore

$$
\left|M_{m} \mathfrak{g}\right| \leq \sum_{a \neq 0} \sum_{\chi \neq 1}|\mathfrak{g}(a, \varepsilon \circ \chi, \pi)|^{m}=(q-1)(q-2) q^{m / 2}
$$

One can perform this estimate as follows:
Another property of the Gauss sum for a non trivial character states that for any $a \not \equiv 0(\bmod \pi)$,

$$
\mathfrak{g}(a, \varepsilon \circ \chi, \pi)=\varepsilon(\bar{\chi}(a)) \mathfrak{g}(1, \varepsilon \circ \chi, \pi),
$$

and then taking into account the character relation on the residues class modulo $\pi$ we obtain

$$
\begin{align*}
& \mid \sum_{a} \mathfrak{( \operatorname { m o d } \pi )} \\
= & \mathfrak{g}(a, \varepsilon \circ \chi, \pi)^{m} \mid  \tag{5.1}\\
= & (q-1) q^{m / 2} \quad \text { if } \quad \chi^{m}=1 \tag{5.2}
\end{align*}
$$

then the characters with significant effect in the sum are those whose order divides $m$. The number of such chararcters is $d=\operatorname{gcd}(m, q-1)$.
Therefore

$$
\left|M_{m} \mathfrak{g}\right| \leq \sum_{\chi \neq 1}\left|\sum_{a} \mathfrak{g}(a, \varepsilon \circ \chi, \pi)^{m}\right|=\sum_{\substack{\chi^{d=1} \\ \chi \neq 1}}(q-1) q^{m / 2}=(d-1)(q-1) q^{m / 2} .
$$

We summarize this result in the following theorem:
Theorem 3.7. Let $m \geq 1$, and let $d=\operatorname{gcd}(m, q-1)$, the greatest common divisor of $m$ and $q-1$. Then we have

$$
\left|M_{m} \mathfrak{g}\right| \leq(d-1)(q-1) q^{m / 2}
$$

The next step consists of the equidistribution properties of the arguments of the Gauss sums.
In fact

$$
|\mathfrak{g}(a, \varepsilon \circ \chi, \pi)|=\sqrt{q}
$$

implies that

$$
\frac{\mathfrak{g}(a, \varepsilon \circ \chi, \pi)}{\sqrt{q}}
$$

lies on the unit circle in the complex plane. It is important to consider the equidistribution properties of the following sequence in the interval $[0,1]$ as $q \rightarrow \infty$

$$
\frac{1}{2 \pi} \arg (\mathfrak{g}(a, \varepsilon \circ \chi, \pi))
$$

whenever $\pi \Lambda a$ and $\chi \neq 1$. Here $\arg (z)$ stands for the argument of the complex number $z$.
We want to establish the equidistribution estimate for the above sequence with a
good error term.
Let $\alpha_{1}$ and $\alpha_{2}$ be any real numbers with $0 \leq \alpha_{1}<\alpha_{2} \leq 1$ and let

$$
L\left(\alpha_{1}, \alpha_{2}\right):=\#\left\{(a, \chi): \pi \not \backslash a, \quad \chi \neq 1 \quad \text { and } \quad \alpha_{1} \leq \frac{1}{2 \pi} \arg (\mathfrak{g}(a, \varepsilon \circ \chi, \pi)) \leq \alpha_{2}\right\}
$$

We are now looking for an estimate of $L\left(\alpha_{1}, \alpha_{2}\right)$. We first recall the Erdös-Turan discrepancy theorem $[\mathbf{K u N i}] \mathrm{pp} .112$ on the uniform distribution. If $\left\{a_{m}\right\}$ is a sequence of reals in the interval $[0,1]$. Then for any positive integer $N$, denote the discrepancy

$$
D_{N}=\sup _{0 \leq \delta_{1}<\delta_{2} \leq 1} \left\lvert\,\left(\left.\frac{1}{N}\left(\sum_{\substack{1 \leq m \leq N \\ \delta_{1} \leq a_{m} \leq \delta_{2}}} 1\right)-\left(\delta_{1}-\delta_{2}\right) \right\rvert\, .\right.\right.
$$

for any positive integer $K$, from [MON] pp. 8, the estimate for $D_{n}$ is as follows:

$$
N D_{N} \leq \frac{N}{K+1}+3 \sum_{1 \leq m \leq K} \frac{1}{m}\left|\sum_{1 \leq j \leq N} e^{2 \pi i m a_{j}}\right| .
$$

Therefore replace $N$ by $(q-1)(q-2)$ in $D_{N}$ and use the definition of $L\left(\delta_{1}, \delta_{2}\right)$ we get

$$
\begin{align*}
& \left|L\left(\delta_{1}, \delta_{2}\right)-(q-1)(q-2)\left(\delta_{1}-\delta_{2}\right)\right| \\
\leq & \frac{(q-1)(q-2)}{K+1}+3 \sum_{1 \leq m \leq K} \frac{1}{m q^{m / 2}}\left|\sum_{\chi \neq 1} \mathfrak{g}(a, \varepsilon \circ \chi, \pi)^{m}\right|  \tag{5.3}\\
\leq & \frac{(q-1)(q-2)}{K+1}+3 \sum_{1 \leq m \leq K} \frac{\left|M_{m} \mathfrak{g}\right|}{m q^{m / 2}} \tag{5.4}
\end{align*}
$$

we take $K=q-1$ and then using the estimate for $M_{m} \mathfrak{g}$ we deduce that

$$
\begin{gathered}
\left|L\left(\delta_{1}, \delta_{2}\right)-(q-1)(q-2)\left(\delta_{1}-\delta_{2}\right)\right| \\
\leq(q-2)+3(q-1) \sum_{1 \leq m \leq q-1} \frac{\operatorname{gcd}(m, q-1)-1}{m} .
\end{gathered}
$$

We give now an estimate to the sum $\sum_{1 \leq m \leq q-1} \frac{\operatorname{gcd}(m, q-1)}{m}$. In fact

$$
\begin{align*}
\sum_{1 \leq m \leq q-1} \frac{\operatorname{gcd}(m, q-1)}{m} & =\sum_{n \mid q-1} \sum_{\substack{1 \leq m \leq(q-1) / n \\
\operatorname{gcd}(m, q-1) / n)=1}} \frac{1}{m}  \tag{5.5}\\
& \leq(1+\log q) \sum_{n \mid q-1} 1=(1+\log q D(q-1)) \tag{5.6}
\end{align*}
$$

$$
\begin{equation*}
\leq 2 D(q-1) \log q \tag{5.7}
\end{equation*}
$$

where $D(n)$ is the number of positive divisor of $n$.
Thus we finally have

$$
\left|L\left(\delta_{1}, \delta_{2}\right)-(q-1)(q-2)\left(\delta_{1}-\delta_{2}\right)\right| \leq 7 q D(q-1) \log q
$$

We can now state the theorem as follows:
Theorem 3.8. we have

$$
\left|L\left(\delta_{1}, \delta_{2}\right)-(q-1)(q-2)\left(\delta_{1}-\delta_{2}\right)\right| \leq 7(q-1) D(q-1) \log q
$$

Remark The $m$-moment of the Gauss sum would certainly be simplify if we introduce the properties from the Davenport-Hasse theorem. At least it would give a much better result in term of congruences modulo $n$ the order of the character $\chi$. This is not the place to undertake that. Both theorems would certainly lead to alike ones in the theory of Jacobi sums, since both sums are related.

## CHAPTER 4

## CYCLOTOMIC CRYSTAL

## 1. Introduction

We denote by $K$ an algebraic number field of finite degree over $\mathbb{Q}$ and we assume $K$ contains $\mu_{n}$, the group of the $n^{\text {th }}$ roots of unity. Let $V=K \otimes_{\mathbb{Q}} \mathbb{R}$ ( as algebra, $V \cong \mathbb{R}^{N}, N=\operatorname{dim}_{\mathbb{Q}}(K)$ ) and regard $V$ as a topological algebra, that is, $V$ is also a linear space. For $\mathrm{K}=\mathbb{Q}\left(\mu_{n}\right)$, the space $V$ is also viewed as the infinite component of the adéle ring $K_{\mathbb{A}}$ of $K$ and $N$ is the absolute degree of $K$.

Definition 4.1. (1) The mapping

$$
z \otimes x \mapsto(\zeta z) \otimes x
$$

for $\zeta \in \mu_{n}, z \in K, x \in \mathbb{R}$ is called a rotation( the rotation by $\zeta$ ).
(2) The mapping $z \mapsto z+b(b \in \mathfrak{R}$ the ring of integers of $K)$ is the translation by $b$.
(3) For $a \in K-\{0\}$ and $b \in \Re$, a transformation $\sigma(a, b)$ is the mapping $z \mapsto a z+b$

Definition 4.2. Let

$$
\Gamma=\left\{\sigma(a, b) ; a \in \mu_{n}, b \in \mathfrak{R}\right\}
$$

We call $\Gamma$ a cyclotomic crystallographic group. To see that $\Gamma$ is a group, we define the composition as follows

$$
\sigma(a, b) \sigma(c, d)=\sigma(a c, a d+b)
$$

and

$$
\sigma(a, b)^{-1}=\sigma\left(a^{-1},-a^{-1} b\right)
$$

with this definition, $\Gamma$ is a discrete group which acts discontinuously on $V$; furthermore, $\Gamma$ is isomorphic to $\mu_{n} \rtimes \Re$.

In general, there is a fundamental domain of a crystallographic group which is a polyhedron. This is the case of our group $\Gamma$, where the fundamental domain is given by parallelotopes. Here, a parallelotope is the generalization of a higher dimensional parallelogram. In general it is not always possible to obtain a fundamental domain of $\Gamma$ by a single parallelotopes, but we need a finite number of them. This construction of the fundamental domain is very useful in the geometric point of view in the algebraic number theory. one uses it to find absolute residue system for an ideal $\mathfrak{a}$ of $\mathfrak{R}$ and one derives a generalization of the Gauss lemma which leads to the definition of the Legendre symbol, and therefore, give another proof to the reciprocity law. ( $[\mathbf{R}-\mathbf{H}]$, Kubota ). The idea behind it is that it can also help in determining Euclidean algorithm for certain number fields. This will appear in this
chapter throughout as a consequence of some combinatoric facts. We give a complete description of the skeleton of the fundamental domain for cyclotomic fields of prime order.
Our investigation on the geometric aspect of the fundamental domain for $\Gamma$ leads to some combinatorial results for certain values of $n$, precisely when $n$ is an odd and prime. We shall also derive for $n=5$, and for general $n$ an interesting property concerning the Euclidean property of the corresponding field. The geometric definition of the fundamental domain for $\Gamma$ is that of Dirichlet. For, one needs in general to endow the space $V$ with some quadratic function $d$, positive definite. Let $d$ to be any norm function defined on $V$, which preserved by $\Gamma$, that is

$$
d(\gamma x, \gamma y)=d(x, y)
$$

for all $x, y \in V$ and $\gamma \in \Gamma$.
Definition 4.3. See [A. Bear] pp 204.
A fundamental set for $\Gamma$ is a subset $D$ of $V$ which contains exactly one point from each orbit in $V$. Thus no two points in $D$ are $\Gamma$-equivalent and

$$
\bigcup_{\gamma \in \Gamma} \gamma F=V
$$

Definition 4.4. See [A. Bear] pp 204.
A subset $F$ of the metric space $(V, d)$ is a fundamental domain for the group $\Gamma$ if and only if

- (1) $F$ is a domain.
- (2) There is some fundamental set $D$ with $F \subset D \subset \bar{F}$.
- (3) The $d-\operatorname{vol}(\partial(F))=0$

Remark If $F$ is a fundamental domain, then for $\gamma \in \Gamma(\gamma \neq I$, I is the identity element of $\Gamma$ ),

$$
(\gamma F) \cap F=\emptyset, \quad \bigcup_{\gamma \in \Gamma} \gamma \bar{F}=V
$$

Definition 4.5. (Dirichlet fundamental domain.)
Let $x \in V$ fixed. Then

$$
F_{x}=\{y: d(x, y)<d(\gamma x, y), \text { for all } \gamma \in \Gamma\}
$$

is the Dirichlet fundamental domain centered at $x$.
We denote $F_{0}$ by $F$.
The set $\Gamma$, which is a subgroup of transformations of $V$ preserving $d$ is of the form $O r t_{d} \times V$, where $O r t h_{d}$ is the orthogonal group associated with the quadratic form defining $d$. The stabilizer of a point is compact. It follows that the set:

$$
\{\gamma, \quad \gamma \in \Gamma: d(x, y)=d(x, \gamma y) \text { for } y \in \bar{F}\}
$$

is compact and discrete in $\operatorname{Orth}_{d} \times V$ and therefore finite. $V=\Gamma F$, thus for all $x \in V$ there exists $\gamma \in \Gamma$ and $y \in F$ with $x=\gamma y$.

Theorem 4.1. There exists a finite number of elements $\gamma_{1}, \cdots, \gamma_{m}$ of $\Gamma$ such that $\overline{F_{x}}$ can be given by a finite number of inequalities

$$
d(x-y) \leq d\left(\gamma_{i} x-y\right) \quad i=1, \cdots, m
$$

Proof. See [I.M. Gel]pp 8-9.
Remark This theorem is well known, but it is sometimes hard to find the minimal set for the $\gamma_{i}^{\prime} s$. In finding this minimal set, one can describe the geometry of the fundamental domain for a fixed metric. One notices that different metrics will give different shape of the fundamental domain even if they are equivalent metrics. We will explicitely solve this problem for the cyclotomic fields generated by a primitive $n^{\text {th }}$ root of unity, for $n$ prime and odd.

## 2. The cyclotomic case

In the case of number fields, we have said that $V$ is an algebra such that we can impose some linear conditions on its basis elements. In fact is not necessary to use the algebraicity of $V$ for that, since any linear relation correspond to equivalence class with respect to the corresponding hyperplane.
Let $\zeta$ be a primitive $n^{\text {th }}$ root of unity. The field $K=\mathbb{Q}(\zeta)$ is the $n^{t h}$ cyclotomic field.
Let $e_{i}$ denote the element $\zeta^{i} \otimes 1$ in $K \otimes_{\mathbb{Q}} \mathbb{R}$. Then $\sum_{i=1}^{n} e_{i}=0$, we obtain a map:

$$
\mathbb{R}^{n} \rightarrow V: \quad\left(x_{1}, x_{2}, \cdots, x_{n}\right) \mapsto \sum_{i=1}^{n} x_{i} e_{i}
$$

with kernel $W=\mathbb{R}(1,1, \cdots, 1)$. The dual space to $\mathbb{R}^{n} / W$ is the subspace

$$
\left\{\underline{x}=\left(x_{1}, x_{2}, \cdots, x_{n}\right) \in \mathbb{R}^{n}: \quad x_{1}+x_{2}+\cdots+x_{n}=0\right\}
$$

and $V \cong \mathbb{R}^{n} / W$.
We define the quadratic form

$$
q(\underline{x})=\sum_{i<j}\left(x_{i}-x_{j}\right)^{2} \quad \text { on } \quad \mathbb{R}^{n} / W
$$

We transfer this quadratic form to $V$ and called it $d$.
Then for $x \in V ; x=\sum_{i=1}^{i=n} x_{i} e_{i}$ where $x_{i} \in \mathbb{R}$ for all $i$

$$
d(x)=\sum_{1 \leq i<j \leq n}\left(x_{i}-x_{j}\right)^{2}=\frac{1}{2} \sum_{i, j=1}^{n}\left(x_{i}-x_{j}\right)^{2}=n \sum_{i=1}^{n} x_{i}^{2}-\left(\sum_{i=1}^{n} x_{i}\right)^{2},
$$

$(V, d)$ is a quadratic space and the corresponding bilinear symmetric form is

$$
\begin{equation*}
(, \quad): V \times V \rightarrow \mathbb{R} ; \quad(x, y) \mapsto \frac{1}{2}[d(x+y)-d(x)-d(y)] \tag{2.1}
\end{equation*}
$$

The Dirichlet fundamental domain for $d$ is

$$
\begin{equation*}
F=\left\{x \in V:|(x, y)| \leq \frac{1}{2} d(y), y \in L\right\} \tag{2.2}
\end{equation*}
$$

$F$ is a compact convex symmetric subset of $V$.
The aim of our work here is to find a suitable finite set of points such that $F$ is
the convex hull of these points. This set is chosen to be minimal in such a way that its elements are exactly the vertices of $F$. We will also give a complete combinatoric description of its geometric structure. We prove that this combinatoric structure is related to certain numbers. The symmetric group plays a key role. The Euler relation for polyhedron is satisfied.

The following properties hold:

Lemma 4.1. • (1) $\left(e_{i}, e_{i}\right)=n-1, \quad 1 \leq i \leq n$.

- (2) $\left(e_{i}, e_{j}\right)=-1, \quad 1 \leq i \neq j \leq n$.
- (3) $\sum_{i=1}^{n} x_{i} e_{i}=0 \Leftrightarrow x_{i}$ constant for all $i, 1 \leq i, j \leq n$.
- (4) For $x \in V$, there exists a representation of $x$ in the form $x=\sum_{i=1}^{n} x_{i} e_{i}$ with $x_{i} \geq 0$ for all $i$.
- (5) Let $x=\sum_{i=1}^{n} x_{i} e_{i} \in V$ be an integral point, there exists a representation of $x$ of the form $x=\sum_{i=1}^{n} \lambda_{i} e_{i}$ and $0 \leq \sum_{i=1}^{n} \lambda_{i}<n$;

Proof. (1),(2) and (3) are clear.
(4). If all the $x_{i} \geq 0$ then, we are done, otherwise, let $z_{i}=x_{i}+\lambda \geq 0$ where $\lambda \geq \max \left\{\left|x_{i}\right|, 1 \leq i \leq n\right\}$ is any real number. Then $x=\sum_{i=1}^{n} z_{i} e_{i}$.
(5) Put $\lambda=\left[\frac{1}{n} \sum_{i=1}^{n} x_{i}\right]-1$ the $x=\sum_{i=1}^{n}\left(x_{i}-\lambda\right) e_{i}$

Definition 4.6. - For $A \subset N=\{1,2, \cdots, n\}$ an element $v_{A}=\sum_{i \in A} e_{i}$ is called an elementary vector.

- $x_{1}, x_{2} \in V$ are said to be equivalent if they are congruent modulo the subspace generated by $(1,1, \cdots, 1)$

Lemma 4.2. Let $N$ be as before, and $A, B \subset N$. The notation $A^{C}$ stands for $N-A$, the complementary of $A$ in $N$, then:

- (1) $e_{N}=0$
- (2) $e_{A}+e_{B}=e_{A \cup B}+e_{A \cap B}$
- (3) $e_{A \cup B}=e_{A-B}+e_{A \cap B}+e_{B-A}$
- (4) $e_{A^{C}}=-e_{A}$
- (5) $\left(e_{A}, e_{A}\right)=|A|(n-|A|)$
- (6) $\left(e_{A}, e_{B}\right)=-|A||B|$ if $A \subset B^{C}$
- (7) $\left(e_{A}, e_{B}\right)=n|A \cap B|-|A||B|$
- (8) $\left.\left(e_{A}, e_{A \cup B}\right)=|A|(n-|A|)-|A||B|+|A||A \cap B|\right)$
- (9) $\left(e_{A \cap B}, e_{A \cup B}\right)=\left(e_{A}, e_{B}\right)+|B-A||A-B|$
- (10) $\left(v, e_{A}\right)=-\left(v, e_{A^{C}}\right)$ for $v \in V$

Proof. (1),(2),(3),(4) fall from the definition of the elementary vectors and the Morgan's laws.
(5). From the definition of the quadratic form,

$$
\left(e_{A}, e_{A}\right)=\sum_{i \in A} \sum_{j \in A}\left(e_{i}, e_{j}\right)=\sum_{i \in A}(n-|A|)=|A|(n-|A|) .
$$

(6). Since $A \subset B^{C},\left(e_{i}, e_{j}\right)=-1$ for $i \in A$ and $j \in B$, therefore

$$
\left(e_{A}, e_{B}\right)=\sum_{i \in A} \sum_{j \in B}\left(e_{i}, e_{j}\right)=\sum_{i \in A}(-|B|)=-|A||B| .
$$

(7). We decompose the sets $A$ and $B$ as follow

$$
A=(A \cap B) \cup(A-B) \text { and } B=(B \cap A) \cup(B-A)
$$

then

$$
\begin{align*}
\left(e_{A}, e_{B}\right) & =\left(e_{A \cap B}+e_{A-B}, e_{A \cap B}+e_{B-A}\right)  \tag{2.3}\\
& =n|A \cap B|-|A \cap B|(|A-B|+|B-A|)-|A-B||B-A|  \tag{2.4}\\
& =n|A \cap B|-|A \cap B|(|A|+|B|-|A \cap B|)  \tag{2.5}\\
& -(|A|-|A \cap B|)(|B|-|B \cap A|)  \tag{2.6}\\
& =n|A \cap B|-|A||B| \tag{2.7}
\end{align*}
$$

The (8) is a direct consequence of (7).
The (9). From (7) we have on the one hand

$$
\begin{align*}
\left(e_{A \cap B}, e_{A \cup B}\right) & =n|A \cap B|-|A \cap B||A \cup B|  \tag{2.8}\\
& =n|A \cap B|-|A \cap B|(|A|+|B|-|A \cap B|) \tag{2.9}
\end{align*}
$$

and on the other hand, we have

$$
\begin{aligned}
\left(e_{A}, e_{B}\right)+|A-B||B-A| & =n|A \cap B|-|A||B|+(|A|-|A \cap B|)(|B|-|A \cap B|) \\
& =n|A \cap B|-|A \cap B|(|A|+|B|-|A \cap B|)
\end{aligned}
$$

The (10), follows from (1).
Theorem 4.2. Let $y \in F$ with $d(y)$ maximal.
Let $S=\left\{A \subset N:\left(x, e_{A}\right)=\frac{1}{2} d\left(e_{A}\right)\right\}$
Then $S$ is totally ordered under inclusion.
Proof. $N \in S$ and therefore $S$ is not empty .
Let $A, B \in S$. We have to prove that either $A \subset B$ or $B \subset A$
Put $C=A-B, D=B-A$, then
if $D=\emptyset$ or $C=\emptyset$ we are done.
Otherwise, we have $C \neq \emptyset \neq D$

Since $A, B \in S$ we have $\left(x, e_{A}\right)=\frac{1}{2} d\left(e_{A}\right)$ and $\left(x, e_{B}\right)=\frac{1}{2} d\left(e_{B}\right)$
$(2.10)\left(x, e_{A}+e_{B}\right)=\frac{1}{2}\left(d\left(e_{A}\right)+d\left(e_{B}\right)\right)$

$$
\begin{align*}
& =\left(x, e_{A \cap B}\right)+\left(x, e_{A \cup B}\right) \text { by lemma }  \tag{2.11}\\
& =\frac{1}{2} d\left(e_{A}+e_{B}\right)-\left(e_{A}, e_{B}\right) \text { because } d \text { is a quadratic form }  \tag{2.12}\\
& >\frac{1}{2}\left(d\left(e_{A \cap B}+e_{A \cup B}\right)\right)-\left(e_{A \cap B}, e_{A \cup B}\right) \text { by lemma 4.2(9) }  \tag{2.13}\\
& =\frac{1}{2} d\left(e_{A \cap B}\right)+\frac{1}{2} d\left(e_{A \cup B}\right) \tag{2.14}
\end{align*}
$$

Therefore

$$
\left(x, e_{A \cap B}\right)+\left(x, e_{A \cup B}\right)>\frac{1}{2} d\left(e_{A \cap B}\right)+\frac{1}{2} d\left(e_{A \cup B}\right)
$$

implies that at least one of the following inequalities holds:

$$
\left(x, e_{A \cap B}\right)>\frac{1}{2} d\left(e_{A \cap B}\right)
$$

or

$$
\left(x, e_{A \cup B}\right)>\frac{1}{2} d\left(e_{A \cup B}\right)
$$

Which contradicts the fact that $x \in F$, and hence
$x \in F$ implies that $(C=\emptyset$ or $D=\emptyset)$ so that it follows that $(A \subset B$ or $B \subset B)$

Remark We know that the fundamental domain is defining by a finite set of inequalities. By proving that $F=F_{1}$, we can explicitely determine all the inequalities since we know all the $e_{A}$ 's.

Theorem 4.3. We have:

$$
F=\left\{x \in V:\left(x, e_{A}\right) \leq \frac{1}{2} d\left(e_{A}\right), \quad \emptyset \neq A \subset N\right\}
$$

Proof. Let $F_{1}$ be the set defined in the statement of the theorem. By the definition of $F$, we have $F \subset F_{1}$; thus the only inclusion to be proved is that $F_{1} \subset F$. Let $y \in L$ so that $y$ is not an elementary vector. Since we are considering lattice points, we can introduce a recurrence relation on the function $d$. From the lattice point $y$, we consider the neighboring points of the form $y \pm e_{i}$. Then for $y \in L$ and $y \neq e_{A}, A \in N$ there exists an element $u= \pm e_{i} \in L$ such that $d(u)+d(y-u)<d(y)$. To see that, take

$$
y=\sum_{i=0}^{n} m_{i} e_{i}, \quad m_{i} \in \mathbb{Z} \text { and } 0 \leq \sum_{i=0}^{n} m_{i}<n .
$$

This is always possible since $\sum_{i=1}^{i=n} e_{i}=0$.
Then

$$
(y, u)-(u, u)=\frac{1}{2}(d(y)-d(u)-d(y-u))= \pm\left(n m_{i}-\sum_{j=1}^{n} m_{j}\right)-(n-1)
$$

i.e $\frac{1}{2}(d(y)-d(u)-d(y-u))= \pm\left(n m_{i}-\sum_{j=1}^{n} m_{j}\right)-(n-1)$. This expression has no constant sign, precisely it is positive for at least one value of $i$. Suppose that for all i

$$
\pm\left(n m_{i}-\sum_{j=1}^{n} m_{j}\right)-(n-1)<0
$$

is negative; then

- (1)

$$
n m_{i} \leq \sum_{j=1}^{n} m_{j}-(n-1) \leq 2 n-2<2 n
$$

implies that $m_{i}<2$ for all $i$.

- (2)

$$
n m_{i} \geq \sum_{j=1}^{n} m_{j}-(n-1) \geq-n+1>-n
$$

implies that $m_{i}>-1$ for all $i$.
From (1) and (2), follows that $m_{i} \in\{0,1\}$, and hence $y$ is an $e_{B}$ for some $B \subset N$, which contradicts our assumption that $y$ is not an elementary vector.
Let $x \in F_{1}$ then we have to prove that $x \in F$. This is done by induction as follows. We know that $\left(x, e_{A}\right) \leq \frac{1}{2} d\left(e_{A}\right)$ for all $A \subset N$. Let $y \in L$. There exists u such that $d(u)+d(y-u)<d(y)$ and $u= \pm e_{i}$ for some $i$.
Suppose first that $y-u=e_{A}$ and $y \neq e_{B}$ for all $B \subset N$, and $u$ is solution to the inequality $d(u)+d(y-u)<d(y)$. In this case we have:

$$
(x, y)=\left(x, e_{A}+u\right)=\left(x, e_{A}\right)+(x, u) \leq \frac{1}{2}\left(d\left(e_{A}\right)+d(u)\right)<\frac{1}{2} d(y)
$$

since $x \in F_{1}$. Consequently

$$
(x, y)<\frac{1}{2} d(y)
$$

by the choice of $u$. Hence in this case the inequalities corresponding to $y$ which define $F$ are satisfied. Next, suppose that $y-u$ is not of the form $e_{A}$.
Suppose $y \in L$ and suppose that for all $z$ with $d(z)<d(y)$, the inequality $(x, z)<$ $\frac{1}{2} d(z)$ is satisfied. Then we can write $y=z+u$ with $d(z)+d(u)<d(y)$. In this case

$$
(x, y)=(x, z)+(x, u)<\frac{1}{2}(d(z)+d(y))
$$

since $z$ satisfies $d(z)<d(y)$. Therefore the inequality

$$
(x, y)<\frac{1}{2} d(y)
$$

follows as a consequence.
Example. For $n=3, N=\{1,2,3\}$ and since $e_{1}+e_{2}+e_{3}=0$
Then $F=\left\{x \in V: 2\left|\left(x, e_{i}\right)\right| \leq d\left(e_{i}\right), i=1,2,3\right\}$
$F$ is defined by 6 inequalities.

To describe $F$ fully, we have to determine all its vertices, so that $F$ is nothing else but the convex hull of its vertices.

## 3. The vertices

Put $\quad b=\max \{d(x) ; x \in \bar{F}\}$.
Then the value $b$ exists and is attained because of the continuity property of $d$ on the one hand, and on the other hand because $F$ is compact.

Lemma 4.3. Let $x_{0} \in V$ and $d\left(x_{0}\right)=b$ then $x_{0}$ is a vertex of $F$.
Proof. see [?]in The geometry of discrete groups.
Theorem 4.4. Let $S=\left\{A \subset N:\left(x_{0}, e_{A}\right)=\frac{1}{2} d\left(e_{A}\right)\right\}$
The span of $\left\{e_{A}, A \in S\right\}$ over $\mathbb{R}$ has dimension $n-1$ and possesses a basis : $\left\{e_{A_{i}}, 0<i \leq n-1\right\}$ with $\emptyset \neq A_{i} \nsubseteq A_{i+1} \nsubseteq N$.

Proof. Suppose that $W$, the $\mathbb{R}$-span of $\left\{e_{A}, A \in S\right\}$ has codimension $\geq 1$. Then for some suitable $u \in V-\{0\}$, we have $\left(u, e_{A}\right)=0$ for all $A \in S$. Then without lost of generality we can suppose $\left(u, x_{0}\right) \geq 0$ otherwise we multiply $u$ by -1 .

By replacing $u$ by $t u$, for real $t$ small enough, we can consider $w \in V$ such that $w=x_{0}+u$ is in some neighborhood of $x_{0}$ with the property that

$$
0 \leq\left(w, e_{B}\right)<\frac{1}{2} d\left(e_{B}\right) \text { for } B \notin S
$$

. Hence we can take $w=x_{0}+u$ with the conditions above, so that for $B \notin S$,
$\left(w, e_{B}\right)=\left(x_{0}+u, e_{B}\right) \leq \frac{1}{2} d\left(e_{B}\right), \quad$ implies that: $\left(u, e_{B}\right) \leq \frac{1}{2} d\left(e_{B}\right)-\left(x_{0}, e_{B}\right) \leq d\left(e_{B}\right)$ for $B \subset N$ and $B \notin S$.

However, if $B \subset N$ then $\left(w, e_{B}\right)=\left(x_{0}+u, e_{B}\right) \leq \frac{1}{2} d\left(e_{B}\right)$.
That implies that for $A \subset N$ we have $x_{0}+u \in F$ by the definition of $F$.
But $\left(x_{0}, u\right)>0$ and so

$$
\begin{align*}
& d\left(x_{0}+u\right) \geq d\left(x_{0}\right)+d(u)+2\left(x_{0}, u\right)>d\left(x_{0}\right)  \tag{3.1}\\
& \quad \text { and from this follows that } x_{0}+u \notin F \tag{3.2}
\end{align*}
$$

by the defining property of $x_{0}$. This implies $u=0$.
The linear span of $\left\{e_{A}, A \in S\right\}$ is therefore of dimension $n-1$. We conclude that there are $n-1$ different proper subsets $A_{i}$ such that $\left\{e_{A_{i}}, 0<i<n ; A_{i} \in S\right\}$ forms a basis of $V$.
If $A, B \in S$ then

$$
\left(x_{0}, e_{A}\right)=\frac{1}{2} d\left(e_{A}\right) \text { and }\left(x_{0}, e_{B}\right)=\frac{1}{2} d\left(e_{B}\right)
$$

then by the above lemma, this implies that either $A \subset B$ other $B \subset A$ and hence $S$ is totally ordered.

Remark Indeed we can deduce that the vertex $x_{0}$ is the unique solution to the linear equations

$$
\left(x, e_{B}\right)=\frac{1}{2} d\left(e_{B}\right)
$$

for exactly $n-1$ elements $B$ of $S$.

Remark $\quad$ Since $S$ is totally ordered, $A_{1} \varsubsetneqq A_{2} \varsubsetneqq \cdots \nsubseteq A_{n-1} \nsubseteq N$.
The set $A_{i}$ must contain at least $i$ elements. and since all of them are proper subsets, $A_{i}$ has exactly $i$ elements. There are many ways of classifying such a sequence, but we will choose one of them in that we define

$$
A_{i}=\{i+1, i+2, \cdots, n\} \quad 1 \leq i \leq n-1
$$

and the corresponding elementary vector

$$
e_{A_{i}}=\sum_{j=i+1}^{n} e_{j}
$$

Theorem 4.5. The vertices of $F$ are the points

$$
x_{\sigma}=\frac{1}{n} \sum_{i=1}^{n} \sigma(i) e_{i}
$$

where $\sigma$ is a permutation of $N$. In particular there are $n!$ vertices.
Proof. Before we start the proof, we make the following remark. If $\sigma$ is a permutation of $\{1,2, \cdots, n\}$ then the action of $\sigma$ on $A_{i}$ is done elementwise, so that $A_{i}^{\sigma}=B_{i}$ and $\left|A_{i}\right|=\left|B_{i}\right|$. For this reason we consider at most only one chain $A_{1} \nsubseteq A_{2} \nsubseteq \cdots \nsubseteq A_{n}=N$ of subsets of $N$ up to a permutation. Furthermore, if we consider $x_{0}=\sum_{i=1}^{n} \frac{i}{n} e_{i}$ then put $x_{0}^{\sigma}=\sum_{i=1}^{n} \frac{\sigma(i)}{n} e_{i}$, such that $x_{\sigma}=x_{0}^{\sigma}$. We deduce that

$$
\left(x_{0}, e_{A_{i}}\right)=\frac{1}{2} d\left(e_{A_{i}}\right) \quad \text { implies } \quad\left(x_{0}^{\sigma}, e_{A_{i}^{\sigma}}\right)=\left(x_{\sigma}, e_{A_{i}^{\sigma}}\right)=\frac{1}{2} d\left(e_{A_{i}^{\sigma}}\right)
$$

for any permutation $\sigma$.
The proof of the theorem reduces to any particular case. In fact if

$$
\left(x_{0}, e_{A_{i}}\right)=\frac{1}{2} d\left(e_{A_{i}}\right), \quad \text { then } \quad \sum_{j=i+1}^{n}\left(x_{0}, e_{j}\right)=\frac{1}{2} i(n-i) .
$$

We define explicitely the components of $x_{0}$.
Let $x_{0}=\sum_{i=1}^{n} x_{i} e_{i}$ we have $\left(x_{0}, e_{i}\right)=n x_{i}-\sum_{j=1}^{n} x_{j}$ so that if we suppose $\sum_{i=1}^{n} x_{i}=0$ then $\left(x_{0}, e_{j}\right)=n x_{j}$.
This implies $\sum_{j=i+1}^{n} n x_{j}=i(n-i)$ for $0 \leq i \leq n-1$.
Since

$$
\sum_{k=i+1}^{n}\left(k-\frac{n+1}{2}\right)=i(n-i)
$$

then

$$
\sum_{k=i+1}^{n} n x_{k}=\sum_{k=i+1}^{n}\left(k-\frac{n+1}{2}\right) .
$$

Put $n x_{i}=i-\frac{1}{2}(n+1)$ then $x_{i}=\frac{2 i-n-1}{2 n}$ and it follows that

$$
x_{0}=\sum_{i=1}^{n} \frac{2 i-n-1}{2 n} e_{i}=\frac{1}{n} \sum_{i=1}^{n} i e_{i}
$$

since

$$
\sum_{i=1}^{n} e_{i}=0
$$

and

$$
b=d\left(x_{0}\right)=\sum_{0<i<j \leq n} \frac{(i-j)^{2}}{n^{2}}=\frac{n^{2}-1}{12}=d\left(x_{0}^{\sigma}\right)
$$

Example. For $n=3$ the situation is as follows.
The generating system is $\left(e_{1}, e_{2}, e_{3}\right)$ with $e_{1}+e_{2}+e_{3}=0$. $N=\{1,2,3\}=\{i, j, k\}$. The proper subsets are

$$
\{1\},\{2\},\{3\},\{1,2\},\{1,3\},\{2,3\} .
$$

It follows that $e_{i}+e_{j}=-e_{k}$ and $e_{i} e_{j}=e_{i+j}$. The index is taken modulo 3 .

$$
\mathfrak{S}_{3}=\{(1,2,3),(2,1,3),(3,2,1),(1,3,2),(3,1,2),(3,2,1)\}
$$

The vertices are

$$
\begin{align*}
\text { Vert }_{3}= & \left\{\frac{1}{3}\left(e_{1}+2 e_{2}+3 e_{3}\right), \frac{1}{3}\left(2 e_{1}+e_{2}+3 e_{3}\right), \frac{1}{3}\left(3 e_{1}+2 e_{2}+e_{3}\right)\right.  \tag{3.3}\\
& \left.\frac{1}{3}\left(e_{1}+3 e_{2}+2 e_{3}\right), \frac{1}{3}\left(3 e_{1}+e_{2}+2 e_{3}\right), \frac{1}{3}\left(3 e_{1}+2 e_{2}+e_{3}\right)\right\}  \tag{3.4}\\
= & \left\{-\frac{1}{3}\left(2 e_{1}+e_{2}\right),-\frac{1}{3}\left(e_{1}+2 e_{2}\right), \frac{1}{3}\left(2 e_{1}+e_{2}\right), \frac{1}{3}\left(-e_{1}+e_{2}\right),\right.  \tag{3.5}\\
& \left.\frac{1}{3}\left(e_{1}-e_{2}\right), \frac{1}{3}\left(2 e_{1}+e_{2}\right)\right\} \tag{3.6}
\end{align*}
$$

3.1. Generating integral points from the vertices. We just have to show how one can construct $e_{1}, \cdots, e_{n}$ from the vertices, since they generate the $\mathbb{Z}$-module of integral elements.
Let $e_{j}, \quad 1 \leq j \leq n$ and $\sigma, \tau$ are permutations of $\{1,2,, \cdots, n\}$ such that $\sigma(j)=n$, $\tau(i)=n-\sigma(i)$ if $i \neq j$ and $\tau(j)=n$, then define

$$
v_{j}=\sum_{i=1}^{n} \frac{\sigma(i)}{n} e_{i} \quad \text { and } \quad v_{j}^{*}=\sum_{i=1}^{n} \frac{\tau(i)}{n} e_{i} .
$$

$$
\text { It follows that } e_{j}=v_{j}+v_{j}^{*} \text {. }
$$

This solution is not unique. However an integral point can be represented as

$$
\alpha=\sum_{i=1}^{n} m_{i} e_{i}=\sum_{i=1}^{n} m_{i}\left(v_{i}+v_{i}^{*}\right)
$$

## 4. The geometry and the combinatoric of the fundamental domain for $\mathrm{n}=3,5$

4.0.1. Case $n=3$. In this case, $N=\{1,2,3\}$ so that for $\emptyset \neq A \subset N$, we have $d\left(e_{A}\right)=2$
for $v \in$ Vert $_{3}$ then inequality for the fundamental domain is

$$
F=\left\{x:\left(x, e_{A}\right) \leq \frac{1}{2} d\left(e_{A}\right)=1 \quad \text { for all } \quad \emptyset \neq A \subset N\right\}
$$

For a fixed $A$ we look at all vertices that is solution to the above equation. It is relevant to notice that $\left(v, e_{A}\right) \in\{-1,0,1\}$. The 0 -dimensional faces described by A , are the solutions to the system of equations

$$
\left\{\begin{aligned}
\left(v, e_{A}\right) & =1 \\
\left(v, e_{B}\right) & =0 \text { for } \mathrm{A} \subset \mathrm{~B}
\end{aligned}\right.
$$

and the 1-dimensional faces, are solutions to

$$
\left(x, e_{A}\right)=1 \text { for all } A \subset N
$$

The fundamental domain has a very simple shape. It has 6 vertices the so-called 0 -dimensional faces and 61 -dimensional faces, that are segments. This domain is also called the Dirichlet hexagon.
4.0.2. The Euler relations. This relation is taken from the [WR] pp 127 theor 3.5.1]

Let P be a non empty $r$-dimensional polytope in $\mathbb{R}^{n}$. Then

$$
f_{-1}(P)-f_{0}(P)+f_{1}(P)+\cdots+(-1)^{r+1} f_{r}(P)=0
$$

Where $f_{k}(P), k \geq 0$ denotes the number of $k$-faces of $P$ and $f_{-1}(P)=1$, hence for $r=3$ one verifies that $1-6+6-1=0$
4.1. Case $\mathbf{n}=5$. In this case $N=\{1,2,3,4,5\}$ so that for the subset $A$ such that

$$
\emptyset \neq A \subset N, d\left(e_{A}\right)=4
$$

for $v \in \operatorname{Vert}_{5}$, the inequality for the fundamental domain is

$$
\left(x, e_{A}\right) \leq d\left(e_{A}\right)=2
$$

The fundamental domain is the convex hull of the vertices

$$
\left\{\sum_{i=1}^{5} \frac{\sigma(i)}{5} e_{i}, \quad \text { with } \sigma \in \mathfrak{S}_{5}\right\}
$$

If $A$ is a proper subset of $N$, there exists at least one $v=\sum_{i=1}^{5} \frac{\sigma(i)}{5} e_{i}$ such that $\left(v, e_{A}\right)=\frac{1}{2} d\left(e_{A}\right)$.
Suppose $v_{0}=\frac{1}{5}\left(e_{1}+2 e_{2}+3 e_{3}+4 e_{4}+5 e_{5}\right)$. For A consists of one element we have

| A | $\{1\}$ | $\{2\}$ | $\{3\}$ | $\{4\}$ | $\{5\}$ |
| ---: | :--- | :--- | ---: | ---: | ---: |
| $v_{0}, e_{A}$ | -2 | -1 | 0 | 1 | 2 |

and therefore for $\sigma \in \mathfrak{S}_{5}\left(v_{0}^{\sigma}, e_{A}\right)$ does not lead to change in the range of the set $\{-1,-2,0,1,2\}$. We obtain $v_{0}$ in solving the system of linear equation for $A=\{1\} \subset B=\{1,2\} \subset C=\{1,2,3\} \subset D=\{1,2,3,4\} \subset E=\{1,2,3,4,5\}$.

Any other permutation $\sigma \in \Sigma_{5}$ on this sequence yields a permutation on the entries such that $F$ is an invariant set and hence any vertex is defined by exactly 5 linear equations.

## Remark

We recall that there are exactly $5!=120$ vertices

We do not give the proof since it falls from the above description which involves the cardinality of the permutation group, but we will later find this proof in a combinatorial way.
4.1.1. determination of the $\mathbf{3}$-dimensional faces. From the above description, there are as many vertices as possible sequences of subsets in $N$ and each proper subset determines a linear equation in such a way that the fundamental domain is the intersection of convex half-spaces. A linear equation in $V$ determines a hyperplane and its interaction with $F$ describe a 3 -dimensional face of $F$.
From the relation $\sum_{i=1}^{5} e_{i}=0$ we notice that the faces are classified in pairs of parallel faces. It will follow that the lower dimensional faces are paired in a similar fashion.

Lemma 4.4. There are $30=2^{5}-23$ dimensional faces.
Proof. To see that we just notice that each face of $F$ is defined via

$$
\left(x, e_{A}\right)=\frac{1}{2} d\left(e_{A}\right)
$$

, where A is a proper subset of $N$.
They are as many faces as non trivial subsets of $N$; These are

$$
\begin{gathered}
A_{1}=\{1\}, A_{2}=\{1,2\}, A_{3}=\{1,3\}, A_{4}=\{1,4\}, A_{5}=\{1,5\}, A_{6}=\{2\} \\
A_{7}=\{2,3\}, A_{8}=\{2,4\}, A_{9}=\{2,5\}, A_{10}=\{3\}, A_{11}=\{3,4\}, \\
A_{12}=\{3,5\}, A_{13}=\{4\}, A_{14}=\{4,5\}, A_{15}=\{5\}, \\
A_{16}=\{2,3,4,5\}, A_{17}=\{3,4,5\}, A_{18}=\{2,3,5\}, A_{19}=\{2,4,5\} \\
A_{20}=\{2,3,4\}, A_{21}=\{1,3,4,5\}, A_{22}=\{1,4,5\}, \\
A_{23}=\{1,3,5\}, A_{24}=\{1,3,4\}, A_{25}=\{1,2,4,5\}, \\
A_{26}=\{1,2,5\}, A_{27}=\{1,2,4\}, A_{28}=\{1,2,3,5\}, \\
\\
A_{29}=\{1,2,3\}, A_{30}=\{1,2,3,4\} .
\end{gathered}
$$

What is interesting for the combinatorics of this domain, is that we can study completely all the geometric structure using only subsets. That is what we will be doing in the next steps. The notation $F_{3}(A), F_{2}(A), F_{1}(A), F_{0}(A)$ will denote successively the 3 -dimensional, 2-dimensional, 1 -dimensional and 0 -dimensional faces which are contained in the face associated to the underlying subset $A$.
4.1.2. Determination of the 2-dimensional faces. A 2-dimensional face is the intersection of two 3 -dimensional faces. Let $v \in F_{A} \cap F_{B}$, Then $v$ satisfies simultaneously

$$
2\left(v, e_{A}\right)=d\left(e_{A}\right)
$$

and

$$
2\left(v, e_{B}\right)=d\left(e_{B}\right)
$$

Then consequently, it means either $A \subset B$ or $B \subset A$. Therefore the intersection of two 3 -dimensional faces exists if their underlying subsets satisfy inclusion property. This reduces considerably the testing for the distinct 2-dimensional faces.

For example $F_{3}(\{1,2\}) \cap F_{3}(\{1,5\}), F_{3}(\{1,2\}) \cap F_{3}(\{3,5\})$ are not 2-dimensional faces. One notices that distinct subset with the same cardinality does not satisfy the inclusion property and so their inetersection does not yield a lower dimensional face.
We notice also that if $A \cap B=\emptyset$ then $F_{3}(A)$ and $F_{3}(B)$ are parallel and therefore have no common lower dimensional face.
However, to find the number of different 2-dimensional objects we will replace $\{1,2,3,4,5\}$ by $\{a, b, c, d, e\}$ where each of them can play the same role as the others do. We are going to give different description for $A$ and $B$ and then count the number of different possibilities.

- $A=\{a\}$ and $B=\{a, b\}$ then one has

$$
\binom{5}{1}\binom{4}{1}=5 \times 4=20 \text { faces }
$$

- $A=\{a\}$ and $B=\{a, b, c\}$ then one has

$$
\binom{5}{1}\binom{4}{2}=\frac{5 \times 4 \times 3}{2}=30 \text { faces }
$$

- $A=\{a\}$ and $B=\{a, b, c, d\}$ then one has

$$
\binom{5}{1}\binom{4}{3}=5 \times 4=20 \text { faces }
$$

- $A=\{a, b\}$ and $B=\{a, b, c\}$ then one has

$$
\binom{5}{2}\binom{3}{1}=5 \times 6=30 \text { faces }
$$

- $A=\{a, b\}$ and $B=\{a, b, c, d\}$ then one has

$$
\binom{5}{2}\binom{3}{2}=30 \text { faces }
$$

- $A=\{a, b, c\}$ and $B=\{a, b, c, d\}$ then one has

$$
\binom{5}{3}\binom{2}{1}=20 \text { faces }
$$

Therefore the number of 2-dimensional faces are
$\binom{5}{1}\binom{4}{1}+\binom{5}{1}\binom{4}{2}+\binom{5}{1}\binom{4}{3}+\binom{5}{2}\binom{3}{1}+\binom{5}{2}\binom{3}{2}+\binom{5}{3}\binom{2}{1}=20+30+20+30+30+20=150$
Lemma 4.5. We have shown that the fundamental domain $F$ has 150 2-dimensional faces.

## Proof.

Now we are going to describe the geometric structure of the 2-dimensional faces. Suppose $\emptyset \neq A \subset B$ to find the number of vertices one has to play with the construction of possible distinct chains from the subchain $A \subset B$

- $A=\{a\}$ and $B=\{a, b\}$
then put $C=\{a, b, c\}$ and $D=\{a, b, c, d\} A \subset B \subset C \subset D$.
there are $\binom{1}{3}=3$ such $C$ and 2 such $D$, therefore there are exactly 6 possible constructions each of which results in uniquely determining a vertex. Such a 2 -dimensional face is a hexagon.
$A=\{a\}$ and $B=\{a, b, c\}$
in putting $C=\{a, b\}$ and $D=\{a, b, c, d\}$ then $A \subset C \subset B \subset D$.
there are $\binom{1}{2}=2$ such $C$ and 2 such $D$, therefore there are exactly 4 possible constructions each of which results in uniquely determining a vertex. Such a 2 -dimensional face is a parallelogram.

$$
A=\{a\} \text { and } B=\{a, b, c, d\}
$$

then put $C=\{a, b\}$ and $D=\{a, b, c\} A \subset C \subset D \subset B$.
there are $\binom{1}{3}=3$ such $C$ and 2 such $D$, therefore there are exactly 6 possible constructions each of which results in uniquely determined a vertex. Such a 2-dimensional face is a hexagon.

- $A=\{a, b\}$ and $B=\{a, b, c\}$
then put $C=\{a\}$ and $D=\{a, b, c, d\}, C \subset A \subset B \subset D$.
there are 2 such $C$ and 2 such $D$, therefore there are exactly 4 possible constructions each of which results in uniquely determined a vertex. Such a 2 -dimensional face is a parallelogram.

$$
A=\{a, b\} \text { and } B=\{a, b, c, d\}
$$

then put $C=\{a\}$ and $D=\{a, b, c\}, C \subset A \subset D \subset B$.
there are 2 such $C$ and 2 such $D$, therefore there are exactly 4 possible constructions each of which results in uniquely determined a vertex. Such a 2-dimensional face is a parallelogram.

- $A=\{a, b, c\}$ and $B=\{a, b, c, d\}$

Then the situation is just symmetric if one supposes $A=\{a\}$ and $B=\{a, b\}$ Therefore we still have a hexagon.

- $A=\{a, b, c, d\}$ and $B=\{a\}$

Then the situation is just symmetric if one supposes $A=\{a\}$ and $B=$ $\{a, b, c, d\}$ and we have a hexagon.

## Remark

- We have observed that there are two different types of geometries of the surfaces. They are either hexagon or parallelogram. This idea suggests one that in higher dimension this geometry becomes quiet complicated.
- The following sequence of vertices taken in this order forms a parallelogram:

$$
\begin{aligned}
& \frac{1}{5}(5,4,1,3,2), \frac{1}{5}(5,4,3,1,2), \frac{1}{5}(5,4,3,2,1), \\
& \frac{1}{5}(5,4,2,3,1), \frac{1}{5}(5,4,2,1,3), \frac{1}{5}(5,4,1,2,3),
\end{aligned}
$$

4.1.3. Determination of the 1-dimensional faces. A 1-dimensional face is the intersection of two 2-dimensional faces whenever it is not empty. As we have done in the preceeding cases, we are going to evaluate the number of different chains of subsets with 3 components $\emptyset \neq A \subset B \subset C$

- $A=\{a\}$ and $B=\{a, b\}, C=\{a, b, c\}$
their cardinality is

$$
\binom{5}{1}\binom{4}{1}\binom{3}{1}=5 \times 4 \times 3=60
$$

- $A=\{a\}$ and $B=\{a, b\}, C=\{a, b, c, d\}$
their cardinality is

$$
\binom{5}{1}\binom{4}{1}\binom{3}{2}=5 \times 4 \times 3=60
$$

- $A=\{a\}$ and $B=\{a, b, c\}, C=\{a, b, c, d\}$
their cardinality is

$$
\binom{5}{1}\binom{4}{2}\binom{3}{1}=5 \times 6 \times 2=60
$$

- $A=\{a, b\}$ and $B=\{a, b, c\}, C=\{a, b, c, d\}$
their cardinality is

$$
\binom{5}{2}\binom{3}{1}\binom{2}{1}=10 \times 3 \times 2
$$

The total number of 1 - dimensional faces is

$$
\binom{5}{1}\binom{4}{1}\binom{3}{1}+\binom{5}{1}\binom{4}{1}\binom{3}{2}+\binom{5}{1}\binom{4}{2}\binom{3}{1}+\binom{5}{2}\binom{3}{1}\binom{2}{1}=240
$$

4.1.4. Determination of the 0 -dimensional faces. With this method we can determine the 0 -dimensional face, that are vertices, if we consider chains of subsets of length 4 .

$$
A=\{a\} \subset B=\{a, b\} \subset C=\{a, b, c\} \subset D=\{a, b, c, d\}
$$

Their number is

$$
\binom{5}{1}\binom{4}{1}\binom{3}{1}\binom{2}{1}=5 \times 4 \times 3 \times 2=120=5!
$$

4.1.5. The Euler relation. Let $P$ be a non empty 4-dimensional polytope in $\mathbb{R}^{n}$. Then

$$
f_{-1}(P)-f_{0}(P)+f_{1}(P)-f_{2}(P)+f_{3}(P)-f_{4}(P)=0
$$

Where $f_{k}(P)$ denotes the number of $k$-faces of P , then one verifies that

$$
1-120+240-150+30-1=0
$$

### 4.1.6. The geometric structure of the 3 -faces.

Lemma 4.6. There are two different kinds of a 3-dimensional face. It is either a convex hull of 24 vertices or a convex hull of 12 vertices.
Remark We notice that for a face related to a subset $A$ the symmetry imposed by the complement $A^{C}$ of $A$ yields in determining a symmetric face which of course has the same number of vertices. That is, in fact, the general case within this respect such that the number of non-trivial faces appears as even numbers. Having said that we take $A=\{a\}$ then we determine the vertices of $F_{3}(A)$ in constructing the sequences of length 4 .

$$
A=\{a\} \subset B=\{a, b\} \subset C=\{a, b, c\}, D=\{a, b, c, d\}
$$

Then the dual sequence with respect to the complement results in a symmetric vertex.
Then for $A=\{a\}$ fixed, we have

$$
\binom{4}{1}\binom{3}{1}\binom{2}{1}=24
$$

For $B=\{a, b\}$ we have

$$
\binom{2}{1}\binom{3}{1}\binom{2}{1}=12
$$

We say that a 3-dimensional object is of type I if the corresponding subset is $A=\{a\}$ or $A=\{a, b, c, d\}$ and of type II if the underlined subset is $A=\{a, b\}$ or $A=\{a, b, c\}$. We now ask the question to know how many surface are there in a 3 -dimensional face.

- type I $A=\{a\}$
either $B=\{a, b\}$ or $B=\{a, b, c\}$ or $B=\{a, b, c, d\}$
then we have

$$
\binom{4}{1}+\binom{4}{2}+\binom{4}{3}=4+6+4=14
$$

A 3-face of type I has 142 -dimensional faces of which we have 8 hexagons and 6 parallelograms.

- type II $A=\{a, b\}$
either $B=\{a\}$ or $B=\{a, b, c\}$ or $B=\{a, b, c, d\}$
then we have

$$
\binom{2}{1}+\binom{3}{1}+\binom{3}{1}=2+3+3=8
$$

A 3 -face of type II has 82 -dimensional faces of which we have 2 hexagons and 6 parallelograms.
Remark For the pictures of these 3 -faces, see figure 2 and figure 3

## 5. Generalization

We suppose that $n$ is a prime number as before and

$$
N=\{1,2, \cdots n\} .
$$

Then $\{0,1\}^{N}=\{A: A \subset N\}$ is the power set.
Let $K$ be an $\mathbb{R}$-algebra of dimension $n-1$ generated by a basis $\left(e_{1}, e_{2}, \cdots, e_{n}\right)$ subject to the relation $e_{n}=-\sum_{i=1}^{n-1} e_{i}$ and $e_{i} * e_{j}=e_{i+j}$. All indices are taken modulo $n$.
Define on $K$ the quadratic form

$$
d(x)=n \sum_{i=1}^{n} x_{i}^{2}-\left(\sum_{i=1}^{n} x_{i}\right)^{2}=\sum_{i<j}\left(x_{i}-x_{j}\right)^{2},
$$

where $x=\sum_{i=1}^{n} x_{i} e_{i}$.
Define

$$
L=\left\{x=\sum_{i=1}^{n} n_{i} e_{i}, \quad n_{i} \in \mathbb{Z}\right\},
$$

$L$ is a $(n-1)$-dimensional lattice in $K$.
The fundamental domain for $d$ if

$$
F=\{x \in K: d(x) \leq d(x-y) \text { for all } y \in L\}
$$

All the propositions above are still valid in this general case, we are going to prove a general combinatoric properties using the knowledge of certain partition set identities.
We denote by $\mathfrak{F}_{k}, 0<k \leq n-2$ the set of all $k$-dimensional faces of $F$. Let $\mathfrak{S}$ be the set of all strictly monotonic (increasing ) sequence of subsets of $N$.
if $s \in \mathfrak{S}$ then $l(s)$ is number of proper subsets of $s$. It is also called the length of $s$. Taking into account the length of $s \in \mathfrak{S}$ we can form subset $\mathfrak{I}_{l}=\{s: l(s)=l\}, l$ standing for the length of the sequences, we see that

$$
\mathfrak{S}=\bigcup_{0<i<n} \mathfrak{I} i
$$

## Theorem 4.6.

$$
\left|\mathfrak{F}_{n-k-1}\right|=\left|\mathfrak{I}_{k}\right|
$$

Proof. Take first $k=n-1$. Since $n=|N|$, to any sequence of length $n-1$ correspond a sequence of length $n$.
A sequence of length $n-1$ is just a renumbering of $\left\{x_{1}\right\} \subset\left\{x_{1}, x_{2}\right\} \subset \cdots \subset$ $\left\{x_{1}, x_{2}, \cdots, x_{n}\right\}$ where $x_{j} \in\{1,2, \cdots, n\}, 1 \leq j \leq n$. Their cardinality correspond to the number of different permutations of $(1,2, \cdots, n)$ and this corresponds to the number of vertices of $F$, i.e the $x_{\sigma}$ of theorem 17 .
Before we go any further we notice that for $k=1,\left|\mathfrak{F}_{n-2}\right|=2^{n}-2$. However if $A$ and $B$ are disjoint proper sets, then there is no chain containing both $A$ and $B$ and therefore $F_{A} \cap F_{B}=\emptyset$. If $A$ determines uniquely a $(n-2)$ dimensional face of $F$, such that two $(n-2)$ dimensional faces are not disjoint exactly when their corresponding subsets have non empty intersection. This generalizes to disjoint $s_{1}=\left(A_{1} \subset A_{2} \subset \cdots \subset A_{k}\right)$ and $s_{2}=\left(B_{1} \subset B_{2} \subset \cdots \subset B_{k}\right)$ sequences of length $k$ such that none of the $A_{i}$ 'appears in the $B_{i}$ 's and vice versa, then if $A_{1} \cap B_{1}=C \neq \emptyset$
then a sequence of $\Im_{k+1}$ is obtaining from anyone of both if we add $C$ to. And this chain obviously corresponds to a face of dimension $(k-2)$ in $\mathfrak{F}_{n-k-2}$. Furthermore if $B$ is a subset of $N$ of length $k$ the number of sequences containing $B$ is $k!(n-k)$ !. But in general

$$
\begin{align*}
\left|\mathfrak{F}_{n-k-1}\right| & =\sum_{i_{1}=1}^{n-1} \sum_{i_{2}=1}^{n_{1}-i_{1}-1} \cdots \sum_{i_{k}=1}^{n_{k-1}-i_{k-1}-1}\binom{n}{i_{1}}\binom{n_{1}-i_{1}}{i_{2}} \cdots\binom{n_{k}-i_{k-1}}{i_{k}}  \tag{5.1}\\
& =\sum_{i_{1}+\cdots+i_{k}<n} \frac{n!}{i_{1}!\cdots \cdot i_{k}!\left(n-\sum_{j=1}^{k} i_{j}\right)!} . \tag{5.2}
\end{align*}
$$

where $n_{i}=n-\sum_{k=1}^{i-2} i_{k}$ and $\binom{n}{m}=0$ if $m>n$
Theorem 4.7. There are exactly $\frac{n-1}{2}$ classes of different non congruent ( $n-1$ )-faces.
Proof. This theorem is illustrated in the case $n=3$ and $n=5$ by figure 2 and figure 3 respectively.
To prove it, observe that, on one hand, two subsets $A$ and $B$ with the same cardinality have the same number of vertices as solutions to finding different sequences of length $n$ containing $A$. Then replace elements of $A$ by that of $B$ yield a bijective map on the sets of vertices. On another hand, subsets with different cardinalities have of course different number of vertices and consequently determine two different geometries. Finally if $A \subset N$, the underlined face of $A$ and $A^{C}$ have the same geometry since they are parallel and $F$ is a symmetric convex set.

## Theorem 4.8.

$$
\left|\mathfrak{F}_{k}\right|=\sum_{i=0}^{k+1}(-1)^{i}(k+1-i)^{n}\binom{k+1}{i}
$$

Proof. The formula

$$
\sum_{i_{1}=1}^{n-1} \sum_{i_{2}=1}^{n_{1}-i_{1}-1} \cdots \sum_{i_{k}=1}^{n_{k-1}-i_{k-1}-1}\binom{n}{i_{1}}\binom{n_{1}-i_{1}}{i_{2}} \cdots\binom{n_{k}-i_{k-1}}{i_{k}}
$$

is just

$$
\begin{equation*}
\sum_{i_{1}=1}^{n-1} \sum_{i_{2}=1}^{n_{1}-i_{1}-1} \cdots \sum_{i_{k}=1}^{n_{k-1}-i_{k-1}-1} \frac{n!}{i_{1}!i_{2}!\cdots i_{k}!\left(n-i_{1}-\ldots i_{k}\right)}= \tag{5.3}
\end{equation*}
$$

$$
\sum_{i_{0}+i_{1}+\cdots+i_{k}=n}^{n-1} \frac{n!}{i_{0}!i_{1}!\cdots i_{k}!} \quad \begin{align*}
& =n! \tag{5.4}
\end{align*}
$$

times coefficient of $X^{n}$ in $\left(e^{X}-1\right)\left(e^{X}-1\right) \cdots\left(e^{X}-1\right) \quad(k+1)$ times

$$
\begin{gathered}
=(k+1)^{n}-\binom{k+1}{1} k^{n}+\binom{k+1}{2}(k-1)^{n}-\cdots+(-1)^{k}\binom{k+1}{k} 1^{n} \\
=\sum_{i=0}^{k+1}(-1)^{i}(k+1-i)^{n}\binom{k+1}{i}
\end{gathered}
$$

where $i_{0}=n-\left(i_{1}+\cdots+i_{k}\right)$
Put

$$
\gamma(n, m)=\sum_{i=0}^{m}(-1)^{i}(m-i)^{n}\binom{n}{i}
$$

and

$$
\Gamma(n, m)=\frac{1}{m!} \gamma(n, m)=\frac{1}{m!} \sum_{i=0}^{m}(-1)^{i}(m-i)^{n}\binom{m}{i}
$$

Then we have $\gamma(n, m)=\left|\mathfrak{F}_{k}\right|$.

## Lemma 4.7.

$$
m^{n}=\sum_{j=1}^{n}\binom{m}{j} j!\Gamma(n, j)
$$

Proof. Let's take two sets $A$ and $B$ having $n$ and $m$ elements respectively. Every function $f: A \rightarrow B$ can be reviewed as a surjective function if we suitably change its codomain. That is if we consider $f: A \rightarrow f(A)=\{y=f(x), x \in A\} \subset$ $B$. Therefore the total number of functions from $A$ to $B$ equal to $m^{n}$ is also equal to the number of the functions in the set

$$
\left\{f: A \rightarrow \text { Bwith } \quad|f(A)|=\gamma_{j}, \quad j=1,2, \cdots, m\right\} .
$$

These functions are pairwise disjoint. The number of surjection from a set of $n$ elements onto a set of $\gamma_{j} \leq n$ elements is equal to $\gamma(n, j)=j!\Gamma(n, j)$. Since $j$ elements can be chosen out of the $m$ elements of $B$ in $\binom{m}{k}$ possible ways, the lemma then follows.

## Lemma 4.8.

$$
\Gamma(n+1, m)=\Gamma(n, m-1)+m \Gamma(n, m)
$$

## Proof.

With this one can tabulate the $\gamma$ 's and $\Gamma$ 's. Moreover $\left|\mathfrak{F}_{n-k-1}\right|=\gamma(n, k)$

Example This is a table of $\gamma(n, j)$

|  | 1 | 2 | 3 | 4 | 5 | 6 | 7 |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 1 | 1 |  |  |  |  |  |  |  |
| 2 | 1 | 2 |  |  |  |  |  |  |
| 3 | 1 | 6 | 6 |  |  |  |  |  |
| 4 | 1 | 14 | 42 | 24 |  |  |  |  |
| 5 | 1 | 30 | 150 | 240 | 120 |  |  |  |
| 6 | 1 | 62 | 540 | 1560 | 1800 | 720 |  |  |
| 7 | 1 | 126 | 1806 | 8400 | 16800 | 15120 | 5040 |  |

Lemma 4.9. For $n>1$

$$
\sum_{m=1}^{n}(-1)^{m-1}(m-1)!\Gamma(n, m)=0
$$

Proof. Observe that $k!\gamma(n, k)$ is the coefficient of $x^{n}$ in $\left(e^{x}-1\right)^{k}$. But

$$
\begin{aligned}
\frac{1}{k!}\left(e^{x}-1\right)^{k} & =\sum_{n=k}^{\infty} \frac{\Gamma(n, k)}{n!} x^{n} \\
(-1)^{k-1}(k-1)!\frac{\left(e^{x}-1\right)^{k}}{k!} & =\sum_{n=k}^{\infty}(-1)^{k-1}(k-1)!\frac{\Gamma(n, k)}{n!} x^{n}
\end{aligned}
$$

and therefore

$$
\sum_{k=1}^{\infty}(-1)^{k-1} \frac{\left(e^{x}-1\right)^{k}}{k!}=\sum_{k=1}^{\infty} \sum_{n=k}^{n}(-1)^{k-1}(k-1)!\Gamma(n, k) \frac{x^{n}}{n!}
$$

But

$$
\log \left(1+\left(e^{x}-1\right)\right)=\sum_{k=1}^{\infty} \frac{x^{n}}{n!} \sum_{k=1}^{n}(-1)^{k-1}(k-1)!\Gamma(n, k)
$$

This implies that

$$
x=\sum_{k=1}^{\infty} \frac{x^{n}}{n!} \sum_{k=1}^{n}(-1)^{k-1}(k-1)!\Gamma(n, k)
$$

hence for $n>1$

$$
\sum_{k=1}^{n}(-1)^{k-1}(k-1)!\Gamma(n, k)=0
$$

We now state the well-known result in the combinatorial theory of polytopes, Euler's relation. $\Gamma(n, 0)=(-1)^{n-1}$

## Theorem 4.9. The Euler relation

$$
\sum_{k=0}^{n}(-1)^{k+1} k!\Gamma(n, k)=0
$$

Proof. We give a very simple proof base on the recurrence relation for $\Gamma(n, m)$. Suppose $\mathbf{n}=\mathbf{2}$ then we have $-(-1)+1-2!\Gamma(2,1)=1+1-2=0$ and we are done. Suppose $\mathbf{n}>2$ then the relation

$$
\Gamma(n+1, m)=\Gamma(n, m-1)+m \Gamma(n, m)
$$

implies that

$$
(-1)^{m} m!\Gamma(n+1, m)=(-1)^{m} m((m-1)!\Gamma(n, m-1)+m!\Gamma(n, m))
$$

then

$$
\sum_{m=1}^{n}(-1)^{m} m!\Gamma(n+1, m)=\sum_{m=1}^{n}(-1)^{n-1}(m-1)!\Gamma(n, m)
$$

and finally use the above lemma and the facts that $\Gamma(n, n)=1$ and $\Gamma(n, 0)=$ $(-1)^{n-1}$
Remark We observe that the $\Gamma(n, m)$ 's are increasing in the first instance and then decrease with respect to $m$. It reaches its maximal value at about $\left[\frac{n+1}{2}\right]$. it then easy to see that it has link with the behavior of $m!(n-m)!$. The symbol $[x]$ stands for the largest integer less than the real number $x$.

## 6. Cyclotomy revisited

Here we are going to describe some implications which have a link to the determination of the fundamental domain. These facts are known and proved by different methods.
Let $K$ be as before a cyclotomic number field. We define the measure $\mu$ on $K$ as follows:

$$
\mu(x)=\sum_{\sigma}|\sigma(x)|^{2},
$$

where $x \in K$ and $\sigma$ runs over the different $\mathbb{R}$-algebra homomorphisms $\sigma: K \rightarrow \mathbb{C}$. We extend $\mu$ to $K \otimes_{\mathbb{Q}} \mathbb{R}$ by $d$ as $d(x)=\operatorname{Tr}_{K / \mathbb{Q}}\left(x x^{-1}\right)$. Here the $x^{-1}$ is suitably defined as $\sigma\left(x^{-1}\right):=\overline{\sigma(x)}$. In fact Gauss used this as metric to prove that the ring $\mathbb{Z}[i]$ is an Euclidean ring. My aim here is to prove that this also works for other cases such as $3,5,4,7$ and may also work in many others. Gauss used a classical inequality between the arithmetic mean and the geometric mean of finite number of positive real numbers.

Lemma 4.10. Let $x_{1}, \cdots, x_{n} \in \mathbb{R}$, positive and $\alpha_{1}, \cdots, \alpha_{n}>0$ with $\alpha_{1}+\cdots+\alpha_{n}=1$
Then

$$
x_{1}^{\alpha_{1}} \cdot \cdots . x_{n}^{\alpha_{n}} \leq \alpha_{1} x_{1}+\cdots+\alpha_{n} x_{n}
$$

This lemma generalizes the geometric arithmetic mean inequality. This is:
Lemma 4.11. We have

$$
N(x)^{2}=\left(\prod_{\sigma}|\sigma(x)|\right)^{2} \leq\left(\frac{d(x)}{n}\right)^{n}
$$

where $\sigma$ runs over all $n=\frac{1}{2}(K: \mathbb{Q})$ different complex embeddings of $K$ in $\mathbb{C}$ and $N(x)$ is the norm function.
Definition 4.7. An integral domain R is called Euclidean with respect to a given function $f: R \rightarrow \mathbb{N}$ if $f$ has the following properties:

- $f(\alpha)=0 \quad$ if and only if $\quad \alpha=0$
- For all $\alpha, \beta \in R-\{0\}$ there exists a $\gamma \in R$ such that $f(\alpha-\beta \gamma)<f(\beta)$
- For every $\kappa>0$ the set $\{f(\alpha): \alpha \in R, f(\alpha)<\kappa\}$ is finite. We call such an $f$ an Euclidean function on R.
Equivalent definitions are given in [H.W.L]. However certain authors restrict their definition to the first two properties. Here the (absolute) norm function $N$ stands for $f$ and satisfies all the properties. We note that $d_{K / \mathbb{Q}}$ the distance function defined above and that is related to the field $\mathrm{K} / \mathbb{Q}$. We have the following proposition:

Proposition 6.1. Let $K \subset L$ be a number fields, and put $n=(K: \mathbb{Q})$ and

$$
d(\alpha)=\sum|\sigma(\alpha)|^{2} \quad \text { for } \quad \alpha \in L
$$

Then

- (1)
$d_{L}(\alpha)-d_{L}(\alpha-\beta)=(L: K)\left(d_{K}\left(\frac{1}{(K: L)} \operatorname{Tr}_{L / K}(\alpha)-\beta\right)-d_{K}\left(\frac{1}{(L: K)} \operatorname{Tr}_{L / K}(\alpha)-\beta\right)\right)$
for all $\alpha \in L, \beta \in K$.
- (2) if $L=K\left(\zeta_{m}\right)$ then

$$
d_{L}(\alpha)=\frac{1}{m} \sum_{j=1}^{m} d_{K}\left(\operatorname{Tr}_{L / K}\left(\alpha \zeta_{m}^{j}\right)\right)
$$

Proof. [F-L]
In fact if

$$
F_{K}=\left\{x \in K: d_{K}(x)<d_{K}(x-\gamma) \text { for all } \gamma \in R\right\}
$$

then $b_{K}=\sup \left\{d_{K}(x): x \in F_{K}\right\}$ and for every $x \in K$ there is a $\gamma \in R$ such that $d_{K}(x-\gamma) \leq b_{K}$. Thus K is norm Euclidean if $b_{K}<1$ and sometimes $b_{K}=1$ is sufficient.

Definition 4.8. We call $b^{\prime} \in \mathbb{R}$ a usable bound if $b^{\prime} \geq b_{K}$ and if for all $x \in F_{K}$ such that $d(x)=b^{\prime}$ there is a root of unity $\zeta \in R$ and $\gamma \in R$ such that

$$
d(x-\gamma)=d(x-\gamma-\zeta)=b^{\prime}
$$

We see that every $b^{\prime}>b_{K}$ is a usable bound and therefore if $b^{\prime}$ is a usable bound for K , then K is norm Euclidean.

Theorem 4.10. Let $\zeta_{m}$ be a primitive $m^{\text {th }}$ root of unity, and $L=K\left(\zeta_{m}\right)$. Then $b_{L} \leq(L: K) b_{K}$, and if $b^{\prime}$ is a usable bound for $K$ then so is $(L: K) b^{\prime}$ for $L$.

We then remark that we have $b_{\mathbb{Q}}=\frac{1}{4}$ as simple exercise. Then we see that any cyclotomic field $K / \mathbb{Q}$ with degree $\varphi(n)$ satisfies the bound condition $b_{K} \leq \frac{\varphi(n)}{4}$ and therefore:

Lemma 4.12. For $n=1,3,4,5,8,12 K=\mathbb{Q}\left(\zeta_{n}\right)$ is norm Euclidean.
Proof. Since $\frac{1}{4}$ is a usable bound for $\mathbb{Q}$ we conclude from the theorem that $\frac{\varphi(n)}{4}$ is a usable bound for any $n$. hence for $\varphi(n) \leq 4, \varphi(n)$ is a usable bound for any $n$.

Remark The case $n=5$ was long time ago proved by Ouspensky, see [O].

Theorem 4.11. For $n=1,3,4,5,7,8,9,11,12,15,20 \quad K=\mathbb{Q}\left(\zeta_{n}\right)$ is norm Euclidean.

Proof. To see this we just have to evaluate $b_{K}=\frac{n^{2}-1}{2}$ for primes $3,5,7,11$ and then use the transition property defining a usable bound for composite number. For $n=20=4 \times 5$

$$
b_{\mathbb{Q}\left(\zeta_{20}\right)}=2^{2} b_{\mathbb{Q}\left(\zeta_{5}\right)}=8=\left(\mathbb{Q}\left(\zeta_{20}\right): \mathbb{Q}\right)
$$

The same argument applies to $n=15$. Then we see that $b_{K} \leq 1$ for all these values.

Remark . This results are not known from different authors, like [H.W.L], but we don't simply know how to extend the result for larger $m$. We therefore still know very few cyclotomic fields which are norm Euclidean.
6.1. The construction of $n^{\text {th }}$ set. In this part of the paper we intend to provide a very simple way of determining an $n^{\text {th }}$ set.
Definition 4.9. Let $\mathfrak{a}$ be an integral ideal of $\mathbb{Z}\left[\zeta_{n}\right]$ the ring of integers of $\mathbb{Q}\left[\zeta_{n}\right]$ and $\mu_{n}$ be as before the group of the $n^{\text {th }}$ roots of unity. A finite set S of integer of $\mathbb{Z}\left[\zeta_{n}\right]$ is called a $\frac{1}{n}$-set (or $\frac{1}{n}$-representative system) modulo $\mathfrak{a}$ if the set of $\zeta x,\left(\zeta \in \mu_{n}, x \in\right.$ S) forms together with 0 a complete representative system of residues modulo $\mathfrak{a}$.

We intend to give, in case where $n$ is prime, a simple construction of such an S . We must notice that there is not only one way of constructing an $n$-th set. A very simple way is obtained for example, as follows. For $\mathfrak{a}$ prime to $n$, take any system of representatives modulo $\mathfrak{a}$. Pick up an element $x$, put it in S and delete all elements which are congruent to $\zeta^{i} x, 1 \leq i<n$ and repeat the process with any non deleted element until all elements are deleted.
The difficulties here are that we can not really make a practical computation. For example, for ideals with the same absolute prime norm one may use the same $n$-th set. But by using the geometry one can fix this in a canonical way such that it does depend on the action of the unit group and therefore depends no more on the ideal itself, but on each representative of it. This enables one to handle practical computation. We then make use of a fundamental domain F we have constructed so far.

Definition 4.10. Let $F$ be the fundamental domain constructed above, and $\pi$ an algebraic integer, then $F_{\pi}=\pi F \cap \mathbb{Z}\left[\zeta_{n}\right] \otimes_{\mathbb{Z}} \mathbb{R}$ is called a set of residues modulo $\pi$.
$F_{\pi}$ is just a homothetic deformation of $F$ and therefore both have the same geometry. This set of residues was called by Habicht [Ha] "absolute" set of residues modulo $\pi$ in place of "smallest". He used this definition to give a geometric proof of the law of cubic reciprocity.

- We have classified the $(n-2)$-dimensional faces according to the length of the corresponding subset. If $A^{k}$ is the set of all subsets of cardinality $k$, then for $k=n-2$, there are exactly $\frac{n-1}{2}$ different incongruent ( $n-2$ )-faces. This is an equivalence relation i.e $A \cong B$ if and only if $|A|=|B|$ or $|A|=n-|B|$. We easily see that the cardinal of $A^{k}=\left(\operatorname{card}\left(A^{n-k}\right)\right)$ is a multiple of $n$, hence in each class $A^{k}$ we choose $2 \frac{\left|A^{k}\right|}{n}$ faces, and for this choice, consider the union of the cones at the origin, each containing the $(n-2)$-dimensional
face as section. From this point of view we can construct symmetric $\frac{1}{n}$-set as Mc Gettrick, C.R. Matthews did in their Ph. D dissertations. This is sometimes useful, but is not enough to have a $\frac{1}{n}$-sets, we need to know how to count points in it. For a subset of $\mathfrak{D} \subset A^{k}$ of cardinality $2 \frac{\left|A^{k}\right|}{n}$, then for $A \in \mathfrak{D}, F_{n-2}(A)$ has an even number of $F_{n-3}(A)$ then we keep a half of them in $F_{n-2}(A)$ as boundaries, and then consider the section of the cone containing the origin and limited by the remainder from the $F_{n-2}(A)$. We should also make sure that the $F_{n-2}(A)$ 's, by rotation, do not match with any other remaining $F_{n-2}(A), A \notin \mathfrak{D}$. This indeed is very difficult, but since all the faces are defined by linear equations, this amounts to saying that half of the inequalities have to be strict.
- Furthermore we have another description of a $\frac{1}{n}$-set.

See the permutation group $\mathfrak{S}_{n}$ as acting on the set $N$. We have already seen that this action runs over the set of vertices. That is, the natural action of $\mathfrak{S}_{n}$ onto $N$ is transitive and we may write $N$ as a homogeneous space:

$$
N \cong \mathfrak{S}_{n} / \mathfrak{S}_{n-1}
$$

Then we take any of the number in $N$ and consider all neighboring face. Here a neighbor face of $A$ is any subset $B$ containing (or is contained in ) A. Choose for example $A=\{1\}$ then $A$ has $(n-1)$ ! vertices and $2^{n-1}-2$ neighbors. Then the $n^{\text {th }}$ set must contain only $F_{A}$ as a proper face and half of each of the neighboring faces. We have the defining equation

$$
F_{\frac{1}{n}}=\left\{x \cong\left(x_{1}, \cdots, x_{n-1}, 0\right) \in F: x_{1} \geq 0, \cdots, x_{\frac{n-1}{2}} \geq 0, x_{\frac{n+1}{2}}>0, \cdots, x_{n-1}>0\right\}
$$

Remark We notice that for the first case we have more vertices of the original fundamental domain and many equations than in the second case where we only simple inequalities, and fewer vertices.
6.2. The Gauss Lemma. Another application of the $\frac{1}{n}$-set is the Gauss lemma. Let $\mathfrak{a}$ be an integral ideal of $\mathrm{K}=\mathbb{Q}\left(\zeta_{n}\right)$ prime to $n$ and let $S$ be an $\frac{1}{n}$-set modulo $\mathfrak{a}$. If $\alpha$ is any integer of K prime to $\mathfrak{a}$, there exists a unique $n^{\text {th }}$ root of unity $\varepsilon(\alpha, x)$ such that

$$
\alpha x \equiv \varepsilon(\alpha, x) x^{\prime} \bmod \mathfrak{a}, \quad \text { with } \quad x^{\prime} \in S \text { for a given } \quad x \in S
$$

If $\mathfrak{a}=\mathfrak{p}$ is a prime ideal, then the power residue symbol $\left(\frac{\alpha}{\mathfrak{p}}\right)_{n}$ of degree $n$ is defined by

$$
\alpha^{\frac{N(\mathfrak{p})-1}{n}} \equiv\left(\frac{\alpha}{\mathfrak{p}}\right)_{n} \bmod \mathfrak{p}, \quad \text { and is an } n^{\text {th }} \text { root of } 1
$$

Here $N(\mathfrak{p})=\left(\mathbb{Z}\left[\zeta_{n}\right]: \mathfrak{p}\right)$. If $\mathfrak{a}$ is not a prime, then the power residue symbol is defined multiplicatively as

$$
\left(\frac{\alpha}{\mathfrak{a}_{1} \mathfrak{a}_{2}}\right)_{n}=\left(\frac{\alpha}{\mathfrak{a}_{1}}\right)_{n}\left(\frac{\alpha}{\mathfrak{a}_{2}}\right)_{n}
$$

Theorem 4.12. Generalization of the Gauss-Schering Lemma[R-H],[KB2]

$$
\prod_{x} \varepsilon(\alpha, x)=\left(\frac{\alpha}{\mathfrak{p}}\right)_{n}, \quad(x \in S)
$$

Proof. If $\mathfrak{a}=\mathfrak{p}$ is a prime ideal, then $\prod x=\prod x^{\prime} \bmod \mathfrak{p}$ entails

$$
\prod_{x} \varepsilon(\alpha, x) \equiv \alpha^{\frac{N(\alpha)-1}{n}} \bmod \mathfrak{p}
$$

The proposition is true by the definition.
If $\mathfrak{a}=\mathfrak{a}_{\mathfrak{1}} \mathfrak{a}_{2}$ We are going to prove the theorem by induction on the number of ideals factors of $\mathfrak{a}$. Thus let $S_{2}$ be the set of elements of S , which are divisible by $\mathfrak{a}_{1}$, and let $\beta_{1} \in K$ be an integer such that $\left(\beta_{1}, \mathfrak{a}\right)=\mathfrak{a}_{1}$. Then for each $x \in S_{2}$, there exists an integer $\gamma(x) \in K$ such that $\beta_{1} \gamma(x) \equiv x \bmod \mathfrak{a}$, and the set of all $\gamma(x)$ forms a $\frac{1}{n}$-set of residues modulo $\left(\mathfrak{a}_{2}\right)$. Since $\alpha x \equiv \varepsilon(\alpha, x) x^{\prime} \bmod \mathfrak{a}$ yields $\alpha \beta_{1} \gamma(x) \equiv \varepsilon(\alpha, x) \beta_{1} \gamma(x) \bmod \mathfrak{a}$. and consequently $\alpha x \equiv \varepsilon(\alpha, x) \gamma\left(x^{\prime}\right) \bmod \mathfrak{a}_{2}$. We then have $\prod_{x} \varepsilon(\alpha, x)=\left(\frac{\alpha}{a_{2}}\right)_{n}, x \in S_{2}$.
consider next $S_{1}=S-S_{2}$. Here we see that $S_{1}$ is the union of $\operatorname{norm}\left(\mathfrak{a}_{2}\right)$ sets, each of which is a $\frac{1}{n}$-set of residues system $\bmod \left(\mathfrak{a}_{1}\right)$. Since $\operatorname{norm}\left(\mathfrak{a}_{2}\right) \equiv 1 \bmod (n)$ we have

$$
\prod_{x} \varepsilon(\alpha, x)=\left(\frac{\alpha}{\mathfrak{a}_{1}}\right)_{n}^{N\left(\mathfrak{a}_{2}\right)}=\left(\frac{\alpha}{\mathfrak{a}_{1}}\right)_{n}, x \in S_{1} .
$$



Figure 1. Fundamental domain for $\mathrm{n}=3$ and 3 -faces for $\mathrm{n}=5$

## CHAPTER 5

## THE GAUSS SUMS AND THE FUNDAMENTAL DOMAIN

In this chapter we intend to extend the idea of McGettrick and Cassels in making use of the fundamental domain to find identities linked to the understanding of the Cassels' conjecture. We do not deal explicitely with elliptic functions; we mostly think of that in terms of a 2-dimensional lattice in a quadratic number field. We seek such identities in general algebraic number fields.

Definition 5.1. Let $\Gamma$ be the lattice of the algebraic integers in an algebraic number field $K$. Let $\alpha$ be an integer of $K$. We say that $\beta \in K$ is an $\alpha-$ division point modulo $\Gamma$ if $\alpha \beta \equiv 0 \bmod \Gamma$.
We shall consider henceforth the field $K=\mathbb{Q}(\zeta)$ where $\zeta$ is an $n^{\text {th }}$ root of unity, $n>2$ prime. We consider $\mathbb{Z}[\zeta]$ as a subring of $\mathbb{Q}(\zeta) \otimes_{\mathbb{Q}} \mathbb{R}$.
We have already proved that

$$
F_{\alpha} \cap(\mathbb{Z}[\zeta] \otimes 1)
$$

is a complete set of residues modulo $\alpha$. It has $N_{K / \mathbb{Q}}(\alpha)$ elements. We shall denote this set again by $F_{\alpha}$. This should cause no confusion.
Let $\pi \mid p$ be a prime not dividing $n$ with norm $q$, then a fortiori $n \mid\left(N_{K / \mathbb{Q}}(\pi)-1\right)$, therefore $\mathbb{F}_{q}$ contains an $n^{\text {th }}$ root of unity $\zeta$. If $S_{\pi}$ is any $n^{\text {th }}$ set modulo $\pi$, then:

Theorem 5.1.

$$
\prod_{x \in S_{\pi}} x=-\zeta_{S_{\pi}}
$$

Where $\zeta_{S_{\pi}}$ is an $n^{\text {th }}$ root of unity depending on $S_{\pi}$
Proof. From Wilson's Theorem, we have

$$
\prod_{x \in F_{\pi}-\{0\}} x \equiv-1 \quad(\bmod \pi)
$$

But since

$$
F_{\pi}=\left(\bigcup_{i=1}^{n} \zeta^{i} S_{\pi}\right) \cup\{0\},
$$

then
$\prod_{x \in F_{\pi}-\{0\}} x=\prod_{x \in S_{\pi}} x \prod_{x \in S_{\pi}} x \zeta \cdots \prod_{x \in S_{\pi}} x \zeta^{n-1}=\zeta^{\frac{(q-1)}{n}(1+2+\cdots+n-1)}\left(\prod_{x \in S_{\pi}} x\right)^{n}=\left(\prod_{x \in S_{\pi}} x\right)^{n}=-1 ;$
then the result follows.

Remark The construction of $\zeta_{S}$. The $\zeta_{S}$ is constructed such that it satisfies action of the Galois group as the Gauss sum does. Indeed: Let $n$ be an odd prime, an $n^{t h}$ set is of the form

$$
S_{0}=\frac{1}{1-\zeta} F_{0}
$$

where $F_{0}$ is invariant under the Galois group and is contained in $[0,1] e_{1} \times[0,1] e_{2} \cdots \times$ $[0,1] e_{n-1}$ and both have the same volume, for the Lebesgue measure.
For an ideal $\alpha$,

$$
S_{\alpha}=\alpha S_{0}=\frac{\alpha}{1-\zeta} F_{0} .
$$

The Galois group operates on $S_{\alpha}$ elementwise. For $g$ a fixed primitive root modulo $n$, and for $\sigma$ a generator of the Galois group such that $\sigma(\zeta)=\zeta^{\sigma}=\zeta^{g}$ and then, this implies that

$$
\sigma\left(S_{\alpha}\right)=\frac{\sigma(\alpha)}{1-\sigma(\zeta)} F_{0}=\left(\sum_{i=0}^{g-1} \zeta^{i}\right)^{-1} \frac{\sigma(\alpha)}{1-\zeta} F_{0}
$$

therefore $S_{\sigma(\alpha)}=\sum_{i=0}^{g-1} \zeta^{i} \sigma\left(S_{\alpha}\right)$. Let us define

$$
R(\alpha)=\prod_{x \in S_{\alpha}} x \quad(\bmod \alpha)
$$

then

$$
R(\sigma(\alpha))=\left(\frac{\sum_{i=0}^{g-1} \zeta^{i}}{\sigma(\alpha)}\right)_{n} R(\alpha)^{\sigma}
$$

Remark If $g^{\prime}$ is the inverse of the primitive root of $g$ modulo $n$, then replace $\alpha$ by $\sigma^{-1}(\alpha)$ to have

$$
R(\alpha)=\left(\frac{\sum_{i=0}^{g^{\prime}-1} \zeta^{i}}{\alpha}\right)_{n} R\left(\sigma^{-1}(\alpha)\right)^{\sigma}=\left(\frac{\sum_{i=0}^{g^{\prime}-1} \zeta^{i}}{\alpha}\right)_{n} R\left(\sigma^{-1}(\alpha)\right)^{g} .
$$

We easily see that if $g$ is primitive root modulo $n$, then $g^{\prime}$ is also a primitive root modulo $n$ thus we have:

## Lemma 5.1. Identity 0

Let $g$ be any primitive root modulo $n$ and $\sigma: \zeta \mapsto \zeta^{g}$ the element of the Galois group $G$ associated to $g$. Let $\alpha$ be an algebraic integer such that $\alpha \equiv 1 \bmod n$, then we have the following identity:

$$
R(\alpha)=\left(\frac{\sum_{i=0}^{g-1} \zeta^{i}}{\alpha}\right)_{n} R(\sigma(\alpha))^{g^{\prime}}
$$

Where $g^{\prime}$ is the inverse of $g$ modulo $n$.
Proof. The proof is the consequence of the last identity for $R(\alpha)$.
We observe that since we have $\phi(n-1)$ pairs $\left(g, g^{\prime}\right)$ of primitive roots modulo $n$ we therefore have $\phi(n-1)$ such identities for $R(\alpha)$

We notice that there is an extra factor in the formulation of $R(\alpha)$, therefore we will prefer another formulation $\Omega_{0}\left(S_{0}, \alpha\right)$ which avoids this perturbation. furthermore $\Omega_{0}\left(S_{0}, \alpha\right)$ will satisfy complex conjugate transformation, i.e $\Omega_{0}\left(S_{0}, \bar{\alpha}\right)=\overline{\Omega_{0}\left(S_{0}, \alpha\right)}$. This refers to a property of the Gauss sums.
We can sumarize these properties as follows:

$$
\sigma\left(\Omega_{0}\left(S_{0}, \alpha\right)\right)=\Omega_{0}\left(S_{0}, \sigma(\alpha)\right) \quad \text { and } \quad \sigma^{-1}\left(\Omega_{0}\left(S_{0}, \alpha\right)\right)=\Omega_{0}\left(S_{0}, \alpha\right)^{-1}
$$

Remark : We have to show how to construct $R(\pi)$ set from the above description. It would be invariant under the complex conjugate action. It therefore needs a correction factor. This is due to the fact that the $n$-set attached to $\pi, S_{\pi}$ and the $n$-set attached to $\pi^{\sigma^{-1}}, S_{\pi^{\sigma^{-1}}}$, are not necessary conjugate sets. We give explanations and solutions in the next section.

## 1. First identity

We fix a $n^{\text {th }}$-set $S_{0}$ once and for all, such that $S_{\pi}=\pi S_{0}$.
Let $u$ be a unit in $K=\mathbb{Q}(\zeta) \otimes_{\mathbb{Q}} \mathbb{R}$, if we replace $\pi$ by $u \pi$ then the lemma follows:
Lemma 5.2. The function $R(\pi)$ satisfies for $u$ a unit of $K$;

$$
R(u \pi)=\left(\frac{u}{\pi}\right)_{n} R(\pi)
$$

Proof. Indeed, if $x \in S_{u \pi}$ then $u^{-1} x \in S_{\pi}$

$$
R(\pi)=\prod_{x \in S_{u \pi}} u^{-1} x=u^{-\frac{q-1}{n}} \prod_{x \in S_{u \pi}} x=\left(\frac{u}{\pi}\right)_{n}^{-1} R(u \pi)
$$

The correction factor is done as follows. Before we study a general case, we go through the case $n=5$ first.

Lemma 5.3. Let the prime $\alpha \equiv 1 \bmod 5$ be an algebraic integer in $\mathbb{Z}[\zeta]$ and $S_{\alpha}$ a fifth set modulo $\alpha$, chosen as before. Choose $\sigma$ to be the generator of the Galois group of $\mathbb{Q}[\zeta] / \mathbb{Q}$ such that $\sigma(\zeta)=\zeta^{2}$. If we define

$$
\Omega_{0}\left(S_{0}, \alpha\right)=\left(\frac{\zeta^{2}}{\alpha}\right)_{5} R(\alpha)
$$

then $\Omega_{0}\left(S_{0}, \alpha\right)^{\sigma^{2}}=\Omega_{0}\left(S_{0}, \alpha^{\sigma^{2}}\right)$
Proof. We do this proof only for prime $\pi$ and extend this multiplicatively.
If $\sigma$ maps $\zeta \rightarrow \zeta^{2}$ then $\sigma^{2}$ is the complex conjugate, so that
$x \in \frac{\pi}{1-\zeta} F_{0} \quad$ implies that $\quad x^{\sigma} \in \frac{\pi^{\sigma}}{1-\zeta^{\sigma}} F_{0}^{\sigma}=\frac{\pi^{\sigma}}{1-\zeta^{\sigma}} F_{0}=\frac{\pi^{\sigma}}{1-\zeta^{2}} F_{0} \quad$ since
$F_{0} \quad$ is invariant under the Galois group.
Then from $S_{\pi^{\sigma}}=(1+\zeta) S_{\pi}$ follows that

$$
R\left(\pi^{\sigma}\right) \equiv \prod_{x \in S_{\pi}}(1+\zeta) x^{\sigma} \equiv\left(\frac{1+\zeta}{\pi^{\sigma}}\right)_{5} \prod_{x \in S_{\pi}} x^{\sigma}=\left(\frac{1+\zeta}{\pi^{\sigma}}\right)_{5} R(\pi)^{\sigma} \quad(\bmod \sigma(\pi))
$$

In replacing $\pi$ by $\pi^{\sigma}$ we have

$$
R\left(\pi^{\sigma^{2}}\right)=\left(\frac{1+\zeta}{\pi^{\sigma^{2}}}\right)_{5} R\left(\pi^{\sigma}\right)^{\sigma}=\left(\frac{1+\zeta}{\pi^{\sigma^{2}}}\right)_{5}\left(\frac{1+\zeta}{\pi^{\sigma^{2}}}\right)_{5}^{\sigma} R(\pi)^{\sigma^{2}} \quad \text { since } \quad \sigma^{2}
$$

is the complex conjugate map we have

$$
R(\pi) R\left(\pi^{\sigma^{2}}\right)=\left(\frac{1+\zeta}{\pi^{\sigma^{2}}}\right)_{5}\left(\frac{1+\zeta}{\pi^{\sigma^{2}}}\right)_{5}^{\sigma}
$$

On the one hand, we have:

$$
\left(\frac{1+\zeta}{\pi^{\sigma^{2}}}\right)_{5}=\left(\frac{1+\zeta^{\sigma^{2}}}{\pi}\right)_{5}^{-1}=\left(\frac{1+\zeta^{-1}}{\pi}\right)_{5}^{-1}=\left(\frac{1+\zeta}{\pi}\right)_{5}^{-1}\left(\frac{\zeta}{\pi}\right)_{5}
$$

On the another hand, we have:

$$
\left(\frac{1+\zeta}{\pi^{\sigma}}\right)_{5}^{\sigma}=\left(\frac{1+\zeta^{\sigma}}{\pi^{\sigma^{2}}}\right)_{5}=\left(\frac{1+\zeta^{\sigma^{-1}}}{\pi}\right)_{5}^{-1}=\left(\frac{1+\zeta^{-1}}{\pi}\right)_{5}^{-1}=\left(\frac{1+\zeta^{3}}{\pi}\right)_{5}^{-1}
$$

Therefore if we put

$$
B=\frac{\zeta}{(1+\zeta)\left(1+\zeta^{3}\right)}=\frac{\zeta}{1+\zeta+\zeta^{3}+\zeta^{4}}=-\zeta^{-1} \quad \text { then } \quad R(\pi) R\left(\pi^{\sigma^{2}}\right)=\left(\frac{B}{\pi}\right)_{5}
$$

If we put $A=\zeta^{2}$ then

$$
A / A^{\sigma^{2}}=-\zeta^{-1} \times u^{5}, \quad \text { where } \mathrm{u} \text { is an algebraic integer. }
$$

and so

$$
R(\pi) R\left(\pi^{\sigma^{2}}\right)=\left(\frac{A}{\pi}\right)_{5}\left(\frac{A}{\pi^{\sigma^{2}}}\right)_{5}
$$

we determine $A$ up to a fifth power. This solution is no way unique but we choose it as simple as possible. For example we take $A=\zeta^{2}$ then we have

$$
\frac{A}{A^{\sigma^{2}}}=\frac{\zeta^{2}}{\zeta^{3}}=-\zeta^{-1}
$$

and with this choice we have

$$
\Omega\left(S_{0}, \pi\right)=\left(\frac{\zeta^{2}}{\pi}\right)_{5} R(\pi)
$$

then the assertion of lemma follows
Remark We notice that the choice for $A=\zeta^{2}$ can be obtained by solving the congruence equation $2 x \equiv-1(\bmod 5)$ which has the solution $x \equiv 2 \bmod 5$.
we can generalize it as follows.

Theorem 5.2. Let $p$ and $n$ be prime numbers such that $p \equiv 1 \bmod n$ and $\pi \mid p$ is a prime factor of $p$. Then there exists $m, 0 \leq m \leq n$, so that

$$
\Omega\left(S_{0}, \pi\right)=\left(\frac{\zeta^{m}}{\pi}\right)_{n} R(\pi)
$$

satisfies

$$
\overline{\Omega\left(S_{0}, \pi\right)}=\Omega\left(S_{0}, \pi^{\sigma^{\frac{n-1}{2}}}\right)
$$

Proof. Let $g$ be a primitive root modulo $n$. Then $\sigma: \zeta \rightarrow \zeta^{g}$ generates the Galois group of $\mathbb{Q}\left(\zeta_{q}\right)$.

$$
R\left(\pi^{\sigma}\right)=\left(\frac{1+\zeta}{\pi^{\sigma}}\right)_{n} R(\pi)^{\sigma}
$$

therefore, we obtain inductively

$$
R\left(\pi^{\sigma^{\frac{n-1}{2}}}\right)=\left(\prod_{i=1}^{\frac{n-1}{2}}\left(\frac{1+\zeta^{\sigma^{-i}}}{\pi}\right)_{n}^{-1}\right) R(\pi)^{-1} .
$$

Put

$$
u=\prod_{i=1}^{\frac{n-1}{2}}\left(\frac{1+\zeta^{\sigma^{-}} i}{\pi}\right)_{n}^{-1}
$$

By the definition of the $n^{t h}$ power residue symbol, $u$ is a root of unity i.e $u=\zeta^{k}$, for some $0 \leq k \leq n$.
It follows that

$$
R\left(\pi^{\sigma^{\frac{n-1}{2}}}\right)=\left(\frac{\zeta^{k}}{\pi}\right)_{n}^{-1} R(\pi)^{-1}=\left(\frac{\zeta}{\pi}\right)_{n}^{-k} R(\pi)^{-1}
$$

We are now looking for a formula $\Omega\left(S_{0}, \pi\right)=\left(\frac{\zeta^{t}}{\pi}\right)_{n} R(\pi)$ which satisfies

$$
\Omega\left(S_{0}, \pi^{\sigma^{\frac{n-1}{2}}}\right)=\overline{\Omega\left(S_{0}, \pi\right)}
$$

as we have done in the case $n=5$, this amount to solving the congruence equation

$$
2 m \equiv-k \quad \bmod n,
$$

since n is prime and $\operatorname{gcd}(2, n)=1$ we see that this equation has the unique solution $m=-2^{-1} k$ where $2^{-1}$ is the inverse of 2 modulo $n$.

Finally, by combining lemma 5.2 and lemma 5.3 , we can sate the first identity as follows.

## Identity

$$
\begin{aligned}
& \Omega\left(S_{0}, u \pi\right)=\left(\frac{u}{\pi}\right)_{n} \Omega\left(S_{0}, \pi\right) \\
& \Omega\left(S_{0}, \pi^{\sigma^{-1}}\right)=\Omega\left(S_{0}, \pi\right)^{\sigma^{-1}}
\end{aligned}
$$

## 2. Second identity

There is a similar identity with the Gauss sum.

## Lemma 5.4.

$$
\mathfrak{g}(1, \varepsilon, u \pi)=\varepsilon\left(\left(\frac{u}{\pi}\right)_{n}\right) \mathfrak{g}(1, \varepsilon, \pi)
$$

Remark We see that the first and the second identity have the same configuration. Then, if we suppose that the unit $u$ is an $n^{\text {th }}$ power, then the first and second identity are invariant under the unit group $U_{0}^{n}$.
For $n=5$ we have chosen prime $\pi$ to be primary, i.e $\pi \equiv 1 \bmod \lambda^{3}$. We fortunately prove that if $\pi_{1}$ and $\pi_{2}$ are associate primary primes then their ratio is a fifth power unit. The consequence it that in this class of primary primes there is exactly one value of $\mathfrak{g}(1, \varepsilon, u \pi)$ and $\Omega\left(S_{0}, u \pi\right)$. As Patterson suggested to me, if the Gauss sums are to be considered as congruence functions, it would be better to work them in this class of primes.

## 3. Third identity

We will denote the complex root of unity $\varepsilon\left(\Omega\left(S_{0}, \alpha\right)\right)$ by $\Omega\left(S_{0}, \varepsilon, \alpha\right)$.
Lemma 5.5. The function

$$
\frac{\mathfrak{g}(1, \varepsilon, \pi)}{\Omega\left(S_{0}, \varepsilon, \pi\right)}
$$

is independent of the generator of the ideal. It is a function of ideals.
Proof. This follows from the first and second identity.
We extend this formula multiplicatively to obtain

$$
\tilde{g}(1, \varepsilon,(\alpha))=\frac{\mathfrak{g}(1, \varepsilon, \alpha)}{\Omega\left(S_{0}, \varepsilon, \alpha\right)}
$$

for suitable choice of $\alpha$, i.e for example when $N(\alpha) \equiv 1(\bmod n)$
We remark that $\tilde{g}(1, \varepsilon,(\alpha))$ does not depend on the $n^{\text {th }}$ set we choose. In fact if we replace $S_{0}$ by $u S_{0}$ for a unit $u$ this is equivalent to replace $\alpha$ by $u \alpha$.

Remark We then notice that $\tilde{g}(1, \varepsilon,(\alpha))^{n}=\mathfrak{g}(1, \varepsilon,(\alpha))^{n}$. However the $n^{\text {th }}$ power is given by the Stickelberger relations.

Theorem 5.3. Let $(\alpha)$ be a principal ideal in $O_{K}$ which is supposed to be prime to $n$, and let $\varepsilon$ be as before. Then

$$
\mathfrak{g}(1, \varepsilon, \alpha)^{n}=\mu(\alpha)^{n} \chi(\alpha) \varepsilon\left(\alpha^{\sum_{(t, n)=1} t \sigma_{t}^{-1}}\right),
$$

where $\sigma_{t} \in \operatorname{Gal}(K / \mathbb{Q})$ maps $\zeta$ to $\zeta^{t}$ with $\operatorname{gcd}(t, n)=1$ and where $\chi$ is a character of order $n$.

Let us put

$$
\omega(\varepsilon, \alpha)=\varepsilon\left(\alpha^{\sum_{(t, n)=1} t \sigma_{t}^{-1}}\right)
$$

and

$$
\Phi(\alpha)=\mu(\alpha)^{n} \mathfrak{g}(1, \varepsilon, \alpha)^{n}
$$

then, from Weil we know that $\Phi$ is a Grossencharacter with defining ideal $n^{2}$. The Galois group acts on $\phi$ as follows.

$$
\Phi\left(\alpha^{\sigma}\right)=\Phi(\alpha)^{\sigma} .
$$

From this relation we see that

$$
\chi\left(\alpha^{\sigma}\right)=\chi(\alpha)^{\sigma} .
$$

We want determine $\chi$ explicitly for $n=5$. This result has been suggested by the computation. Let $\lambda=1-\zeta$ and $\tau$ the real fundamental unit $\frac{1+\sqrt{5}}{2}$. we prove that:

Proposition 3.1. Let $\pi$ a prime ideal in $\mathbb{Z}[\zeta] . \Phi(\pi)=-\chi(\pi) \varepsilon(\omega(\pi))$ where $\chi(\pi)=1 \quad$ If $\quad \pi \equiv 1 \bmod \lambda^{3}$
$\chi(\tau)=-1$
$\chi(\zeta)=\zeta$

Proof. From Weil, $\chi$ is a character of conductor at most $\lambda^{8}$ where $\lambda=1-\zeta$. Define

$$
\begin{gathered}
U_{k}=\left\{x: \quad x \equiv 1 \bmod \lambda^{k}\right\} \\
\chi\left(\left(1+a \alpha^{k}\right)\left(1+b \alpha^{k}\right)\right)=\chi\left(1+(a+b) \lambda^{k}\right)
\end{gathered}
$$

Let $\sigma \in \operatorname{Gal}(K / Q)$ such that $\zeta^{\sigma}=\zeta^{2}$ then $\lambda^{\sigma}=1-\zeta^{2}=\lambda(2-\lambda)$
If $\alpha \in U_{8}, \quad \chi(\alpha)=1$.
If $\alpha \in U_{7} \quad$ and $\quad \alpha \notin U_{8}$
then $\chi\left(1+\lambda^{7}\right)^{\sigma}=\chi\left(1+\left(\lambda^{7}\right)^{\sigma}\right)=\chi\left(1+3 \lambda^{7}\right)$ implies that $\chi\left(1+\lambda^{7}\right)^{2}=\chi\left(1+3 \lambda^{7}\right)=$ $\chi\left(1+\lambda^{7}\right)^{3}$ and then follows that $\chi\left(1+\lambda^{7}\right)=1$.
This idea works for $k=6,5,4,3$. For $k=3$, we notice in general that

$$
\left(1+a \lambda^{k}\right) \equiv\left(1+\lambda^{k}\right)^{a} \bmod \left(\lambda^{k+1}\right)
$$

and therefore we obtain

$$
\chi\left(1+\left(\lambda^{3}\right)^{\sigma}\right)=\chi\left(1+2^{3} \lambda^{3}\right)=\chi\left(1+3 \lambda^{3}\right)=\chi\left(1+\lambda^{3}\right)^{3}=\chi\left(1+\lambda^{3}\right)^{\sigma}
$$

and therefore we have $\chi\left(1+\lambda^{3}\right)=1$.
Since $\tau^{\sigma}=-1 / \tau, \quad \chi\left(\tau^{\sigma}\right)=\chi(-1 / \tau)=\chi(-1) \chi(1 / \tau)=\chi(\tau)^{2}$. This implies that $\chi(\tau)^{3}=\chi(-1)=-1$. It follows that $\chi(\tau)=-1$.
From $\Phi(\zeta)=1=\chi(\zeta) \zeta^{\theta}=\chi(\zeta) \zeta^{4}$ follows that $\chi(\zeta)=\zeta$.
This suggests that we can give a simple formulation of the $\Phi(\pi)$ and of course of $\Phi(\alpha)$ whenever it is defined.
Lemma 5.6. For $m=5$

$$
\mathfrak{g}(1, \varepsilon, \pi)^{5}=\mu(\pi)\left(\frac{-\operatorname{Tr}_{K / \mathbb{Q}}(\pi)}{5}\right)_{2} \chi\left(\pi / \pi^{*}\right) \pi^{\theta}
$$

where $\pi^{*}$ is primary associate of $\pi$.

$$
\begin{gathered}
\chi(\pi)=1 \text { if } \pi \equiv 1 \bmod \lambda^{3} \\
\chi(\tau)=-1 \\
\chi(\zeta)=\zeta
\end{gathered}
$$

Proposition 3.2. Let $\pi$ be a prime integer in $\mathbb{Q}(\zeta)$ and $\pi^{*}$ any primary associate of $\pi$ such that $\pi^{*} \equiv 1 \bmod (1-\zeta)^{3}$, then

$$
\Phi(\pi)=\chi\left(\pi^{*} / \pi\right)^{-1} \Phi\left(\pi^{*}\right)=\chi\left(\pi^{*} / \pi\right)^{-1}\left(\pi^{*}\right)^{\theta}
$$

## 4. Cassels' formula

4.1. The Cassels conjecture. The Cassels conjecture is related to the cubic and quartic case of Gauss sums. We can state the cubic case as follows. The elliptic curve

$$
y^{2}=4 x^{3}-1
$$

over the complex numbers is parameterized by the Weierstrass function

$$
x=\wp(z), \quad y=\wp^{\prime}(z)
$$

with periods

$$
\theta \mathbb{Z}[\zeta]
$$

where $\theta=3.0599087$.. is the smallest positive real period. Then for prime $\pi \mid p$ of degree 1, the result of Eisenstein says that

$$
\prod_{r=1}^{p-1} \wp(\theta r / \pi)=1 / \pi^{2}
$$

Since

$$
\wp(\zeta z)=\zeta \wp(z), \quad \wp\left(\zeta^{2} z\right)=\zeta^{2} \wp(z) \quad \text { and } p=3 n+1
$$

then for $S$ any third set of residues $\bmod \pi$ we have:

$$
P_{S}=\prod_{x \in S} \wp(\theta x / \pi)
$$

which satisfies

$$
P_{S}^{3}=\prod_{x \in S} \wp(\theta x \pi) \wp(\theta \zeta x / \pi) \wp\left(\theta \zeta^{2} x / \pi\right)=1 / \pi^{2}
$$

The Cassels formula is as follows:

$$
\mathfrak{g}(1, \varepsilon, \pi)=-\frac{\varepsilon(\pi) p^{\frac{1}{3}} P_{S}}{\Omega(S, \varepsilon, \pi)}
$$

where $p^{\frac{1}{3}}$ is the real cubic root of p and $\pi \equiv 1 \bmod 3$.
$P_{S}$ gives a canonical way of extracting a cubic root of $\pi$, which, in turn, is necessary in the Stickelberger formula,

$$
\mathfrak{g}(1, \varepsilon, \pi)^{3}=-\pi^{2} \bar{\pi}=-p \pi
$$

If this would have not been the case, that $P_{S}$ exists, one would have had for a fixed $i ; 1 \leq i \leq 3$,

$$
\mathfrak{g}(1, \varepsilon, \pi)=\frac{\varepsilon\left(\zeta^{i_{0}}\right) p^{\frac{1}{3}} \varepsilon(\pi)^{\frac{1}{3}}}{\Omega(S, \varepsilon, \pi)}
$$

with $0 \leq \arg \left(\varepsilon(\pi)^{1 / 3}\right)<2 \pi / 3$
Remark We notice that we can rewrite this formula as in a very general shape.

## 5. A generalized of a formula of Cassels' type

We shall investigate the possibility of a formula of Cassels'type for $n=5$; if such a formula exists, it could serve as a prototype for formulae for more general $n$.
Let $\varepsilon, \quad p, \quad \pi \mid p, \quad S \quad$ and $\quad \Omega(S, \varepsilon, \pi)$ be as before.

$$
P(1, \varepsilon, \pi)=-\frac{\mathfrak{g}(1, \varepsilon, \pi)}{\Omega(S, \varepsilon, \pi)}
$$

We notice that $P(1, \varepsilon, \pi)$ lies in a much more bigger field than $K$.
Remark Let $K_{1}=K=\mathbb{Q}\left(\zeta_{n}\right)$ and $K_{2}=\mathbb{Q}\left(\zeta_{p}\right)$ the we denote $F$ the join of $K_{1}$ and $K_{2}$, i.e $F=K_{1} K_{2}$ then

$$
F / K_{2}=K_{1} K_{2} / K_{2} \equiv K_{1} / \mathbb{Q}
$$

so that $F / K_{2}$ is a Galois extension of $\mathbb{Q}$. Since $n$ and $p$ are relatively prime, the Galois group of $F / \mathbb{Q}$ is just the product of the underlying Galois groups i.e $\operatorname{Gal}(F / \mathbb{Q})=$ $\operatorname{Gal}\left(K_{1} / \mathbb{Q}\right) \times \operatorname{Gal}\left(K_{2} / \mathbb{Q}\right)$. The Galois group $\operatorname{Gal}(K / \mathbb{Q})$ acts on $P(1, \varepsilon, \pi)$ as follows

$$
P(1, \varepsilon, \pi)^{\sigma}=P\left(1, \varepsilon^{\sigma}, \pi\right)=P\left(1, \varepsilon, \pi^{\sigma}\right)
$$

for $\sigma \in \operatorname{Gal}(K / \mathbb{Q})$.
We have furthermore,

$$
\overline{P(1, \varepsilon, \pi)}=P\left(1, \varepsilon^{-1}, \pi\right) .
$$

Moreover $P(1, \varepsilon, \pi)$ satisfies

$$
P(1, \varepsilon, u \pi)=P(1, \varepsilon, \pi) .
$$

so that $P$ is invariant under the action of the unit group.

$$
P(1, \varepsilon, \pi)^{n}=-\mathfrak{g}(1, \varepsilon, \pi)^{n}=\omega(\varepsilon, \pi) .
$$

This know by the Stickelberger decomposition of Gauss sums. $\omega(\varepsilon, \pi)$ is a complex number and we can extract its roots. Then we can fix $\arg \left(\omega(\varepsilon, \pi)^{1 / n}\right) \in$ $\left[-\pi / n, \pi / n\left[\right.\right.$. We then classify the pair of complex numbers $\left(P(1, \varepsilon, \pi), \omega(\varepsilon, \pi)^{1 / n}\right)$ according to their arclength. In fact they differ one from another by a complex $n^{\text {th }}$ root of unity. The numerical computation shows that

$$
\sum_{N(\pi) \leq 4.10^{4}} P(1, \varepsilon, \pi)=-149.738678-0.000079 i
$$

TABLE 1

|  | sector 0 | sector 1 | sector 2 | sector 3 | sector 4 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathfrak{g}(1, \epsilon, \pi)$ | 744 | 848 | 868 | 868 | 848 |
| $P(1, \varepsilon, \pi)$ | 862 | 882 | 775 | 775 | 882 |
| Total |  |  |  |  |  |

there 4176 gauss sums, 744 in sector 0,848 in sector 1,868 in sector 2,868 in sector3, 848 in sector 4 there 4176 corrected gauss sums, 862 in sector 0,881 in sector 1 , 776 in sector 2, 776 in sector3, 881 in sector 4


Figure 1. Graphic of the arguments of Gauss sums for $\pi \equiv 1$ $\left(\bmod \lambda^{3}\right) \quad N(\pi) \leq 20000$

Figure 1, figure 2 and figure 3 show the distribution of the arguments of Gauss sums. There are points which are very accurate than the other but this does not however says anything about the distribution. As has been proved by Patterson, this distribution is uniform. This graphs are consistent with the fact that the normalized Gauss sums are uniformly distributed on the unit circle, as was proved by Patterson. Note that there is no obvious bias as can be observed in the cubic case [SJP5]


Figure 2. Graphic of the arguments of Gauss sums for $\pi \equiv 1$ $\left(\bmod \lambda^{3}\right) \quad N(\pi) \leq 40000$


Figure 3. frequency in each 1 degree on the circle
This figure is the histogram of the frequency distribution of the argument of Gauss sums on intervals of arc-length one degree.


Figure 4. frequency in each 1 degree on the circle


Figure 5. both graphs plotted one against another

The plot of the graph shows some properties. The "tailing off" is observed. The graph of the frequencies shows that there is a symmetry on the distribution. We then classify, instead of the arguments of the Gauss sums, but the intervals of one degree arc length with respect to their frequencies. This has been done for different values of primes $p \equiv 1(\bmod 5), \quad p<X$. For example when

$$
X=2.10^{4}
$$

we understand this through the table as follows: in the first line we have the number of frequencies with which an interval of the form $\left[n^{0},(n+1)^{0}\right)$ appears and the second line gives number of the Gauss sums with argument in the corresponding range. from this table, we see that out of a sample of 1963 Gauss sums for the selected

## Table 2

| different values of the frequency | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Number of sectors of 1 degree | 5 | 27 | 44 | 34 | 82 | 53 | 46 | 44 | 18 | 5 | 2 |

value of $\pi \equiv 1 \bmod \lambda^{3}$, we notice that some sectors have a higher frequency rate while others just have a very few. From the computation, the sector [249, 250[ first appears when we go over 20.000. In looking at the three first pictures, we preconize this fact by noticing that some points on the unit circle tend to be darker than others. This does not disprove the uniformly distribution of the arguments of Gauss sums proved by Patterson, it is, however,consistent with the uniform distribution proved by him. In this restricted range there is no sign of the same sort of biais as on sees in the cubic case. The statistical analysis makes such a bias unlikely. We have known it first from Kummer about this result. See comment about this fact from [HP]. However, the shape of the plot of the above distribution is really meaningful. The bell shape shows a tendency that this distribution looks like a Gauss normal distribution $N(\mu, \sigma)$, where $\mu$ is the mean and $\sigma$ is the variance. Here the computed estimate values are

$$
\mu=5.45278 \quad \text { and } \quad \sigma=2.02
$$

Remark We could even find the mean $\mu$ without any computation. Since for primes $\pi \equiv 1(\bmod \lambda)^{3}$ there is at most $1,2,3$ or $4=\phi(5)$ different Gauss sums. This is a consequence of the decomposition of primes in cyclotomic fields. Then if $p \equiv 1(\bmod 5)$ then the Prime Number Theorem suggests that there is at most $c \frac{X}{\log X}$ primes of the sort. Some estimates of the constant $c$ says it is very close to 1 . Therefore

$$
\mu=\mu(X)=4 \cdot \frac{1}{360} \frac{X}{4 \log X}=\frac{1}{360} \frac{X}{\log X}
$$

so that for $X=20.000$ we obtain $\mu=5.61$ which may be considered to be closed to the estimated value 5.45278.

## 6. Conjectures on the partial sums of the Gauss sums

We are now interested in some partial summations. Some of this results are know from the elementary number theory. We use the computational result to support conjecture on partial sums. First we look at the following partial sums. We put them in pair so that we can discuss case after case. We first refresh our mind with partial summation Theorem.

Theorem 5.4. Let $f(n)$ and $g(n)$ be arithmetic functions. Consider the sum function

$$
F(x)=\sum_{n \leq x} f(n) .
$$

Let $a$ and $b$ be non negative integers with $a<b$. Then

$$
\sum_{n=a+1}^{b} f(n) g(n)=F(b) g(b)-F(a) g(a+1)-\sum_{n=a+1}^{b-1} F(n)(g(n+1)-g(n)) .
$$

Let $x$ and $y$ be non negative real numbers with $[y]<[x]$, and let $g(t)$ be a function with a continuous derivative on the interval $[y, x]$. Then

$$
\sum_{y<n \leq x} f(n) g(n)=F(x) g(x)-F(y) g(y)-\int_{y}^{x} F(t) g^{\prime}(t) d t .
$$

In particular, if $x \geq 2$ and $g(t)$ is continuously differentiable on $[1, x]$, then

$$
\sum_{n<x} f(n) g(n)=F(x) g(x)-\int_{1}^{x} F(t) g^{\prime}(t) d t
$$

Proof. [Na] pp. 211.
From this theorem we deduce the following:
In the particular case of the statement, if we replace $g(n)$ by $\frac{1}{n}$, then

$$
\sum_{n \leq X} \frac{f(n)}{n}=\frac{F(X)}{X}+\int_{0}^{X} \frac{F(x)}{x^{2}} d x
$$

and we furthermore obtain

$$
\begin{align*}
\frac{1}{X} \int_{0}^{X} F(y) d y & =\frac{1}{X} \sum_{n \leq X} f(n) \int_{n}^{X} d y  \tag{6.1}\\
& =\frac{1}{X} \sum_{n \leq X} f(n)(X-n)  \tag{6.2}\\
& =\sum_{n \leq X} f(n)\left(1-\frac{n}{X}\right) \tag{6.3}
\end{align*}
$$

Let $\mu(n)$ be the Möbiüs function,

$$
\mu(n)=\left\{\begin{array}{ccc} 
& & 1
\end{array} \quad \text { if } n=1\right.
$$

We define the functions:

$$
F(X)=\sum_{n \leq X} \mu(n) n^{\frac{1}{2}}
$$

we contrast

$$
F(X)=\sum_{n \leq X} \mu(n) n^{\frac{1}{2}} \quad \text { and } \quad H(X)=\sum_{\substack{N(\pi) \leq X \\ \pi=1 \bmod \lambda^{3}}} \mathfrak{g}(1, \varepsilon, \pi) \log (N(\pi)) .
$$

Here the reason for which we decide this form is as follows. The Gauss sum has the modulus $|\mathfrak{g}(1, \varepsilon, \pi)|=\sqrt{N(\pi)}$ and for the powers of $\pi$ the Gauss sums vanish, therefore it is better to use the Von Mangoldt $\Lambda$ function.
In fact if we put

$$
M(X)=\sum_{n \leq X} \mu(n),
$$

then $M(X)$ is a function which is on average $O(\sqrt{X})$ therefore

$$
\sum_{n \leq X} \mu(n) n^{\frac{1}{2}}=O(X),
$$

In contrary $\sqrt{n}$ can be replaced by any other arithmetic function, then we cannot easily determine the estimate. In replacing $\sqrt{n}$ by the Gauss sum, we are consistent with this conjecture.

### 6.1. Conjecture I.

$$
H(X)=\sum_{\substack{N(\pi) \leq X \\ \pi \equiv 1 \bmod \lambda^{3}}} \mathfrak{g}(1, \varepsilon, \pi) \log (N(\pi))=c \cdot X^{6 / 5}+O\left(X^{1+\epsilon}\right)
$$

Where $c$ is a constant and $\varepsilon$ is a positive real number.
Note that $H(X)$ is a real function. Because at the primes, which are primary $\pi^{*} \equiv 1$ $(\bmod \lambda)^{3}$ there is at most one Gauss sum $\mathfrak{g}\left(1, \varepsilon, \pi^{*}\right)$, because any other primary associate prime differs from the previous one by a fifth power of a unit. This is not necessary the case for other primes. Moreover the inverse of a Galois element yields complex conjugate on the Gauss sums, so that in each congruent class of primes, the Gauss sums appear in simultaneously pair of complex conjugates and therefore the function $H(X)$ is real. At each prime factor $\pi \mid p$, if $\mathfrak{g}\left(1, \varepsilon, \pi^{*}\right)$ is not real the sum

$$
\mathfrak{g}\left(1, \varepsilon, \pi^{*}\right)+\mathfrak{g}\left(1, \varepsilon^{-1}, \pi^{*}\right)
$$

is either positive or negative.
We would expect this sign appears totally at random so that it would behave like the Möbius function. For this reason the function $H(X)$ would cross the x-axis infinitely many times as $X$ tends to $\infty$. This is however a surprising result that let us to conjecture.
6.2. Conjecture II. The function $H(X)$ has the following property: there exists a positive real A, such that for all $X>A, H(X)>0$.

All of them are derived from the theorem 5.4. We will consider successively functions

$$
f_{1}(p)=\sum_{\substack{p=1(\bmod 5) \\ \pi \mid p, 1 \\\left(\bmod \lambda^{3}\right)}} \mathfrak{g}(1, \varepsilon, \pi) \log (N(\pi))
$$

and

$$
f_{2}(p)=f_{1}(p) \times \frac{1}{p} .
$$

Since

$$
H(X)=\sum_{\substack{N(\pi) \leq X \\ \pi=1 \\(\bmod \lambda)^{3}}} \mathfrak{g}(1, \varepsilon, \pi) \log (N(\pi))
$$

then

$$
H_{1}(X)=\frac{1}{X} \int_{1}^{X} H(Y) d Y=\sum_{N(\pi)=p \leq X} f_{1}(p)\left(1-\frac{N(\pi)}{X}\right)
$$

and for

$$
K(X)=\sum_{\substack{N(\pi) \leq X \\ \pi \equiv 1(\bmod \lambda)^{3}}} \frac{\mathfrak{g}(1, \varepsilon, \pi) \log (N(\pi))}{N(\pi)}
$$

we have

$$
K_{1}(X)=\frac{1}{X} \int_{1}^{X} K(Y) d Y=\sum_{N(\pi)=p \leq X} f_{2}(p)\left(1-\frac{N(\pi)}{X}\right)
$$

so that we obtain if we assume the conjecture I, that:

$$
H_{1}(X)=\frac{1}{X} \int_{1}^{X} H(Y) d Y=c \cdot \frac{5}{11} X^{\frac{6}{5}}+O\left(X^{1+\epsilon}\right)
$$

from theorem 5.4,

$$
K(X)=\frac{H(X)}{X}+\int_{1}^{X} \frac{H(Y)}{Y^{2}} d Y=c . X^{1 / 5}+O\left(X^{-1+\epsilon}\right)
$$

and then it follows that

$$
K_{1}(X)=\frac{1}{X} \int_{1}^{X} K(Y) d Y=c \cdot \frac{5}{6} X^{\frac{1}{5}}+O\left(X^{-1+\epsilon}\right)
$$

The same observation is valid for

$$
\tilde{H}(X)=\sum_{\substack{N(\pi) \leq X \\ \pi \equiv 1(\bmod \lambda)^{3}}} \frac{\mathfrak{g}(1, \varepsilon, \pi) \log (N(\pi))}{\Omega\left(S_{0}, \varepsilon, \pi\right)}
$$

and

$$
\tilde{K}(X)=\sum_{\substack{N(\pi) \leq X \\ \pi \equiv 1 \\(\bmod \lambda)^{3}}} \frac{\mathfrak{g}(1, \varepsilon, \pi) \log (N(\pi))}{\Omega\left(S_{0}, \varepsilon, \pi\right) N(\pi)}
$$

In the next pages, we explain here a sample of different graphs we have described.


Figure 6. $g(X)=\sum_{\substack{n \leq x \\ 0<x<40.000}} \Omega\left(S_{0}, \varepsilon, \pi\right) \log (N(\pi))$


Figure 7. $g(X)=\frac{1}{X^{6 / 5}} \sum_{\substack{n \leq X \\ 0<x<40.000}} \Omega\left(S_{0}, \varepsilon, \pi\right) \log (N(\pi))$


Figure 8. $g(X)=\frac{1}{X} \sum_{\substack{n \leq x \leq x \\ 0<x<40.000}} \Omega\left(S_{0}, \varepsilon, \pi\right) \log (N(\pi))$


Figure 9. $g(X)=\frac{1}{X} \sum_{\substack{n \leq X<x \\ 0<X<000}} \Omega\left(S_{0}, \varepsilon, \pi\right) \log (N(\pi))\left(1-\frac{N(\pi)}{X}\right)$


Figure 10. $g(X)=\frac{1}{X} \sum_{\substack{0<x<40.000}} \Omega\left(S_{0}, \varepsilon, \pi\right) \log (N(\pi))$ and $f(X)=\frac{1}{X} \sum_{\substack{n \leq X \\ 0<x<40.000}} \Omega\left(S_{0}, \varepsilon, \pi\right) \log (N(\pi))\left(1-\frac{N(\pi)}{X}\right)$


Figure 11. $g(X)=\frac{1}{X} \sum_{\substack{0<x \leq 40.000}} \Omega\left(S_{0}, \varepsilon, \pi\right) \log (N(\pi))\left(1-\frac{N(\pi)}{X}\right)$ and $\sum_{\substack{n \leq X<40.000}} \Omega\left(S_{0}, \varepsilon, \pi\right) \log (N(\pi))\left(1-\frac{N(\pi)}{X}\right)$

We observe that if $\frac{1}{X} \sum_{\substack{n \leq x \\ 0<x<40.000}} \Omega\left(S_{0}, \varepsilon, \pi\right) \log (N(\pi))$ would behave like $X$ or $X^{6 / 5}$ then the constant would be very small if it is not 0 .


Figure 12. $f(X)=X^{-1 / 2} \sum_{\substack{n \leq x, 0<x \leq 50.000}} \mu(n) n^{1 / 2}$


Figure 13. $f(X)=\frac{1}{X} \sum_{\substack{n<x \leq 5,0.000}} \mu(n) n^{1 / 2}$

This in fact suggests that the constant term would be 0.5 . It is known that

$$
\sum_{n<X} \mu(n)=O\left(X^{1 / 2}\right)
$$

so that

$$
\sum_{n<X} \mu(n) \sqrt{n}=O(X) \quad \text { i.e } \quad \frac{1}{X} \sum_{n<X} \mu(n) \sqrt{n}=O(1)
$$

The Mertens conjecture suggested that the absolute values of the constant would be at most 1, but it has been disprove by A. M. Odlyzko and H. J. J. te Riele, where they showed that for $X>\exp \left(3.21 .10^{64}\right)$, the constant is unfortunately greater that 1.


Figure 14. $\sum_{\substack{\pi=1\left(\bmod \lambda^{3}\right), \mathfrak{c} \\ N(\pi) \leq X, X \leq 4000}} \mathfrak{g}(1, \varepsilon, \pi) \log (N(\pi))$
and $\sum_{\substack{\pi=1(\bmod \lambda 3), N(\pi)<X, X<40000}} \mathfrak{g}(1, \varepsilon, \pi) \log (N(\pi))\left(1-\frac{N(\pi)}{X}\right)$


Figure 15. $\frac{1}{X^{6 / 5}} \sum_{\substack{\pi \equiv 1\left(\bmod \lambda^{3}\right), N(\pi) \leq X, X \leq 40000}} \mathfrak{g}(1, \varepsilon, \pi) \log (N(\pi))$
and $X^{-\frac{6}{5}} \sum_{\substack{\pi \equiv 1\left(\bmod \lambda^{3}\right), N(\pi) \leq X, X \leq 40000}} \mathfrak{g}(1, \varepsilon, \pi) \log (N(\pi))\left(1-\frac{N(\pi)}{X}\right)$


Figure 16. $\sum_{\substack{\pi \equiv 1\left(\bmod \lambda^{3}\right), N(\pi) \leq X, X \leq 40000}} \frac{\mathfrak{g}(1, \varepsilon, \pi) \log (N(\pi))}{N(\pi)}$


Figure 17.

$$
\begin{aligned}
& f(X)=X^{-\frac{6}{5}} \sum_{\substack{\left.\pi \equiv 1 \\
\text { (mod } \lambda^{3}\right), N(\pi) \leq X, X \leq 40000}} \frac{\mathfrak{g}(1, \varepsilon, \pi) \log (N(\pi))}{\Omega\left(S_{0}, \varepsilon, \pi\right)} \\
& \text { and } \quad X^{-\frac{6}{5}} \quad \sum_{\substack{\pi \equiv 1 \\
N(\pi) \leq X, X \leq 40000}} \frac{\mathfrak{g}(1, \varepsilon, \pi) \log (N(\pi))}{\Omega\left(S_{0}, \varepsilon, \pi\right)}\left(1-\frac{N(\pi)}{X}\right)
\end{aligned}
$$



FIGURE 18. $\sum_{\substack{\pi \equiv 1\left(\bmod \lambda^{3}\right), N(\pi) \leq X, X \leq 40000}} \frac{\mathfrak{g}(1, \varepsilon, \pi) \log (N(\pi))}{\Omega\left(S_{0}, \varepsilon, \pi\right) N(\pi)}$


Figure 19.

$$
X^{-\frac{6}{5}} \sum_{\substack{\pi=1(\bmod \lambda), N(\pi \pi \leq x, X \leq 40000}} \frac{\mathfrak{g}(1, \varepsilon, \pi) \log (N(\pi))}{N(\pi)} \text { and }
$$

6.3. Conclusion. The phenomenon observed near the origin is very common to such a question.
All the pictures drawn with the Gauss sums are different from the pictures drawn with the Möbiüs function. We expected to see all of them behave the same way. This is far from our expectation. The partial sumation involving Gaus sums have a tendency to have a constant sign for large values of X . This means that the sign of Gauss sums is far from being totally random.

We also notice that the integral version of any of the functions involving Gauss sums, is very smooth.

The quotient of Gauss sums multiply by a suitable root of unity, which would represent a generalization of the determination of the sign of the quadratic Gauss sums, does not have effect on the functions we plotted. Nevertheless, they have a very much elegant asymptotic behaviour that one would expect.
We have numerically confirmed a conjecture of Patterson within the range of computation.

In the earlier chapter, we simply come to the conclusion that the test for the validity of a possible Cassels-McGettrick formula, that would represent a generalization of the determination of the sign of the quadratic Gauss sums, does not hold. The statistical evidence indicates that even with a broad interpretation of the formulation of such a formula, no such formula exists.

Since the choice of the root of unity is done with respect to some geometry, one may think of modifying the fundamental region as to succeed. This is not done here and this would be hard to undertake surgery beyond the 3-dimensional space. Our result is also a warning, that one would need a different approach in the theory of Gauss sums. Patterson introduced his inaugural lecture at Goettingen in 1981, with a title " Gaussschen Summe: ein Thema mit Variationen" and 20 years later in another talk on the recent development in this theory, came to the conclusion that one may need more means and strategies than that one actually has.

## CHAPTER 6

## APPENDIX

## 1. The Gauss periods or the Lagrange resolvents

This section has nothing to do with the discussion about the origin of Gauss periods or Lagrange resolvents. If the latter appears earlier than the Gauss sums, the contemporary scientists extended the research on problems raised up by Gauss and may have named these sums after Gauss. However any computation of Gauss sum induces an implicit dermination of the Lagrange resolvents. However, Hilbert used the expression "Würzelzahl " to refer to the term used by Lagrange in his famous Rflexions sur la rsolution algbrique des quations.
In this step we are not taking part to this discussion, but we will emphasize on a particular case, which is more or less less obvious. In general the Lagrange resolvents are algebraic integers in a certain field $K / \mathbb{Q}$. Here we prove that upon certain conditions, all the Lagrange resolvents are rational integers such that the corresponding Gauss sum has a very simple shape. We give a simple example to explain this fact.

Let $p \geq 3$ and $q \neq p$ be prime numbers and $\zeta_{p}, \zeta_{q}$ are respectively a $p^{t h}$ and $q^{\text {th }}$ primitive root of 1 . Let $n \geq 2$ be the order of $q \bmod p$ such that

$$
p(q-1) \mid\left(q^{n}-1\right) \quad \text { and } \quad n \mid p-1
$$

$\operatorname{Put} f=\left(q^{n}-1\right) / p$ and $e=(p-1) / n$. In the field $K=\mathbb{Q}\left(\zeta_{p}\right)$, any finite prime ideal $\mathfrak{q}$ above $q$ yields a finite residue class field $\mathbb{F}=\mathbb{Z}\left[\zeta_{p}\right] / \mathfrak{q}$, and $\mathbb{F} \cong \mathbb{F}_{q^{n}}$.

Definition 6.1. Let $\alpha \in \mathbb{Z}\left[\zeta_{p}\right]$ be a generator of $\mathbb{F}^{\times}$such that $\alpha^{f} \equiv \zeta_{p}(\bmod \mathfrak{q})$. The $p$ elements

$$
\eta_{i}=\sum_{j=0}^{f-1} \zeta_{q}^{\operatorname{Tr}_{K / \mathbb{Q}}\left(\alpha^{i+p j}\right)}, \quad 0 \leq i \leq p-1
$$

are called Gauss periods, and the Gauss sum is nothing else but

$$
G=\sum_{i=0}^{q^{n}-2} \zeta_{p}^{i} \zeta_{q} \operatorname{Tr}_{K / \mathbb{Q}}\left(\alpha^{i}\right)=\sum_{i=0}^{p-1} \eta_{i} \zeta_{p}^{i} .
$$

Remark This form of the Gauss sums is the computable version. One has to find a method to compute the $\eta_{i}$ and then use its properties to perform a good algorithm. See [F.T1], [F.T2], [G.M],[H].

We can extend the index of $\eta_{i}$ to $\mathbb{Z}$ as follows: define

$$
\eta_{i+k p}:=\eta_{i}
$$

Let $g$ be a primitive root modulo $q$ such that

$$
g \equiv 2^{\frac{q^{n}-1}{q-1}} \bmod \mathfrak{q}
$$

and let $\tau$ be the automorphism of $\mathbb{Q}\left(\zeta_{q}\right) / \mathbb{Q}$ such that $\tau\left(\zeta_{q}\right)=\zeta_{q}^{g}$.

$$
\tau\left(\eta_{i}\right)=\sum_{j=0}^{f-1} \zeta_{q}^{g \operatorname{Tr}_{K / \mathbb{Q}}\left(\alpha^{i+p j}\right)}=\sum_{j=0}^{f-1} \zeta_{q} \operatorname{Tr}_{K / \mathbb{Q}}\left(g \alpha^{i+p j}\right)=\sum_{j=0}^{f-1} \zeta_{q} \operatorname{Tr}_{K / \mathbb{Q}}\left(\alpha^{\frac{p\left(q^{n}-1\right)}{p(q-1)}+i+p j}\right)=\eta_{i}
$$

for each $i$. Since $\tau$ generated $\operatorname{Gal}\left(\mathbb{Q}\left(\zeta_{q}\right) / \mathbb{Q}\right)$, this proves that:

Lemma 6.1. Let $p \geq 3$ and $q \neq p$ be prime numbers such that there exits $n \geq 2$ factor of $p-1$ and $\left.p(q-1) \mid q^{n}-1\right)$. Let $\eta_{i}$ defined as before, then for

$$
0 \leq i \leq p-1 \quad \eta_{i} \in \mathbb{Z}
$$

and

$$
\eta_{q i}=\eta_{i}
$$

Proof. We have already proved that $\tau\left(\eta_{i}\right)=\eta_{i}$ for all $\tau \in \operatorname{Gal}\left(\mathbb{Q}\left(\zeta_{q}\right) / \mathbb{Q}\right)$ so that $\eta_{i}$ is invariant under $\operatorname{Gal}\left(\mathbb{Q}\left(\zeta_{q}\right) / \mathbb{Q}\right)$.

$$
\eta_{q i}=\sum_{j=0}^{f-1} \zeta_{q}^{\operatorname{Tr}_{K / \mathbb{Q}}\left(\alpha^{q i+p j}\right)}=\sum_{j=0}^{f-1} \zeta_{q}^{\operatorname{Tr}_{K / \mathbb{Q}}\left(\alpha^{i+p j}\right)}, \quad 0 \leq i \leq p-1
$$

We define the polynomial in one indeterminate

$$
G(X)=\sum_{i=0}^{q^{n}-2} X^{i} \zeta_{q}{ }^{\operatorname{Tr}_{K / \mathbb{Q}}\left(\alpha^{i}\right)}
$$

then

$$
G(X) \equiv \sum_{i=0}^{p-1} \eta_{i} X^{i} \bmod \left(X^{p}-1\right)
$$

so that $G=G\left(\zeta_{p}\right)$ and a direct computation shows that

$$
G(1)=\sum_{i=0}^{p-1} \eta_{i}=-1 \quad \text { and } \quad G\left(\zeta_{p}^{i}\right) G\left(\zeta_{p}^{-i}\right)=q^{n}, \quad 1 \leq i \leq p-1
$$

$G(1)=-1$ has generated discussion about the real definition of Gauss sums. Thus in [w1] we see that one can correct the sign by introducing the Möbiüs function.

If $n$ is even, then from $\eta_{q i}=\eta_{i}$ we deduce that $\eta_{-i}=\eta_{q^{\frac{n}{2}} i}=\eta_{i}$ so that $G\left(\zeta_{p}^{i}\right)=$ $G\left(\zeta_{p}^{-i}\right)$, thus $G= \pm q^{n / 2}$. Then working modulo $\left(\zeta_{p}-1\right)$, we obtain

$$
G=q^{\frac{n}{2}}
$$

If $n$ is odd, then $e=(p-1) / n$ is even. We then define the Gaussian periods

$$
\theta_{i}=\sum_{l=0}^{n-1} \zeta_{p}^{g^{i+e l}}, \quad 0 \leq i \leq e-1
$$

This results in the well-known lemma
Lemma 6.2. $\left\{\theta_{0}, \theta_{1} \cdots \theta_{e-1}\right\}$ forms a normal integral basis of $\mathbb{Q}\left(\theta_{0}\right) / \mathbb{Q}$, the subfield of $\mathbb{Q}\left(\zeta_{p}\right)$ of degree e.
We also notice that

$$
\theta_{g^{i+e}}=\theta_{i} \text { for } i \geq 0 .
$$

this observation is a consequence of the fact that $q^{n} \equiv g^{p-1} \equiv 1 \bmod p$ implies that $g^{e} \equiv q^{t} \bmod p$ for some $t$ prime to $n$. We have therefore

$$
G\left(\zeta_{p}\right)=\theta_{0}+\sum_{i=0}^{p-2} \theta_{g^{i}} \zeta_{p}^{g^{i}}=\theta_{0}+\sum_{i=0}^{e-1} \theta_{g^{i}} \sum_{j=0}^{n-1} \zeta_{p}^{g^{i+e j}}
$$

i.e

$$
G\left(\zeta_{p}\right)=\theta_{0}+\sum_{i=0}^{e-1} \theta_{g^{i}} \theta_{i}
$$

The multiplication among the $\theta_{i}$ yields the following facts. Since $\left(\theta_{i}\right)_{(0 \leq i \leq e-1)}$ form a basis there is matrix A with coefficients $a_{(i, j)}$ such that

$$
\theta_{0} \theta_{i}=\sum_{j=0}^{e-1} a_{i, j} \theta_{j}
$$

for $0 \leq i, j \leq e-1$. Since $\theta_{i+k e}=\theta_{i}$ we see that $a_{(i+k e, j+l e)}=a_{(i, j)}$, however, one notices that if $\sigma \in \operatorname{Gal}\left(\mathbb{Q}\left(\zeta_{p}\right) / \mathbb{Q}\right)$ is such that $\sigma\left(\zeta_{p}\right)=\zeta_{p}^{g}$ then $\sigma\left(\theta_{0} \theta_{i}\right)=\theta_{1} \theta_{i+1}$. Therefore by taking the conjugates of $\theta_{0} \theta_{i}$ we have

$$
\theta_{i} \theta_{j}=\sum_{k=0}^{e-1} a_{(j-i, k-i)} \theta_{k}=\sum_{k=0}^{e-1} a_{(i-j, k-j)} \theta_{k}=\theta_{j} \theta_{i} .
$$

This proves that

$$
a_{(i, j)}=a_{(-i, j-i)} .
$$

Finally we have

$$
\theta_{i} \theta_{j}=A\left(\begin{array}{c}
\theta_{j} \\
\theta_{j+1} \\
\cdots \\
\cdots \\
\cdots \\
\theta_{j+e-1}
\end{array}\right)=\theta_{j}\left(\begin{array}{c}
\theta_{j} \\
\theta_{j+1} \\
\cdots \\
\cdots \\
\cdots \\
\theta_{j+e-1}
\end{array}\right) .
$$

We have therefore proved that the gauss periods $\theta_{0}, \cdots, \theta_{e-1}$ are exactly the eigen values of the matrix $A$, and $\operatorname{det}(X I-A)$ is the minimal polynomial of the periods. Thus $\mathbb{Q}\left(\theta_{0}\right) \cong \mathbb{Q}(A)$ by $\theta_{0} \longmapsto A$.

## Example

We take $p=3$ and $q=5$, then $K=\mathbb{Q}\left(\zeta_{3}\right)$. The order of 5 modulo 3 is 2 , so that 5 does not split in $\mathbb{Z}\left[\zeta_{3}\right]$. The residue class field at 5 is

$$
\mathbb{Z}\left[\zeta_{3}\right] /(5)=\left\{a+b \zeta_{3} ; \quad 0 \leq a, b \leq 5\right\} .
$$

and the element $\alpha=1+3 \zeta_{3}$ is a generator. Furthermore $f=8$ and $e=1$.

$$
\begin{aligned}
& \eta_{0}=\sum_{j=0}^{7} \zeta_{q}^{\operatorname{Tr}_{K / \mathbb{Q}}\left(\alpha^{0+3 j}\right)}=\zeta_{5}^{2}+\zeta_{5}^{0}+\zeta_{5}^{4}+\zeta_{5}^{0}+\zeta_{5}^{3}+\zeta_{5}^{0}+\zeta_{5}+\zeta_{5}^{0}=3 \\
& \eta_{1}=\sum_{j=0}^{7} \zeta_{q}^{\operatorname{Tr}_{K / \mathbb{Q}}\left(\alpha^{1+3 j}\right)}=\zeta_{5}^{4}+\zeta_{5}^{0}+\zeta_{5}^{3}+\zeta_{5}^{2}+\zeta_{5}+\zeta_{5}^{4}+\zeta_{5}^{2}+\zeta_{5}^{3}=-2 \\
& \eta_{2}=\sum_{j=0}^{7} \zeta_{q}^{\operatorname{Tr}_{K / \mathbb{Q}}\left(\alpha^{2+3 j}\right)}=\zeta_{5}^{2}+\zeta_{5}^{4}+\zeta_{5}^{4}+\zeta_{5}^{3}+\zeta_{5}^{3}+\zeta_{5}+\zeta_{5}+\zeta_{5}^{2}=-2
\end{aligned}
$$

One verifies that:

$$
\begin{gathered}
\eta_{0}+\eta_{1}+\eta_{2}=-1 \\
\eta_{2}=\eta_{-1}=\eta_{1} \\
G\left(\zeta_{3}\right)=\eta_{0}+\zeta_{3} \eta_{1}+\zeta_{3}^{2} \eta_{2}=\eta_{0}+\eta_{1}\left(\zeta_{3}+\zeta_{3}^{2}\right)=3+(-2)(-1)=5=5^{\frac{2}{2}} \\
G\left(\zeta_{3}^{-1}\right)=\eta_{0}+\zeta_{3} \eta_{2}+\zeta_{3}^{2} \eta_{1}=\eta_{0}+\eta_{1}\left(\zeta_{3}+\zeta_{3}^{2}\right)=3+(-2)(-1)=5=5^{\frac{2}{2}}
\end{gathered}
$$

then follows

$$
G\left(\zeta_{3}\right) G\left(\zeta_{3}^{-1}\right)=5 \times 5=5^{2}
$$

## 2. The quadratic Gauss sums

The first Gauss sum ever computed is

$$
G_{2}=\sum_{r \bmod p}\left(\frac{r}{p}\right) \exp \left(\frac{2 \pi i r}{p}\right)
$$

where $p$ is an odd prime and $\left(\frac{r}{p}\right)$ is the unique quadratic character modulo $p$. We see at once that

$$
G_{2}^{2}=\sum_{r, s \bmod p}\left(\frac{r s}{p}\right) \exp \left(\frac{2 \pi i(r+s)}{p}\right)=\sum_{t \bmod p}\left(\frac{t}{p}\right) \sum_{s \bmod p} \exp \left(\frac{2 \pi i s(t+1)}{p}\right),
$$

under the substitution $r \equiv s t \bmod p$, and the inner sum is $p-1$ if $t \equiv-1 \bmod p$ and -1 otherwise. We therefore obtain

$$
G_{2}^{2}=(-1)^{\frac{p-1}{2}} p
$$

The problem here is to determine the right sign for $G_{2}$. Indeed
Theorem 6.1. For the quadratic Gauss sum, we have the following result:

$$
G_{2}=\left\{\begin{array}{l}
p^{1 / 2} \text { if } p \equiv 1 \bmod 4 \\
i p^{1 / 2} \text { if } p \equiv-1 \bmod 4
\end{array},\right.
$$

where $p^{1 / 2}$ is the positive square root.
Proof. There are many proofs of this theorem. We outline here that of Cauchy.
Put $\zeta=\exp (2 \pi i / p)$.
If we consider the product

$$
\sigma_{2}=\prod_{r=1}^{(p-1) / 2}\left(\zeta^{2 r-1}-\zeta^{-2 r+1}\right)
$$

We then see the above product as follows. In the field $\mathbb{Q}$ the roots of unity we have are $\pm 1$ then $\sigma$ can be obtained just by selecting a half set modulo $p$ and build the product over this half set. If we choose as a half set to be the odd numbers modulo $p$ then a factor of this product $\zeta^{2 r-1}-\zeta^{-2 r+1}$ is seeing as $(1) \zeta^{2 r-1}+(-1) \zeta^{-2 r+1}$. Any other choice of another half set results in multiplying $\sigma_{2}$ by a suitable sign. Since the half set modulo $p,\{1,3, \cdots, p-2\}$ has as symmetric $\{-1,-3, \cdots,-p+2\}=$ $\{2,4, \cdots, p-1\}$ we therefore deduce that:

$$
\sigma_{2}^{2}=(-1)^{(p-1) / 2} \prod_{r=1}^{p-1}\left(\zeta^{r}-\zeta^{-r}\right)=(-1)^{p-1) / 2} p
$$

this product is just the values of the cyclotomic polynomial of order $p$ at 1 , so that

$$
\sigma_{2}= \pm G_{2}
$$

In fact

$$
\sigma_{2}=G_{2}
$$

The sign of $\sigma_{2}^{2}$ is easily determined by writing it in the form

$$
\sigma_{2}=(2 i)^{(p-1) / 2} \prod_{r=1}^{\frac{p-1}{2}} \sin (2 \pi(2 r-1) / p),
$$

and then counting the number of negative factors in the product. Considering the congruence relations it could be enough to prove that $\sigma_{2}= \pm G_{2}$. The prime $p$ ramifies totally in $\mathbb{Q}(\zeta)$ and if $\lambda=1-\zeta$, we then have the prime ideal factorization $(p)=(\lambda)^{p-1}$. On the one hand we have $\left(\frac{r}{p}\right) \equiv r^{\frac{p-1}{2}} \bmod p$, so

$$
G_{2} \equiv \sum_{r \bmod p} r^{\frac{p-1}{2}}(1-\lambda)^{r}=\sum_{s=0}^{\frac{p-1}{2}}(-\lambda)^{s} \sum_{r \bmod p} r^{\frac{p-1}{2}}\binom{r}{s} \bmod \lambda^{\frac{p-1}{2}} .
$$

However $\sum_{r \bmod p} r^{n}$ is either 0 or $-1 \bmod p$ according to whether $(p-1) \mid n$ or not, so that only the term $s=\frac{p-1}{2}$ contributes to the sum. By Wilson's Theorem, the result is

$$
G_{2} \equiv\left(\frac{p-1}{2}\right)!\lambda^{\frac{p-1}{2}} \bmod \lambda^{\frac{p-1}{2}} .
$$

On the other hand, by similar arguments,

$$
\zeta^{2 r-1}-\zeta^{-2 r+1}=-\zeta^{-2 r+1}\left(1-\zeta^{2(2 r-1)}\right) \equiv-2(2 r-1) \lambda \bmod \lambda^{2},
$$

so that

$$
\sigma_{2} \equiv \prod_{r=1}^{\frac{p-1}{2}}(-2(2 r-1) \lambda) \equiv\left(\frac{p-1}{2}\right)!\lambda^{\frac{p-1}{2}} \bmod \lambda^{\frac{p+1}{2}}
$$

Thus $G_{2} \equiv \sigma_{2} \bmod \operatorname{lambda} \frac{p-1}{2}$. To finish the proof one has to determine the sign of $\sigma_{2}$.
$\sin \left(\frac{2(2 r-1) \pi}{p}\right)<0$ if $\frac{p+2}{2}<r \leq \frac{p-1}{2}$, therefore the product in $\sigma_{2}$ has $\frac{p-1}{2}-\left[\frac{p+2}{4}\right]$ negative terms and this is either $\frac{p-1}{4}$ or $\frac{p-3}{4}$ according to whether $p \equiv 1 \bmod 4$ or $p \equiv 3 \bmod 4$ respectively. We then deduce that the sign of $\sigma_{2}$ is $(i)^{\frac{p-1}{2}}(-1)^{\frac{p-1}{4}}=+1$ for $p \equiv 1 \bmod 4$ or $(i)^{\frac{p-1}{2}}(-1)^{\frac{p-3}{4}}=+i$ for $p \equiv i \bmod 4$
There are number of proofs of this theorem in the literature, [J.W.S].
Loxton attempted to generalize the relation between $G_{m}$ and $\sigma_{m}$, for higher order Gauss sums. He proved [Lox][Lox1] that there exits an algebraic integer $\alpha$ such that $\sigma_{m}=\alpha G_{m}$ The problem here to determine the magnitude of such $\alpha$. This question is still open.

## 3. Algorithm for the computation of the Gauss sums

Let $K=\mathbb{Q}\left(\zeta_{m}\right)$ and $p$ prime integer such that $p^{f} \equiv 1 \bmod m$. Let $\pi \mid p$ be a prime such that $N_{K / \mathbb{Q}}(\pi)=p^{f} \equiv 1 \bmod (m)$

- 1. Find a primitive root modulo $\pi$

Let $g$ be a primitive root modulo $\pi$. That is, the cyclic group $<g>$ generated by $g$ together with $\{0\}$ is a complete set of residues modulo $p$. Then if $x \in \mathbb{Z}\left[\zeta_{m}\right]$, there exists an integer $k>0$ so that $x=g^{k}$. In practice we just take a primitive root, whose absolute norm is the smallest, although this magnitude is related to the Riemann Hypothesis, our computation shows that they are relatively small. Th searching for a primitive root has a bad complexity and therefore the as $N(\pi) \rightarrow \infty$ the computation is very slow

- Computation of the Legendre symbol:

Put $N=\frac{p^{f}-1}{m}$ and $t=g^{N} \bmod \pi$ with $t^{m} \equiv 1(\bmod \pi)$.
Since $\pi$ is a polynom $f\left(\zeta_{m}\right)$ in $\zeta_{m}$ with integer coefficients, then test the power of $t$ such that $f\left(t^{\ell}\right) \equiv 0 \bmod \pi, 1 \leq \ell \leq m$, say $a$.
Evaluate $r=a^{-1} \bmod m$.
Define $\left(\frac{g}{\pi}\right)_{m}=\zeta_{m}^{r}$.

- Thus if $\chi=\chi_{\pi}=(\dot{\bar{\pi}})$ is the Dirichlet character associated to $\pi$, then its values at the non zero residue classes modulo $\pi$ are fully determined by its values at $g$.
We then notice that the determination of the values of the Gauss sums is related to the determination of the primitive roots $\bmod \pi$. At this stage the slower the algorithm of finding a primitive root, the slower the computation of the values of the gauss sums is.
From the Wilson's Theorem:

$$
g^{p^{f}-1} \equiv 1 \bmod \pi
$$

we have the following facts:

$$
\begin{array}{ll}
- & g^{\frac{p^{f}-1}{2}} \equiv-1 \bmod \pi \\
- & \chi\left(g^{a m}\right)=1 \\
- & \chi\left(g^{a+m}\right)=\chi(a)
\end{array}
$$

Let $S^{*}=\left\{x_{1}, \cdots, x_{p^{f}-1}\right\}$ be any set of non zero residues modulo $\pi$, then

$$
\begin{align*}
G(\chi, 1)=\sum_{k=1}^{p^{f}-1} \chi\left(g^{k}\right) e\left(g^{k}\right) & =\sum_{k=1}^{\frac{p^{f}-1}{2}} \chi\left(g^{k}\right)\left(e\left(g^{k}\right)+e\left(-g^{k}\right)\right)  \tag{3.1}\\
& =2 \sum_{\ell=0}^{m-1} \sum_{k=1}^{\frac{p^{f}-1}{2 m}} \chi\left(g^{\ell}\right) \cos \left(2 \pi \operatorname{Tr}_{K / \mathbb{Q}}\left(\frac{g^{k m+\ell}}{\pi}\right)\right) \\
& =2 \sum_{\ell=0}^{m-1} \chi(g)^{\ell} \sum_{k=1}^{\frac{p^{f}-1}{2 m}} \cos \left(2 \pi \operatorname{Tr}_{K / \mathbb{Q}}\left(\frac{g^{k m+\ell}}{\pi}\right)\right) \\
& =\sum_{\ell=0}^{m-1} \chi(g)^{\ell} G_{\ell}(\pi) \tag{3.5}
\end{align*}
$$

where

$$
\begin{aligned}
G_{\ell}(\pi)= & 2 \sum_{k=1}^{\frac{p^{f}-1}{2 m}} \cos \left(2 \pi \operatorname{Tr}_{K / \mathbb{Q}}\left(\frac{g^{k m+\ell}}{\pi}\right)\right) ; \quad G_{\ell}(\pi) \text { is called in appendix } 1, \text { a Gauss period } \\
& \text { If } \chi(g)=\zeta^{r}=\zeta_{m}^{r} \text { then }
\end{aligned}
$$

$$
G(\chi, 1)=\sum_{l=1}^{m-1} \zeta^{r l} G_{l}(\pi)
$$

Thus if $\varepsilon$ is any injection that maps $\mu_{m}(K)$ into $\mu_{m}(\mathbb{C})$ then

$$
\mathfrak{g}(1, \varepsilon, \pi)=G(\varepsilon \circ \chi, 1)
$$

## Example

$p=11 m=5 g=2$. Then $(11)=\mathfrak{p}_{1} \mathfrak{p}_{2} \mathfrak{p}_{3} \mathfrak{p}_{4}$ where $\mathfrak{p}_{i}=\left(11, \zeta_{5}-4^{i}\right)$.
One of these ideal factors has $\pi=-5 \zeta_{5}+16 \zeta_{5}^{2}-13 \zeta_{5}^{3}+13 \zeta_{5}^{4}$ as a uniformizer.
$(\pi)=\left(11, \zeta_{5}-5\right) . \mathbb{Z}\left[\zeta_{5}\right] /(\pi) \cong \mathbb{F}_{11}$, but $\mathbb{Z} /(11) \subset \mathbb{Z}\left[\zeta_{5}\right]$ implies that $\{0,1,2, \cdots, 10\}$
is a complete set of residues modulo $(\pi)$.
since

$$
e\left(\frac{x}{\pi}\right)=e\left(\frac{x \sigma(\pi) \sigma^{2}(\pi) \sigma^{3}(\pi)}{11}\right)
$$

and since $\operatorname{Tr}_{K / \mathbb{Q}}$ is $\mathbb{Q}$-linear we have

$$
\begin{align*}
\operatorname{Tr}_{K / \mathbb{Q}}\left(\frac{x \sigma(\pi) \sigma^{2}(\pi) \sigma^{3}(\pi)}{11}\right) & =\frac{x}{11} \operatorname{Tr}_{K / \mathbb{Q}}\left(\sigma(\pi) \sigma^{2}(\pi) \sigma^{3}(\pi)\right)  \tag{3.6}\\
& =\frac{x}{11} \operatorname{Tr}_{K / \mathbb{Q}}\left(23 \zeta_{5}-23 \zeta_{5}^{2}-74 \zeta_{5}^{3}-60 \zeta_{5}^{4}\right)  \tag{3.7}\\
& =\frac{2 x}{11} \tag{3.8}
\end{align*}
$$

therefore

$$
e\left(\frac{x}{\pi}\right)=\exp \left(\frac{4 x \pi i}{11}\right) \text { and }\left(\frac{2}{\pi}\right)_{5}=\zeta_{5}^{3}
$$

$$
\begin{align*}
G_{l}(\pi) & =2 \sum_{k=1}^{\frac{11-1}{10}} \cos \left(2 \pi \operatorname{Tr}_{K / \mathbb{Q}}\left(\frac{2^{5 k+l}}{\pi}\right)\right)  \tag{3.9}\\
& =2 \cos \left(2 \pi \operatorname{Tr}_{K / \mathbb{Q}}\left(\frac{2^{5 k+l}}{\pi}\right)\right)  \tag{3.10}\\
& =2 \cos \left(2.2 \pi\left(\frac{2^{5 k+l}}{11}\right)\right) \tag{3.11}
\end{align*}
$$

the Gauss sums

$$
\begin{align*}
G\left((\dot{\bar{\pi}})_{5}, \pi\right) & =\sum_{k=1}^{10}\left(\frac{2^{i}}{\pi}\right)_{5} \exp \left(\frac{4 \cdot 2^{k} \cdot i \pi}{11}\right)  \tag{3.12}\\
& =\sum_{k=1}^{10} \zeta_{5}^{2 k} \exp \left(\frac{4 \cdot 2^{k} i \pi}{11}\right) \\
& =\sum_{l=1}^{4} \zeta_{5}^{2 l} 2 \cos \left(\frac{2^{5 l+1} \cdot 2 \pi}{11}\right) \\
& =2\left(\zeta_{5}^{2} \cos \left(\frac{2 \pi}{11}\right)+\left(\zeta_{5}^{4} \cos \left(\frac{10 \pi}{11}\right)+\zeta_{5} \cos \left(\frac{6 \pi}{11}\right)\right)\right. \\
& +2\left(\zeta_{5}^{3} \cos \left(\frac{8 \pi}{11}\right)+\zeta_{5}^{0} \cos \left(\frac{4 \pi}{11}\right)\right) .
\end{align*}
$$

Let's take $\varepsilon\left(\zeta_{5}\right)=\exp (2 i \pi / 5)$ and we find that
$\mathfrak{g}(\pi, \varepsilon, 1)=-0.1517145346686306275249044042+3.313152984691512984920560792 * i$

$$
p=31, \quad m=5, \quad g=3
$$

Then (31) $=\mathfrak{p}_{1} \mathfrak{p}_{2} \mathfrak{p}_{3} \mathfrak{p}_{4}$ where $\mathfrak{p}_{i}=\left(31, \zeta_{5}-16^{i}\right), \quad 1<i<5$.
One of these ideal factors has $\pi=-63 \zeta_{5}+5 \zeta_{5}^{2}-42 \zeta_{5}^{3}-34 \zeta_{5}^{4}$ as a uniformizer.
$(\pi)=\left(31, \zeta_{5}-8\right) . \mathbb{Z}\left[\zeta_{5}\right] /(\pi) \cong \mathbb{F}_{31}$ but $\mathbb{Z} /(31) \subset \mathbb{Z}\left[\zeta_{5}\right]$ implies that $\{0,1,2, \cdots, 30\}$ is a complete set of residues modulo $(\pi)$.
$e\left(\frac{x}{\pi}\right)=e\left(\frac{x \sigma(\pi) \sigma^{2}(\pi) \sigma^{3}(\pi)}{31}\right)$ and since $\operatorname{Tr}_{K / \mathbb{Q}}$ is $\mathbb{Q}$-linear we have
(3.17) $\operatorname{Tr}_{K / \mathbb{Q}}\left(\frac{x \sigma(\pi) \sigma^{2}(\pi) \sigma^{3}(\pi)}{31}\right)=\frac{x}{31} \operatorname{Tr}_{K / \mathbb{Q}}\left(\sigma(\pi) \sigma^{2}(\pi) \sigma^{3}(\pi)\right)$

$$
\begin{align*}
& =\frac{x}{31} \operatorname{Tr}_{K / \mathbb{Q}}\left(-49 \zeta_{5}+58 \zeta_{5}^{2}+335 \zeta_{5}^{3}+237 \zeta_{5}^{4}\right)  \tag{3.18}\\
& =\frac{-681 x}{31} \tag{3.19}
\end{align*}
$$

therefore $e\left(\frac{x}{\pi}\right)=\exp \left(\frac{-2 x \pi i}{31}\right)$ and $\left(\frac{3}{\pi}\right)_{5}=\zeta_{5}^{3}$
$(3.20) G_{l}(\pi)=2 \sum_{k=1}^{\frac{31-1}{10}} \cos \left(2 \pi \operatorname{Tr}_{K / \mathbb{Q}}\left(\frac{2^{5 k+l}}{\pi}\right)\right)$

$$
\begin{equation*}
=2\left(\cos \left(-2 \pi \frac{3^{5 \cdot 1+l}}{31}\right)+\cos \left(-2 \pi \frac{3^{5 \cdot 2+l}}{31}\right)+\cos \left(-2 \pi \frac{3^{5.3+l}}{31}\right)\right) \tag{3.22}
\end{equation*}
$$

$$
\begin{equation*}
=2 \sum_{k=1}^{3} \cos \left(2 \pi \operatorname{Tr}_{K / \mathbb{Q}}\left(\frac{3^{5 k+l}}{\pi}\right)\right) \tag{3.21}
\end{equation*}
$$

$$
\begin{equation*}
=2\left(\cos \left(2 \pi \frac{3^{5+l}}{31}\right)+\cos \left(2 \pi \frac{3^{10+l}}{31}\right)+\cos \left(2 \pi \frac{3^{15+l}}{31}\right)\right) \tag{3.23}
\end{equation*}
$$

The Gauss sums
(3.24) $G\left(\left(\frac{\dot{\pi}}{\pi}\right)_{5}, \pi\right)=\sum_{k=1}^{30}\left(\frac{3^{i}}{\pi}\right)_{5} \exp \left(\frac{-2.3^{k} \cdot i \pi}{31}\right)=\sum_{k=1}^{30} \zeta_{5}^{3 k} \exp \left(\frac{2.3^{k} i \pi}{31}\right)$

$$
\begin{equation*}
=\sum_{l=1}^{5} \zeta_{5}^{3 l} 2 \sum_{k=1}^{3} \cos \left(\frac{3^{5 k+l} .2 \pi}{31}\right) \tag{3.25}
\end{equation*}
$$

$$
\begin{align*}
& =2\left(\zeta_{5}^{3}\left(\cos \left(\frac{6 \pi}{31}\right)+\cos \left(\frac{32 \pi}{31}\right)+\cos \left(\frac{26 \pi}{31}\right)\right)\right)  \tag{3.26}\\
& +2\left(\zeta_{5}\left(\cos \left(\frac{18 \pi}{31}\right)+\cos \left(\frac{34 \pi}{31}\right)+\cos \left(\frac{16 \pi}{31}\right)\right)\right)  \tag{3.27}\\
& +2\left(\zeta_{5}^{4}\left(\cos \left(\frac{54 \pi}{31}\right)+\cos \left(\frac{40 \pi}{31}\right)+\cos \left(\frac{48 \pi}{31}\right)\right)\right)  \tag{3.28}\\
& +2\left(\zeta_{5}^{2}\left(\cos \left(\frac{38 \pi}{31}\right)+\cos \left(\frac{58 \pi}{31}\right)+\cos \left(\frac{20 \pi}{31}\right)\right)\right)  \tag{3.29}\\
& +2\left(\zeta_{5}^{0}\left(\cos \left(\frac{52 \pi}{31}\right)+\cos \left(\frac{50 \pi}{31}\right)+\cos \left(\frac{60 \pi}{31}\right)\right)\right) \tag{3.30}
\end{align*}
$$

For distinct values of $\varepsilon\left(\zeta_{5}\right)$ we obtain the following results $\varepsilon\left(\zeta_{5}\right)=\exp (2 i \pi / 5)$
$G(\pi, \varepsilon, 1)=5.226579352648107065417247109-1.919080058380184951993603231 \times I$ $\varepsilon\left(\zeta_{5}\right)=\exp (4 i \pi / 5)$
$G(\pi, \varepsilon, 1)=4.552416669473279118809518850-3.205542460723585071329278448 \times I$
$\varepsilon\left(\zeta_{5}\right)=\exp (6 i \pi / 5)$
$G(\pi, \varepsilon, 1)=4.552416669473279118809518850+3.205542460723585071329278448 \times I$
$\varepsilon\left(\zeta_{5}\right)=\exp (8 i \pi / 5)$
$G(\pi, \varepsilon, 1)=5.226579352648107065417247109+1.919080058380184951993603231 \times I$

## 4. data

This is just a sample of the output file we have. The algebraic numbers are given in the basis $\zeta, \cdots, \zeta^{4}$. On the rows, $v$ stands for a prime factor of $P$. Under $v$ there are successively four lines, each corresponding to a conjugate of primary $v^{*}$ up to a fifth power of a unit, $v^{*}$, the $(1-\zeta)$-adic extension of $v^{*}$, the value of Gauss sums as a complex number, the angle corresponding to the Gauss sum, and the root of unity $\Omega\left(S_{0}, v^{*}\right)$ obtained from the fundamental domain with respect to $S_{0}$.

```
v= -1,0,0,2
31-63 5 -42 -34 1 0 0 3 3 5. 5.2266 -1.9191 -20.162067 -1 0 0 0
31 -2 -3 1 -5 1 0 0 4 2 4.5524 -3.2055 -35.150921 -1 0 0 0
31 -5 1 -3 -2 1 0 0 1 0 4.5524 3.2055 35.150963 0 0 0 -1
31 -34 -42 5 -63 1 0 0 2 4 5 5.2266 1.9191 20.162107 0 0 0 -1
v= -2,-1,1,-2
41 1 3 0 2 1 0 0 2 1 2.5685 -5.8654 
41 0112 3 1 0 0 1 2 - -5.0581 3.9262 142.180450 0 0 0 -1
41 3 2 1 0 1 0 0 4 4 0
41 2 0 3 1 1 0 0 3 0 2.5684 5.8654 66.351532 -1 0 0 0
v= -2,1,1,1
61 3 2 1 5 1 0 0 4 3 -4.9170 -6.0682 -129.017731 00 0 -1 0
61 -34 63 -60 42 1 0 0 2 0 0
61 42 -60 63 -34 1 0 0 3 -1 
61 5 1 2 3 1 0 0 1 1 -4.9170 6.0682 129.017776 0 -1 0
v= -2,-2,1,-1
71 42 5 23 31 1 0 0 3 1 2.6149 8.0101 71.921021 0 -1 0 0
71 -12 2 -9 -5 1 0 0 4 0 -3.2575 -7.7710 -112.742767 0 0 -1 0
71 -5 -9 2 -12 1 0 0 1 3 -3.2575 7.7710 112.742836 0 -1 0 0
71 31 23 5 42 1 0 0 2 2 2.6149 -8.0101 
v= -3,-1, -1,1
101 -34 -2 -20 -23 1 0 0 2 3 9.8919 -1.7748 -10.171501 1 1 1 1 1
101 20 1 12 13 1 0 0 1 4 -1.0453 9.9954 95.970375 -1 0 0 0
101 13 12 1 20 1 0 0 4 1 -1.0453 -9.9954 
101 -23 -20 -2 -34 1 0 0 3 2 9.8919 1.7748 10.171578 1 1 1 1
v= -3,-2,-1,2
131 -4 -2 0 -3 1 0 0 2 4 0
131 -110 81 -118 13 1 0 0 1 0 -11.1907 2.4019 167.885941 0 -1 0 0
131 13-118 81-110 1 0 0 4 2 -11.1907 -2.4020 -167.885864 0 0 -1 0
131 -3 0 -2 -4 1 0 0 3 3 -4.7380 -10.4188 
v= -3,-1,3,2
151 -3 0 -2 1 1 0 0 3 2 -8.5591 -8.8171 
151 13 157 -89 165 1 0 0 4 1 1 -1.2623 -12.2232 
151 165 -89 157 13 1 0 0 1 4 0
151 1 1-2 0 -3 1 0 0 2 3 -8.5591 8.8171 134.149429 1 1 1 1
v= -1, -1, 3,0
181 -9 8 -10 2 1 0 0 2 4 5.9452 -12.0688 -63.774700 0 -1 0 0
181 -45 -24 -13 -52 1 0 0 1 0 -13.0977 3.0741 166.791382 1 1 1 1
181 -52 -13 -24 -45 1 0 0 4 2 -13.0977 -3.0741 -166.791336 1 1 1 1
181 2 -10 8 -9 1 0 0 3 3 5.9452 12.0688 63.774769 0 0 -1 0
```

```
v= -3,2,-1,-2
191 71 -2 45 42 1 0 0 2 1 5.1231 12.8356 68.241318 -1 0 0 0
191 10 6 2 13 1 0 0 1 2 -6.3175 12.2918 117.201408 0 0 -1 0
191 13 2 6 10 1 0 0 4 4 -6.3175 -12.2918 -117.201370 0 -1 0 0
191 42 45 -2 71 1 0 0 3 0 5.1232 -12.8356 
v= -2,0,0,3
211 -1 9 -6 9 1 0 0 0 2 5.7477 -13.3403 -66.690941 0 0 - 0
211
211 24 -31 34 -16 1 0 0 0 2 12.8835 -6.7093 -27.508987 0 0 0-1
211 9 -6 9 -1 1 0 0 0 2 5.7477 13.3403 66.690987 0 -1 0 0
v= -3, -3, -1,3
241 -9 -17 5 -23 1 0 0 2 1 -1.2352 15.4750 94.563652 -1 0 0 0
241 -5 -24 12 -27 1 0 0 1 2 9. 9.2728 -12.4505 
241 -27 12 -24 -5 1 0 0 4 4 9.2728 12.4505 53.322475 0 -1 00
241 -23 5 -17 -9 1 0 0 3 0 0
v= -4,-3,0,-2
251 -4 3 -5 2 1 0 0 2 3 -2.1786 15.6925 97.904053 -1 0 0 0
251 60 81 -13 118 1 0 0 1 4 14.4796 -6.4298 
251 118 -13 81 60 1 0 0 4 1 14.4796 6.4298 23.944191 0 -1 0 0
251 2 -5 3-4 1 0 0 3 2 - -2.1786 -15.6925 
v= -4,-2,1,-4
271 241 63 110 212 1 0 0 2 2 13.0712 10.0071 10, 37.437107 1 1 1 1 1
271 0 1 -3 3 1 0 0 1 3 -9.4517 13.4783 125.040001 -1 0 0 0
271 3 -3 1 0 1 0 0 4 0 -9.4517 -13.4784 -125.039932 0 0 0 -1
271 212 110 63 241 1 0 0 3 1 13.0712 -10.0071 
v= -4,-1,1,0
281 -16 -71 34 -81 1 0 0 0 1 -0.1217 16.7626 90.415955 0 -1 00
281 -1 -6 4 -6 1 0 0 0 1 11.4050 -12.2852 
281 -6 4 -6 -1 1 0 0 0 1 11.4050 12.2852 47.127903 -1 0 0 0
281 -81 34 -71 -16 1 0 0 0 1 -0.1217 -16.7626 
v= -4,-1,2,4
311 -4 -2 -5 -3 1 0 0 2 0 -0.3871 -17.6309 -91.257736 0 -1 0 0
311 335 81 157 288 1 0 0 1 1 8
311 288 157 81 335 1 0 0 4 3 8.7924 15.2870 60.094360 1 1 1 1
311 -3 -5 -2 -4 1 0 0 3 4 0
v= -3,-3,3,4
331 0 6 7 3 1 0 0 1 0 0.2367 18.1919 89.254608 0 -1 0 0
331 7 0 3 6 1 0 0 3 3 12.12.1057 13.5813 131.712173 0 0-1 0 0
331 6 3 0 7 1 0 0 2 4 0
```

```
331 3 7 6 0 1 0 0 4 2 0.2367 -18.1919 -89.254562 00 0 -1 0
v= -4,-3,1,-3
401 -5 -49 27 -52 1 0 0 1 4 14.2760 -14.0426 
401 17 5 8 16 1 0 0 3 2 -17.4865 9.7581 150.836884 0 0 -1 0
401 16 8 5 17 1 0 0 2 3 -17.4865 -9.7582 
401 -52 27 -49 -5 1 0 0 4 1 14.2760 14.0426 44.527775 1 1 1 1 1
v= -3,2,0,2
421 -1 -16 9 -16 1 0 0 0 4 8.3003 18.7645 66.138268 -1 0 0 0
421 24 34 -6 49 1 0 0 0 4 7 7.3545 19.1549 68.995842 0 0-1 0 0
421 49 -6 34 24 1 0 0 0 4 4 7.3545 -19.1549 
421 -16 9 -16 -1 1 0 0 0 4 8
v= -3,2,4,3
431 31 -2 20 17 1 0 0 2 4 4 -20.6775 -1.8552 
431 35 -9 27 13 1 0 0 1 0 1.5296 -20.7041 
431 13 27 -9 35 1 0 0 4 2 1.5296 20.7041 
431 17 20 -2 31 1 0 0 3 3 1-20.6775 1.8552 174.873138 0
v= -4,-3,2,1
461 4 4 -1 4 1 0 0 0 2 -3.2293 -21.2267 -98.650375 0 0 0 -1
461 89 -136 139 -81 1 0 0 0 2 - -8.7992 19.5851 114.193428 0 0 -1 0
461 -81 139 -136 89 1 0 0 0 2 -8.7992 -19.5851 
461 4 -1 4 4 1 0 0 0 2 -3.2294 21.2267 98.650459 -1 0 0 0
v= -4,-2,4,3
491 -2 7 -4 5 1 0 0 4 4 14.6961 -16.5839 -48.453827 1 1 1 1
491 -139 -42 -60 -128 1 0 0 2 1 
491 -128 -60 -42 -139 1 0 0 3 0 -20.8132 -7.6035 -159.931671 0 0 -1 0
491 5-4 -4 7 -2 1 0 0 1 2 14.6960 16.5839 4, 48.453854 1 1 1 1
v= -1, -1, -1,4
521 -1 -1 -1 4 1 0 0 0 4 15.8837 -16.3924 
521 -1 -1 4 -1 1 0 0 0 4 22.1453 5.5303 14.021482 -1 0 0 0
521 -1 4 -1 -1 1 0 0 0 4 22.1454 -5.5302 
521 4 -1 -1 -1 1 0 0 0 4 15.8836 16.3924 45.903049 0 -1 0 0
v= -4,-3,4,4
541 0
541 --8 0 -7 -4 1 0 0 3 0 14.5042 18.1832 51.421513 0
541 -4 -7 0 - 8 1 0 0 2 1 14.5043 -18.1831 
541 -7 -8 -4 0 1 0 0 4 4 4
v= -4,-2,-1,3
571 13-3 11 5 1 0 0 4 0 -18.2526 15.4221 139.804718 0 0 -1 0
571 -99 -2 -60 -63 1 0 0 2 2 23.5897 3.8110 9.177059 0 0 -1 0
```

$\begin{array}{lllllllllllllllll}571 & -63 & -60 & -2 & -99 & 1 & 0 & 0 & 3 & 1 & 23.5897 & -3.8110 & -9.176973 & 0 & -1 & 0 & 0\end{array}$ $\begin{array}{lllllllllllllllll}571 & 5 & 11 & -3 & 13 & 1 & 0 & 0 & 1 & 3 & -18.2526 & -15.4221 & -139.804688 & 0 & -1 & 0 & 0\end{array}$

```
v= -3, -2, -2,3
601 5 6 2 8 1 0 0 1 4 19.8339 14.4089 35.997551 1 1 1 1
601 -233-60 -107 -204 1 0 0 3 2 2.1889 -24.4174 -84.877411 0 0 -1 0
601 -204 -107 -60 -233 1 0 0 2 3 2.1889 24.4174 84.877472 0-1 0 0
601 8 2 6 5 1 0 0 4 1 19.8339 -14.4089 -35.997490 1 1 1 1
```

$\mathrm{v}=-2,-1,4,0$
$\begin{array}{lllllllllllllll}631 & -23 & -5 & -12 & -19 & 1 & 0 & 0 & 3 & -14.2569 & 20.6819 & 124.580086 & 0 & 0 & 0\end{array}$
$\begin{array}{lllllllllllllllll}631 & 78 & 12 & 41 & 60 & 1 & 0 & 0 & 4 & 2 & 21.7721 & 12.5290 & 29.918814 & 0 & -1 & 0 & 0\end{array}$
$63160411278 \quad 1 \quad 0 \quad 0 \quad 1 \quad 0 \quad 21.7721 \quad-12.5290 \quad-29.918758 \quad 0 \quad 0 \quad-10$
$\begin{array}{llllllllllllllllllll}631 & -19 & -12 & -5 & -23 & 1 & 0 & 0 & 2 & -14.2569 & -20.6819 & -124.580040 & -1 & 0 & 0 & 0\end{array}$
$\mathrm{v}=-5,-1,1,1$
$641-19-2-10-13 \quad 10021 \quad 23.9704-8.1498 \quad-18.777819 \quad-1000$
$641-4541-5313 \quad 10012 \quad-20.4908$
$641 \quad 13-5341-45 \quad 1 \quad 0 \quad 0448$
$641-13-10-2-19 \quad 10030 \quad 23.9704 \quad 8.1499 \quad 18.77792500001$
$v=-5,-3,0,4$
$\begin{array}{lllllllllllllllllllll}661 & -23 & 45 & -42 & 31 & 1 & 0 & 0 & 3 & 4 & -22.5968 & 12.2631 & 151.511597 & 0 & 0 & -1 & 0\end{array}$
$\begin{array}{llllllllllllllll}661 & -2 & 12 & -9 & 10 & 1 & 0 & 0 & 4 & 3 & -8.2239 & 24.3592 & 108.655190 & 1 & 1 & 1\end{array}$

$\begin{array}{lllllllllllllllllllll}661 & 31 & -42 & 45 & -23 & 1 & 0 & 0 & 2 & 0 & -22.5968 & -12.2632 & -151.511536 & 0 & -1 & 0 & 0\end{array}$
$v=-5,-2,0,3$

$\begin{array}{lllllllllllllllllllllll}691 & 89 & -31 & 74 & 24 & 1 & 0 & 0 & 0 & 3 & -26.2800 & 0.6007 & 178.690598 & 0 & 0 & -1 & 0\end{array}$
$6912474-3189 \quad 100030-26.2800 \quad-0.6007 \quad-178.690598 \quad 0 \quad-100$
$691 \begin{array}{llllllllllllllllll}14 & -1 & 9 & 9 & 1 & 0 & 0 & 3 & -4.9105 & -25.8242 & -100.766273 & -1 & 0 & 0 & 0\end{array}$
$\mathrm{v}=-5,-2,2,1$
$7013765 \quad 100441 \quad 22.1071 \quad 14.5697 \quad 33.386806 \quad 0 \quad-100$

$7017536 \quad 10003123.8662 \quad 26.1926 \quad 81.603424 \quad 0 \quad 0 \quad 0 \quad 1$

$v=-3,-2,3,-2$

$751-63-10023-139 \quad 1003226.0766-26.7222 \quad-77.188889 \quad 0 \quad 0 \quad 0-1$
$751-13923-100-63 \quad 1002306.0766 \quad 26.7222 \quad 77.188919-1000$

$\mathrm{v}=-5,-1,0,2$
$\begin{array}{lllllllllllllllll}761 & 136 & 23 & 70 & 107 & 1 & 0 & 0 & 2 & 0 & -1.7902 & -27.5281 & -93.720734 & -1 & 0 & 0 & 0\end{array}$

| 761 | -15 | -4 | -8 | -12 | 1 | 0 | 0 | 1 | 1 | 19.6068 | -19.4055 | -44.704449 | 0 | 0 | -1 | 0 |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 761 | -12 | -8 | -4 | -15 | 1 | 0 | 0 | 4 | 3 | 19.6068 | 19.4055 | 44.704472 | 0 | -1 | 0 | 0 |  |
| 761 | 107 | 70 | 23 | 136 | 1 | 0 | 0 | 3 | 4 | -1.7902 | 27.5281 | 93.720779 | 0 | 0 | 0 | -1 |  |

```
v= -5, -3,1, -2
811 -74 -17 -35 -63 1 0 0 2 0 0
811 -20 -14 -3 -27 1 0 0 1 1 2.3924 -28.3774 
811 -27 -3 -14 -20 1 0 0 4 3 2.3924 28.3774 85.181076 1 1 1 1
811 -63 -35 -17 -74 1 0 0 3 4 -19.2056 -21.0273 -132.407501 0 0 -1 0
```

$\mathrm{v}=-5,2,-2,1$
$821-262-118-89-280 \quad 100400-4.1373 \quad 28.3528 \quad 98.302040 \quad 0 \quad 0 \quad 0-1$

$821-350-21 \quad 10031 \quad 3.3161 \quad 28.4605 \quad 83.3540731111$

$v=-5,-4,0,5$

$881 \quad 4 \quad 4-1 \quad 9 \quad 100001023.6963-17.8741 \quad-37.027210 \quad 0 \quad 0 \quad 0 \quad-1$
$881 \quad 9-1414 \quad 1 \quad 0 \quad 0 \quad 0 \quad 1 \quad 23.6963 \quad 17.8742 \quad 37.027328-1000$

$\mathrm{v}=-5,-1,2,0$
$\begin{array}{llllllllllllllll}911 & -7 & 2 & -4 & -5 & 1 & 0 & 0 & 4 & 3 & -28.2321 & -10.6747 & -159.288116 & 0 & 0 & 0\end{array}-1$
$911-139-1475-233 \quad 10020 \quad 22.3766 \quad 20.2556 \quad 42.15174911111$

$\begin{array}{llllllllllllllllllllll}911 & -5 & -4 & 2 & -7 & 1 & 0 & 0 & 1 & 1 & -28.2321 & 10.6747 & 159.288193 & -1 & 0 & 0 & 0\end{array}$
$\mathrm{v}=-5,1,1,-1$
$9412715831 \quad 10030 \quad-17.6746 \quad-25.0721 \quad-125.181870 \quad 0 \quad 0 \quad 0 \quad-1$
$\begin{array}{lllllllllllllllll}941 & -52 & -38 & -9 & -70 & 1 & 0 & 0 & 4 & 4 & 25.6601 & -16.8094 & -33.228027 & 0 & -1 & 0 & 0\end{array}$
$\begin{array}{lllllllllllllllllllllll}941 & -70 & -9 & -38 & -52 & 1 & 0 & 0 & 1 & 2 & 25.6601 & 16.8095 & 33.228096 & 0 & 0 & -1 & 0\end{array}$

$\mathrm{v}=-5,-4,1,-1$
$\begin{array}{llllllllllllllll}971 & 2 & 15 & -7 & 16 & 1 & 0 & 0 & 3 & 1 & -9.5159 & -29.6723 & -107.780998 & 0 & -1 & 0\end{array} 0$
$\begin{array}{llllllllllllllllllllll}971 & -92 & -13 & -49 & -70 & 1 & 0 & 0 & 4 & 30.7724 & 4.9049 & 9.056336 & 0 & 0 & -1 & 0\end{array}$
$\begin{array}{llllllllllllllll}971 & -70 & -49 & -13 & -92 & 1 & 0 & 1 & 3 & 30.7724 & -4.9049 & -9.056272 & 0 & -1 & 0 & 0\end{array}$
$\begin{array}{llllllllllllllllllll}971 & 16 & -7 & 15 & 2 & 1 & 0 & 0 & 2 & 2 & -9.5159 & 29.6723 & 107.781044 & 0 & 0 & -1 & 0\end{array}$
$\mathrm{v}=-5,-5,-5,1$

$991-6-1-6-6 \quad 10003031.3929 \quad 2.3415 \quad 4.265628 \quad 0 \quad-100$


$v=-5,-1,-4,1$

| 1021 | $\begin{array}{lllll}-19 & 13-20\end{array}$ | 10022 | -18.6410 | -25.9521 | -125.689102 | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1021 | $2041-1353$ | 10013 | -1.1150 | -31.9336 | -91.999771 | -1 00 |
| 1021 | $53-134120$ | 10040 | -1.1151 | 31.9336 | 91.99983200 | $0-10$ |
| 1021 | $2-2013-19$ | 10031 | -18.6410 | 25.9521 | 125.689171 | $0-100$ |

$\mathrm{v}=-5,-3,-3,2$
$1031-41-31-6-56 \quad 10001222.4913 \quad 22.9159 \quad 45.53575911111$
$1031-1619-219 \quad 10001027.0916 \quad 17.2350 \quad 32.463615 \quad 1 \quad 1 \quad 11$
$1031 \quad 9-2119-16 \quad 10001027.0916 \quad-17.2350 \quad-32.463570 \quad 1 \quad 1 \quad 11$
$1031-56-6-31-41 \quad 10001022.4914$
$v=-4,-4,2,-3$
$105127-10236 \quad 10032 \quad 31.7162 \quad 6.7142 \quad 11.952858-1000$
$\begin{array}{lllllllllllllllllllllll}1051 & -12 & -38 & 16 & -45 & 1 & 0 & 0 & 4 & 1 & -30.0030 & -12.2809 & -157.739594 & -1 & 0 & 0 & 0\end{array}$
$1051-4516-38-12 \quad 10014 \quad-30.0030 \quad 12.2809 \quad 157.73965500001$
$1051 \quad 6 \quad 23-1027 \quad 10023031.7162-6.7142 \quad-11.9527760000-1$
$v=-4,-4,4,5$

$1061-5292-8960 \quad 100430-21.8761-24.1337 \quad-132.190948 \quad 0 \quad-100$
$106160-8992-52 \quad 10011 \quad-21.8761 \quad 24.1337 \quad 132.190979 \quad 0 \quad 0 \quad-10$
$1061 \begin{array}{lllllllllllllllll}1 & 8 & -5 & 7 & 1 & 0 & 2 & 0 & -8.4050 & -31.4699 & -104.953514 & -1 & 0 & 0 & 0\end{array}$
$v=-4,-2,3,-1$

$109125-21 \quad 10030 \quad 30.3305-13.0791 \quad-23.32670011111$
$1091 \quad 1-252210021 \quad 30.3305 \quad 13.0792 \quad 23.326771 \quad 1111$

$v=-5,2,-3,2$
$1151-81-71-6-121 \quad 100000-4.1482 \quad 33.6718 \quad 97.023094000-1$

$1151-6-114-16 \quad 100000-33.6943-3.9614 \quad-173.294510 \quad 0 \quad-100$

$\mathrm{v}=-4,2,3,0$
$11710 \begin{array}{lllllllllllllll} & -4 & 2 & 3 & 1 & 0 & 0 & 1 & 3 & 25.6239 & 22.6807 & 41.513306 & 1 & 1 & 1\end{array}$


$117132-40 \quad 10040025.6239-22.6807 \quad-41.5132561111$
$\mathrm{v}=-5,-2,2,-4$
$1181 \quad 3715 \quad 1004243.3246 \quad 34.0925 \quad 82.770638 \quad 0 \quad 0 \quad 0 \quad-1$
$1181 \quad 1357 \quad 10024 \quad 13.1627 \quad 31.7450 \quad 67.479149 \quad 1111$
$11817 \begin{array}{lllllllllllllll}7 & 3 & 1 & 0 & 0 & 3 & 13.1628 & -31.7450 & -67.479088 & 1 & 1 & 1\end{array}$
$1181517331001004.3247-34.0925 \quad-82.770546-1000$

```
v= -4,-3,3,0
1201 0-4 -3 3 1 0 0 1 4 4 -20.1002 28.2309 125.450554 0 -1 0
1201 -3 0 3 -4 1 0 0 3 2 11.0004 -32.8632 -71.492851 0 -1 0 0
1201 -4 3 0 -3 1 0 0 2 3 11.0004 32.8632 71.492897 0 0 -1 0
1201 3 -3 -4 0 1 0 0 4 1 -20.1001 -28.2309 
```

$v=-3,-1,0,5$
$1231 \quad 0 \quad-42 r \quad 1 \quad 0 \quad 0 \quad 1 \quad 0 \quad 17.2045 \quad-30.5778 \quad-60.635899 \quad 0 \quad 0 \quad 0 \quad-1$
$123142-165128-139 \quad 10033322.6080 \quad 12.9508 \quad 21.661312 \quad-1000$
$1231-139128-16542 \quad 10024 \quad 32.6080 \quad-12.9507 \quad-21.66126400001$

$\mathrm{v}=-6,-2,1,-2$
$1291 \quad 125311 \quad 10030 \quad-6.8007 \quad-35.2810 \quad-100.910339 \quad 0 \quad-100$
$\begin{array}{lllllllllllllllll}1291 & 118 & -78 & 121 & -5 & 1 & 0 & 0 & 4 & 4 & 0.3337 & 35.9289 & 89.467789 & 0 & 0 & -1 & 0\end{array}$


$v=-6,-4,-2,3$
$130146132042 \quad 1002300.2905-36.0682 \quad-89.53846011111$
$13013531253 \quad 10014$

$130142201346 \quad 1 \quad 0 \quad 0 \quad 3 \quad 2 \quad 0.2905 \quad 36.0682 \quad 89.538521 \quad 1111$
$\mathrm{v}=-6,1,-5,1$




$\mathrm{v}=-5,-1,-1,3$
$\begin{array}{lllllllllllllllll}1361 & -24 & -7 & -10 & -23 & 1 & 0 & 0 & 2 & 0 & -16.9155 & 32.7852 & 117.291397 & 0 & 0 & 0 & -1\end{array}$

$\begin{array}{llllllllllllllll}1361 & -92 & 12 & -64 & -45 & 1 & 0 & 0 & 4 & 3 & 3.2801 & 36.7456 & 84.898979 & -1 & 0 & 0\end{array}$

$\mathrm{v}=-6,-2,5,4$
$\begin{array}{llllllllllllllllllllllll}1381 & -12 & -23 & 6 & -30 & 1 & 0 & 4 & 2 & -15.9193 & -33.5794 & -115.364731 & -1 & 0 & 0 & 0\end{array}$
$1381 \begin{array}{llllllllllllllll}71 & 23 & 30 & 67 & 1 & 0 & 0 & 2 & 4 & 37.1073 & -2.0109 & -3.101919 & 0 & 0 & 0 & -1\end{array}$
$\begin{array}{lllllllllllllllllll}1381 & 67 & 30 & 23 & 71 & 1 & 0 & 0 & 3 & 3 & 37.1074 & 2.0109 & 3.101919 & -1 & 0 & 0 & 0\end{array}$

$\mathrm{v}=-6,-1,-3,1$
$1451-221-5 \quad 100410-37.1918 \quad-8.2321 \quad-167.51931811111$
$1451 \quad 1 \quad-2-52010023013.7472 \quad 35.5248 \quad 68.844788 \quad 0 \quad-100$



```
v= -6,-5,0,-3
1471 107 -100 128 -34 1 0 0 3 1 -37.8894 5.9491 171.076645 1 1 1 1
1471 -7 -8 1 -10 1 0 0 4 0 0 -21.1073 32.0231 123.389900 0 0 0 -1
1471 -10 1 -8 -7 1 0 0 1 3 -21.1072 -32.0232 
1471 -34 128 -100 107 1 0 0 2 2 -37.8895 -5.9492 -171.076630 1 1 1 1
v= -2,-1,5,-1
1481 -70 16 -53 -27 1 0 0 1 0 4.4027 -38.2311 -83.430779 1 1 1 1
1481 -13 15 -17 6 1 0 0 3 3 21.2611 32.0775 56.463352 0 0 0-1 0
1481 6 -17 15 -13 1 0 0 2 4 21.2612 -32.0775 -56.463257 0 -1 0 0
1481 -27 -53 16 -70 1 0 0 4 2 4.4026 38.2311 
v= -6,0, -4,1
1511 -16 -1 -11 -11 1 0 0 0 2 38.6964 -3.6871 -5.442837 0 0 -1 0
1511 154 -6 99 89 1 0 0 0 2 -3.5274 38.7112 95.206512 -1 0 0 0
1511 89 99 -6 154 1 0 0 0 2 -3.5274 -38.7112 
1511 -11 -11 -1 -16 1 0 0 0 2 38.6964 3.6871 
v= -6,-1,3,5
1531 16 3 10 12 1 0 0 2 4 -38.4314 -7.3506 
1531 -175 -49 -78 -157 1 0 0 1 0 -38.0324 9.1943 166.409546 1 1 1 1
1531 -157 -78 -49 -175 1 0 0 4 2 -38.0325 -9.1944 -166.409470 1 1 1 1
1531 12 10 3 16 1 0 0 3 3 0
v= -6,-1,2,1
1571 3 2 1 -5 1 0 0 4 0 23.8864 -31.6297 -52.940212 -1 0 0 0
1571 1 3 -5 2 1 0 0 2 2 37.3432 13.2847 19.582882 0 0 0 -1
1571 2 -5 3 1 1 0 0 3 1 37.3432 -13.2847 -19.582821 -1 0 0 0
1571 -5 1 2 3 1 0 0 1 3 23.8865 31.6297 52.940189 0 0 0 -1
v= -5, -4,5,5
1601 9 9 4 -1 1 0 0 0 0 -29.4354 -27.1027 -137.362549 0 0 0 -1
1601 4 9 -1 9 1 0 0 0 0 18.6800 -35.3844 -62.169746 0 0 -1 0
1601 9 -1 9 4 1 0 0 0 0 18.6799 35.3845 62.169857 0 -1 0 0
1601 -1 4 9 9 1 0 0 0 0 -29.4354 27.1027 137.362610 -1 0 0 0
v= -6,4,-3,1
1621 -7 -3 -4 -10 1 0 0 4 0 39.2102 9.1411 
1621 -4 -7 -10 -3 1 0 0 2 2 
1621 -3 -10 -7 -4 1 0 0 3 1 
1621
v= -6,3,-2,-4
1721 -2 2 -4 5 1 0 0 4 0 -6.4260 40.9842 98.910988 0 0 -1 0
1721 -4 -2 5 2 1 0 0 2 2 32.4600 -25.8330 -38.514194 0 0 -1 0
1721 2 5 -2 -4 1 0 0 3 1 32.4600 25.8330 38.514210 0 0-1 0 0
```

```
1721 5 -4 2 -2 1 0 0 1 3 -6.4260 -40.9842 -98.910904 0
v= -3,-3,4,-2
1741 31 63-20 82 1 0 0 2 1 36.7811 19.7015 28.175434 0 -1 0 0
1741 20 -9 17 3 1 0 0 1 2 29.1820 29.8230 45.622395 1 1 1 1
1741 3 17 -9 20 1 0 0 4 4 29.1820 -29.8230 
1741 82 -20 63 31 1 0 0 3 0 36.7811 -19.7016 
v= -4,3,6,6
1801 6 -67 45 -63 1 0 0 2 3 0
1801 10 16 -3 23 1 0 0 1 4 -34.6339 -24.5254 
1801 23 -3 16 10 1 0 0 4 1 0
1801 -63 45 -67 6 1 0 0 3 2 < -30.4465 -29.5637 -135.842819 0 0 -1 0
```

$\mathrm{v}=-5,4,-1,-2$
$1811-34-27-5-48 \quad 10020 \quad-41.0091-11.3692 \quad-164.504715000-1$

$18113837160 \quad 100430-39.063616 .8829 \quad 156.626480 \quad-1000$

$\mathrm{v}=-3,0,-1,5$
$\begin{array}{lllllllllllllllllllll}1831 & -128 & -125 & -2 & -204 & 1 & 0 & 0 & 3 & -20.7070 & -37.4463 & -118.941643 & -1 & 0 & 0 & 0\end{array}$
$1831137615 \quad 10042441.0921-11.9350 \quad-16.195637-1000$
$1831 \quad 156713 \quad 10010 \quad 41.0920 \quad 11.9350 \quad 16.195709 \quad 0 \quad 0 \quad 0 \quad-1$
$1831-204-2-125-128 \quad 10024 \quad-20.7070 \quad 37.4462 \quad 118.941666 \quad 0 \quad 0 \quad 0 \quad-1$
$v=-4,3,3,-1$
$18610 \begin{array}{lllllllllllllllllll} & 0 & -4 & -3 & -7 & 1 & 0 & 0 & 1 & 1 & 42.3390 & -8.2708 & -11.053321 & 0 & -1 & 0 & 0\end{array}$
$\begin{array}{llllllllllllllllllll}1861 & -3 & 0 & -7 & -4 & 1 & 0 & 0 & 3 & 4 & -38.5126 & 19.4366 & 153.220779 & 0 & -1 & 0 & 0\end{array}$


$v=-5,2,2,2$



$\begin{array}{llllllllllllllll}1871 & -56 & 19 & -46 & -16 & 1 & 0 & 0 & 0 & 4 & 14.2627 & 40.8360 & 70.747337 & 0 & -1 & 0\end{array} 0$
$v=-6,-4,-5,1$
$190138-2841-5 \quad 1 \quad 0 \quad 0 \quad 4 \quad 1 \quad 28.7346 \quad-32.7921 \quad-48.773026 \quad 0 \quad-100$
$\begin{array}{llllllllllllllll}1901 & -19 & -27 & 5 & -38 & 1 & 0 & 0 & 2 & 3 & 26.1893 & 34.8586 & 53.082413 & -1 & 0 & 0\end{array}$
$1901-385-27-19 \quad 10032 \quad 26.1893-34.8586 \quad-53.082375000-1$
$1901-541-28 \quad 38 \quad 1 \quad 0 \quad 0 \quad 14$
$\mathrm{v}=-5,-1,5,2$





```
v= -6,-1,0,3
1951 24 -96 74 -81 1 0 0 0 0 19.8828 -39.4421 
1951 14 9 4 19 1 0 0 0 0 -39.0949 20.5571 152.263428 0 0 0 -1
1951 19 4 9 14 1 0 0 0 0 < -39.0948 -20.5571 
1951 -81 74 -96 24 1 0 0 0 0 19.8828 39.4421 19% 63.247314 00 0
```

$\mathrm{v}=-6,-3,0,5$
$2011-7-31-5 \quad 10 \begin{array}{lllllllllllll} & -7 & 1 & 4 & 3 & 36.7020 & 25.7676 & 35.071812 & 0 & 0 & 0 & -1\end{array}$
$2011-309128-270-63 \quad 10020 \quad 41.4477 \quad 17.1199 \quad 22.44298211111$
$2011-63-270128-309 \quad 10034841.4477-17.1198 \quad-22.4429091111$
$\begin{array}{lllllllllllllllll}2011 & -5 & 1 & -3 & -7 & 1 & 0 & 0 & 1 & 1 & 36.7020 & -25.7675 & -35.071747 & -1 & 0 & 0 & 0\end{array}$
$v=-4,3,3,4$
$20810 \begin{array}{lllllllllllllllllllll} & 1 & -3 & -7 & 1 & 0 & 0 & 1 & 0 & -1.0936 & 45.6048 & 91.373726 & 0 & -1 & 0 & 0\end{array}$


$2081-7-310 \quad 100420-1.0936-45.6049 \quad-91.373680 \quad 0 \quad 0 \quad-10$
$v=-6,-3,2,-2$
$211160 \begin{array}{llllllllllllllll}6 & 146 & -53 & 183 & 1 & 0 & 0 & 1 & 1 & -45.3831 & 7.1676 & 171.025146 & 1 & 1 & 1 & 1\end{array}$

$2111-14-7-5-13 \quad 10020 \quad-37.5373 \quad 26.4944 \quad 144.784988 \quad 0 \quad-100$
$2111 \begin{array}{llllllllllllllll}183 & -53 & 146 & 60 & 1 & 0 & 0 & 4 & 3 & -45.3831 & -7.1676 & -171.025040 & 1 & 1 & 1 & 1\end{array}$
$v=-6,0,3,4$
$\begin{array}{lllllllllllllllllllll}2131 & -20 & 26 & -28 & 13 & 1 & 0 & 0 & 1 & 0 & 12.1930 & -44.5233 & -74.684639 & 0 & -1 & 0 & 0\end{array}$
$\begin{array}{lllllllllllllllllllll}2131 & -38 & -35 & -2 & -59 & 1 & 0 & 0 & 3 & 3 & -42.7481 & 17.4242 & 157.824127 & 0 & -1 & 0 & 0\end{array}$

$\begin{array}{llllllllllllllllllll}2131 & 13 & -28 & 26 & -20 & 1 & 0 & 0 & 4 & 2 & 12.1930 & 44.5234 & 74.684723 & 0 & 0 & -1 & 0\end{array}$
$\mathrm{v}=-5,-5,2,-1$
$2141-101 r-2 \quad 1 \quad 0 \quad 0 \quad 1 \quad 2 \quad-27.0956$
$2141107175-42241 \quad 10030 \quad 6.2876-45.8417 \quad-82.190094$
$\begin{array}{llllllllllllllllllllll}2141 & 241 & -42 & 175 & 107 & 1 & 0 & 0 & 2 & 1 & 6.2876 & 45.8418 & 82.190140 & 0 & 0 & 0 & -1\end{array}$
$\begin{array}{llllllllllllllllllll}2141 & -2 & -8 & 1 & -10 & 1 & 0 & 0 & 4 & 4 & -27.0956 & 37.5077 & 125.844406 & -1 & 0 & 0 & 0\end{array}$
$v=-6,3,-3,2$
$\begin{array}{llllllllllllllllllllll}2161 & -2 & -8 & 1 & -5 & 1 & 0 & 0 & 4 & 3 & 15.0096 & -43.9967 & -71.162773 & 0 & 0 & -1 & 0\end{array}$



$\mathrm{v}=-6,-1,5,3$
$\begin{array}{lllllllllllllll}2221 & 129 & 9 & 74 & 89 & 1 & 0 & 0 & 0 & 4 & 26.5579 & 38.9317 & 55.699532 & 0 & -1\end{array} 0$

$\mathrm{v}=-4,-1,-3,4$
$2341-93-10-3 \quad 1 \quad 0 \quad 0 \quad 2 \quad 1 \quad 11.9156 \quad 46.8937 \quad 75.74303400010$
 $2341 \quad 118157-24230 \quad 10044$ $2341-3-103-9 \quad 10030 \quad 11.9157-46.8937 \quad-75.742874000100$

```
v= -6,1,2,-1
2351 -12 17 -19 10 1 0 0 4 1 47.7145 -8.6215 
2351 96 23 45 82 1 0 0 2 3 26.1265 40.8461 57.395626 -1 0 0 0
2351 82 45 23 96 1 0 0 3 2 26.1266 -40.8461 
2351 10 -19 17 -12 1 0 0 1 4 47.7145 8.6215 10.242230
```

$\mathrm{v}=-6,1,1,-5$
$\begin{array}{llllllllllllllll}2371 & 46 & -2 & 30 & 27 & 1 & 0 & 0 & 2 & 2 & 45.2901 & 17.8831 & 21.546919 & 0 & 0 & 0\end{array}-1$
$\begin{array}{lllllllllllllllll}2371 & -30 & 31 & -38 & 13 & 1 & 0 & 0 & 1 & 3 & -9.1461 & 47.8262 & 100.826302 & 0 & 0 & 0 & -1\end{array}$
$\begin{array}{lllllllllllllllllllllllll}2371 & 13 & -38 & 31 & -30 & 1 & 0 & 0 & 4 & 0 & -9.1460 & -47.8262 & -100.826210 & -1 & 0 & 0 & 0\end{array}$
$\begin{array}{llllllllllllllll}2371 & 27 & 30 & -2 & 46 & 1 & 0 & 0 & 3 & 1 & 45.2901 & -17.8831 & -21.546919 & -1 & 0 & 0\end{array} 0$
$\mathrm{v}=-3,6,-1,4$
$\begin{array}{llllllllllllllllllllllllllll}2381 & -385 & -89 & -183 & -327 & 1 & 0 & 0 & 1 & 0 & 7.6648 & 48.1897 & 80.962555 & 0 & 0 & -1 & 0\end{array}$


$\begin{array}{lllllllllllllllllllllll}2381 & -327 & -183 & -89 & -385 & 1 & 0 & 0 & 4 & 2 & 7.6648 & -48.1898 & -80.962509 & 0 & -1 & 0 & 0\end{array}$
$v=-5,-3,-4,3$
$24113148-1067 \quad 1 \quad 0 \quad 0 \quad 2 \quad 0 \quad 39.2546 \quad 29.4970 \quad 36.922241 \quad 1 \quad 1 \quad 11$ $\begin{array}{llllllllllllllllllllll}2411 & -45 & -9 & -23 & -37 & 1 & 0 & 0 & 1 & 1 & 12.4068 & -47.5086 & -75.364143 & -1 & 0 & 0 & 0\end{array}$ $2411-37-23-9-45 \quad 10043012.4068 \quad 47.5086 \quad 75.364182 \quad 0 \quad 0 \quad 0 \quad-1$ $241167-104831 \quad 1003439.2547-29.4970 \quad-36.92210811111$

```
v= -6,-5,2,0
```





$v=-7,-3,6,5$


$\begin{array}{lllllllllllllllllllll}2521 & -3 & 5 & -7 & 6 & 1 & 0 & 0 & 3 & 1 & -16.9231 & 47.2717 & 109.697189 & 0 & -1 & 0 & 0\end{array}$
$2521 \quad 5 \quad 6 \quad-3-7 \quad 100013043.3408 \quad 25.3491 \quad 30.322380 \quad 0 \quad-100$
$\mathrm{v}=-7,-1,4,5$
$\begin{array}{llllllllllllllllllllll}2531 & 2 & 10 & -7 & 11 & 1 & 0 & 0 & 3 & 3 & 5.2336 & 50.0361 & 84.028725 & 0 & -1 & 0 & 0\end{array}$

$\begin{array}{lllllllllllllllllllllll}2531 & 100 & 121 & -13 & 183 & 1 & 0 & 0 & 1 & 0 & -49.2178 & 10.4215 & 168.044586 & 0 & -1 & 0 & 0\end{array}$
$\begin{array}{llllllllllllllllllllll}2531 & 11 & -7 & 10 & 2 & 1 & 0 & 0 & 2 & 4 & 5.2337 & -50.0361 & -84.028648 & 0 & 0 & -1 & 0\end{array}$
$\mathrm{v}=-7,-6,-4,3$

$25511017331001427.5055-42.3610 \quad-57.003838 \quad 0 \quad-100$
$25513 \begin{array}{lllllllllllllllll} & 7 & 10 & 1 & 0 & 0 & 4 & 1 & 27.5055 & 42.3609 & 57.003784 & 0 & 0 & -1 & 0\end{array}$
$255171031 \quad 10032219.560546 .5660 \quad 67.21470600-100$
$v=-5,5,-2,-2$
$2591-146-31-71-121 \quad 10003026.3901 \quad 43.5265 \quad 58.771561 \quad 0 \quad 0 \quad 0-1$
$2591-614-119 \quad 1 \quad 0 \quad 0 \quad 0 \quad 3 \quad 50.2813 \quad 7.9235 \quad 8.955237000010$

$\begin{array}{llllllllllllllllllllllll}2591 & -121 & -71 & -31 & -146 & 1 & 0 & 0 & 0 & 3 & 26.3902 & -43.5266 & -58.771542 & -1 & 0 & 0 & 0\end{array}$
$\mathrm{v}=-7,-2,1,4$
$2621-23-358-49 \quad 10031033.1751-38.9925 \quad-49.6086621111$
$2621-5212-39-20 \quad 100400-12.6284-49.6138 \quad-104.280472000-1$
$\begin{array}{lllllllllllllllllllllll}2621 & -20 & -39 & 12 & -52 & 1 & 0 & 0 & 1 & 3 & -12.6284 & 49.6138 & 104.280518 & -1 & 0 & 0 & 0\end{array}$
$\begin{array}{llllllllllllllll}2621 & -49 & 8 & -35 & -23 & 1 & 0 & 0 & 2 & 2 & 33.1751 & 38.9925 & 49.608639 & 1 & 1 & 1\end{array}$
$\mathrm{v}=-6,-5,2,-5$
$2671-204-2125-338 \quad 100222-19.3812 \quad 47.9100 \quad 112.024994-1000$

$2671 \quad 3-36-5 \quad 10040 \quad-51.64371 .9818 \quad 177.802322 \quad 0 \quad-100$


| $\mathrm{v}=$ | $-5,-2,4,-1$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 2711 | 32 | 10 | 13 | 31 | 1 | 0 | 0 | 3 | 4 | 47.1471 | -22.0943 | -25.108921 | 0 | 0 | -1 | 0 |  |
| 2711 | 53 | 67 | -9 | 100 | 1 | 0 | 0 | 4 | 3 | 51.0471 | -10.2560 | -11.360162 | 1 | 1 | 1 | 1 |  |
| 2711 | 100 | -9 | 67 | 53 | 1 | 0 | 0 | 1 | 1 | 51.0471 | 10.2561 | 11.360266 | 1 | 1 | 1 | 1 |  |
| 2711 | 31 | 13 | 10 | 32 | 1 | 0 | 0 | 2 | 0 | 47.1470 | 22.0943 | 25.108994 | 0 | -1 | 0 | 0 |  |

$\mathrm{v}=-7,-2,-2,2$
$2731-12-3-9-10 \quad 10042 \quad-34.0860 \quad 39.6125 \quad 130.711517 \quad 0 \quad 0 \quad 0-1$
$273130623175212 \quad 10024446.8834$
$273121217523306 \quad 10033046.8834-23.0857-26.2159561111$
$2731-10-9-3-12 \quad 10010 \quad-34.0859 \quad-39.6125 \quad-130.711456-1000$
$\mathrm{v}=-7,-4,4,3$


$2741-101-3-7 \quad 1 \quad 0 \quad 0 \quad 1 \quad 2 \quad-46.7769 \quad 23.5143 \quad 153.311798 \quad 1 \quad 1 \quad 11$

$\mathrm{v}=-7,-1,2,2$

$279128-2331-5 \quad 100448141.5679 \quad 32.6053 \quad 141.889832 \quad 1111$



```
v= -1,0,0,7
2801 -168 70 -147 -34 1 0 0 3 2 51.8802 -10.4615 -11.400678 0 -1 0 0
2801 -7 -8 1 -15 1 0 0 4 1 36.4930 -38.3308 
2801 -15 1 -8 -7 1 0 0 1 4 36.4930
2801 -34 -147 70 -168 1 0 0 2 3 51.8803 10.4616 11.400712 0 0 -1 0
```

$\mathrm{v}=-7,-7,-1,-4$
$2851-175-154-13-262 \quad 10014 \quad 52.7555-8.2375 \quad-8.874780 \quad 0 \quad 0-10$
$2851210-211 \quad 10032 \quad-11.0456-52.2397 \quad-101.9388430000-1$
$\begin{array}{llllllllllllllllllllll}2851 & 11 & -2 & 10 & 2 & 0 & 0 & 3 & -11.0458 & 52.2397 & 101.939018 & -1 & 0 & 0 & 0\end{array}$
$\begin{array}{lllllllllllllllllllllll}2851 & -262 & -13 & -154 & -175 & 1 & 0 & 4 & 1 & 52.7554 & 8.2376 & 8.874912 & 0 & -1 & 0 & 0\end{array}$
$\mathrm{v}=-7,-7,4,6$

$\begin{array}{llllllllllllllll}2861 & -8 & 20 & -17 & 16 & 1 & 0 & 0 & 3 & 4 & 18.9255 & -50.0282 & -69.278534 & 0 & 0 & 0\end{array}-1$
$\begin{array}{lllllllllllllllllllllll}2861 & 16 & -17 & 20 & -8 & 1 & 0 & 0 & 2 & 0 & 18.9255 & 50.0283 & 69.278603 & -1 & 0 & 0 & 0\end{array}$
$\begin{array}{llllllllllllllllllllllll}2861 & -27 & 52 & -49 & 35 & 1 & 0 & 0 & 4 & 3 & 45.0470 & 28.8404 & 32.628544 & 0 & -1 & 0 & 0\end{array}$
$\mathrm{v}=\quad-3,-1,-1,6$
$\begin{array}{lllllllllllllllllllllllll}2971 & -34 & 38 & -45 & 17 & 1 & 0 & 0 & 2 & 18.2133 & -51.3738 & -70.479286 & -1 & 0 & 0 & 0\end{array}$
$29714512728 \quad 1001309.9859-53.5843 \quad-79.44354200010$
$29712827145 \quad 1004009.9858 \quad 53.5844 \quad 79.443619 \quad 0 \quad-100$
$\begin{array}{llllllllllllllll}2971 & 17 & -45 & 38 & -34 & 1 & 0 & 0 & 3 & 1 & 18.2133 & 51.3738 & 70.479309 & 0 & 0 & 0\end{array}-1$

```
v= -3,-3,-3,5
3001 64 -16 49 24 1 0 0 0 0 16.8584 -52.1228 
3001 39 24 9 49 1 0 0 0 0 -54.7805 0.3062 179.679794 0 0 0 -1
3001 49 9 24 39 1 0 0 0 0 < -54.7805 -0.3063 
3001 24 49 -16 64 1 0 0 0 0 16.8583 52.1230 72.077087 0 0 -1 0
```

$v=\quad-7,0,6,7$
$3011 \begin{array}{lllllllllllllll}1 & 8 & 0 & 2 & 0 & 0 & 0 & 54.8199 & -2.4030 & -2.509908 & -1 & 0 & 0 & 0\end{array}$
$3011-385-364-13-602 \quad 10011 \quad 26.9151-47.8182 \quad-60.626411000010$
$3011-602-13-364-385 \quad 10043026.9149 \quad 47.8183 \quad 60.62664400-100$
$30112081 \quad 1003454.8199 \quad 2.4030 \quad 2.509908 \quad 0 \quad 0 \quad 0-1$
$\mathrm{v}=-7,-1,1,3$

$3041 \quad 10678 \quad 10012 \quad-54.7762 \quad 6.3700 \quad 173.366760 \quad 0 \quad 0 \quad-10$

$304171086 \quad 100300-54.3385 \quad 9.3979 \quad 170.187698 \quad 0 \quad 0 \quad 0 \quad-1$
$v=-7,-3,2,-1$
$306122327121165 \quad 10043 \quad-36.7411 \quad 41.3654 \quad 131.6117550000-1$
$3061 \begin{array}{llllllllllllllll}11 & 8 & 0 & 17 & 1 & 0 & 0 & 2 & 0 & -2.5229 & -55.2687 & -92.613579 & 1 & 1 & 1 & 1\end{array}$

$\begin{array}{lllllllllllllllll}3061 & 165 & 121 & 27 & 223 & 1 & 0 & 0 & 1 & 1 & -36.7411 & -41.3654 & -131.611694 & -1 & 0 & 0 & 0\end{array}$
$\mathrm{v}=\quad-7,1,1,-4$
$\begin{array}{llllllllllllllll}3121 & 3 & 12 & -4 & 15 & 1 & 0 & 0 & 4 & 0 & 8.8114 & -55.1666 & -80.925148 & 1 & 1 & 1\end{array}$
$3121-13963-125-23 \quad 10622054.2001 \quad 13.5408 \quad 14.027120 \quad 0 \quad-100$
$3121-23-12563-139 \quad 10031 \quad 54.2001-13.5408 \quad-14.02704900010$
$\begin{array}{lllllllllllllllll}3121 & 15 & -4 & 12 & 3 & 1 & 0 & 0 & 1 & 3 & 8.8114 & 55.1666 & 80.925179 & 1 & 1 & 1\end{array}$
$v=-7,3,-4,-6$
$3181 \quad 2-10063-99 \quad 1 \quad 0 \quad 0 \quad 3 \quad 3 \quad 8.7116 \quad 55.7235 \quad 81.114487 \quad 1111$
$3181 \quad 3-1311-10 \quad 1 \quad 0 \quad 0 \quad 4 \quad 2 \quad 40.2010 \quad-39.5585 \quad-44.538410 \quad 0 \quad 0 \quad 0 \quad-1$
$3181-1011-13 \quad 3 \quad 100110 \quad 40.2010 \quad 39.5585 \quad 44.538475-1000$

$\mathrm{v}=-7,-4,-2,4$
$3191 \quad 6-25-3 \quad 10021 \quad 26.3083-49.9888 \quad-62.242908 \quad 0 \quad 0 \quad 0 \quad-1$

$3191-262157-259-5 \quad 1004440.6189-39.2569 \quad-44.023106-1000$
$3191-35-26 \quad 10030 \quad 26.3083 \quad 49.9887 \quad 62.242825-1000$
$\mathrm{v}=\quad-7,-2,3,7$




```
3221 -5 -9 -3 -7 1 0 0 1 3 -53.7025 18.3588 161.126434 0 -1 0 0
v= -6,-1,-1,4
3251 -6 -1 -1 4 1 0 0 0 0 56.9933 1.6620 1.670467 -1 0 0 0
3251 -1 -6 4 -1 1 1 0 0 0 0 -56.5934 -6.9424 -173.006332 0 -1 0 0
3251 -1 4 -6 -1 1 1 0 0 0 0 -56.5933 6.9424 173.006378 0 0 -1 0
3251 4 -1 -1 -6 1 0 0 0 0 56.9932 -1.6620 -1.670349 0 0 0 -1
```

$\mathrm{v}=-7,-1,2,-3$
$\begin{array}{lllllllllllllll}3271 & 107 & 45 & 38 & 111 & 1 & 0 & 0 & 3 & 1 & 48.3359 & 30.5719 & 32.312889 & 1 & 1\end{array} 111$
$\begin{array}{lllllllllllllll}3271 & 28 & -8 & 21 & 10 & 1 & 0 & 0 & 4 & 0 & 55.7153 & 12.9156 & 13.051412 & 0 & 0 \\ 0 & -1\end{array}$
$32711021-828 \quad 10013 \quad 55.7153-12.9154 \quad-13.051275-1000$
$\begin{array}{llllllllllllllllll}3271 & 111 & 38 & 45 & 107 & 1 & 0 & 0 & 2 & 2 & 48.3359 & -30.5719 & -32.312843 & 1 & 1 & 1 & 1\end{array}$
$\mathrm{v}=-7,5,-4,-3$
$\begin{array}{lllllllllllllll}3301 & -9 & 13 & -15 & 7 & 1 & 0 & 2 & 3 & 5404 & 57.1767 & 84.366089 & 0 & 0 & 0\end{array}$
$\begin{array}{llllllllllllll}3301 & 125 & -24 & 92 & 53 & 1 & 0 & 0 & 1 & 4 & -50.1621 & -28.0137 & -150.818192 & 0\end{array} 00-1$
$330153924125 \quad 100411-50.1621 \quad 28.0137 \quad 150.818237-1000$
$\begin{array}{llllllllllllllll}3301 & 7 & -15 & 13 & -9 & 1 & 0 & 0 & 3 & 2 & 5.6405 & -57.1768 & -84.365967 & -1 & 0 & 0\end{array} 0$
$\left.\begin{array}{llllllllllllllll}\mathrm{v}= & -6,-2,2,7 \\ 3331 & -7 & -13 & -9 & -5 & 1 & 0 & 0 & 4 & 2 & & 33.5177 & -46.9847 & -54.496895 & 0 & 0 \\ 0 & -1 & -1\end{array}\right)$
$\mathrm{v}=-5,0,-3,4$
$\begin{array}{llllllllllllll}3361 & 15 & 1 & 7 & 13 & 1 & 0 & 1 & 1 & 55.0587 & -18.1536 & -18.248074 & 0 & 0 \\ -1 & 0\end{array}$
$3361 \quad 147150-2241 \quad 10034 \quad 54.9343-18.5262 \quad-18.636276 \quad 0 \quad 0 \quad 0 \quad-1$
$3361 \quad 241-2150147 \quad 10020 \quad 54.934318 .5263 \quad 18.636372-1000$


```
v= -7,0,1,2
3371 -4 8 -5 2 1 0 0 2 2 -44.9426 36.7579 140.720764 0 -1 0 0
3371
3371 -327 -13 -194 -215 1 0 0 4 0 -34.9632 46.3527 127.026779 1 1 1 1
3371 2 -5 8 -4 1 0 0 3 1 -44.9428 -36.7580 -140.720779 0 0 -1 0
```

$\mathrm{v}=-3,-1,6,-1$



$3391 \quad 70-2110030 \quad-15.9079-56.0173 \quad-105.8536071111$
$\mathrm{v}=-7,-3,4,2$
$3461 \quad 7 \quad 5 \quad 3-4 \quad 10003-1 \quad 2.6689 \quad 58.7696 \quad 87.399796000-1$
$34613 \begin{array}{lllllllllllllllll} & 7 & -4 & 5 & 1 & 0 & 0 & 4 & 3 & 50.2979 & -30.5144 & -31.244068 & 0 & -1 & 0 & 0\end{array}$

```
3461 5 -4 7 3 1 1 0 0 1 1 50.2978 30.5144 31.244122 0 0 -1 0
3461-4 3 5 7 1 0 0 2 0 2.6690 -58.7696 -87.399727 -1 0 0 0
v= -7,-4,2,-5
3491 -23 -85 38 -99 1 0 0 3 0 54.9101 21.8148 21.667038 0 0 -1 0
3491 28 12 11 30 1 0 0 4 4 19.1232 -55.9044 
3491 30 11 12 28 1 0 0 1 2 19.1231 55.9045 71.115822 1 1 1 1
3491 -99 38 -85 -23 1 0 0 2 1 54.9101 -21.8147 -21.666927 0 -1 00
v= -6,-5,0,7
3511 -103 30 -82 -34 1 0 0 3 4 6.7802 -58.8645 -83.429428 -1 0 0 0
3511 -17 -18 1 -30 1 0 0 4 3 -58.9349 6.1384 174.053696 -1 0 0 0
3511 -30 1 -18 -17 1 0 0 1 1 -58.9349 -6.1385 -174.053665 0 0 0 -1
3511 -34 -82 30 -103 1 0 0 2 0 6 6.7803 58.8644 83.429382 0 0 0-1
v= -3,-2,6,0
3541 -92 117 -129 60 1 0 0 4 4 -40.8090 -43.3085 -133.297989 0 -1 0 0
3541 -14 -7 -5 -18 1 0 0 2 1 56.5345 18.5699 18.183792 -1 0 0 0
3541 -18 -5 -7 -14 1 0 0 3 0 56.5346 -18.5697 -18.183628 0 0 0 -1
3541 60 -129 117 -92 1 0 0 1 2 -40.8091 43.3085 133.298050 0 0-1 0
v= -7,-5,-2,5
3571 -21 -1 -11 -16 1 0 0 0 4 -55.6948 -21.6584 -158.750061 0 0 -1 0
3571 -121 -111 -6 -186 1 0 0 0 4 38.2885 45.8802 50.153877 -1 0 0 0
3571 -186 -6 -111 -121 1 0 0 0 4 38.2885 -45.8801 -50.153816 0 0 0 -1
3571 -16 -11 -1 -21 1 0 0 0 4 4
v= -7,7,-5,1
3581 85 1 52 53 1 0 0 1 0 59.5858 5.5255 5.298016 1 1 1 1
3581 -8 -30 13 -34 1 0 0 3 3 -46.9816 -37.0638 -141.730072 0 0 -1 0
3581 -34 13 -30 -8 1 0 0 2 4 -46.9816 37.0638 141.730072 0 -1 0
3581 53 52 1 85 1 0 0 4 2 59.5858 -5.5255 -5.297978 1 1 1 1
```

$\mathrm{v}=-7,1,-5,2$

| 3631 | 7 | 5 | -2 | 6 | 1 | 0 | 0 | 3 | 3 | 48.0751 | 36.3289 | 37.077290 | 0 | 0 | 0 | -1 |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 3631 | -2 | 7 | 6 | 5 | 1 | 0 | 0 | 4 | 2 | 50.0076 | 33.6192 | 33.912189 | 0 | -1 | 0 | 0 |  |
| 3631 | 5 | 6 | 7 | -2 | 1 | 0 | 0 | 1 | 0 | 50.0075 | -33.6191 | -33.912197 | 0 | 0 | -1 | 0 |  |
| 3631 | 6 | -2 | 5 | 7 | 1 | 0 | 0 | 2 | 4 | 48.0752 | -36.3289 | -37.077164 | -1 | 0 | 0 | 0 |  |

$v=-4,-2,-3,5$
$36712308192223 \quad 1001338.8492 \quad 46.4945 \quad 50.11905311111$
$3671 \quad 7-108-4 \quad 10031 \quad 58.5437 \quad 15.6090 \quad 14.928982 \quad 0 \quad 0 \quad-10$
$\begin{array}{lllllllllllllllllllll}3671 & -4 & 8 & -10 & 7 & 1 & 0 & 2 & 2 & 58.5437 & -15.6089 & -14.928889 & 0 & -1 & 0 & 0\end{array}$
$36712239281230 \quad 100410 \quad 38.8493-46.4946 \quad-50.11902611111$
$\mathrm{v}=-7,-1,3,6$


$v=-5,5,-1,-3$
$\begin{array}{llllllllllllllll}3761 & 18 & -3 & 11 & 10 & 1 & 0 & 0 & 4 & 3 & -48.8616 & 37.0615 & 142.819687 & 1 & 1 & 1\end{array}$
$\begin{array}{llllllllllllllllllllllllll}3761 & 176 & 103 & 45 & 12 & 0 & 2 & 0 & -10.8943 & -60.3517 & -100.232460 & 0 & -1 & 0 & 0\end{array}$
$\begin{array}{lllllllllllllllllllllllll}3761 & 212 & 45 & 103 & 176 & 1 & 0 & 0 & 3 & 4 & -10.8943 & 60.3515 & 100.232536 & 0 & 0 & -1 & 0\end{array}$
$\begin{array}{llllllllllllllllll}3761 & 10 & 11 & -3 & 18 & 1 & 0 & 0 & 1 & 1 & -48.8614 & -37.0615 & -142.819595 & 1 & 1 & 1 & 1\end{array}$
$v=-7,-2,-6,1$
$\begin{array}{llllllllllllllllllllll}3821 & -175 & 121 & -183 & 13 & 1 & 0 & 0 & 1 & 3 & -33.0770 & -52.2198 & -122.350929 & 0 & 0 & -1\end{array}$
$\begin{array}{llllllllllllllll}3821 & 7 & 10 & -2 & 11 & 1 & 0 & 0 & 3 & 1 & -0.3829 & -61.8130 & -90.354935 & -1 & 0 & 0\end{array} 0$
$\begin{array}{lllllllllllllll}3821 & 11 & -2 & 10 & 7 & 1 & 0 & 0 & 2 & -0.3829 & 61.8131 & 90.354889 & 0 & 0 & 0\end{array}$
$\begin{array}{llllllllllllllll}3821 & 13 & -183 & 121 & -175 & 1 & 0 & 0 & 4 & 0 & -33.0771 & 52.2198 & 122.350998 & -1 & 0 & 0\end{array} 0$
$v=-6,-2,-1,5$


$3851 \quad 364-31244194 \quad 100000-34.5528 \quad-51.5472 \quad-123.83451100001$
$3851 \quad 94-19 \quad 10000039.9257-47.5073 \quad-49.955929 \quad 0 \quad-1000$
$\mathrm{v}=-5,3,4,-1$


$388160-4967-12 \quad 10610041.7048$
$\begin{array}{lllllllllllllllll}3881 & 16 & 23 & -5 & 32 & 1 & 0 & 0 & 2 & 4 & -20.4524 & 58.8447 & 109.165703 & 0 & -1 & 0 & 0\end{array}$
$v=-7,-4,-5,2$




$v=-7,1,2,0$
$3931-88-45-27-99 \quad 100330-61.6105 \quad 11.6250 \quad 169.314697-1000$
$393138221145 \quad 100422-62.5910 \quad-3.6566 \quad-176.656540 \quad-1000$
$393145112238 \quad 100110 \quad-62.5909 \quad 3.6566 \quad 176.656540 \quad 0 \quad 0 \quad 0 \quad-1$
$3931-99-27-45-88 \quad 10024 \quad-61.6106 \quad-11.6251 \quad-169.314651 \quad 0 \quad 0 \quad 0 \quad-1$
$v=-7,1,0,2$

```
4001 2 0 -7 1 1 0 0 3 2 61.8830 13.0954 11.948439 0 -1 0 0
4001 -7 2 1 0 1 0 0 4 1
48.9827 40.0212
39.250446 0 0 -1 0
4001 0 1 2 -7 1 0 0 1 4 48.9827 -40.0212 
4001 1-7 0 2 1 0 0 2 3 61.8832 -13.0954 1-11.948323 0 0 -1 0
```

```
v= -5,4,3,-1
4021 4 -6 9 -6 1 0 0 0 4 42.6445 46.9302 47.739231 -1 0 0 0
4021 -251 -136 -71 -291 1 0 0 0 4 -62.2224 -12.2216 -168.887543 0 -1 0 0
4021 -291 -71 -136 -251 1 0 0 0 4 -62.2225 12.2216 168.887589 0 0 -1 0
4021 -6 9
```

$\mathrm{v}=-6,2,5,5$
$4051-2-36-5 \quad 100411044.7212 \quad 32.5052 \quad 149.289032 \quad 1111$

$4051-338-270-42-479 \quad 10032 \quad 54.0114 \quad 33.6715 \quad 31.939976 \quad 0 \quad 0 \quad-10$
$4051-56-3-2 \quad 10014-54.7212 \quad-32.5053 \quad-149.2889561111$
$\mathrm{v}=-7,4,-3,2$
$4091107-601036 \quad 100300-3.0668 \quad-63.8874 \quad-92.74826011111$

$4091516-818 \quad 1 \quad 0 \quad 0 \quad 1 \quad 2 \quad 47.2074-43.1562 \quad-42.432983-10000$
$4091 \begin{array}{lllllllllllllll}6 & 103 & -60 & 107 & 1 & 0 & 0 & 2 & 1 & -3.0668 & 63.8873 & 92.748314 & 1 & 1 & 1\end{array}$
$v=-4,0,-1,6$
$41119325660 \quad 100430-35.6715 \quad 53.2781 \quad 123.803680 \quad 1111$

$411142-52821 \quad 100340-12.4953 \quad 62.8877 \quad 101.23782300010$
$41116056293100110-35.6714-53.2781 \quad-123.80357411111$
$\mathrm{v}=-8,1,-3,1$
$\begin{array}{llllllllllllllllll}4201 & -27 & 77 & -64 & 60 & 1 & 0 & 0 & 4 & 1 & 25.9337 & -59.4007 & -66.414436 & -1 & 0 & 0 & 0\end{array}$

$4201-33-5-17-24 \quad 10032 \quad-57.8572-29.2155 \quad-153.208130-1000$
$4201 \quad 60-64 \quad 77-27 \quad 1 \quad 0 \quad 0 \quad 1 \quad-1 \quad 25.9336 \quad 59.4008 \quad 66.414536 \quad 0 \quad 0 \quad 0 \quad-1$
$v=-8,3,-1,-3$

$4211-175-89-53-197 \quad 10011255.9300$
$4211-197-53-89-175 \quad 10043055.9299 \quad 32.9065 \quad 30.470531 \quad 1111$


```
v= -8,0, -2,1
4231
4231
4231 0 1 -8 -2 1 0 0 1 0 2.4796 64.9989 87.815323 1 1 1 1 1
4231 1 -2 0 -8 1 0 0 2 4 4
```

```
v= -6, -5,3, -1
4241 - -85 -39 -28 -92 1 0 0 1 2 63.1509 -15.9050 
4241 -38 -25 -7 -49 1 0 0 3 0 65.1225 -0.2137 -0.187672 0 0 -1 0
4241 -49 -7 -25 -38 1 0 0 2 1 65.1227 0.2138 0.187672 0 -1 0 0
4241 -92 -28 -39 -85 1 0 0 4 4 63.1509 15.9051 14.136448 1 1 1 1
```

$\mathrm{v}=-7,-1,0,4$



$426178 \quad 27 \quad 3175 \quad 1 \quad 0 \quad 0 \quad 4 \quad 3 \quad-17.3009 \quad 62.9418 \quad 105.369400 \quad-1000$
$\mathrm{v}=-5,4,7,5$

$4271-139-317110-403 \quad 10022 \quad 34.7715-55.3347 \quad-57.855316 \quad 0 \quad 0 \quad-10$
$4271-403110-317-139 \quad 10031134.7716 \quad 55.3349 \quad 57.85537300-100$
$4271 \begin{array}{llllllllllllllll} & 0 & -4 & 7 & -2 & 1 & 0 & 0 & 1 & 3 & 62.0695 & 20.4543 & 18.239096 & 0 & -1 & 0\end{array} 0$
$v=-8,-5,2,-8$
$4391944-2149 \quad 10003064.028317 .0702 \quad 14.928041 \quad 11111$
$4391-56-31-16-66 \quad 10003020.8066-62.9133 \quad-71.6999661111$
$4391-66-16-31-56 \quad 10003020.8065 \quad 62.9133 \quad 71.7000581111$

$\mathrm{v}=-8,-7,-6,2$
$4421-9-7 \quad 0 \quad-8 \quad 1 \quad 0 \quad 0 \quad 2 \quad 2 \quad 41.6205 \quad 51.8529 \quad 51.247185-1000$
$4421-110251-223183 \quad 100013054.1248 \quad 38.6202 \quad 35.509388$
$4421183-223251-110 \quad 10040 \quad 54.1247-38.6201 \quad-35.509350 \quad 0 \quad-100$
$4421-80$
$v=-5,-1,8,4$
$4441949910003064.9999-14.6975 \quad-12.741235000-10$
$4441-526-31-306-356 \quad 100030-11.0804 \quad 65.7132 \quad 99.571045-1000$
$4441-356-306-31-526 \quad 100030-11.0803-65.7132 \quad-99.570915000-1$
$44419949100003064.999914 .6976 \quad 12.741328 \quad 0 \quad-100$
$v=-7,-6,-2,6$




$v=-6,-1,-5,3$

$4481444914 \quad 10001022.2636-63.1295 \quad-70.57401300-100$
$4481 \quad 149414 \quad 10001022.2635 \quad 63.1295 \quad 70.574081 \quad 0 \quad 0 \quad-10$


```
v= -8,-6,1,-6
4561 6 -2 0 7 1 0 0 2 0 8.1615 -67.0401 -83.058891 -1 0 0 0
4561 0 6 7 -2 1 0 0 1 1 -59.7260 -31.5245 -152.174118 00 0 -1 0
4561 -2 7 6 0 1 0 0 4 3 -59.7262 31.5245 152.174149 0 -1 0 0
4561 7 0 -2 6 1 0 0 3 4 8.1614 67.0403 83.059021 00 0 0-1
\begin{tabular}{|c|c|c|c|c|c|}
\hline 4591 & -42 -18 -14 -45 & 10044 & -40.6803 & 54.1861 & \(126.897408-1000\) \\
\hline 4591 & -74 -57-10-103 & 10021 & 18.4542 & -65.1955 & -74.195343 \(0000-1\) \\
\hline 4591 & -103 -10 -57-74 & 10030 & 18.4541 & 65.1954 & \(74.195404-1000\) \\
\hline 4591 & -45-14-18-42 & 10012 & -40.6800 & -54.1861 & -126.897255 \(0000-1\) \\
\hline
\end{tabular}
```

$v=-4,5,0,5$

$4621994410004317.6031 \quad 65.6591 \quad 74.992012 \quad 0 \quad-100$


$v=-7,5,-6,4$




$v=-5,-2,5,-2$
$4691-41-1-26-26 \quad 100003038.8384 \quad 56.4144 \quad 55.454628 \quad 0 \quad 0 \quad 0 \quad-1$
$4691 \begin{array}{lllllllllllllllllllll}114 & 19 & 59 & 1 & 0 & 0 & 3 & -39.3983 & -56.0247 & -125.116066 & 0 & 0 & -1 & 0\end{array}$
$4691895919114 \quad 100063-39.3985 \quad 56.0248 \quad 125.116150 \quad 0 \quad-100$

$\mathrm{v}=-8,-2,2,-1$
$\begin{array}{lllllllllllllllllllll}4721 & -37 & -13 & -14 & -35 & 1 & 0 & 0 & 0 & -11.7022 & -67.7057 & -99.806038 & -1 & 0 & 0 & 0\end{array}$

$47212-7548-74 \quad 10031 \quad 5.8635-68.4590 \quad-85.104599 \quad-1000$

$\mathrm{v}=-7,-5,-5,3$
$4751-1114-169 \quad 10000064.2699 \quad 24.9073 \quad 21.183428 \quad 1111$
$47514999-31129 \quad 100000-68.2552-9.6037 \quad-171.990921 \quad 1 \quad 111$
$4751 \quad 129-319949 \quad 10000068.2552 \quad 9.6036 \quad 171.99096711111$
$47519-1614-11 \quad 10000064.2700 \quad-24.9072 \quad-21.183380 \quad 1 \quad 1 \quad 11$
$v=-6,3,8,6$

| 4801 | -2 | -8 | -14 | -5 | 1 | 0 | 0 | 4 | 1 | 19.7152 | -66.4253 | -73.468971 | 0 | -1 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 0 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 4801 | -14 | -2 | -5 | -8 | 1 | 0 | 0 | 2 | 3 | -6.2771 | -69.0043 | -95.197670 | -1 | 0 | 0 |
| 4801 | -8 | -5 | -2 | -14 | 1 | 0 | 0 | 3 | 2 | -6.2771 | 69.0043 | 95.197739 | 0 | 0 | 0 |$-1$

```
4801 -5 -14 -8 -2 1 0 0 1 4 19.7151 66.4253 19.73.469086 0
v= -8, -8, -6,3
4831 16 -32 30-23 1 0 0 2 4 - -8.1497 69.0260 96.733559 -1 0
4831 -30 -49 12 -67 1 0 0 1 0 60.1292 -34.8640
4831
4831 -23 30 -32 16 1 0 0 3 3 - -8.1496 -69.0260 
```

```
v= -5,-3,5,-1
4861 -128 -165 23-244 1 0 0 3 4 - -16.7572 67.6772 103.906990 00 0 0-1
4861 -12 7 -9 0 1 0 0 4 3 -69.5619 -4.7069 
4861 0 -9 7 -12 1 0 0 1 1 1 -69.5618 4.7069 176.128937 0 0 -1 0
4861 -244 23-165 -128 1 0 0 2 0 -16.7572 -67.6773 -103.906990 -1 0 0 0
```

$v=-7,-5,3,0$

$4871-41-9634-121 \quad 100043-66.8583-20.0244 \quad-163.326782 \quad 0 \quad 0 \quad 0-1$
$4871-12134-96-41 \quad 100048-66.8583 \quad 20.0243 \quad 163.326813-1000$

$v=-6,-3,-4,4$
$4931-35-4-18-27 \quad 10 \begin{array}{lllllllllllllll} & -3 & 0 & 33.1793 & 61.8882 & 61.803501 & -1 & 0 & 0 & 0\end{array}$
$4931-103-75-17-139 \quad 1003030.40 .8362 \quad 57.1263125 .5587461111$
$4931-139-17-75-103 \quad 10024-40.8362-57.1262 \quad-125.558739 \quad 11111$

$v=-7,-1,3,-4$
$49515062738 \quad 100144-70.2239-4.4286 \quad-176.39146400010$

$4951 \begin{array}{lllllllllllllllllllll}71 & -27 & 60 & 17 & 1 & 0 & 0 & 2 & 3 & 49.5180 & -49.9897 & -45.271580 & -1 & 0 & 0 & 0\end{array}$

$v=-7,-3,3,-7$
$\begin{array}{llllllllllllllllllllll}5011 & -403 & 45 & -277 & -204 & 1 & 0 & 0 & 4 & 64.1374 & -29.9567 & -25.035891 & 0 & 0 & -1\end{array}$
$\begin{array}{lllllllllllllll}5011 & 13 & 7 & 6 & 10 & 1 & 0 & 0 & 4 & 3 & 10.4863 & 70.0073 & 81.481102 & 0 & -1\end{array} 0$
$\begin{array}{llllllllllllllll}5011 & 10 & 6 & 7 & 13 & 1 & 0 & 0 & 1 & 1 & 10.4864 & -70.0075 & -81.481041 & 0 & 0 & -1\end{array} 0$

$\mathrm{v}=-8,-7,0,-4$
$502123-1826-5 \quad 100400-31.5314 \quad-63.4569 \quad-116.4225081111$

$\begin{array}{lllllllllllllllll}5021 & -103 & 5 & -67 & -59 & 1 & 0 & 0 & 3 & -1.2337 & 70.8483 & 90.997574 & 0 & 0 & -1 & 0\end{array}$
$\begin{array}{llllllllllllllll}5021 & -5 & 26 & -18 & 23 & 1 & 0 & 0 & 1 & 3 & -31.5314 & 63.4569 & 116.422523 & 1 & 1 & 1\end{array}$
$v=-8,2,-1,-7$
$\begin{array}{llllllllllllllllllllllll}5051 & 176 & 38 & 85 & 147 & 0 & 0 & 2 & 3 & -58.9203 & -39.7418 & -146.000275 & 0 & -1 & 0 & 0\end{array}$
$\begin{array}{lllllllllllllllll}5051 & 25 & 11 & 7 & 28 & 1 & 0 & 0 & 1 & 4 & 34.4243 & 62.1768 & 61.028847 & 1 & 1 & 1\end{array}$
$50512871125 \quad 10041 \quad 34.4243-62.1769 \quad-61.028820 \quad 1 \quad 111$ $\begin{array}{llllllllllllllllllllll}5051 & 147 & 85 & 38 & 176 & 1 & 0 & 0 & 3 & 2 & -58.9203 & 39.7418 & 146.000320 & 0 & 0 & -1 & 0\end{array}$

```
v= -8,2,-5,2
5081 -1 -41 24 -41 1 0 0 0 1 38.3597 -60.0793 -57.442410 0 -1 0 0
5081 64 34 19 74 1 0 0 0 1 <rren.7441 37.2984 148.449036 0 0 0 -1
5081 74 19 34 64 1 0 0 0 1 -60.7440 -37.2984 -148.448990 -1 00 0
5081 -41 24 -41 -1 1 0 0 0 1 38.3597 60.0794 57.442444 0 0 -1 0
```

$v=-7,5,-3,-4$
$\begin{array}{llllllllllllllll}5101 & -3 & -15 & 8 & -19 & 1 & 0 & 0 & 3 & 2 & -70.2419 & 12.9261 & 169.572937 & -1 & 0 & 0\end{array}$
$\begin{array}{llllllllllllllllllllllll}5101 & -52 & -118 & 41 & -150 & 1 & 0 & 0 & 4 & 1 & -10.9490 & 70.5770 & 98.818321 & -1 & 0 & 0 & 0\end{array}$
$5101-15041-118-52 \quad 10014-10.9490-70.5770 \quad-98.818275000-1$
$5101-198-15-3 \quad 100230-70.2420-12.9263 \quad-169.572800000-1$
$v=-6,-3,4,-4$
$5171-18-5-7-19 \quad 100318-29.2554 \quad 65.6896 \quad 114.006218 \quad 1111$
$5171-92-15841-215 \quad 1004007.6281-71.5039 \quad-83.910637 \quad 0 \quad 0 \quad 0-1$
$5171-21541-158-92 \quad 1001387.6281$

$\mathrm{v}=-8,-1,3,2$
$5231 \quad 25-211 \quad 10033068.1513 \quad 24.2158 \quad 19.561361 \quad 1111$
$5231 \quad 13262-154270 \quad 100422-68.2547 \quad 23.9231 \quad 160.684586 \quad 0 \quad 0 \quad 0-1$
$\begin{array}{llllllllllllllllllllll}5231 & 270 & -154 & 262 & 13 & 1 & 0 & 1 & 0 & -68.2546 & -23.9230 & -160.684555 & -1 & 0 & 0 & 0\end{array}$

$\mathrm{v}=-7,-3,-3,4$
$\begin{array}{lllllllllllllllllllllll}5261 & -52 & -143 & 56 & -175 & 1 & 0 & 4 & 3 & 50.1411 & -52.4106 & -46.267773 & 0 & -1 & 0 & 0\end{array}$
$\begin{array}{lllllllllllllllllllll}5261 & 21 & 8 & 10 & 22 & 0 & 0 & 0 & -58.6455 & 42.6814 & 143.953384 & -1 & 0 & 0 & 0\end{array}$

$\begin{array}{lllllllllllllllllllllll}5261 & -175 & 56 & -143 & -52 & 1 & 0 & 0 & 1 & 1 & 50.1411 & 52.4108 & 46.267860 & 0 & 0 & -1 & 0\end{array}$
$v=-7,0,5,8$
$5281-119-114 \quad 10001133.4491 \quad 64.5147 \quad 62.594479 \quad 0 \quad 0 \quad 0 \quad-1$
$\begin{array}{llllllllllllllllllllllll}5281 & -121 & 99 & -136 & 24 & 1 & 0 & 0 & 1 & 61.4345 & -38.8176 & -32.286903 & 0 & 0 & -1 & 0\end{array}$

$52814-119-11 \quad 1 \quad 0 \quad 0 \quad 0 \quad 1 \quad 33.4492-64.5149 \quad-62.594517-1000$
$\mathrm{v}=-6,3,5,4$
$\begin{array}{lllllllllllllllllll}5351 & -77 & -23 & -34 & -70 & 1 & 0 & 0 & 4 & 1 & -13.0784 & 71.9720 & 100.299103 & 0 & 0 & 0 & -1\end{array}$
$535156331567 \quad 10023 \quad 64.6031 \quad 34.3138 \quad 27.9749031111$
$\begin{array}{llllllllllllllll}5351 & 67 & 15 & 33 & 56 & 1 & 0 & 0 & 3 & 2 & 64.6032 & -34.3138 & -27.974867 & 1 & 1 & 1\end{array} 1$
$\begin{array}{llllllllllllllllllllll}5351 & -70 & -34 & -23 & -77 & 1 & 0 & 0 & 1 & 4 & -13.0783 & -71.9718 & -100.299034 & -1 & 0 & 0 & 0\end{array}$
$\mathrm{v}=-5,-4,5,0$
$\begin{array}{llllllllllllllllll}5381 & 9 & 4 & 4 & -1 & 1 & 0 & 0 & 0 & 1 & 30.8147 & -66.5692 & -65.160690 & 0 & -1 & 0 & 0\end{array}$

## 6. APPENDIX

| 5381 | 4 | 9 | -1 | 4 | 1 | 0 | 0 | 0 | 1 | 35.4470 | 64.2223 | 61.103809 | 0 | 0 | 0 | -1 |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 5381 | 4 | -1 | 9 | 4 | 1 | 0 | 0 | 0 | 1 | 35.4470 | -64.2224 | -61.103840 | -1 | 0 | 0 | 0 |  |  |  |
| 5381 | -1 | 4 | 4 | 9 | 1 | 0 | 0 | 0 | 1 |  | 30.8147 | 66.5692 | 65.160751 | 0 | 0 | -1 | 0 |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $\mathrm{~V}=$ | $-8,-5,3,1$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 5431 | -8 | -5 | 3 | 1 | 1 | 0 | 0 | 3 | 3 | -36.4592 | 64.0448 | 119.651817 | 0 | 0 | -1 | 0 |  |  |  |
| 5431 | 3 | -8 | 1 | -5 | 1 | 0 | 0 | 4 | 2 | -73.5449 | 4.7076 | 176.337494 | 1 | 1 | 1 | 1 |  |  |  |
| 5431 | -5 | 1 | -8 | 3 | 1 | 0 | 0 | 1 | 0 | -73.5448 | -4.7077 | -176.337387 | 1 | 1 | 1 | 1 |  |  |  |
| 5431 | 1 | 3 | -5 | -8 | 1 | 0 | 0 | 2 | 4 | -36.4591 | -64.0449 | -119.651733 | 0 | -1 | 0 | 0 |  |  |  |

$\mathrm{v}=-4,7,-1,-1$
544101 -3
$5441-308$
$\begin{array}{llllll}1 & 0 & 0 & 1 & 2 & -29.1863\end{array}$
5441
$10030 \quad-41.5782$

| -67.7432 | -113.308159 | 0 | -1 | 0 | 0 |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| -60.9283 | -124.310135 | 0 | -1 | 0 | 0 |  |
| 60.9282 | 124.310226 | 0 | 0 | -1 | 0 |  |
| 67.7434 | 113.308067 | 0 | 0 | -1 | 0 |  |

$\mathrm{v}=-8,-2,1,5$
$\begin{array}{llllllllllllllllllll}5471 & 183 & 12 & 106 & 125 & 1 & 0 & 0 & 4 & 0 & 44.9866 & 58.7130 & 52.540237 & -1 & 0 & 0 & 0\end{array}$

$\begin{array}{llllllllllllllllllllllll}5471 & -23 & -15 & -7 & -29 & 1 & 0 & 0 & 3 & 1 & -39.8271 & 62.3281 & 122.578232 & -1 & 0 & 0 & 0\end{array}$
$\begin{array}{lllllllllllllllllllllll}5471 & 125 & 106 & 12 & 183 & 1 & 0 & 0 & 1 & 3 & 44.9866 & -58.7129 & -52.540188 & 0 & 0 & 0 & -1\end{array}$
$\mathrm{v}=-8,-5,1,8$
$\begin{array}{lllllllllllllllllllll}5501 & 6 & 13 & 5 & -3 & 1 & 0 & 0 & 2 & -2 & 44.8696 & 59.0570 & 52.773571 & 0 & -1 & 0 & 0\end{array}$
$550156-313 \quad 1001429.29 .3018 \quad 68.1352 \quad 113.270340 \quad 1111$
$550113-3650100418-29.3018 \quad-68.1353 \quad-113.2702331111$
$\begin{array}{lllllllllllllllllllllll}5501 & -3 & 5 & 13 & 6 & 1 & 0 & 3 & 2 & 44.8696 & -59.0569 & -52.773552 & 0 & 0 & -1 & 0\end{array}$
$\mathrm{v}=\quad-6,3,7,7$
$\begin{array}{llllllllllllllllll}5521 & -7 & -13 & -4 & 0 & 1 & 0 & 0 & 4 & 0 & -65.8889 & -34.3460 & -152.468246 & 0 & -1 & 0 & 0\end{array}$
$\begin{array}{llllllllllllllllllllll}5521 & -4 & -7 & 0 & -13 & 1 & 0 & 0 & 2 & 2 & 73.9406 & 7.3352 & 5.665450 & -1 & 0 & 0 & 0\end{array}$
$\begin{array}{llllllllllllllll}5521 & -13 & 0 & -7 & -4 & 1 & 0 & 0 & 3 & 1 & 73.9404 & -7.3351 & -5.665346 & 0 & 0 & 0\end{array}-1$
$55210-4-13-7 \quad 1000130$
$v=-8,0,-3,2$
$\begin{array}{lllllllllllllllllll}5531 & 49 & 4 & 29 & 34 & 1 & 0 & 0 & 0 & 1 & 42.3438 & 61.1392 & 55.294338 & 0 & 0 & -1 & 0\end{array}$
$5531-106-16-56-81 \quad 100011-38.7741-63.4631 \quad-121.423668-1000$


$\mathrm{v}=-8,-2,-2,3$
$5581011-38 \quad 100100-46.7985-58.2315 \quad-128.7875521111$
$\begin{array}{lllllllllllllllllllllllllll}5581 & -338 & -165 & -107 & -374 & 1 & 0 & 0 & 3 & 73.8414 & 11.3336 & 8.725981 & 0 & 0 & -1 & 0\end{array}$
$\begin{array}{lllllllllllllllllllllllll}5581 & -374 & -107 & -165 & -338 & 1 & 0 & 0 & 2 & 4 & 73.8414 & -11.3334 & -8.725868 & 0 & -1 & 0 & 0\end{array}$

$v=-8,1,-4,2$
$\begin{array}{llllllllllllllllllll}5591 & -251 & 139 & -241 & -16 & 1 & 0 & 0 & 0 & 3 & 24.4231 & 70.6719 & 70.935616 & 0 & 0 & 0 & -1\end{array}$

$5591 \quad 4-6 \quad 9-1 \quad 10003068.9096 \quad 29.0253 \quad 22.841263 \quad 0 \quad-100$
$\begin{array}{lllllllllllllllll}5591 & -16 & -241 & 139 & -251 & 1 & 0 & 0 & 0 & 3 & 24.4233 & -70.6719 & -70.935547 & -1 & 0 & 0 & 0\end{array}$

```
v= -7,-5,5,3
5641 -11 -16 4 -21 1 0 0 0 3 56.1788 49.8490 41.583515 -1 0 0 0
5641 -81 99 -111 49 1 0 0 0 3 52.1126 54.0859 46.064484 0 -1 0 0
5641 49 -111 99 -81 1 0 0 0 3 52.1125 -54.0857 -46.064445 0 0 -1 0
5641 -21 4 -16 -11 1 0 0 0 3 56.1788 -49.8489 -41.583473 0 0 0-1
v= -6, -4,4,-3
5651 2 10 3 6 1 0 0 3 2 70.7630 25.3696 19.723537 0 0 0 -1
5651 3 2 6 10 1 0 0 4 1 33.4389 -67.3265 -63.587906 0 -1 0 0
5651 10 6 2 3 1 0 0 1 4 33.4389 67.3262 63.587784 0 0 -1 0
5651 6 3 10 2 1 0 0 2 3 70.7630 -25.3695 -19.723476 -1 0 0 0
```

$\mathrm{v}=-8,-6,2,-7$
$\begin{array}{llllllllllllllll}5701 & -9 & -2 & -10 & -8 & 1 & 0 & 0 & 2 & 3 & 18.1407 & -73.2933 & -76.098183 & 0 & 0 & 0\end{array}-1$
$5701-10-9-8-2 \quad 1001446.9950-59.0971 \quad-51.507694000-1$
$5701-2-8-9-10 \quad 10041446.9948 \quad 59.0970 \quad 51.507732-1000$
$\begin{array}{llllllllllllllllllllll}5701 & -8 & -10 & -2 & -9 & 1 & 0 & 0 & 3 & 2 & 18.1406 & 73.2933 & 76.098274 & -1 & 0 & 0 & 0\end{array}$

```
v= -6, -2, 5,-1
5711 -12 -63 31-70 1 0 0 4 3 0.9283 75.5655 89.296158 1 1 1 1 1
5711 46 23 15 52 1 0 0 2 0 21.6052 72.4170 73.387848 0 0-1 00
5711 52 15 23 46 1 0 0 3 4 21.6053 -72.4169 -73.387741 0 0 -1 0
5711 -70 31 -63 -12 1 0 0 1 1 1 0.9284 -75.5654 -89.296120 1 1 1 1
v= -7,4,-1,-5
5741 -8 35 -27 31 1 0 0 3 0 55.3005 -51.7962 
5741 38 52 -9 75 1 0 0 4 4 59.5491 46.8498 38.193626 -1 0 0 0
5741 75 -9 52 38 1 0 0 1 2 59.5491 -46.8497 -38.193546 0 0 0 -1
5741 31 -27 35 -8 1 0 0 2 1 55.3006 51.7963 43.125900 0 0 0 -1
```

$v=-8,3,-7,-7$
$\begin{array}{llllllllllllllllll}5791 & -15 & 11 & -18 & 3 & 0 & 0 & 1 & 2 & -73.6827 & -19.0224 & -165.524231 & 0 & 0 & -1\end{array}$
$\begin{array}{llllllllllllllllllll}5791 & 172 & 70 & 63 & 176 & 1 & 0 & 0 & 3 & 0 & -51.1971 & 56.3015 & 132.281433 & -1 & 0 & 0 & 0\end{array}$

$\begin{array}{lllllllllllllllll}5791 & 3 & -18 & 11 & -15 & 1 & 0 & 0 & 4 & 4 & -73.6829 & 19.0224 & 165.524307 & -1 & 0 & 0 & 0\end{array}$
$\mathrm{v}=-7,0,-1,4$
$\begin{array}{lllllllllllllllllllll}5801 & 259 & -6 & 164 & 154 & 1 & 0 & 0 & 0 & 0 & -72.4360 & -23.5380 & -161.998520 & 0 & -1 & 0 & 0\end{array}$
$5801-21-6-11-16 \quad 100000-71.8514 \quad 25.2663 \quad 160.625931 \quad 0 \quad 0 \quad 0 \quad-1$
$\begin{array}{llllllllllllllllllllll}5801 & -16 & -11 & -6 & -21 & 1 & 0 & 0 & 0 & -71.8512 & -25.2664 & -160.625809 & -1 & 0 & 0 & 0\end{array}$


```
v= -7,-6,-5,4
5821 75 6 42 53 1 0 0 1 3 30.1957 70.0658 66.685822 0 0 0 -1
5821 57 35 13 71 1 0 0 3 1 1 42.1808 63.5750 123.563522 -1 0 0 0
5821 71 13 35 57 1 0 0 2 2 -42.1807 -63.5750 -123.563454 0 0 0-1
5821 53 42 6 75 1 0 0 4 0 30.1958 -70.0658 -66.685730
```

$\mathrm{v}=-7,-4,5,2$
$5851-3-5-12-9 \quad 10032 \quad 20.6106-73.6628 \quad-74.368561-1000$

$5851-5 \quad-9-3-12 \quad 1 \quad 0 \quad 0 \quad 14$
$\begin{array}{llllllllllllllllllllll}5851 & -9 & -12 & -5 & -3 & 1 & 0 & 0 & 2 & 3 & 20.6106 & 73.6626 & 74.368492 & 0 & 0 & 0 & -1\end{array}$
$v=-8,-4,3,0$
$5861 \quad 71-175527 \quad 1 \quad 0 \quad 020 \quad 76.4881 \quad 3.2528 \quad 2.435180 \quad 1111$
$\begin{array}{llllllllllllllllllllll}5861 & -55 & 6 & -38 & -27 & 1 & 0 & 0 & 1 & 1 & 7.2773 & 76.2105 & 84.545395 & -1 & 0 & 0 & 0\end{array}$
$5861-27-386-55 \quad 1004307.2774-76.2106 \quad-84.5453110000-1$
$\begin{array}{llllllllllllllll}5861 & 27 & 55 & -17 & 71 & 1 & 0 & 0 & 3 & 4 & 76.4880 & -3.2527 & -2.435099 & 1 & 1 & 1\end{array}$
$v=-5,0,-4,5$
$5881 \quad 94-14 \quad 1000168.2371-34.9956 \quad-27.151138 \quad 0 \quad-100$

$5881449-1 \quad 100011 \quad-40.5254 \quad 65.1052 \quad 121.900650-1000$


| $v=-5,-1,0,7$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 5981 | $\begin{array}{llllllllllllll}136 & -82\end{array}$ | 10024 | 14.9871 | -75.8708 | -78.825943 $00-100$ |
| 5981 | $\begin{array}{llllll}-25 & -4 & -13 & -17\end{array}$ | 10010 | 21.3702 | -74.3257 | -73.958961 11111 |
| 5981 |  | 10042 | 21.3701 | 74.3257 | 73.9590071111 |
| 5981 | $2135-82136$ | 10033 | 14.9871 | 75.8708 | $78.825974000-10$ |

$\mathrm{v}=-8,-3,-5,2$


$60111145934129 \quad 10002212.3803-76.5357 \quad-80.811508 \quad 0 \quad 0 \quad 0-1$

$v=-8,-3,-2,4$
$609156128 \quad 10012236.1493 \quad 69.1680 \quad 62.407036 \quad 0 \quad 0 \quad-10$
$6091 \quad 12586 \quad 10030 \quad-44.6220 \quad-64.0303 \quad-124.872208 \quad 0 \quad 0 \quad 0 \quad-1$
$609168512 \quad 10021 \quad-44.6221 \quad 64.0303 \quad 124.872261-1000$
$60918126501004436.1496-69.1683 \quad-62.40696300-100$
$\mathrm{v}=-8,-8,5,7$
$61014 \begin{array}{llllllllllllllllll} & 4 & 9 & -6 & 14 & 0 & 0 & 0 & 0 & -74.5622 & -23.2695 & -162.667816 & -1 & 0 & 0 & 0\end{array}$

$610129974139259 \quad 100000-17.6345-76.0921 \quad-103.048035000010$
$\begin{array}{llllllllllllllll}6101 & 14 & -6 & 9 & 4 & 0 & 0 & 0 & 0 & -74.5623 & 23.2695 & 162.667816 & 0 & 0 & 0 & -1\end{array}$

```
v= -8,7,-6,-2
6121 176 -67 150 42 1 0 0 2 2 -65.9158 -42.1437 -147.406906 1 1 1 1
6121 15 11 2 23 1 0 0 1 3 68.1359 38.4512 29.437380 -1 0 0 0
6121 23 2 11 15 1 0 0 4 0 68.1360 -38.4512 
6121 42 150 -67 176 1 0 0 3 1 
```


$v=-7,2,3,-2$
$\begin{array}{lllllllllllllllllllllll}6151 & -128 & 150 & -172 & 71 & 0 & 0 & 3 & 74.6610 & -24.0153 & -17.830824 & 0 & 0 & -1 & 0\end{array}$
$6151 \quad 187615 \quad 10041842.0301 \quad 66.2154 \quad 57.594765 \quad 1111$
$6151 \quad 156718 \quad 1001442.0302-66.2153 \quad-57.5946241111$
$6151 \quad 71-172150-128 \quad 10023074.6610 \quad 24.0153 \quad 17.830790 \quad 0 \quad-100$
$v=-5,-4,5,-5$
$6211 \quad 9-14-1 \quad 10 \quad 0 \quad 0 \quad 2 \quad 31.7330 \quad 72.1388 \quad 66.255867 \quad 1111$


$6211-14-19 \quad 10002031.7331-72.1388 \quad-66.255821 \quad 11111$
$\mathrm{v}=-6,-4,-1,7$
$622125136 \quad 1000311-62.8963-47.5927 \quad-142.88574200-100$
$6221132650100400-59.4514 \quad 51.8318 \quad 138.916977000010$


$\mathrm{v}=-6,4,-1,4$




$v=-8,0,1,3$
$6301 \begin{array}{lllllllllllllll}1 & 3 & 0 & -8 & 1 & 0 & 0 & 3 & -34.3921 & -71.5416 & -115.674942 & 1 & 1 & 1\end{array}$
$63010 \begin{array}{llllllllllllllllllllll} & 0 & -8 & 3 & 0 & 0 & 1 & 4 & -65.0466 & -45.4963 & -145.029419 & -1 & 0 & 0 & 0\end{array}$
$6301 \quad 3-810 \quad 10041 \quad-65.0467 \quad 45.4964 \quad 145.029449 \quad 0 \quad 0 \quad 0 \quad-1$

$\mathrm{v}=-8,-7,1,-5$
$6311 \quad 13222-129230 \quad 100430-23.7685-75.8028 \quad-107.409195 \quad 0 \quad 0-10$
$\begin{array}{lllllllllllllllll}6311 & -14 & -2 & -10 & -13 & 1 & 0 & 0 & 2 & 0 & 78.0165 & 14.9798 & 10.868955 & 0 & 0 & -1 & 0\end{array}$

$v=-7,-4,-3,5$

$\begin{array}{llllllllllllllll}6361 & 63 & -3 & 41 & 35 & 1 & 0 & 0 & 4 & 3 & -70.8711 & 36.5826 & 152.697906 & 0 & 0 & 0\end{array}-1$
$63613541-363 \quad 10011 \quad-70.8710 \quad-36.5826 \quad-152.697861-1000$

$v=-4,-3,6,-3$
$\begin{array}{lllllllllllllll}6421 & 35 & -74 & 67 & -52 & 1 & 0 & 0 & 1 & 3 & 14.3056 & 78.8438 & 79.716003 & 1 & 1\end{array} 11$
$64213220841 \quad 10031 \quad 8.1184 \quad 79.7188 \quad 84.185135 \quad 0 \quad 0 \quad-10$
$64214182032 \quad 1002280.1185-79.7190 \quad-84.18510400-100$
$\begin{array}{llllllllllllllllllllllll}6421 & -52 & 67 & -74 & 35 & 1 & 0 & 4 & 0 & 14.3056 & -78.8437 & -79.715965 & 1 & 1 & 1 & 1\end{array}$
$v=-7,-3,7,4$
$64511586756165 \quad 100441875.4151 \quad-27.6330 \quad-20.12342100-100$

$64513201821 \quad 100032 \quad 80.1005 \quad 5.9076 \quad 4.218119 \quad 0 \quad 0 \quad 0 \quad-1$
$64511655667158 \quad 10014 \quad 75.4151 \quad 27.6330 \quad 20.12342100010$
$v=-8,-2,3,-2$
$6481-151-8-12 \quad 100110 \quad 49.3754 \quad 63.5853 \quad 52.169868-1000$
$6481-168-20523-309 \quad 100303-38.9530 \quad 70.4532 \quad 118.937820 \quad 1111$
$6481-30923-205-168 \quad 10024-38.9529-70.4532 \quad-118.93775911111$
$6481-12-81-15 \quad 1 \quad 0 \quad 0 \quad 4 \quad 2 \quad 49.3754-63.5851 \quad-52.169788$
$v=-8,6,-4,-3$
$6491-46199-346-186 \quad 1 \quad 0 \quad 0 \quad 0 \quad 3 \quad 80.4598 \quad 4.1513 \quad 2.953599 \quad 0 \quad-100$
$6491-6-1-1-11 \quad 10003066.7265-45.1505 \quad-34.084255000-1$
$6491-11-1-1-6 \quad 10003066.7264 \quad 45.1507 \quad 34.084377-1000$

$\mathrm{v}=-8,-8,-1,8$

$6521-5-6437-67 \quad 100130-53.0673-60.8675 \quad-131.083542-1000$
$\begin{array}{lllllllllllllllllllll}6521 & -67 & 37 & -64 & -5 & 1 & 0 & 0 & 4 & 0 & -53.0674 & 60.8675 & 131.083618 & 0 & 0 & 0 & -1\end{array}$
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