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ABSTRACT

MATHEMATISCH-NATURWISSENSCHAFTLICHEN FAKULTÄTEN

Doctor of Philosophy

by Fang-Chun Kuo

Users increasingly depend on Wireless LANs (WLANs) for business and enter-

tainment. It is well-known that wireless links are error-prone and require retrans-

missions to recover from errors and packet losses. Previous work proposed to use

network coding (NC) for more efficient MAC-layer retransmissions in WLANs.

However, their design is independent from underlying physical layer and MAC

capabilities and algorithms. These independent design may result in inefficient

utilization of network coding gain, or even impair system performance.

This dissertation presents a practical network coding-aided MAC layer retrans-

mission scheme, namely XOR Rescue (XORR). Unlike previous independent net-

work coding design, XORR provides a global approach by integrating the utiliza-

tion of network coding, adaptation to time-varying wireless channel, fairness, and

multi-rate transmission in wireless networks. The main characteristic of XORR

is opportunism: each node relies on local information to detect the best trans-

mission/retransmission and exploits the benefits provided by both network coding

and multiuser diversity whenever they arise.

The contributions of this dissertation are multifold. First, it builds a practical

link layer retransmission architecture by integrating network coding and wireless

physical and MAC design. Specifically, the system presented in this dissertation

is the first to accommodate network coding into complex wireless environments,

e.g. time-varying link quality. Second, the work presents novel algorithms and in-

troduces new concepts which may be applicable to other wireless network coding

protocols. A Bayesian-learning based estimation scheme for evaluating reception

status can providing substantially coding opportunities without extra overheads.

A framework of an network coding aware fair opportunistic scheduling is designed

with the objective of maximizing the system goodput as well as maintaining fair-

ness.A new coding metric, namely expected goodput, is devised for exploiting the



gain of network coding and multiuser diversity. The concept of network coding

fairness is proposed, where not only the fair resource share is guarantee but also

the performance for every wireless station is improved compared to non-coding

scheme. Finally, we present theoretical analysis and extensive simulations. Our

results show that XORR outperforms the non-coding fair opportunistic scheduling

and 802.11 by 25% and 40%, respectively.



GEORG-AUGUST-UNIVERSITÄT GÖTTINGEN
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Benutzer sind für Geschäfts- und Unterhaltungsanwendungen zunehmend abhängig

von Wireless LANs (WLANs). Es ist bekannt, dass drahtlose Verbindungen

anfällig für Fehler sind und erneute Ubertragungen benötigen um Fehler und

Paketverluste auszugleichen. In früheren Arbeiten wurde vorgeschlagen, Netzwerk-

Codierung (NC) zu verwenden, um erneute MAC-Layer Übertragungen in WLANs

effizienter zu gestalten. Allerdings ist das vorgeschlagene Design unabhängig von

den unterliegenden physikalischen Schichten und den Fähigkeiten und Algorithmen

der Medienzugriffskontrolle (MAC). Dieses unabhängige Design kann zu einer inef-

fizienten Verwendung des Zugewinns durch Netzwerk-Codierung führen oder sogar

die Systemleistung beeinträchtigen.

Diese Dissertation präsentiert ein praktisches Schema für wiederholte, durch Netzwerk-

Codierung unterstützte, MAC-Layer Übertragungen, das sogenannte XOR Rescue

(XORR). Anders als vorhergehende, unabhängige Netzwerk-Codierungs-Konzeptionen

bietet XORR einen umfassenden Ansatz durch die Integration der Anwendung

von Netzwerk-Codierung, der Anpassung an den zeit-veränderlichen drahtlosen

Kanal, Fairness und Mehrfach-Geschwindigkeits-Übertragung in drahtlosen Net-

zwerken. Das Hauptmerkmal von XORR ist Opportunismus: Jeder Knoten stützt

sich auf lokale Informationen um die beste Übertragung bzw. erneute Übertragung

zu erkennen und nutzt die Vorteile, die Netzwerk-Codierung und Mehrbenutzer-

Diversität bieten, wann immer sie entstehen.

Die Beiträge dieser Dissertation sind vielfältig. Erstens wird eine praktische Ar-

chitektur für erneute Übertragungen der Verbindungsschicht konstruiert. Dafür

werden Netzwerk-Codierung und das Design der drahtlosen physikalischen und

Medienzugriffskontrolle integriert. Insbesondere ist das in dieser Dissertation

vorgestellte Verfahren das erste welches Netzwerk-Codierung in komplexe draht-

lose Umgebungen aufnimmt. Zum Beispiel Umgebungen mit einer über die Zeit



wechselnden Verbindungsqualität. Zweitens stellt diese Arbeit neue Algorithmen

und Konzepte vor, die in anderen Netzwerk-Codierungsprotokollen angewandt

werden können. Ein Schema für die Beurteilung des Empfangszustandes, das

auf Bayeschen-Lernen basiert, kann wesentliche Kodierungsmöglichkeiten ohne

zusätzlichen Overhead bieten. Ein Framework für faires opportunistisches Schedul-

ing, welches Network-Kodierung nutzt, wird entworfen mit dem Ziel den Good-

put zu maximieren und Fairness zu gewährleisten. Eine neue Kodierungsmetrik,

nämlich der erwartete Goodput, wird entworfen um den Zugewinn durch Netzwerk-

Codierung und Mehrbenutzer-Diversität auszunutzen. Das Konzept der Fairness

von Netzwerk-Codierung wird vorgeschlagen. Dabei wird nicht nur das faire Teilen

von Ressourcen garantiert sondern auch die Leistung für jede drahtlose Station

verbessert im Vergleich zu Systemen, die keine Kodierung verwenden. Schlies-

lich präsentieren wir eine theoretische Analyse und ausgiebige Simulationen. Un-

sere Ergebnisse zeigen, dass XORR nicht-codierendes, faires, opportunistisches

Scheduling sowie 802.11 mit 25% bzw. 40% übertrifft.
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Chapter 1

Introduction

Wireless, in its various forms, is a growing prevailing communication medium. It

provides a means for mobility, city-wide Internet connectivity, distributed sensing

as well as other communication purposes. Most wireless networks offer one-hop

wireless connectivity through access points (APs), e.g. Wireless local area net-

works (WLANs). They are being deployed at an accelerated pace both in private

networks, such as campus and corporate networks, and in public areas, such as

homes, offices, airports, malls, hotels, parks, and arenas, providing seamless, high-

speed connectivity to the Internet. The reason for the rapid growth is the avail-

ability and low cost of IEEE 802.11 wireless networking products. Consequently,

network access is almost instantaneous to any user for emails, instant messaging,

file transfers, and web browsing. Furthermore, for sharing data across the network,

consumer electronic devices such as digital photo cameras, and music players are

being incorporated with WLAN interfaces. More specialized WLAN communica-

tion devices, such as mass storage, portable voice-over-IP (VoIP) phones, video-

conferencing stations, gaming consoles, have also emerged.

The ability of wireless LANs to cater to large number of users having these exciting

applications with fast and reliable network performance is increasingly important.

The increasing appetite for wireless performance has in turn spurred extensive

research effort to provide high data rates at the physical (PHY) layer. Current

WLAN devices such as IEEE 802.11a [1] and IEEE 802.11g [2] are capable of

delivering data at high raw bit rates up to 54 Mbps. Nevertheless, the performance

achieved in today’s WLANs is measured to be far lower than the highest achievable

rate.

1



Chapter 1 Introduction 2

Temporary transmission failures in IEEE 802.11 WLANs are inevitable. Recent

measurement studies [3, 4, 5] have shown that random losses are common and the

loss ratio is distributed over a large spectrum. Many wireless links have medium

loss ratios (e.g. 20% − 60% ). A significant cause for poor performance is data

corruption during transmission over the wireless medium. The complex behavior

of wireless signal propagation, particularly indoors, is due to noise, attenuation,

interference, multipath, user mobility, depending on the transmission path tra-

versed between an AP and a client station. These properties lead to transmission

errors at the link layer, which in turn results in packet losses, low throughput, and

higher and more variable packet latencies at higher layers.

Modern wireless networks deploy automatic repeat requests (ARQs) to shield

transmission errors by retransmitting the corrupted frames. For example, in IEEE

802.11 standard, the AP would continue to retransmit a frame until the frame is

successfully acknowledged or a limit of retransmissions is reached (i.e. four for data

frames). Such retransmissions consume a significant portion of wireless capacity.

Motivated by these observations, in this dissertation, we propose a new design to

build more reliable wireless networks. The key idea underlying our design is to

provide the nodes with the ability to encode the multiple frames into one single

“coded” frame before retransmitting them, i.e. to perform network coding for

retransmissions.

Network coding (NC) is an emerging technique to improve the network capacity.

It was first proposed in the context of wired networks [6] and subsequently applied

to wireless multihop networks [7, 8, 9, 10]. Our work share the same concept with

ER [11] and MU-ARQ [12], which employ network coding for efficient retransmis-

sions in wireless networks, namely NC-aided ARQ. The potential coding gain of

NC-aided ARQ has been demonstrated in ER [11] and MU-ARQ [12].

However, the design in ER and MU-ARQ only focuses on the coding aspect, in-

dependent from the characteristics of underlying physical layer (e.g. time-varying

wireless links) and MAC capabilities and algorithms (e.g. multi-rate function in

IEEE 802.11). A fundamental trait of wireless channels is that they exhibit time-

varying fading effects, due in part to mobility and other user interference. As a

result of this time-variation, a user’s channel suffers not only periods of severe de-

cay, but also periods when the channel gain is stronger than average. Owing to the

multi-rate function in IEEE 802.11 MAC, the flows may be granted with higher
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transmission rates as their channel conditions are good. When many users are

present, different users will experience peaks in their channel quality at different

times. This effect has been called multiuser diversity [13]. It has been demon-

strated in [7] that the network coding design should consider not only the coding

opportunities but also multiuser diversity; otherwise, it would even degrade the

network throughput.

This dissertation provides a practical NC-aided ARQ, namely XOR Rescue (XORR),

for wireless networks. It assumes no synchronization or prior knowledge of senders

or receivers, any of which may vary at any time. The key difference from past

work is to provide a global approach to the design of a retransmission method by

taking into account the following aspects:

1. Throughput improvement.

2. Short-term fairness in link-layer in order to satisfy QoS requirements in

higher layers.

3. Adaptation to time-varying channel condition.

4. Rate adaptation by exploiting the multi-rate capability at the physical layer.

5. Utilization of coding opportunity.

The main characteristics of our approach is opportunism: each node relies on

local information to detect and exploit the opportunities provided by not only

network coding but also multiuser diversity whenever they arise. XORR has four

components in its operation: reception estimation, coding metric calculation, NC-

aware fair opportunistic scheduling, and NC-fair assignment.

1.1 Contributions

This dissertation contributes a novel link layer retransmission architecture for

adopting a global approach in wireless networks. It develops XORR, a practical

NC-aided ARQ scheme that focuses on not only the utilization of coding oppor-

tunity, but also the throughput improvement, short-term fairness in link-layer,

adaptation to time-varying channel condition, and handling multiple transmission

rates. It estimates the reception status without extra overheads and devises a
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new coding metric, which accommodates the effects of the frame size and the

channel condition. An NC-aware fair opportunistic scheduling is designed, which

is theoretically proven to achieve NC-fairness, i.e. not only the service time is

evenly allocated, but also it improves the performance for every wireless station.

Moreover, the dissertation studies the performance of XORR, providing theoret-

ical analysis and extensive simulations and a real wireless testbed. A complete

description of our contributions is in Chapter 7.

1.2 Dissertation Organization

We now briefly describe the organization of the dissertation. In Chapter 2, we

provide the backgrounds related to this dissertation, which include technologies

of link reliability enhancement, wireless scheduling algorithms, and introduction

as well as design challenges of network coding. We also describe previous work

in the areas. In Chapter 3, we describe in more details the problems facing NC-

aided ARQ when the characteristics of wireless media (e.g. time-varying) and the

algorithms in MAC (e.g. multi-rate) are considered. Chapter 4 forms the core

of this dissertation, where we present XORR, a practical NC-aided ARQ scheme

including four components in its operation: reception estimation, coding metric

calculation, NC-aware fair opportunistic scheduling, and NC-fair assignment. The

potential coding gain of XORR is theoretically characterized in Chapter 5. Us-

ing extensive simulations and a real wireless testbed, we show in Chapter 6 that

XORR outperforms the IEEE 802.11 retransmission scheme, traditional wireless

opportunistic scheduling and previous NC-aided ARQ. Finally, we conclude our

work and outline future work in Chapter 7.



Chapter 2

Background and Related Work

Wireless networks have been designed using the wired network as the blueprint.

Existing topology control algorithms assume underlying wireless links are static,

either connected or disconnected. However, wireless medium is fundamentally

different from wired links:

1. High loss rate. While wired network links are relatively reliable and pre-

dictable, wireless links are subject to high bit error rate caused by interfer-

ence, noise, and fading.

2. Time-varying and Heterogeneity. The wireless link characteristics could

change dramatically even over time durations lasting just milliseconds. Fur-

thermore, in wireless networks, signals are transmitted over channels having

different characteristics and distance. Thus the conditions of wireless links

are time-varying and heterogeneous.

3. Broadcast. Wired links are unicast links, but the majority of wireless links

(with omni-directional antennas) are broadcast links. Therefore, transmis-

sions in a wired network do not interfere with each other, whereas interfer-

ence is common case for the wireless medium.

Current wireless networks are based on the design rationale for wired networks,

which does not work well with the characteristics of the wireless medium. As

a result, they suffer suffer low throughput and dead spots where the wireless

connection fades in and out, or drops off completely. The characteristics of wireless

5
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networks may all seem disadvantageous at the first sight, but a different perfective

reveals that some of them can be used as an advantage, albeit with a fresh design.

In this chapter, we introduce the reader to the basic concepts and related work

which utilize wireless characteristics to enhance wireless performance. We begin

in Section 2.1 with the discussion of how to enhance link reliability in wireless

networks. Section 2.2 presents the scheduling algorithms in wireless networks.

Finally, Section 2.3 introduces network coding. It also further describes the appli-

cations and challenges of network coding in wireless networks.

2.1 Link Reliability Enhancement

In wireless communications, frames can be lost due to errors, collisions and hidden

nodes. Even with the advent of a variety of physical techniques such as spread-

spectrum and OFDM modulation [14], and channel coding (e.g. Turbo Codes [15],

LDPC codes [16], and RS codes [17]), current systems still rely heavily on link-

layer retransmissions to recover from bit errors and achieve high capacity. The

following gives a review of approaches for addressing wireless link reliability issue.

• Current MAC-layer Retransmission Mechanism

IEEE 802.11 standard [18] represents the MAC (Medium Access Control) solution

and provides a reliable link layer by handling the packet delivery problems using

a Stop and Wait ARQ (Automatic Repeat Request) scheme. With Stop and Wait

ARQ, each transmitted frame must be acknowledged before the next frame can be

sent. If either the frame or its acknowledgment is lost, the frame is retransmitted

in its original form by using a binary exponential back-off algorithm, where its

contention window is doubled every time after a failed transmission until it reaches

its maximum value of the window size. The advantages of this scheme are the high

reliability of data delivery and the ease of implementation. However, such an ARQ

scheme is inefficient because of the waste of wireless capacity.

• Adaptive FEC Scheme

Forward error correction (FEC) is often applied for reducing the bit error rate

(BER). The efficiency of applying FEC relies on the knowledge of the current BER.

Ahn et al. [19] propose an adaptive FEC algorithm which dynamically adjusts the
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amount of FEC coding per packet based on the presence or absence of receiver

acknowledgments. However, it is very difficult to adjust the FEC redundancy

based on the current channel error rate because the channel quality changes very

quickly and unpredictable.

• FEC-aided Retransmission Scheme

The idea of recovering a frame by combining it with a retransmitted version was

first proposed in [20] and then further analyzed in [21, 22]. Hybrid ARQ is an

extension of this technique, which combines FEC and retransmission to recover

unsuccessful transmission. Hybrid ARQ is a way of combining FEC and ARQ.

Type I hybrid ARQ schemes [23] retransmit the same coded data in response to

receiver NACKs. Chase combining [24] improves this strategy by storing corrupted

frames and feeding them all to the decoder. Type II hybrid ARQ schemes [23]

forego aggressive FEC while the channel is quiet, and send parity bits on retrans-

missions, a technique called incremental redundancy [25]. Metzner [26] and later

Lin and Yu [27] have developed type II hybrid ARQ schemes based on incremental

redundancy.

• Partial Retransmission Scheme

Retransmitting an entire frame works well over wired networks where bit-level

corruption is rare and a frame loss implies that all the bits of the packet were lost.

Over wireless medium, however, it is very often that only partial bits in a frame

are corrupted. Therefore, it is wasteful to retransmit the whole frame. For more

efficient retransmissions, Seda [28] and PPR [29] propose to partially retransmit

the corrupted frames. Seda splits the frame into fragments and sends multiple

checksums per frame. If bit errors are concentrated in only a few bursts, then

entire fragments will checksum correctly, and the receiver would then only have to

recover the erroneous fragments from the sender. Instead of using per-fragment

checksum, PPR uses physical information for the higher layer to detect the bit

errors.

• Spatial Diversity

The broadcast nature of wireless provides an opportunity to deal with its unrelia-

bility; when a node broadcasts a packet, it is likely that at least one nearby node

receives it, which can then function as the next-hop and forward the packet. This

is totally opposite to the present wireless design, where there is single designated
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next-hop, and when it does not receive the packet, the previous hop has to retrans-

mit it. The property is call spatial diversity and has been explored in the literature

for recovering faulty frames, e.g. MRD [30], SOFT [31] and SPaC [32]. While

MRD and SOFT share the same idea of combining multiple erroneous versions

of frames simultaneously received at multiple location-distributed access points,

SOFT further utilizes physical layer information to recovery the packet. In SPaC,

the nodes in the multi-hop wireless network may buffer the overheard corrupted

frames (corrupted or correct). When two or more corrupted frames have been

received, the frame can be recovered by combining corrupted frames without re-

transmit redundantly.

• Collision Avoidance

One of the major sources of packet losses in 802.11 wireless networks comes from

the problem of packet collisions and hidden terminals [33, 34, 35, 36, 37]. Mea-

surements from a production WLAN show that 10% of the sender-receiver pairs

experience severe packet loss due to collisions [33]. Current 802.11 WLANs rely

on carrier sense (CSMA) to limit collisions. In other words, senders sense the

medium and abstain from transmission when the medium is busy. Karn proposed

the RTS/CTS [38] mechanism to combat both hidden and exposed terminals. We

now briefly describe the RTS-CTS mechanism for unicast transmission. When a

node wishes to transmit, it sends an RTS frame to the intended recipient; this

RTS frame contains the length of the proposed transmission. If the recipient hears

the RTS, it replies immediately with a CTS; the CTS also contains the length of

the imminent data transmission. Upon hearing the CTS, the initiator goes ahead

with the transmission. Any node overhearing the CTS defers for a period of the

oncoming data transmission. After a data frame is received, the recipient provides

link-level ARQ feedback, by means of an ACK. However, in practice it proves to

be overly conservative.

Nevertheless, experimental results show that enabling RTS-CTS significantly re-

duces the overall throughput [34, 37, 36, 39]. Accordingly, WLAN deployments

and access point (AP) manufacturers disable RTS-CTS by default [40, 41]. Recent

work [42, 43] advocates the use of successive interference cancellation (SIC) and

joint decoding to resolve 802.11 collisions. Additionally, prior works have studied

wireless interference [33, 34, 35, 36, 37, 44, 45] , and proposed MAC modifica-

tions to increase resilience to collisions [46, 47, 38, 48, 49]. Rather than avoiding
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collisions or proposing a new MAC, ZigZag [50] is a new form of interference cancel-

lation that iteratively decodes strategically picked chunks, exploiting asynchrony

across successive collisions and works within the 802.11 MAC.

2.2 Scheduling in Wireless Networks

Channel
Strenth

time

(a) Wired Constant Channel

Channel
Strenth

time

Average

Peak

(b) Wireless Time-varying Channel

Figure 2.1: Wired and wireless channels.

Effective transmission over wireless channels is a key requirement of wireless com-

munication. To achieve this one must address a number of issues specific to the

wireless environment. As depicted in Figure 2.1, in contrast to wired constant

channels, a fundamental trait of wireless channels is that they exhibit time-varying

fading effects, due in part to mobility and other user interference. As a result of this

time-variation, a user’s channel suffers not only periods of severe decay, but also

periods when the channel gain is stronger than average, as shown in Figure 2.1(b).

When many users are present, different users will experience peaks in their channel

quality at different times. This effect is called multiuser diversity [13]. It can be

exploited by scheduling transmissions when a user has favorable channel condi-

tions. Multiuser diversity gains can be achieved because when users experiencing

good channels are selected, it enables the system to potentially operate close to

its peak rather than average performance.

Multiuser diversity has its roots in the work of Knopp and Humblet [13], where

they presented a power control scheme for maximizing the information theoretic

network capacity of the uplink of a single cell with time-varying channels. Given

the channel gain of each user, it is shown that capacity is maximized by allowing

only the user with the best channel to transmit at any time. It has been further
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described from an information theoretic viewpoint in [51]. It underlies much of

the recent work [52, 53] on “opportunistic” scheduling design for time-division

downlink optimization in Code Division Multiple Access (CDMA) cellular net-

works, such as 1xEV-DO High Data Rate (HDR) [54] and High Speed Downlink

Packet Access (HSDPA) [55] systems. A channel-aware ALOHA protocol is pro-

posed in [56] to exploit multiuser diversity gains. In this work, all users base

their transmission probability on their channel gain, assuming each user knows

his own channel gain as well as the distribution of other users’ channel gains. Re-

cent work [57] has proposed leveraging the benefits of rate adaptation schemes by

aggressively exploiting multiuser diversity in wireless LANs.

However, the main drawback of previous approaches is that individual quality of

service (QoS) requirements cannot be taken into account in designing the schedul-

ing policy. More specifically, in a networking context, the difficulty with previous

approaches is that while it maximizes the overall throughput, it could result in

significant unfairness among the users. For example, under such a scheme, sta-

tions that are close to the AP may always be favored over those that are further

away, resulting in potentially poor performance for certain stations in the network.

Since link layer fairness mechanisms serve as the basis for achieving network layer

QoS, the scheduling algorithms must support some notion of “weighted fairness”,

wherein flows with larger weights receive correspondingly better service in accor-

dance with a system-wide fairness model.

Accordingly, achieving fair allocation is an important goal for wireless networks.

In [58, 59] the authors extend wireline scheduling policies to wireless networks and

present wireless fair scheduling policies which ensure short term and long term

fairness bounds. While these approaches provide fairness guarantees, the mul-

tiuser diversity is not exploited in those fair scheduling algorithms. In [60] the

authors present an fair opportunistic scheduling called WCFQ (Wireless Credit-

based Fair Queuing) to utilize multiuser diversity gain while providing (only) tem-

poral fairness among the users with statistical fairness bounds. Their approach

is based on CBFQ (Credit Based Fair Queuing) [61], a scheduler for wired sys-

tems. WCFQ trades off the fairness and throughput to exploit the channel time

variations by mapping channel condition into a cost function. Another fair op-

portunistic scheduling approach was proposed in [62]. The objective in [62] is to

develop a continuous channel scheduling scheme that maximizes system through-

put subject to fairness constraints.
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The IEEE 802.11a [1] and 802.11b [18] media access protocols provide a physical-

layer multi-rate capability. With the multi-rate enhancement, transmission can

take place at a number of rates according to channel conditions. Throughput

fairness in wireless networks has received a great deal of attention [58, 59, 63,

64, 65, 66]. However, these approaches do not consider the effect of multi-rate

in the wireless networks. Normalizing flow throughput in a multi-rate network

would result in significant inefficiency and mitigate the gains of the multi-rate

physical layer, as poor-channel flows would consume disproportionately more time

and system resources [67]. It was shown that this phenomenon results from apply-

ing max-min fairness to the case of competing hosts with different bit rates [68].

Therefore, temporal fairness for wireless networks has been proposed [69, 70].

Their argument of using temporal fairness is while throughput fairness and tem-

poral fairness are equivalent to each other in single-rate wireless networks, the

distinction between temporal fairness and throughput fairness is critical in multi-

rate networks. By using temporal fairness as a performance objective in wireless

networks, two pathological situations can be eliminated: (i) performance anomaly

in which the rate of a slower host limits the throughput of a fast host and (ii)

starvation of slow hosts that may occur if an access point does not allow switching

to a lower bit rate. In the method called Opportunistic Auto Rate, Sadeghi et

al. proposed to grant hosts the same temporal-share of channel access as under

single-rate 802.11 DCF [69]. Tan et al. reconsidered performance objectives in

802.11 DCF by proposing temporal fairness that focuses on time shares instead of

rate shares [70].

2.3 Network Coding

2.3.1 Overview

Much of this section is inherited from [71].

• General Principle

Communication networks today are based on the assumption that the information

is separate. Hence, information, e.g. packets over the Internet or signals in a phone

network, is transported in the same way as cars share a highway or fluids share

pipes. In other words, independent data streams may share network resources,
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but the information itself is separate. Routing, data storage, error control, and

generally all network functions are based on this assumption.

Network coding (NC) is a recent field in information theory that breaks with

this assumption. Network coding was proposed by Ahlswede et al. [6]. The core

idea is that the forwarding nodes should merge data contained in distinct data in

such a way that allows for recovery at the destination. This is in contrast with

the traditional scheme which treats each data as a distinct object that must be

delivered to the destination intact.

Network coding can be best illustrated through the butterfly example as shown in

Figure 2.2. In the butterfly network, there are two sources, S1 and S2, and two

two destination nodes, D1 and D2. Both packets P1 and P2 are delivered to both

D1 and D2. Assume each link can transmit a packet in each time slot. If we only

used routing, then the central link will be the bottleneck since it would be able to

carry either P1 or P2, but not both. Suppose we send P1 through the central link;

then the D1 would receive P1 twice and not know P2 at all. Similarly, sending

P2 poses the same problem for D2. We say that routing is insufficient because

no routing scheme can transmit both P1 and P2 simultaneously to both D1 and

D2. On the other hand, as shown in the figure, both destinations can receive both

packets simultaneously by sending the coded packet P1 ⊕ P2 through the central

link. Thus network coding can obtain a multicast throughput of two packets per

time slot, strictly better than the routing approach which can at best achieve 1.5

packets per time slot.

• Linear Network Coding

Linear network coding [72], is in general, similar to the previous example in Fig-

ure 2.2, with the difference that the bitwise XOR operation is replace by a linear

combination of the original packets, interpreted as numbers over some finite field 1

F2m . The reason for choosing a linear framework is that the algorithms for coding

and decoding are well understood. Note that linear combination is not concate-

nation, i.e. the length of the coded packet is still L after two packets with length

L are combined.

I. Encoding

Assume P1, · · · , Pn are original packets generated by one or several sources.

In linear network coding, each coded packet X in the network is associated

1A finite field is a field with a finite field order (i.e. number of elements), also called a Galois
field. The order of a finite field is always a prime or a power of a prime.
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Figure 2.2: Butterfly Network: a scenario showing how network coding im-
proves throughput.

with a vector of coefficients c = (c1, · · · , cn) in F2m , namely encoding vector.

The coded packet can be derived as

X =
n∑

i=1

ci · Pi

Encoding can be performed recursively, namely, with already coded packets.

Consider a node that has received and stored a set (c1, X1), · · · , (ck, Xk)

of coded packets, where cj is the encoding vector of the jth coded packet

Xj. This node may generate a new coded packet (c′, X ′) by picking a set of

coefficients h1, · · · , hk and computing the linear combination:

X ′ =
k∑

j=1

hjX
j.

The corresponding encoding vector c′ is not simply equal to h, since the

coefficients are with respect to the original packets P1, · · · , Pn; in contrast,

straightforward algebra shows that it is given by

c′i =
k∑

j=1

hj · cj
i .

This operation may be repeated at several nodes in the network.
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II. Decoding

A node has received the coded packets, X1, · · ·Xk with the corresponding en-

coding vectors c1, · · · , ck. In order to retrieve the original packet, P1, · · · , Pn,

the system of equations need to be solved:





X1 =
∑n

i=1 c1
i Pi

X2 =
∑n

i=1 c2
i Pi

· · ·
Xk =

∑n
i=1 ck

i Pi,

where the unknowns are the original set of packets Pi. This is a linear system

with k equations and n unknowns. When k ≥ n and there are at least n

linear independent combinations, then system of equations can be solved to

retrieve the n original packets, P1, · · · , Pn.

In practice, the linear equations can be solved as follows. A node stores

the encoding vectors it receives as well as its own original packets, row by

row, in a so-called decoding matrix. Initially, the matrix is empty. When

a coded packet is received, it is inserted as the last row into the decoding

matrix. The matrix of coefficients is transformed to triangular matrix by

performing Gaussian elimination. A received coded packet is called innovative

if it increases the rank of the matrix. If a coded packet is non-innovative, it is

reduced to a row of 0s by Gaussian elimination and is ignored. As long as the

encoding vector part of matrix contains a row of the form (ei, X)2, this node

knows that the original packet Pi is equal to X. This occurs at the latest

when n innovative coded packets are received. Note that it is not necessary

to perform the decoding process at all nodes, but only at the receivers.

III. Selection of Linear Combinations

The problem of network code design is to select what linear combinations

each node of the network performs in order to ensure the destination node

receives at least n linear independent combinations from which it can decode

the original packets. A simple algorithm is that each node in the network se-

lects uniformly at random the coefficients over the field F2m , in a completely

independent and decentralized manner [73, 74]. With random network cod-

ing, there is a certain probability of selecting linearly dependent combina-

tions [73]. This probability is related to the field size 2m. Simulation results

2ei is a unit vector with a single one at the ith position.
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indicate that even for small field size (e.g. m = 8) the probability becomes

negligible [75].

Alternatively, the deterministic algorithms can be used to design network

codes, The polynomial-time algorithm for multicast in [76] sequentially ex-

amines each node of the network, and decodes what linear combinations each

node performs. Since each node uses fixed linear coefficients, the packets

only need to carry the information vector. There also exist deterministic

decentralized algorithms that apply to restricted families of network config-

urations [77].

For all practical purposes, the size of the matrices with which network coding

operates has to be limited. This is straightforward to achieve for determin-

istic network codes, but more difficult with random network coding. This is

because the random network coded packets are usually grouped into so-called

generations, and only packets of the same generation can be combined [78].

Size and composition of generations may have significant impact on the per-

formance of network coding [79]. Similar considerations hold for the size of

the finite field. Both parameters allow to trade off performance for lower

memory requirements and reduced computational complexity.

• Theoretical Gains

Network coding achieves the optimal network capacity for multicast flows [6].

More specifically, consider a network that can be represented as a directed graph

(typically, it is a wired network). The vertices of the graph correspond to terminals,

and the edges of the graph correspond to channels. Assume there are M sources,

each sending information at some given rate, and N receivers. All receivers are

interested in receiving from all sources. Ahlswede et al. [6, 72] showed that network

coding provides the following guarantee:

Assume that the source rates are such that, without network coding, the network

can support each receiver in isolation (i.e. each receiver can decode all sources

when it is the only receiver in the network). With an appropriate choice of linear

coding coefficients, the network can support all receivers simultaneously.

In other words, when the N receivers share the network resources, each of them

can receive the maximum rate it could hope to receive, even if it were using all

the network resources by itself. Thus, network coding can help to better share the

available network resources.
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Furthermore, network coding benefits not only multicast flows but also other traffic

patterns, such as unicast. Consider again the butterfly example in Figure 2.2 but

assume now that source S1 transmits to destination R2 and S2 to R1. With network

coding the sending rate is 1 packet per time slot, while without it, the sending

rate is only 0.5 per time slot to each receiver.

• Subsequent Work on Network Coding

As discussed above, prior work shows that network coding achieves the multicast

capacity of the network. The results have two practical implications. First, the

combination of [72, 80, 81] shows that, for multicast traffic, linear network codes

achieve the maximum capacity bounds, and coding and decoding can be done in

polynomial time. Second, Ho et al. show that the above is true even when the

routers pick random coefficients [73]. This enables distributed network coding,

where routers do not need to coordinate with each other on the choice of codes.

Network coding has been applied to many areas including wireless networks [82, 8],

energy [83, 84], secrecy [85, 86], content distribution [87], reliability in DTN (Delay

tolerance Network) [88], and distributed storage [89].

The classical network coding research is theoretical and hardly practical, which

assumes multicast traffic, and ignores traffic burstiness and application require-

ments [6, 72, 80, 81, 73, 90, 91, 92]. In contrast, real-world packet networks are

asynchronous and subject to random losses and delays. Recently, a few papers

have employed network coding in wireless protocols to improve their throughput

or reliability [8, 93, 94, 44, 95]. These papers are more focused on implementable

protocols and practical issues than the early theoretical foundation.

2.3.2 Wireless Network Coding

Because of the intrinsic characteristics of wireless links that complicate routing,

namely, their unreliability, broadcast nature, and interference, wireless networks

offer a natural space for utilizing network coding as an alternative approach for

efficient transmissions. For example, the nature of wireless links further enriches

coding possibility, as broadcasting can be achieved without power penalty. In other

words, wireless networks exhibit high redundancy because a broadcast packet is

heard by multiple nearby nodes. Network coding can exploit this redundancy

to perform in-network compression of the data, thereby increasing the wireless

throughput [8].
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This can be illustrated using the simple example in Alice-and-Bob scenario [10], as

shown in Figure 2.3. In this scenario, Alice wants to send packet P1 to Bob and Bob

wants to send P2 to Alice. The radio range does not permit them to communicate

directly and thus they need a relay in the middle to forward the packets. In the

current design as shown in Figure 2.3(a), Alice sends her packet to the relay, which

forwards it to Bob, and Bob sends his packet to the relay, which forwards it to

Alice. Hence, the traditional strategy needs total 4 transmissions. With network

coding as shown in Figure 2.3(b), the relay XORs the two packets and broadcasts

the mixed packet, P1 ⊕ P2. Accordingly, both Alice and Bob can decode the

needed packets when receiving the coded packet, P1⊕P2. More specifically, Alice

recovers P2 by XOR-ing the coded packet with P1, and Bob recovers P1 in the

same way. Thus, only 3 transmissions are needed. Network coding improves the

network throughput compared to traditional schemes by reducing the required

transmissions from four to three (33% coding gain). The process exploits the

existing redundancy in the network to compress the information, delivering two

packets in a single transmission, and improving the throughput.

Alice

P1

P2

Bob

Relay

1. 2. P1

P2 3.4.

(a) Current Approach

Alice

P2P1

P1
P2

Bob

Relay1. 2.

3.

(b) Packet-level Network Coding

Alice

P2P1

P1
P2

Bob

Relay1. 1.

2.

(c) Analog Network Coding

Figure 2.3: The basic Alice-and-Bob scenario: illustration of wireless network
coding. Here a number in front of a packet denotes the time-instance when the

packet is transmitted.

Furthermore, while interference has traditionally been considered harmful, net-

work coding allows the nodes to exploit interference strategically, and perceives

it as a special code which compresses the number of transmissions and improves
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throughput [94]. This can be demonstrated with the same Alice-and-Bob exam-

ple in Figure 2.3. As discussed above, Alice and Bob wish to exchange a pair of

packets, and they require four time slots with current architecture and three time

slots with packet-level network coding scheme. But applying network coding in

analog signal is even better; it accomplishes the exchange in two time slots. As

shown in Figure 2.3(c), Alice and Bob transmit their packet simultaneously, allow-

ing their transmissions to interfere at the relay. This requires only one time slot.

Due to interference, the relay receives the sum of Alice’s and Bob’s signals, which

it cannot decode. The relay simply amplifies and forwards the received interfered

signal. Accordingly, there are totally two time slots needed. Thus, compared to

the traditional approach, analog network coding reduces the required time slots

from four to two, doubling the throughput.

In summary, the synergy between the characteristics of the wireless medium and

network coding coupled with the fact that wireless networks are more amenable

to innovative designs than their wired counterparts, opens up many opportunities

for successful research.

2.3.2.1 Challenges

A new network architecture that employs network coding and exploits the broad-

cast nature of the wireless medium would require the research community to re-

think the network stack. Most of current medium access control, routing, and

transport protocols are imported from the wired domain, with minor modifications.

They are designed for working over point-to-point links, assume a single prede-

termined path and a layered architecture. The cost of redesigning our network

stack is non-negligible. Nevertheless, the wireless medium is a scarce resource,

which warrants efforts to investigate more efficient architectures. Furthermore,

the wireless environment is more amenable to new deployments than the wired

environment; usually such deployments can rely solely on software updates.

• Challenges of the Broadcast Nature of Wireless Networks

The benefits of network coding lie in that it utilizes the broadcast nature of the

wireless medium to simultaneously transmit a single packet to multiple receivers.

Most of the new challenges are not caused by network coding, but are rather a

side product of relying on the broadcast channel, which has implications on MAC,

routing, and transport protocols.
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I. MAC: The standard access mode of 802.11 and similar MACs is a Dis-

tributed Coordination Function (DCF) combining carrier sense multiple-

access (CSMA) with collision avoidance (CA). A node wishing to transmit

has to first listen to the channel for a predetermined amount of time so as to

check for any activity on the channel. If the channel is sensed idle then the

node is permitted to transmit. If the channel is sensed as busy the node has

to defer its transmission.

In the 802.11 unicast mode, if the sender does not receive an acknowledg-

ment within a specific period after transmitting, it assumes that there was

a collision and selects a random backoff timer uniformly distributed within

a contention window. The contention window doubles for every failed trans-

mission in order to reduce the probability of collisions.

In contrast, the 802.11 broadcast mode does not provide both reliability and

backoff. A broadcast frame has many intended receivers, and it is unclear

how to add this functionality without creating significant complexity and the

potential for ACK implosion. In the absence of the ACKs, the broadcast

mode offers no retransmissions and consequently very low reliability. Addi-

tionally, a broadcast source cannot detect collisions, and thus does not back

off. If multiple backlogged nodes share the broadcast channel, and each of

them continues sending at the highest rate, the resulting throughput is then

very poor due to high collision rates. Therefore, the wireless network coding

schemes like [8] need to compensate the MAC broadcast issue using other

mechanism. Katti et al. [8] proposed pseudo-broadcast, which piggybacks on

802.11 unicast and benefits from its reliability and backoff mechanism.

Recent years have seen the growing popularity of multi-rate wireless network

devices that can exploit variations in channel conditions and improve overall

network throughput. Many rate-adaptation schemes haven developed that

selectively increase data transmissions on a link when it offers good channel

quality. It has been shown in [7] that wireless network coding should consider

the underlying physical and MAC layer, rather than being just designed as

an autonomous layer. Otherwise, network coding may not improve, but even

reduce the network throughput.

II. Routing: Traditional routing protocols impose a point-to-point abstraction

on wireless networks, and reduce routing in a wireless network to a shortest

path computation on these directed links, as in wired networks. However,

with broadcast, multiple nodes could simultaneously receive a packet and
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one or more of them might choose to transmit as a result. This changes

the notion of routing from a single shortest path to a multi-path problem,

where decisions are made after packet reception, rather than at the time

of transmission. Multi-path routing can be formulated as a linear program

(LP). Nevertheless, the difficulty arises from the broadcast nature of the

wireless medium, which gives the LP formulation an exponential number of

constraints [96]. The MORE protocol presents a practical low-complexity

heuristic that addresses this issue [93].

III. Transport: As mentioned previously, the 802.11 MAC used in broadcast

mode does not perform the usual link layer functionality of congestion avoid-

ance and reliability. The resulting high loss rate needs to be addressed;

otherwise it would be mis-interpreted as a signal of congestion by transport

protocols like TCP, causing them to reduce the transmission rate unneces-

sarily.

• Coding Challenges

The coding challenges arise from the desire to combine several attractive prop-

erties, such as low complexity, delay and memory requirements, high achievable

rates, and adaptability to unknown channel conditions.

I. Coding Complexity: Network coding requires intermediate nodes in the

network to perform operations over finite fields in real-time. While the cost of

XOR coding is usually low, the general linear codes over large finite field could

be computationally expensive. Decoding operations have quadratic complex-

ity, which becomes too slow for high throughput applications. Further encod-

ing operations are also complicated since they involve multiplications in large

finite fields. This makes their use in high throughput applications question-

able. Encoding and decoding algorithms should have linear complexity for

practical implementation. Therefore, the bitwise XOR is particularly suitable

for wireless routers that can afford only the fastest operations. There is an

increased effort to design lower complexity encoding and decoding algorithms

inspired by low density codes, but this effort is still at its first steps.

II. Coding Opportunity: Since network coding exploits the broadcast nature

of wireless medium through opportunistic network coding. The coding op-

eration is only performed when the coding opportunities arise. Hence, the

coding improvement depends on how many coding opportunities the coding
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scheme can offer and how efficient the coding scheme can exploit the coding

opportunities. Sengupta et al. [9] show that a route selection strategy that is

aware of network coding opportunities leads to higher end-to-end throughput

when compared to coding-oblivious routing strategies.

2.4 Chapter Summary

Unlike wired links, the characteristics of the wireless medium include 1) high loss

rate, 2) time-varying and heterogeneity, and 3) broadcast. Most of current medium

access control, routing, and transport protocols in wireless network are extended or

modified based on the design rationale for wireline domain. For achieving effective

transmission over wireless channels, those characteristics must be addressed or

even exploited. In this chapter, three perspectives which are most related to

this dissertation for improving wireless performance are discussed, namely link

reliability enhancement, wireless scheduling, and network coding.

Because of the inefficiency of current link layer retransmission, technologies of com-

bining FEC with retransmissions, partial retransmission scheme, utilizing spatial

diversity resulted from wireless broadcast property and avoiding collision are ex-

plored for enhancing wireless link reliability.

Opportunistic and fair scheduling is proposed for use in wireless networks by ex-

ploiting time-variation and heterogeneity of wireless links. Especially, current

MAC protocols [1, 18] provide multi-rate functionality, which further enlarges the

heterogeneity among links. Therefore, temporal fairness is advocated for elimi-

nating the performance anomaly, where the “bad” users (with bad links) limit the

performance of the “good” users (with good links), as well as the starvation of

bad users caused by no fairness guarantee.

Network coding is a recent field in information theory that allows mixing of data

at intermediate network nodes. Applying network coding in wireless networks is

proposed to improve wireless throughput by taking advantage of broadcast and

interference natures of the wireless medium. Wireless Network coding enables

more efficient, scalable, and reliable wireless networks. These opportunities come

with some challenges for rethinking MAC, routing, and transport protocols in

order to integrate network coding into the wireless network design.



Chapter 3

Problem Statement and

Challenges

It is well recognized that wireless links are prone to errors. Many wireless links

have medium loss ratios (e.g. 20% − 60% ). As mentioned in Chapter 2, current

link layer retransmission (ARQ) is inefficient. Network coding has been found as

an innovative means to enhance unicast performance in wireless networks. For ex-

ample, ER [11] and MU-ARQ [12] suggested that network coding is applicable for

efficient retransmissions in wireless networks, namely NC-aided ARQ, and demon-

strated the potential coding gain of NC-aided ARQ. However, the design in ER and

MU-ARQ is independent from the underlying physical layer and MAC capabilities

and algorithms. As mentioned in Chapter 2, the design for wireless networks has

to take into account the special characteristic of the wireless medium. Without

considering them, these independent coding designs may reduce the performance.

The purpose of this chapter is to provide the reader the problem statement and

challenges of our design. We start by providing a few definitions in Section 3.1.

Then the system model and an example for explaining NC-aided ARQ are de-

scribed in Section 3.2. Finally, we talk about the challenges for designing a prac-

tical NC-aided ARQ in wireless networks in Section 3.3.

3.1 Definitions

Below are a few definitions that we use throughout this dissertation.

22
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(a) Native frame: A non-network-coded frame.

(b) Coded frame: A frame that is network-coded from multiple native frames.

(c) Original frame: A native frame that has never been transmitted.

(d) Retransmitted frame: A native frame that is being retransmitted or a

coded frame that contains only lost native frames.

(e) Coding-set of a coded frame: A set of native frames that are network-

coded in a coded frame.

(f) Decodable set: A coding-set whose corresponding stations can retrieve

their native frames by decoding the coded frame. For example, the station

u1 has p2 and the station u2 has p1. A coded frame, p1⊕p2, with a coding-set

{1, 2} can be decoded by the stations u1 and u2. Therefore, the coding-set

{1, 2} is a decodable set and the size of the set is 2.

(g) Maximal decodable set. A decodable set with maximal size among all

deccodable sets. For example, {1, 2, 3} is the maximal decodable set among

the decodable sets {1, 2}, {1, 3}, {2, 3} and {1, 2, 3}.

(h) Coding metric: A metric that evaluates the benefit of a coding set.

(i) Coding loss: A node has coding loss if it performs worse with an NC

scheduler than it would with a non-NC scheduler.

(j) NC-fairness: An NC scheduling achieves NC-fairness if it maintains certain

fairness constraint (e.g. time or throughput) and no node has coding loss

when applying it.

(k) Goodput: The number of bits per unit of time successfully received by the

destination.

3.2 NC-Aided ARQ

3.2.1 System Model

In this thesis, we mainly consider single-hop wireless networks as shown in Fig-

ure 3.1. There is a wireless access point (AP) and a set of N stations, i.e.
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AP

u1 u2

p1 p2 pN

uN
...

Figure 3.1: System model

U = {u1, u2, · · · , uN} which are associated with the AP. Stations only commu-

nicates with the AP directly. We denote rj and γj the transmission rate and

reliability of the link between the AP and a station uj, respectively. Assume that

all wireless links are mutually independent, i.e., the variables ri (1 ≤ i ≤ N) and

γi (1 ≤ i ≤ N) are independent. Due to the broadcast nature of the wireless

medium, when the AP transmits a frame to a station ui, another station uj may

overhear the frame with a probability of γj. Note that in this thesis, we mainly

focus on downlink traffic, because most of the traffic in a WLAN is downloading.

Later, we will show how network coding can also be beneficial in two-way traffic

scenario in Section 4.6.

3.2.2 Example

As shown in Figure 3.2, the following example illustrates how network coding is

employed for reducing retransmissions in WLANs. Assume that the AP transmits

the frames p1 to u1. p1 is not received by u1, but overheard by u2 and u2 stores the

overheard p1 in its local pool. Later the AP transmits p2 to u2. p2 is not received

by u2, but overheard by u1 and u1 stores the overheard p2 in its local pool. By

certain means, the AP obtains the reception information, i.e. u1 possesses p2 and

u2 possesses p1. Based on the reception information, the AP uses the pre-defined

coding metric to evaluate the benefit of different coding-sets. Accordingly, the

AP schedules a coded frame, p1 ⊕ p2, because two lost frames, p1 and p2, can be

recovered in one retransmission if the coded frame is received by both stations.

Therefore, one retransmission could be saved.
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Figure 3.2: Example of NC-Aided ARQ. Here a number in front of a frame
denotes the time-instance when the frame is processed

3.2.3 Cooperation with 802.11 MAC

For the sake of replacing the MAC-layer retransmission in 802.11, the sender dis-

ables the default MAC-layer retransmission by setting the MAC retry count1 to

0. The new retransmission scheme retransmits the frames above the MAC layer

until its receiver acknowledges the packet or the retry count is reached. In order to

provide the same level of reliability, the retry count in new retransmission scheme

is set to the original MAC retry count [11].

Since wireless network coding scheme broadcasts encoded frames, the natural ap-

proach would be to use broadcast mode in 802.11 MAC. Unfortunately, as we

mentioned in Section 2, this does not work because of poor reliability and lack

of backoff. Pseudo-broadcast, which piggybacks on 802.11 unicast, was proposed

in [8] for benefiting from its reliability and backoff mechanism. With pseudo-

broadcast, the link-layer destination field is set to the MAC address of one of the

intended recipients. An XOR-header is added after the link-layer header, listing

all recipients of the frame.

1MAC retry count is the maximum number of retransmissions at MAC layer.
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Furthermore, all nodes are set in the promiscuous mode, and thus they can over-

hear frames not addressed to them. When a node receives a frame with a MAC

address different from its own, it checks the XOR-header to see if it is a recipient.

If so, it processes the frame further, else it stores the frame in a buffer as an op-

portunistically received frame. As all frames are transmitted using 802.11 unicast,

the binary exponential backoff can help reduce collision losses under high load.

3.3 Challenges for NC-Aided ARQ

To enable a practical application of network coding to MAC-layer retransmission

scheme, one needs to address the following challenges: learning reception informa-

tion, coding metric, and NC-aware scheduling.

3.3.1 Learning Reception Information

As explained in the previous example, the AP requires the knowledge that which

frames have been received by each station for making the coding decision. In

previous works, this reception information is explicitly reported to the AP by

each station, per frame [12] or periodically [11]. However, such a reception report

scheme causes significant overheads which may be even larger than the coding

benefit.

We run simulations of ER [11] to investigate the effect of the reception reports on

the coding scheme. The static homogeneous link model is used in the simulations.

The details of simulation setup for ER and the explanation of performance metrics

can be found in Section 6.1. In ER, the stations send the reception reports period-

ically. We vary the period of the report transmission and evaluate the performance

under different link conditions and the number of stations in the network.

Figure 3.3 and Figure 3.4 show the goodput gain and reduced retransmission

ratio compared to traditional IEEE 802.11 MAC retransmission scheme, respec-

tively. According to the results, we have the following observations. First, the

coding efficiency of ER heavily depends on feedback information carried by recep-

tion reports. Hence, as shown in Figure 3.3, ER having a shorter report period

may further reduce retransmissions, especially when the link reliability is higher.



Chapter 3 Problem Statement and Challenges 27

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

R
ed

uc
ed

R
et

ra
ns

m
is

si
on

R
at

io

5 10 15 20 25 30 35 40

Number of stations

ER-10ms
ER-50ms
ER-200ms

(a) γ = 20%

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

R
ed

uc
ed

R
et

ra
ns

m
is

si
on

R
at

io

5 10 15 20 25 30 35 40

Number of stations

ER-10ms
ER-50ms
ER-200ms

(b) γ = 50%

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

R
ed

uc
ed

R
et

ra
ns

m
is

si
on

R
at

io

5 10 15 20 25 30 35 40

Number of stations

ER-10ms
ER-50ms
ER-200ms

(c) γ = 80%

Figure 3.3: Reduced retransmission ratio with different numbers of stations
in static channels.
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However, signaling overheads incurred by frequent reports degrade the goodput

performance severely. As shown in Figure 3.4, the goodput of ER having a report

period of 10 ms is ever worse than that of 802.11 when the link reliability is high.

Second, as depicted in Figure 3.3, the reduced retransmission ratio degrades if

the report period is too long, especially with larger number of stations and high

link reliability. Therefore, although overheads may be reduced by choosing a

longer feedback interval, it will cause insufficient reception information at the AP.

Accordingly, the coding benefit may vanish due to less coding chances.

Third, in Figure 3.4, when γ = 0.2 and the number of stations is less than 20,

ER with 10 ms period seems performs the best. However, when γ = 0.2 and

the number of stations is greater than 20, 50 ms seems to be the optimal period.

These show that it is difficult to make such a trade-off as it depends on many es-

sentially dynamic parameters such as the number of stations and wireless channel

conditions, which in practice are typically time-varying. The mis-chosen period

may even degrade performance severely. In summary, the design goal is to effi-

ciently learn reception information while avoiding or at least reducing the burden

of reception reports.

3.3.2 Coding Metric

The coding metric used in the previous example is the size of the decodable set.

Sending the coded frame with the maximal decodable set means that more sta-

tions can retrieve their frames within this retransmission and hence the number of

retransmissions is reduced. Existing NC schemes (e.g. [11]) are designed assuming

that the AP always transmits at a constant transmission rate. According, reduc-

ing the number of retransmission is improving the overall goodput. However, in

practical wireless networks, the AP can adjust its transmission rate based on each

station’s channel quality. When multiple frames are encoded, the coded frame

must be transmitted at the lowest transmission rate in that set. In this multi-rate

transmission scenario, sending the coded frame with the maximal decodable set

may yield suboptimal results.

This can be best illustrated by the following example in Figure 3.5, where p1, p2,

p3 and p4 are four frames for the stations u1, u2, u3 and u4, respectively. The

reception status and transmission rate of each station are shown in Figure 3.5(a).
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(a) Reception status and transmission rate of each station
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(c) Alternative schedule which reduces the transmission
time by 45%

Figure 3.5: Example for multi-rate scenario.

Following the coding metric of maximal decodable set, p1⊕ p2⊕ p3 is selected first

because the coded frame p1 ⊕ p2 ⊕ p3 may be received and decoded by stations

u1, u2 and u3 and consequently two transmissions are saved. And then p4 is

retransmitted alone for recovering. Two retransmitted frames, p1⊕p2⊕p3 and p4,

are both transmitted at the rate of 1Mbps as shown in Figure 3.5(b). However, if

we retransmit coded frames p1⊕p2 at the rate of 11 Mbps and p3⊕p4 at the rate of

1 Mbps as shown in Figure 3.5(c), this improves the goodput by 45% compared to

the selection based on the coding metric of maximal decodable set. In summary,

the coding metric considering only coding effect, i.e. the maximal decodable set,

is insufficient and even harmful to the system performance.

3.3.3 NC-aware Scheduling

IEEE 802.11 uses a per-node queue with a per-node backoff. More specifically,

each node maintains a single first-in-first-out (FIFO) transmission queue and the

frames targeted for different destinations are buffered in common FIFO queue.
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ER [11], a previous NC-aided retransmission scheme, inherits this per-node FIFO

queue from 802.11 and further defers the retransmissions until a pre-defined

threshold is reached for more coding opportunities. There are two issues for using

per-node FIFO queue with network coding in ER:

1. Head-of-line (HOL) Blocking. Per-node FIFO queue in IEEE 802.11

may result in HOL blocking [97]. When the HOL frame is destined to

a receiver with bad channel condition, it prevents other frames from be-

ing transmitted. Thus, all other stations in the network suffer throughput

degradation.

2. Frame-reordering. Since the deferred retransmitted frames in ER may

target to the same stations, the frames may be delivered out-of-order if the

later frames are decoded successfully first. Such frame-reordering has an

adverse impact on TCP.

These HOL blocking and frame-reordering problems can be solved by separating

queue for different wireless stations (per-flow queue) and scheduling only one frame

for each station till the frame is ACKed. However, an opportunistic scheduling

with per-flow queue may lead to starvation of the users experiencing a bad channel

for prolonged periods of time [58, 98]. Therefore, the scheduling should be balanced

with fairness considerations. Fair opportunistic scheduling has been well studied

in the literature [52, 60]. Nevertheless, it is non-trivial to design an NC-aware fair

opportunistic scheduling. It becomes non-intuitive to accounting resource cost

(e.g. service time or throughput) for each station in a coding-set, since this cost

is essentially shared among these stations when frames are mixed together.

3.4 Chapter Summary

This chapter gives an overview of how the NC-aided ARQ scheme works. Due

to the overhearing from stations, the AP can retransmit a single coded frame for

several stations and further reduce the number of retransmissions. ER [11] and

MU-ARQ [12] have shown the potential coding gain of NC-aided ARQ. However,

their coding schemes work independently without considering the characteristics

of wireless media (e.g. time-varying) and the algorithms in MAC (e.g. multi-rate).
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The problems caused by this independent coding design and the challenges which

have to be addressed are further discussed:

1. How to avoid or reduce the overhead of getting reception information?

2. How to define a proper coding metric which considers not only the coding

gain but also the effect of the heterogeneity and time-variation of wireless

links?

3. NC-aware scheduling.

In next chapter, we will describe in detail how the proposed scheme can address

these challenges.



Chapter 4

XOR Rescue: A Practical

NC-Aided ARQ Scheme

By tackling the challenges mentioned in Section 3.3, this chapter proposes a prac-

tical NC-aided ARQ protocol, namely XOR Rescue (XORR). Unlike previous

NC-aided ARQ schemes [12, 11] focusing on only coding aspect, XORR provides

a global approach to the design of a retransmission method by taking into account

the following aspects:

• Throughput improvement.

• Short-term fairness in link-layer (for achieving QoS requirement in higher layer).

• Adaptation to time-varying channel condition.

• Handling multiple transmission rates.

• Utilization of coding opportunity.

We start this chapter by describing the high level architecture design of XORR

in Section 4.1. It assumes no synchronization or prior knowledge of senders or

receivers, any of which may vary at any time. The main characteristic of our ap-

proach is opportunism: each node relies on local information to detect and exploit

the opportunities provided by not only network coding but also multiuser diversity

whenever they arise. XORR has four components in its operation which can be

succinctly summarized as follows: reception estimation (Section 4.2), coding met-

ric calculation (Section 4.3), NC-aware fair opportunistic scheduling (Section 4.4),

and NC-fair assignment (Section 4.5).

33
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Figure 4.1: XORR architecture.

4.1 Architecture

The system architecture of XORR is shown in Fig. 4.1. To avoid HOL blocking, the

AP maintains a per-flow queue for each station. Furthermore, for preventing frame

reordering, only the HOL (head-of-line) frames of the stations are the candidates

for scheduling selection. In the original frame transmission mode, the sender sends

the HOL frames, following 802.11’s contention mechanism. Let pi denote the HOL

frame of the station ui. If this HOL frame pi is an original frame, ui belongs to

TxGroup. Otherwise, it belongs to RetxGroup.

There are several types of network coding schemes available [72]. XORR adopts a

simple and effective scheme based on bitwise XOR, which is particularly suitable

for wireless devices that can only afford the fastest operations. More specifically,

when the AP wins channel contention, it performs a bitwise XOR of multiple

frames destined for different stations. One coding principle in XORR is never en-

coding an original frame with any other frames. Since an original frame has never

been transmitted before, if it is encoded with other retransmitted frames, this

coded frame can only be decoded by the destination of the original frame. Fur-

thermore, if more than two original frames are encoded together, this coded frame

has no chance to be decoded by any stations. Therefore, at each scheduling time,

a scheduler selects either an original frame from TxGroup or a set of retransmitted

frames 1 from RetxGroup to transmit. If the coding-set with multiple frames is

1Note that the set may contain only one native frame.
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selected, these frames are encoded using XOR operation into a coded frame. For

example, the frames, p1, p2, p3, are selected as a coding-set g, i.e. g = {1, 2, 3}.
Then the coded frame pg is generated by encoding p1⊕ p2⊕ p3, where ⊕ is bitwise

XOR operation.

Each time when a station ui overhears a native frame pj, it stores pj into its native

frame pool and may use it to decode other coded frames. If a coded frame pg (g

denotes the set of frames that are encoded.) is received by the station ui, ui tries

to decode any native frame immediately, no matter the decoded native frame is

for itself or not. A station can successfully retrieve a native frame from pg only if

it has all other frames in its local frame pool. If the station ui successfully decodes

a frame to itself, i.e. pi, it should transmit an acknowledgment (ACK) to the AP

to confirm the reception. Upon receiving the ACK, the AP removes the frame

from the queue. If the decoded native frame is for other stations, it is stored in

the local frame pool. After decoding, the coded frame is discarded. Furthermore,

each station only needs a queue containing at most (N − 1) native frames in its

local frame pool for decoding because XORR only schedules HOL frames of N

stations.

Before going into the details of the designs, we briefly sketch the key components

in XORR, as shown in Figure 4.1:

• Reception estimation. In XORR, the AP does not require its client to ex-

plicitly acknowledge every native frame that they have overheard. Instead, the

AP estimates the probability that a client has certain native frames, based on its

link reliability. Hence, a station only acknowledges the reception of its own frames

and no extra feedback signaling overhead is introduced by this estimation scheme.

• Coding metric for adapting coding opportunities and multiuser diver-

sity. An NC scheme selects a set of frames to encode so that the coded frame can

achieve the maximal coding metric. However, selecting the maximal decodable set

as coding metric is inefficient because it does not accommodate the heterogeneities

in wireless networks, such as transmission rate, link reliability and frame size. A

new coding metric, expected goodput, is devised in XORR to replace the metric

of the maximal decodable set for measuring the coding benefit. Expected goodput

is defined as the achieved system goodput by transmitting a certain (native or

coded) frame. To calculate it, the coding effect and the instant link quality are

taken into account. More specifically, using expected goodput as a coding metric
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is opportunism in the aspect of both the coding and the wireless condition, i.e.

the AP relies on local information to detect and exploit efficient coding as well

as better link opportunities whenever they arise. Therefore, the gain of network

coding and multiuser diversity can be utilized at the same time.

• NC-aware scheduling framework. A framework of an NC-aware fair oppor-

tunistic scheduling is proposed in XORR. The task of the scheduling discipline is

to optimize the system performance (utility) under certain fairness constraint. To

provide a bounded short-term fairness among all clients, XORR follows a credit

based approach as in [60] that assigns a state variable, credit, to control the fairness

property, but it is extended to support network coding. More specifically, unlike

prior work which only selects a single frame to transmit, a set of frames may be

selected for transmitting a coded frame. Note that the traditional scheduling dis-

ciplines can be regarded as a special case of our NC-aware scheduling, where the

selection candidate contains only one frame.

• NC-fair assignment. In traditional non-NC fair scheduling, the goodput per-

formance of the station is linear determined by the resource cost (e.g. service time

or bandwidth) assigned to it. Accordingly, the fairness guarantee implies certain

performance guarantee among the stations. However, with NC, such implication

becomes tricky because the resource cost for transmitting a coded frame can be

arbitrarily assigned. Therefore, in this dissertation, two terms are defined for

clarifying the fairness in NC-aware scheduling:

Definition 4.1 (Coding loss). A node has coding loss if it performs worse with

an NC-aware scheduler than it would with a non-NC scheduler.

Definition 4.2 (NC-fairness). An NC-aware scheduling achieves NC-fairness if

it maintains certain fairness constraint (e.g. time or bandwidth) and no node has

coding loss when applying it.

Thus, the task for designing an algorithm of resource cost assignment for the

members whose intended frames are network coded together is to achieve NC-

fairness. To the best our knowledge, this is the first work on addressing the

fairness issue in the NC-aware scheduling in the literature.
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4.2 Reception Estimation

In XORR, the AP does not require its clients to explicitly acknowledge every

native frame that they have overheard. Instead, the AP uses Bayesian-learning-

based method for estimating the probability that a client has certain native frames,

based on its link reliability. Note that a client may still acknowledge the reception

of its own frame if it successfully receives one. In our analysis, we always assume

that ACKs will never get lost. The AP maintains a statistic on the reliability2 γt
i to

each station ui. This information is already available for most of existing wireless

networks. We will discuss more details about learning current link reliability in

Section 4.6.

The AP maintains a score-table Y that has N ×N entries, where N is the number

of current backlogged stations. Each entry yi,j records the probability for ui to

have the HOL native frame of station uj. Initially, the table contains all zeros.

The reception table Y is updated once a frame is sent (either a native frame pj or

a coded frame pg) or an ACK is received.

• Transmitting a native frame. When a native frame pj is transmitted, then

the probability that ui does not have pj after the transmission is the joint proba-

bility of two events: ui has no pj before the transmission and ui does not receive

this transmission. Thus, we have

yt+1
i,j = 1− (1− yt

i,j)(1− γi), i 6= j. (4.1)

• Transmitting a coded frame. When a coded frame pg is transmitted, the

estimation of yi,j depends on if the station is in the set g or not. If the station ui

is not in the set, i.e. ui, i 6∈ g, it may decode a native frame pj in g, if possible.

Then, the probability that ui (i 6∈ g) does not have pj after the transmission is the

joint probability of two events: ui does not have pj before the transmission and ui

fails to decode pj. Therefore, we have

yi,j = 1− (1− yi,j) ·

(1− γi) + γi(1−

∏

q∈g\{j}
yi,q)


 . (4.2)

2For simplicity, we may omit the dependence on time t when no confusion occurs.
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The term in the square-bracket represents the probability that ui fails to decode pj,

which might be caused by either reception failure (the first part) or an insufficient

number of native frames received for decoding the coded frame (the second part).

There are two cases if the station uk that are in the set, i.e. uk, k ∈ g. If the AP

receives an ACK from uk, it means that uk has successfully decoded its frame pk

from pg. This implies that uk must have all other native frame pq, q ∈ g \ {k}.
Thus, the AP will update yk,q as

yt+1
k,q = 1,∀q ∈ g \ {k}

If uk fails to acknowledge, the reason may be either that uk fails to receive the

transmission or that it does not have all needed native frames for decoding. Thus,

yk,j, j ∈ g \ {k} is estimated based on the Bayes-law. Define yk,j = 1 − yk,j and

Pr
(
ACKt+1

k

)
as the probability that uk does not acknowledge at time t+1. Then,

we have

yt+1
k,j =

yt
k,j

Pr
(
ACKt+1

k

) .

Note that

Pr
(
ACKt+1

k

)
= (1− γk) + γk(1−

∏

q∈g\{j}
yk,q).

Thus, yt+1
k,j is updated as

yt+1
k,j = 1− 1− yt

k,j

(1− γk) + γk(1−
∏

q∈g\{j} yt
k,q)

. (4.3)

• Receiving an ACK. When a station ui successfully decodes its own frame pi,

it should transmit an ACK to the AP. Since pi will never be transmitted again, the

corresponding column in Y is reset to zero for initializing the estimations of the

next HOL frame to ui. Furthermore, ACK can piggyback the station’s information

about its received native frames for further facilitating XORR recovery. When

the AP receives an ACK piggybacking such information, the AP updates the

corresponding estimation to 1.
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4.3 Coding Metric

XORR defines expected goodput as coding metric, while previous NC schemes

choose maximal decodable set. Unlike the latter, the metric of expected goodput

naturally accommodates the heterogeneities in wireless networks, e.g. data rate,

link reliability as well as frame size. In this subsection, we focus on how to derive

the expected goodput of a coded frame.

The expected goodput of transmitting a native frame pj is rjγj, while the goodput

of transmitting a coded frame pg depends on the probability that the coded frame

can be decoded by its stations, namely decoding capability. The decoding capability

can be estimated from the reception table Y maintained by the reception estimator.

Definition 4.3 (Decoding capability). The decoding capability Dg
i , i ∈ g is the

probability that the station ui can retrieve its frame pi by decoding a coded frame

pg. For the station ui, the decoding capability is Dg
i =

∏
j∈g\{i} yi,j.

Let Lg be the size of pg, then Lg = maxj∈g Lj. Let rg be the transmission rate for

transmitting the coded frame, pg, then rg = minj∈g rj. Thus, the transmission time

of pg is Tg = Lg

rg
. Finally, the expected goodput χg of transmitting the coding-set

g is the sum of the expected goodput of each station ui, i ∈ g, i.e.

χg =
∑
i∈g

χg
i =

∑
i∈g

Li

Tg

· γi ·Dg
i . (4.4)

Equation 4.4 implies that the expected goodputs of some coding-sets are low if

many stations in the coding-set are unlikely to decode the coded frame. In XORR,

only the coding-sets that improve the system goodput are considered. In other

words, only the coding-sets that have higher expected goodput than that of any

frame in the coding-sets transmitted alone are considered. A coding-set g satisfying

this condition is called a valid coding-set. Hereafter, unless otherwise mentioned,

a coding-set is always referred to as a valid coding-set.

Definition 4.4 (Valid coding set). A coding-set g is a valid coding-set if and only

if χg ≥ ri · γi, i ∈ g.

It is also clear that XORR should not encode any original frame with other frames,

since such a coded frame is not decodable for any station. Therefore, XORR only

applies network coding in RetrGroup.
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Figure 4.2: Example of coding metric calculation.

Example: Assume there are three stations, u1, u2 and u3, and the AP transmitted

p1, p2 and p3, but they are all lost. Figure 4.2 shows the link reliability and

transmission rate of each link, the packet size as well as the estimated reception

table. Following the coding metric defined in Equation 4.4, the expected goodputs

for transmitting the native frames p1, p2 and p3, and the coded frames (p1 ⊕ p2),

(p1 ⊕ p3), (p2 ⊕ p3) and (p1 ⊕ p2 ⊕ p3) are

χ1 = 2 · 0.4 = 0.8 (Mbps)

χ2 = 5 · 0.8 = 4 (Mbps)

χ3 = 5 · 0.7 = 3.5 (Mbps)

χ{1,2} =
1000

1000/2
0.42 +

500

1000/2
0.82 = 1 (Mbps)

χ{1,3} =
1000

1000/2
0.42 +

100

1000/2
0.72 = 1.3 (Mbps)

χ{2,3} =
500

1000/5
0.82 +

1000

1000/5
0.72 = 4.05 (Mbps)

χ{1,2,3} =
1000

1000/2
0.43 +

500

1000/2
0.83 +

1000

1000/2
0.73 = 1.326 (Mbps)

Accordingly, retransmitting the coded frame (p2⊕p3) has higher expected goodput

than that of the others.
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4.4 NC-Aware Scheduling Framework

XORR maximizes the network performance under certain resource fairness con-

straint (e.g. service time or bandwidth), which allocates equal resource to each

station in the network. The credit-based approach in [60] is extended for provid-

ing bounded temporal fairness among all stations in NC-aware scheduling. More

specifically, the scheduling scheme in [60] incorporates both the transmission util-

ity and fairness into the scheduling decision. Each station is assigned a state

variable, credit, to control the fairness property. In other words, the credit is used

to represent the available resource for the station to use. However, the schedul-

ing scheme in [60] simply selects a native frame from the HOL frames. While

XORR shares the same scheduling discipline, the selection candidates in XORR

contain not only native frames, but also coded frames, which makes scheduling

more complicated.

We now define the XORR scheduling algorithm by describing how credits are

initially set, how they are used to make a scheduling decision, how they are in-

creased when a flow is not scheduled, and how a credit is decreased when a flow

is scheduled. Let Ki denote the credit of station ui. The deficit credit of a sta-

tion in the coding-set g is defined as its assigned resource minus its credit, i.e.

∆i = A(g, i)−Ki. The deficit credit of the coding-set g is defined as the maximal

deficit credit of all its member stations, i.e. ∆g = maxi∈g ∆i.

Then, XORR scheduler is defined as follows:

ĝt = arg max
g

(
U t

g −∆t
g

)
, (4.5)

where U t
g is the utility of transmitting the coding-set g.

XORR scheduler balances between the transmission utility and fairness. It tries to

select a coding-set (possibly with only one frame) that maximizes the utility while

having minimal resource deficit to ensure the fairness. A station accumulates its

credit if it is not selected in a coding-set.

Following the scheduling decisions, all backlogged stations update their credits as

described in Fig. 4.3.

Once a set g is selected and the coded frame is transmitted, all stations in g

decrease their credits by the fraction of resource assigned to them (Line 2-4). If



Chapter 4 XOR Rescue: A Practical NC-Aided ARQ Scheme 42

1: function UpdateCredit(g)
2: for uj, j ∈ g do
3: Kj ← Kj −A(g, j)
4: end for
5: if ∆g > 0 then
6: for all uj ∈ U do
7: Kj ← Kj + ∆g

8: end for
9: end if

Figure 4.3: Pseudo-code for updating credits.

any station has deficit (∆g > 0), all stations adjust their credits by adding ∆g

(Line 6-8). As a result, unscheduled stations may accumulate their credits and all

stations have non-negative credit values.

While throughput fairness and temporal fairness are equivalent in single-rate wire-

less network, the distinction between them is critical in multi-rate wireless net-

works [67, 68, 70]. Under temporal fairness, each user may allocate equal service

time (air-time) instead of bandwidth. By using temporal fairness as a performance

objective, two pathological situations can be eliminated: (i) performance anomaly

in which the rate of a slower host limits the throughput of a fast host and (ii) star-

vation of slow hosts that may occur if an AP does not allow switching to a lower

bit rate (the last approach is commonly used to deal with performance anomaly

in current products). Therefore, in this dissertation, we mainly focus on temporal

fairness in the scheduling. However, our NC-aware fair scheduling is a general

framework, which can be used for temporal or bandwidth-based fairness.

In order to maintain temporal fairness, the channel time for transmitting the

frames (native or coded) is allocated equally to all stations. If the coding-set con-

tains only one frame, the allocated time is simply the time needed for transmitting

that native frame. However, when transmitting a coded frame, the transmis-

sion time Tg is shared among the stations in that coding-set. We denote A(g, i)

is the portion of service time assigned to station ui, i ∈ g. Obviously, it has∑
i∈g A(g, i) = Tg, where Tg is the overall transmission time for transmitting the

coded frame pg. We will elaborate how service time is shared later in Section 4.5.

In the following, we describe the details of three key components in XORR sched-

uler: 1) fairness bound, 2) utility function and 3) coding-set selection.
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4.4.1 Fairness Bound

The target of XORR fair scheduling is to fairly allocate the shared channel time. To

characterize the fairness property of XORR, we derive a bound on the difference in

allocated time duration for any stations ui and uj that are continuously backlogged

in [t1, t2), i.e.

|αi(t1, t2)− αj(t1, t2)|

where αi(t1, t2) is the service time allocated to the station ui during the time inter-

val [t1, t2). In order to prove the bound, we first present two results in Lemma 4.5

and 4.5. We then bound the service time discrepancy of any two stations in The-

orem 4.7.

Lemma 4.5. For any flow i and for any schedule time t, the credit counter value

is always bounded by

0 ≤ Ki ≤ max
t

Lt
i

rt
i

+ Umax, (4.6)

where Umax is the maximal value of utility function.

Proof. For the left part of the inequality, according to the credit update in Fig-

ure 4.3, the credit value is non-negative. Thus, Ki ≥ 0.

For the right part of the inequality, the proof is separated into two cases according

to whether or not user i is in the coding group gt. In each case, there are two

sub-cases regarding how the credit is updated.

Case I: i 6∈ gt. If ∆t
g > 0, then from Equation (4.5) we have

U t
i − (T t

i −Kt
i ) ≤ U t

g −∆t
g.

According to the credit update, we have

Kt+1
i = Kt

i + ∆t
g

≤ T t
i + U t

g − U t
i

≤ max
t

Lt
i

rt
i

+ Umax.
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On the other hand, if ∆t
g ≤ 0, we have

Kt+1
i = Kt

i

≤ max
t

Lt
i

rt
i

+ Umax.

Case II: i ∈ gt. If ∆t
g > 0, according to the credit update, we have

Kt+1
i = Kt

i −A(g, j) + ∆t
g

≤ T t
i + U t

g − U t
i −A(g, j)

≤ max
t

Lt
i

rt
i

+ Umax.

On the other hand, if ∆t
g ≤ 0, we have

Kt+1
i = Kt

i −A(g, j)

≤ Kt
i ≤ max

t

Lt
i

rt
i

+ Umax.

Considering both cases, Lemma 4.5 holds.

Lemma 4.6. Assume coding-sets (gt1 , · · · , gt2−1) are transmitted during time pe-

riod [t1, t2). For any flow i continuously backlogged during [t1, t2), its received

service time α(t1, t2) during [t1, t2) can be expressed as:

α(t1, t2) = Kt1
i −Kt2

i +

t2−1∑
t=t1

max
(
0, ∆t

g

)
(4.7)

Proof. If no code set including flow i is transmitted during (t1, t2), there is no

service time for flow i, i.e. αi(t1, t2) = 0. According to the credit update, the

equality holds. If coding-set gt including flow i is transmitted in (t1, t2), there are

two cases:

1. If ∆t
g > 0, we have Kt+1

i = Kt
i −∆t

i + ∆t
g. Thus

Kt
i + max

(
0, ∆t

g

)
= (Kt+1

i +A(g, j)−∆t
g) + ∆t

g

= A(g, j) + Kt+1
i .
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2. If ∆t
g ≤ 0, we have Kt+1

i = Kt
i −A(g, j). Thus,

Kt
i + max

(
0, ∆t

g

)
= A(g, j) + Kt+1

i .

Considering both cases, Lemma 4.6 holds.

The following Theorem 4.7 demonstrates that XORR scheduling discipline achieves

bounded temporal fairness:

Theorem 4.7 (Temporal fairness). With XORR scheduler, for any two stations

ui and uj that are continuously backlogged over any interval [t1, t2), we have

|αi(t1, t2)− αj(t1, t2)| ≤ max
t

Lt
i

rt
i

+ max
t

Lt
j

rt
j

+ 2Umax, (4.8)

where Lt
i is the frame size of ui at time t and rt

i is the transmission rate of ui at

time t.

Proof. Based on Lemma 4.5 and Lemma 4.6, the service discrepancy can be derived

as following

|αi(t1, t2)− αj(t1, t2)| =
∣∣Kt1

i −Kt2
i − (Kt1

j −Kt2
j )

∣∣
≤

∣∣Kt1
i −Kt2

i

∣∣ +
∣∣Kt1

j −Kt2
j

∣∣
≤

∣∣max (Kt1
i , Kt2

i )
∣∣ +

∣∣max (Kt1
j , Kt2

j )
∣∣

≤ max
t

Lt
i

rt
i

+ max
t

Lt
j

rt
j

+ 2Umax

Thus Theorem 4.7 is proven.

Although our NC-aware scheduling is proved to ensure fairness guarantee, it is

still insufficient to claim this scheduling achieves NC-fairness. As defined in Def-

inition 4.2, an NC-aware scheduling achieves NC-fairness if two conditions are

satisfied: 1) the scheduling provides fairness guarantee; 2) no coding loss happens

in any stations in the networks. However, the performance of individual stations

depends on how to assign the resource usage (time or bandwidth) to the sta-

tions whose frames are encoded in the coded frame. Thus, an NC-fair assignment

algorithm is needed to properly assign the resource (time or bandwidth) to the

members whose intended frames are encoded together to achieve NC-fairness. To
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the best our knowledge, this is the first work on addressing the fairness issue in

the NC-aware scheduling in the literature.

4.4.2 Utility Function

• Utility Function Mapping. Having derived the fairness bound in terms of

the utility function, one of the key problems we face next is how to select a proper

transmission utility function. In other words, given the desired fairness require-

ments and the coding metric, what transmission utility function should be defined?

Different coding schemes employ different coding metrics, which result in different

utility functions to translate the information from the coding benefit. Given the

coding metric, we now need to specify the mapping to the transmission utility in

order to achieve the desired fairness property. Note that a similar methodology

can be performed for different coding metrics.

In XORR, the expected goodput is used as the coding metric and the temporal

fairness is required. The utility function of a coding-set g is defined as an increasing

function of the expected goodput χg and is bounded as shown in Equation (4.9).

Ug = β · Tmax · (1− e−
χg

rmax ), (4.9)

where Tmax = maxi Li

mini ri
is the maximum transmission time of a coded frame, rmax =

maxi ri is the maximum possible transmission rate. Obviously, Ug is upper-

bounded by βTmax, where β is called utility scaling factor, which balances the

opportunistically improved system performance and fairness [60]. More specifi-

cally, by tuning utility scaling factor, β, the system can obtain stronger or weaker

fairness guarantees. Intuitively, with larger possible values given to the utility, the

coding benefit weighs more heavily into XORR’s packet selection decision. Con-

sequently, a greater total coding gain will be achieved at the expense of a looser

fairness constraint.

Furthermore, XORR can be viewed as a generalized version of NC-aware sched-

ulers, which stems from its flexible utility function design mapped from different

coding metrics. For example, the coding metric of the maximal decodable set used

in [8, 11] can be applied to our NC-aware scheduler. In the future work, different

coding metrics may be designed for different network coding schemes (e.g. lin-

ear coding). By adopting appropriate utility function mappings, the new coding

schemes can be applied into our NC-aware scheduler.
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• Coding Opportunity. XORR introduces a new coding opportunity to reduce

the retransmissions. If the sender retransmits a frame whenever RetxGroup is non-

empty, it achieves lowest retransmission delay. However, there is only one frame

in RetxGroup, and the frame has to be sent by the sender itself and results in zero

coding gain. Therefore, it is reasonable to defer the recovery of a lost frame for

a while to explore the coding potential with the expense of longer retransmission

delay. To strike a good balance between low delay and high coding gain, we

artificially bias in choosing an original frame to transmit by multiplying a factor

on the expected goodput. More specifically, the biased expected goodput χ∗g is

calculated as the following equation:

χ∗g =

{
θχi, if pi is an original frame

χg, otherwise
(4.10)

where χg is the expected goodput of coded frame g. θ ≥ 1 is called deferring

retransmission factor, which gives some bias for scheduling original frames. By

biasing for choosing an original frame, the AP defers the recovery of a lost frame for

a moderate period for exploiting potential coding opportunities. Then the utility

of the selected set is calculated using biased expected goodput, χ∗g, in Equation 4.9.

4.4.3 Coding-set Selection

Each time before transmission, the scheduler finds a coding-set that maximizes

arg maxg Ug−∆g. The pseudo-code of the scheduler in XORR is shown in Fig. 4.4.

The scheduling function loop searches the best scheduling candidate sets in TxGroup

and RetxGroup, respectively. The result of the selection is fed into the encoder

(Line 8). At the end of scheduling, the credits are updated by the function Up-

dateCredit (whose pseudo-code is shown in Fig. 4.3).

However, searching a best coding set in RetxGroup is complicated since the se-

lection candidates are 2|Ψ| − 1, where Ψ is the set of stations in RetxGroup.

The following theorem shows that it is NP-hard to search a best coding-set in

RetxGroup.

Theorem 4.8. Finding an optimal coding-set g at time t is NP-hard and cannot

be approximated within |Ψ|1−ε unless NP=ZPP, for arbitrary small ε > 0.
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Proof. We will reduce the NP-complete clique problem to the problem of finding

optimal coding-set maximalizing the expected goodput. For a graph G = (V,E),

we define a coding-set selection problem as follows. The set of clients is V . Let

γi = 1, Li = 1 and ri = 1 for each i ∈ V . Furthermore, at current time t, a client i

has the packet pj (i.e., yi,j = 1) iff edge (vi, vj) ∈ E. It is easy to show that finding

an optimal coding-set in such setting is equivalent to solving the maximum clique

problem in G. In addition, since maximum clique is not approximable within

O(|V |1−ε) for any ε > 0 unless NP=ZPP (Zero-error Probabilistic Polynomial

time) [99], coding-set selection problem is also not approximable within O(|Ψ|1−ε).

An exhaustive search algorithm for finding the optimal coding-set is computa-

tionally very expensive and is not feasible for practical use. In this thesis, the

exhaustive search algorithm just serves as an interesting baseline comparison to

quantify the effectiveness of the heuristic selection algorithm that will be proposed

later.

4.4.3.1 Heuristic Coding-set Selection

We now describe a practical heuristic algorithm to solve the coding-set selection

problem. Given the NP-hard nature of the problem, the heuristic is not guaranteed

for optimal results. However as we will show in Section 6.3, it works well in

practice. Thus, a heuristic algorithm is described in Fig. 4.5. The algorithm

starts with finding the station in RetxGroup which maximizes utility minus time

deficit. This station is added into the coding-set. Then, the algorithm tries to

search again in the remaining stations in RetxGroup and find another station to

form a better coding-set. This process continues until no more such stations can

be found or all stations in RetxGroup are selected. Therefore, the complexity of

the heuristic algorithm is O(|Ψ|2), where Ψ is the set of stations in RetxGroup.

4.5 NC-Fair Assignment

As aforementioned, when transmitting a coded frame, the resource (time or band-

width) is shared among the stations in the coding-set. How to distribute the re-

source among them is critical. Since we mainly focus on temporal fairness in this
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1: function scheduling
2: loop
3: gtx ← arg maxj∈TxGroup Uj −∆j

4: grx ← SelectCodingSet (RetxGroup)
5: if Ugtx −∆gtx < Ugrx −∆grx then
6: gtx ← grx

7: end if
8: EncodeAndTransmit(gtx)
9: UpdateCredit (gtx)

10: end loop
11: end function

Figure 4.4: Pseudo-code for XORR scheduling.

1: function SelectCodingSet(RetxGroup)
2: g ← ∅
3: repeat
4: ĵ ← arg max

j∈RetxGroup\g
Ug

⋃
j −∆g

⋃
j

5: ĝ ← g
⋃

ĵ
6: if Uĝ −∆ĝ < Ug −∆g then
7: break
8: else
9: g ← ĝ

10: end if
11: until (g == RetxGroup)
12: return g
13: end function

Figure 4.5: Pseudo-code for heuristic coding-set selection

dissertation, the consumed resource is the service time used for transmitting the

frames. Hence, in this section, the time assignment is derived for XORR maintain-

ing temporal fairness. However, the resource assignment based on other fairness

property can be easily extended from our service time assignment algorithm.

Our simulations show that even though the service time is evenly allocated by the

NC-aware scheduler, an improper service time assignment algorithm may cause

some stations to perform worse with an NC-aware fair scheduler than they would

with a non-NC fair scheduler. We call that such stations have coding loss as

defined in Definition 4.1. Therefore, for achieving NC-fairness, the service time

assignment algorithm in XORR has to be designed carefully. Two terms are defined

for explaining our assignment algorithm.

Definition 4.9 (Relative coding edge). The relative coding edge ψg
i of ui in a

coding-set g is the ratio of the expected goodput of ui using network coding to
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that without coding, i.e. ψg
i =

χg
i

ri·γi
.

Definition 4.10 (Effective goodput). The effective goodput λi of ui in a coding-set

g is the expected decoded bits divided by the assigned service time, i.e. λi =
χg

i ·Tg

A(g,i)
.

The following theorem gives a time assignment strategy which ensures that the

effective goodput of the station in the coding-set is no less than that if its native

frame is transmitted alone.

Theorem 4.11. ∀ui ∈ g. If the service time is assigned proportionally to the

relative coding edge of each station in the coding-set, i.e.

A(g, i) = Tg · ψg
i∑

j∈g

ψg
j

, (4.11)

we have λi ≥ riγi.

Proof.

λg
i =

χg
i Tg

A(g, i)

= χg
i ×

∑
j∈g

ψg
j

ψg
i

= χg
i ×

∑
j∈g

χg
j

γjrj

χg
i

γiri

= γiri ×
∑
j∈g

χg
j

γjrj

Let ĵ = arg maxj∈g γjrj. Then we have

∑
j∈g

χg
j

γjrj

≥ 1

γĵrĵ

∑
j∈g

χg
j

=
χg

γĵrĵ
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Because the coding-set g is a valid coding-set, i.e. χg ≥ γĵrĵ, we have

∑
j∈g

χg
j

γjrj

≥ 1

Therefore,

λg
i ≥ γiri

is proven.

More specifically, Theorem 4.11 implies that in each scheduling, transmitting the

coded frame does improve the goodput for every station, compared to transmitting

its native frame alone.

4.5.1 NC-Fairness

In order to prove XORR is an NC-fairness scheduler, we first present the support-

ing Lemma 4.12 and Lemma 4.13. Then NC-fairness property in XORR is proven

in Theorem 4.14. We make some assumptions for our system. Assume our system

is stationary process, i.e. the distributions of γt
i , rt

i and Lt
i do not change as time

elapses, s.t.

E[γi] = E[γt
i ],

E[ri] = E[rt
i ],

E[Li] = E[Lt
i],∀t.

We further assume that γt
i , rt

i and Lt
i are independent random variables.

Lemma 4.12. Given any two scheduling disciplines L and N that achieve tem-

poral fairness, where the service discrepancy in any time interval is bounded by θL

and θN , respectively. For any group of users that is continuously backlogged over

interval (t1, t2), we have

αNi (t1, t2)− (θL + θN ) ≤ αLi (t1, t2) ≤ αNi (t1, t2) + (θL + θN ),

where αLi (t1, t2) and αNi (t1, t2) are the service time for any user i in the group,

respectively.
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Proof. Assume a group of users, U , is continuously backlogged in (t1, t2). Thus

for any two users i and j in the group U , we have

t2 − t1
|U | − θL ≤ αLi (t1, t2) ≤ t2 − t1

|U | + θL.

This can be proven as follow: if there exists

αLi (t1, t2) >
t2 − t1
|U | + θL,

then ∀j,
αLj (t1, t2) ≥ αLi (t1, t2)− θL =

t2 − t1
|U | .

Accordingly, ∑
i∈U

αLi (t1, t2) > t2 − t1,

which contradicts to our assumption. Similarly, for the fair scheduler N , we have

t2 − t1
|U | − θN ≤ αNi (t1, t2) ≤ t2 − t1

|U | + θN .

Combining above two bounds, the lemma is proven.

Lemma 4.13. Given two scheduling disciplines L and N that achieve temporal

fairness, with and without network coding. If in each scheduling time the coding

effective goodput can satisfy

λi ≥ γiri,

then the expected goodput of ui in (t1, t2) is

E[λLi (t1, t2)] ≥ E[λNi (t1, t2)]− ε,

where ε = E[γi]E[ri](θ
L+θN )

t2−t1
and θL and θN are the fairness bounds for the scheduling

disciplines L and N , respectively.

Proof. Let QL
i and QN

i be the set of scheduling time for the station ui in (t1, t2) in

the scheduler with and without coding, respectively. Then, the average goodput

in (t1, t2) is the summation of the received bytes divided by the time duration

(t2 − t1):

λLi (t1, t2) =

∑

t∈QLi

χg
i (t) · T t

g

t2 − t1
.
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Hence the expected goodput for the NC scheduler is

E[λLi (t1, t2)] =

∑

t∈QLi

E[χg
i (t) · T t

g ]

t2 − t1

=

∑

t∈QLi

E[Lt
i · γt

i ·Dg
i ]

t2 − t1

=

E[Li]E[γi]
∑

t∈QLi

E[Dg
i (t)]

t2 − t1

Similarly, the expected goodput for the non-NC scheduler is

E[λNi (t1, t2)] =

∑

t∈QNi

E[γt
iL

t
i]

t2 − t1

=

∑

t∈QNi

E[γi]E[Li]

t2 − t1
.

On the other hand, because λt
i ≥ γt

ir
t
i and λt

i =
χg

i (t)T t
g

At(g,i)
, we have

At(g, i) ≤ χg
i (t)Tg

γt
ir

t
i

=
Lt

iD
g
i (t)

rt
i

.

Therefore, the overall service time for the station ui during time interval (t1, t2) is

αLi (t1, t2) =
∑

t∈QLi

At(g, i)

= E


∑

t∈QLi

At(g, i)




≤
∑

t∈QLi

E

[
Lt

iD
g
i (t)

rt
i

]

=
E[Li]

E[ri]
×

∑

t∈QLi

E[Dg
i (t)]
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By applying Lemma 4.12 to the above equation, we get

E[Li]

E[ri]

∑

t∈QLi

E[Dg
i (t)] ≥ αLi (t1, t2)

≥ αNi (t1, t2)− (θL + θN )

=
∑

t∈QNi

E

[
Lt

i

rt
i

]
− (θL + θN )

Therefore, we have

E[Li]E[γi]
∑

t∈QLi

E[Dg
i (t)] ≥

∑

t∈QNi

E[γt
iL

t
i]− E[γi]E[ri](θ

L + θN )

Hence, the lemma is proven.

Theorem 4.14. Given any scheduling policy L that achieves temporal fairness,

let λXORR
i and λLi denote the goodput of ui with and without XORR, respectively.

If the service time assignment strategy defined in Eq. (4.11) is applied to XORR,

XORR achieves NC-fairness, i.e.

E(λXORR
i ) ≥ E(λLi ).

Proof. For achieving NC-fairness, two conditions have to be satisfied: 1) fairness

guarantee; 2) no station has coding loss. It has been proven in Theorem 4.7 that

XORR achieves temporal fairness guarantee. Thus, the first condition is satisfied.

As shown in Theorem 4.11 that λi ≥ riγi if the service time in XORR is assigned

according to Equation (4.11). Consequently, the results of Lemma 4.13 can be

applied to XORR coding scheme. Therefore,

E(λXORR
i ) ≥ E(λLi )

which satisfies the second condition. Consequently, XORR can achieve NC-fairness.



Chapter 4 XOR Rescue: A Practical NC-Aided ARQ Scheme 55

4.6 Discussion

4.6.1 Link Reliability Estimation

XORR relies on reception estimation to select coding-sets. To estimate the recep-

tion of native frame for each user, the AP needs to estimate the link reliability.

Many existing wireless systems already maintain such statistics (e.g. WLAN [100])

for rate adaptation purposes [101, 102, 103, 104, 105, 69, 106, 107, 108, 109, 110,

100]. Some of these proposals have even been used in real products [101, 103, 104].

The link quality estimation is typically achieved by using a few metrics col-

lected at the sender and the associated design rules. The widely used metrics

include probe packets [101, 102, 104], consecutive successes/losses [101, 102, 108],

short-term loss ratio [100], and long-term statistics [103]. Most practical algo-

rithms [101, 102, 103, 104, 108, 106, 100] estimate the link quality without intro-

ducing extra signaling overhead. XORR can leverages the statistics from these

schemes for link estimation.

4.6.2 Weighted Fairness

Because of different QoS requirements for different end hosts, scheduling should

also provide weighted fairness, wherein flows with larger weights receive corre-

spondingly better service in accordance with a system-wide fairness model. To

this end, the goal of this section is to formally investigate the weighted fairness in

XORR. Consider every station ui in the network is assigned a weight ωi, ωi > 0.

We say the scheduling can achieve weighted fairness if the normalized service time

during (t1, t2) for each station, αi(t1,t2)
ωi

, is fair.

For supporting weighted fairness, the scheduling discipline and the credit update

are changed accordingly. We first define the weight ωg for the coding-set g:

ωg = ωI ,

where I = arg maxi∈g ∆i. Then, XORR scheduler is defined as follows:

ĝt = arg max
g

(
U t

g −∆t
g

ωg

)
, (4.12)
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where U t
g is the utility of transmitting the coding-set g.

Following the scheduling decisions, all backlogged stations update their credits as

described in Fig. 4.6.

1: function UpdateCredit(g)
2: for uj, j ∈ g do
3: Kj ← Kj −A(g, j)
4: end for
5: if ∆g > 0 then
6: for all uj ∈ U do
7: Kj ← Kj +

ωj

ωg
∆g

8: end for
9: end if

Figure 4.6: Pseudo-code for updating credits with assigned weight.

Once a set g is selected and the coded frame is transmitted, all the stations in g

decrease their credits by the fraction of resource assigned to them (Line 2-4). If

any station has deficit (∆g > 0), all stations adjust their credits by adding ∆g

(Line 6-8). As a result, unscheduled stations may accumulate their credits and all

stations have non-negative credit values.

Now we formally discuss the fairness bound of XORR fair scheduling for supporting

weighted fairness. In order to provide the bound, we first present two results in

Lemma 4.15 and 4.16. We then provide the weighted service time discrepancy of

any two stations in Theorem 4.17

Lemma 4.15. For any flow i and for any schedule time t, the credit counter value

is always bounded by

0 ≤ Ki ≤ max
t

Lt
i

rt
i

+
ωi

ωmin

Umax, (4.13)

where Umax is the maximal value of utility function and ωmin is the minimal value

of weight.

Proof. For the left part of the inequality, according to the credit update in Fig-

ure 4.3, the credit value is non-negative. Thus, Ki ≥ 0.

For the right part of the inequality, the proof is separated into two cases according

to whether or not user i is in the coding group gt. In each case, there are two

sub-cases regarding how the credit is updated.
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Case I: i 6∈ gt. If ∆t
g > 0, then from Equation (4.12) we have

U t
i − (T t

i −Kt
i )

ωi

≤ U t
g −∆t

g

ωg

.

According to the credit update, we have

Kt+1
i = Kt

i +
ωi

ωg

∆t
g

≤ T t
i +

ωi

ωg

U t
g − U t

i

≤ max
t

Lt
i

rt
i

+
ωi

ωmin

Umax.

On the other hand, if ∆t
g ≤ 0, we have

Kt+1
i = Kt

i

≤ max
t

Lt
i

rt
i

+
ωi

ωmin

Umax.

Case II: i ∈ gt. If ∆t
g > 0, according to the credit update, we have

Kt+1
i = Kt

i −A(g, j) +
ωi

ωg

∆t
g

≤ T t
i +

ωi

ωg

U t
g − U t

i −A(g, j)

≤ max
t

Lt
i

rt
i

+
ωi

ωmin

Umax.

On the other hand, if ∆t
g ≤ 0, we have

Kt+1
i = Kt

i −A(g, j)

≤ Kt
i

≤ max
t

Lt
i

rt
i

+
ωi

ωmin

Umax.

Considering both cases, Lemma 4.15 holds.

Lemma 4.16. Assume coding-sets (gt1 , · · · , gt2−1) are transmitted during time

period [t1, t2). For any flow i continuously backlogged during [t1, t2), its received
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service time α(t1, t2) during [t1, t2) can be expressed as:

α(t1, t2) = Kt1
i −Kt2

i +

t2−1∑
t=t1

max
(
0, ∆t

g

)× ωi

ωg

(4.14)

Proof. If no code set including flow i is transmitted during (t1, t2), there is no

service time for flow i, i.e. αi(t1, t2) = 0. According to the credit update, the

equality holds. If coding-set gt including flow i is transmitted in (t1, t2), there are

two cases:

1. If ∆t
g > 0, we have Kt+1

i = Kt
i −∆t

i + ωi

ωg
∆t

g. Thus

Kt
i + max

(
0, ∆t

g

)
= (Kt+1

i +A(g, j)− ωi

ωg

∆t
g) +

ωi

ωg

∆t
g

= A(g, j) + Kt+1
i .

2. If ∆t
g ≤ 0, we have Kt+1

i = Kt
i −A(g, j). Thus,

Kt
i + max

(
0, ∆t

g

)× ωi

ωg

= A(g, j) + Kt+1
i .

Considering both cases, Lemma 4.16 holds.

The following Theorem 4.17 demonstrates that XORR scheduling discipline achieves

bounded weighted temporal fairness:

Theorem 4.17 (Weighted temporal fairness). With XORR scheduler, for any two

stations ui and uj that are continuously backlogged over any interval [t1, t2), we

have

∣∣∣∣
αi(t1, t2)

ωi

− αj(t1, t2)

ωj

∣∣∣∣ ≤
1

ωi

max
t

Lt
i

rt
i

+
1

ωj

max
t

Lt
j

rt
j

+ 2
Umax

ωmin

, (4.15)

where Lt
i is the frame size of ui at time t and rt

i is the transmission rate of ui at

time t.
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Proof. Based on Lemma 4.15 and Lemma 4.16, the service discrepancy can be

derived as following

∣∣∣∣
αj(t1, t2)

ωj

− αj(t1, t2)

ωj

∣∣∣∣ =

∣∣∣∣∣
Kt1

i −Kt2
i

ωi

− Kt1
j −Kt2

j

ωj

∣∣∣∣∣

≤
∣∣∣∣
Kt1

i −Kt2
i

ωi

∣∣∣∣ +

∣∣∣∣∣
Kt1

j −Kt2
j

ωj

∣∣∣∣∣

≤
∣∣∣∣
max (Kt1

i , Kt2
i )

ωi

∣∣∣∣ +

∣∣∣∣∣
max (Kt1

j , Kt2
j )

ωj

∣∣∣∣∣

=
maxt

Lt
i

rt
i

+ ωi

ωmin
Umax

ωi

+
maxt

Lt
j

rt
j

+
ωj

ωmin
Umax

ωj

=
1

ωi

max
t

Lt
i

rt
i

+
1

ωj

max
t

Lt
j

rt
j

+ 2
Umax

ωmin

Thus Theorem 4.17 is proven.

4.6.3 Two-Way Traffic

XORR is also applicable with two-way traffic to further reduce the retransmissions

for both up- and down-link traffic, assuming nodes in the network can overhear

each other. For example, as shown in Figure 4.7, ui transmits uplink frame pu
i

to the AP and the AP transmits downlink frame pj to uj. Both frames are lost.

Assume the uplink frame pu
i is overheard by uj and the downlink frame pj is

overheard by ui. When ui retransmits an up-link frame pu
i , it can apply XORR

to recover another lost down-link frame pj by transmitting pu
i ⊕ pj . If uj and

the AP receive the coded frame, they can decode their intended frames from the

coded frame. Note that the AP can always decode the uplink frame as it already

has all downlink frames. Scheduling two-way traffic follows the same scheduling

policy as presented.

4.6.4 Cooperation with TCP Congestion Control

Most applications run on top of TCP. Hence, it is essential that the coding scheme

does not impose any adverse impact on TCP performance. Two issues are partic-

ularly relevant: 1) loss recovery, and 2) packet reordering. First, TCP interprets
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AP

ujui

Pj Pi
u

Pi
u

Pj
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u

Uplink frame

Downlink frame

Coded frame

Figure 4.7: Example of using XORR for up- and down-link traffic.

a packet loss as a signal of congestion to which it reacts by halving the trans-

mission rate. Since wireless links usually have higher error rates than what TCP

can handle, an efficient link-layer retransmission scheme is demanded for improv-

ing TCP performance in wireless network. Our XORR exploits network coding

for link-layer retransmissions and thus is more resilient to the errors compared to

the traditional 802.11 MAC retransmissions. Therefore, owing to providing better

wireless link quality, XORR improves TCP performance.

Second, since TCP relies on the packet sequence numbers to detect losses, it may

confuse packet reordering as a sign of congestion. The reordered packets may

trigger TCP congestion backoff, resulting in low throughput. Hence, a proper

coding scheme should prevent packet reordering problem. The AP with XORR

only schedules HOL frames. Therefore, there is no frame-reordering caused by

XORR.

4.6.5 Overhead of Network Coding

The benefit that one can achieve with network coding comes at the expense of

more battery and CPU time consumption for encoding and decoding the informa-

tion. Traditional network coding uses operations over large finite fields. Decoding

operations have quadratic complexity, which becomes too slow for high throughput

applications. Further encoding operations are also complicated since they involve

multiplications in large finite fields. However, XORR uses simple bitwise XOR for

the encoding and decoding. Hence, the coding overhead of XORR is moderate but

more coding benefits are provided by XORR.
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4.7 Chapter Summary

In this chapter, we propose a practical NC-aided ARQ scheme, namely XOR Res-

cue (XORR). By considering various aspects, XORR provides a global approach

for designing an efficient retransmission scheme:

1. A Bayesian-learning-based reception estimation is designed, which accu-

rately estimate the reception status without causing extra signaling over-

heads.

2. A new coding metric is devised for accommodating the heterogeneities in

wireless environments.

3. A framework of a NC-aware scheduler is designed to handle the coding-set

selection with the objective of maximizing the system goodput as well as

maintaining resource fairness.

4. A novel NC-fair assignment algorithm is devised theoretically proven for

ensuring the NC-fairness, i.e. guaranteeing temporal fairness and no coding

loss in all stations.

XORR can be further extended for supporting weighted fairness and using in the

two way traffic (uplink and downlink).



Chapter 5

Theoretical Analysis

XORR attempts to exploit the broadcast capacity of wireless networks with net-

work coding for providing efficient retransmissions. After presenting the detailed

design of XORR, in this chapter, we analyze the theoretical bounds on the XORR’s

performance. The assumption and the basic concept of the proof are described in

Section 5.1. The theoretical bound for coding-set size and the coding gain are dis-

cussed in Section 5.2 and Section 5.3, respectively. Finally, the numerical results

are provided in Section 5.4.

5.1 Assumption and Basic Concept

The expected performance gain of XORR is characterized in this section. Our main

focus is to derive the bounds for XORR’s performance improvement. A simple

model is considered, where all stations in the network have the same transmission

rate r and the same link reliability γ. Assume that all frames have the same size

and all N stations are always backlogged. Assume that the AP has the perfect

knowledge on reception status. Hence the AP only selects a coding-set, which is

decodable at every targeted station when the station receives it.

Let Qt and Qr denote the number of the frames in TxGroup and RetxGroup,

respectively. The AP starts to recover lost frames when the number of frames in

RxGroup reaches a threshold δ,i.e. Qr = δ; otherwise, the AP transmits original

frames. Since the AP only transmits HOL frames for N backlogged stations, we
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have

Qt + Qr = N,

δ ≤ N.

Figure 5.1 shows a retransmission period between two retransmissions. When

Qr = δ, the AP starts to retransmit (either a coded or a native frame is selected

from RetxGroup) and later receives αr ACKs. Upon receiving αr ACKs, the AP

removes the ACKed frames from RetxGroup and thus Qr = δ− αr. Since Qr < δ

now, the AP starts to transmit original frames till Qr = δ again. Assume X

original frames are transmitted and αt ACKs are consequently received. Thus,

the total number of transmissions is 1 + X and the total number of ACKs is

αr + αt. Then the expected goodput can be easily calculated as

λ ' 1 + X

αr + αt

· r

αr, αt and X are related the size of the retransmitted coding-set(i.e. the number

of native frames XORed in a retransmitted frame). Once the average coding-set

size is calculated, the expected goodput of XORR can be derived. Therefore, the

upper and lower bound of average coding-set size will be conducted in the next

section.

Qt=N-δ
Qr=δ
Qt=N-δ+αr
Qr=δ-αr

Qt=N-δ
Qr=δ

Retransmit 1 frame (native
or coded) and get αr ACKs

Transmit X original frames
and get αt ACKs

Total transmissions: 1+X
Total ACKs: αr +αt

Figure 5.1: One retransmission period
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5.2 Coding-set Size

Let K denote the expected coding size. An upper and a lower bound on the

expected coding-set size, K, is presented in Theorem 5.1.

Theorem 5.1. The expected coding-set size K satisfies,

δ∑
κ=1

1− (1− γ(κ−1)κ)b
δ
κ
c ≤ K ≤

δ∑
κ=1

1− (1− γ(κ−1)κ)(
δ
κ).

Proof. Assume ĝ is the selected decodable set. Then the average size of the set is

K =
δ∑

κ=1

κ · Pr(|ĝ| = κ)

=
δ∑

κ=1

Pr(|ĝ| ≥ κ).

Assume gκ
i is a set with κ frames, where |gκ

i | = κ. Let D denote the decodable

event for the set if the set can be decoded by all members coded in the coding-set.

Thus, the probability for the gκ
i to be a decodable set is

Pr(gκ
i = D) = γ(κ−1)κ.

Let D denote the undecodable event. Accordingly,

Pr(gκ
i = D) = 1− Pr(gκ

i = D)

= 1− γ(κ−1)κ.

Note that gκ
i may be part of larger set with more than κ frames. Thus, we have

Pr(|ĝ| ≥ κ) = Pr

(
m⋃

i=1

(gκ
i = D)

)

= 1− Pr

(
m⋂

i=1

(gκ
i = D)

)
,
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where m is total number of sets with κ frames, m =
(

δ
κ

)
. Since there are overlaps

among undecodable sets, the joint probability can be bounded as

Pr

(
m⋂

i=1

(gκ
i = D)

)
≥

m∏
i=1

Pr(gκ
i = D)

= (1− γ(κ−1)κ)m.

Thus the upper bound is proven.

Assume there is an inefficient XORR scheme that the AP groups δ frames into

several coding-sets so that there is no overlap among the grouped sets, i.e. there

are b δ
κ
c sets, and κ frames in each set, where κ = 1, 2, · · · , δ. The AP later selects

a decodable set among those un-overlapped sets as a coding set.

Assume Kin is the expected size of the coding-set in the inefficient XORR scheme.

Due to less coding opportunities caused by restricted set grouping, it can be in-

ferred that the expected coding-set size in XORR is larger than that in inefficient

scheme, i.e. K ≥ Kin.

Since there is no overlap among sets in the inefficient scheme, its joint probability

is

Pr

(
m′⋂
i=1

(gκ
i = D)

)
= (1− γ(κ−1)κ)m′

,

where m′ = b δ
κ
c. Therefore,

Kin =
δ∑

κ=1

1− Pr

(
m′⋂
i=1

(gκ
i = D)

)

=
δ∑

κ=1

1− (1− γ(κ−1)κ)m′
.

Thus, the lower bound is proven.

As shown in Lemma 5.1, a larger retransmission threshold δ results in a larger

coding-set size K. In other words, a better scheduler can opportunistically defer

retransmissions for providing more coding opportunities, so that it can potentially

encode more frames into one retransmission during loss-recovery. However, the

threshold δ is restricted by the number of backlogged stations N , i.e. δ ≤ N .

Therefore, if there are more backlogged stations in the networks, the threshold

can be adjusted to higher value for the sake of more coding opportunities.
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5.3 Coding Gain

The coding gain is defined as the ratio of the goodput achieved by XORR to that

by the non-NC approaches. Theorem 5.2 characterizes the coding gain of XORR.

Theorem 5.2. The coding gain of XORR is B = K
1−γ+γK

.

Proof. After transmitting a coded frame with average coding size K, the average

number of ACKs is:

αr = γ ·K.

Since the ACKed frames are removed from RetxGroup, there are αr vacancies in

RetxGroup. Consequently, the AP transmits original frames until the number of

RetxGroup, Qr, reaches δ again. Thus, the average number of transmitted original

frames for αr frames is

X = αr ×
∞∑
i=1

γi−1(1− γ) · i

=
γK

1− γ
.

Since αr frames are not ACKed after sending X original frames, it can be inferred

that the number of consequent ACKs is

αt = X − αr =
γ2K

1− γ
.

Therefore the expected goodput of XORR is

λXORR ' 1 + X

αr + αt

· r

=
γK

1− γ + γK
· r.

Furthermore, the expected goodput for non-NC scheme can be calculated if K = 1

is set in the previous equation. Hence, the expected goodput for non-NC scheme

is

λnon−NC = γ · r.
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Accordingly, the coding gain of XORR is

B =
λXORR

λnon−NC

=
K

1− γ + γK
.

5.4 Numerical Results

According to Theorem 5.1 and Theorem 5.2, we calculate the coding-set size and

XORR coding gain compared to non-NC approach by changing the retransmis-

sion threshold and link reliability. Furthermore, we show the coding gain under

different number of stations in the network.

• Varying the retransmission threshold δ

Assume there are an AP and 100 stations in the network. Figure 5.2 and Figure 5.3

show the upper and lower bound of average coding-set size and coding gain with

varying the retransmission threshold δ under different settings of link reliabilities

γ, respectively. The maximal value of the threshold is 100 (i.e. the number of

stations). We make the following observations.

First, the coding-set size increases with the retransmission threshold δ, which

suggests that the larger retransmission threshold results in more opportunities to

encode more frames in one coded frame. This is because a larger number of queued

retransmitted frames makes it easier to find frames that are overheard by different

stations and thus creates more coding opportunities. Accordingly, the coding gain

increases with the retransmission threshold δ, as shown in Figure 5.3.

Second, coding based retransmissions results in more coding gain in a lower link

reliability network (e.g. γ = 0.3 in Figure 5.3) than in a higher link reliability

network, especially with larger retransmission threshold. This demonstrates that

the lossier environments can benefit more coding gain from network coding because

more lost frames can be recovered with the help of coding.

• Varying link reliability γ

Next we evaluate the performance by varying the link reliability. Assume there are

an AP and 100 stations in the network. Figure 5.4 and Figure 5.5 show the upper
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Figure 5.2: Theoretical upper and lower bound of average coding-set size
with varying retransmission threshold δ. Assume there are 100 stations in the

network.

and lower bound of average coding-set size and coding gain with varying the link

reliability γ under different settings of retransmission threshold δ, respectively.

As depicted in Figure 5.4, the coding-set size increases with the link reliability.

This is because with the higher link reliability, a lost frames is more likely to be

overheard by more stations at the same time and thus more lost frames could be

encoded as a decodable set. Consequently, the coding-set size is larger in higher

link reliability. However, interestingly, the coding gain decreases with the link

reliability, as demonstrated in Figure 5.5. This is because with the decrease of

the reliability, more frames are lost and need to be retransmitted. XORR thus
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Figure 5.3: Theoretical upper and lower bound of coding gain with varying
retransmission threshold δ. Assume there are 100 stations in the network.

increasingly improves the network throughput by reducing more retransmissions.

• The impact of the number of stations

As shown in previous results, a better scheduler can defer multiple frame retrans-

missions and accumulate them ( e.g. setting larger retransmission threshold), so

that when doing loss-recovery, it can potentially encode more frames into one re-

transmission. In order to investigate the impact of the number of stations, we set

that the retransmission threshold is always equal to the number of stations in the

network. In other words, we can always get the maximal coding gain under certain

number of stations. Table 5.1 gives some numerical results of the lower and upper
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Figure 5.4: Theoretical upper and lower bound of average coding-set size with
varying link reliability γ. Assume there are 100 stations in the network.

bounds of XORR’s coding gain with respect to different numbers of stations N

in the network. We can see with a moderate number of N , XORR can effectively

reduce retransmissions and thus improve the system performance.

5.5 Chapter Summary

We have theoretically characterized the potential coding gain of XORR in this

Chapter. The numerical results shows that the larger retransmission threshold

results in the chance of encoding more frames in coded frames. Hence, the coding
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Figure 5.5: Theoretical upper and lower bound of coding gain with varying
link reliability γ. Assume there are 100 stations in the network.

gain increases with the retransmission threshold. This suggests that the XORR

should defer the retransmissions moderately for creating more coding gains. Fur-

thermore, the results also show that with a moderate number of N (e.g. N = 100),

XORR is capable of effectively enhancing system performance.
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N = 10 N = 100 N →∞
γ Lower Upper Lower Upper Lower Upper

0.9 1.08 1.09 1.09 1.11 1.10 1.11
0.8 1.15 1.19 1.18 1.23 1.21 1.23
0.7 1.21 1.29 1.26 1.37 1.32 1.38
0.6 1.26 1.39 1.35 1.52 1.45 1.55
0.5 1.29 1.49 1.41 1.70 1.60 1.78
0.4 1.29 1.54 1.47 1.88 1.73 2.60
0.3 1.24 1.57 1.55 2.08 1.88 2.40
0.2 1.14 1.58 1.59 2.15 2.09 2.78
0.1 1.04 1.32 1.34 1.93 1.84 3.08

Table 5.1: Numerical results of coding gain when the number of stations N is
10, 100 and infinity, respectively. The retransmission threshold δ is always set

as the number of stations, i.e. δ = N .
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Performance Evaluation

In this chapter, XORR is evaluated by simulations and experiments. The simula-

tion setup, benchmarks, and performance metrics are defined in Section 6.1. The

effects of two tunable parameters, utility scaling factor β and deferring retrans-

mission factor θ, in XORR are demonstrated in Section 6.2. The effectiveness of

our heuristic algorithm is verified in Section 6.3. In Section 6.4, the throughput

performance of XORR is evaluated under different wireless link models. The effect

of the NC-fair assignment algorithm and the weighted fairness are manifested in

Section 6.5. The impact of reliability estimation error and the performance of de-

lay are shown in Section 6.6 and Section 6.7, respectively.Finally, we preliminarily

evaluate XORR’s performance on real wireless test-bed in Section 6.8.

6.1 Simulation Setup

A single-hop wireless network having an AP and N stations is considered in our

simulations. The transmission rate of each link between the AP and a station can

be 1, 2, 5.5 or 11 Mbps, as specified in IEEE 802.11b. The size of data frames is

1500 bytes. Both ACK and feedback frames have a size of 50 bytes and are always

transmitted at the base rate of 2 Mbps. Unless otherwise mentioned, by default

the number of stations is N = 10, the transmission rate is r = 5.5Mbps and the

simulation time is 100 seconds. Furthermore, the utility scaling factor β is set as

β = 50 for balancing between fairness and goodput. The deferring retransmission

factor θ is set as θ = 2 for achieving sufficient coding opportunities. The selection

of the parameters will be discussed in the Section 6.2.

73
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We evaluate the performance of the proposed XORR under different wireless chan-

nel models. In order to explore the effect of link reliability and the number of

stations, we use the simple static wireless channel, where the channel quality does

not change over time. Two types of link conditions are used in the static wireless

channel, namely homogeneous and heterogeneous wireless links. In homogeneous

wireless links, every wireless link is assumed to be the same. In the heterogeneous

wireless links, the link quality of every wireless link is different. We model homo-

geneous links γi ∈ [γmin, γmax] by choosing the link reliability uniformly between

γmin and γmax. Then we use more realistic time-varying channels to explore the

coding benefits.

6.1.1 Benchmarks

In our simulations, XORR is compared with the following three schemes in the

context of both static and time-varying channels:

1. Opportunistic scheduling (labeled as Opp). It uses a similar scheduling strat-

egy as that in XORR, except that there are only native frames but no coded

frames to be scheduled.

2. IEEE 802.11-based WLAN. (labeled as 802.11 ) This is a baseline for existing

WLANs, where a shared FIFO queue is used for all stations and a frame is

retransmitted immediately once its loss is detected.

3. ER. This is a prior NC-aided MAC-layer retransmission scheme [11]. Unlike

XORR, ER neither employs opportunistic scheduling nor considers temporal

fairness. In addition, ER relies on feedbacks from stations for obtaining

reception status. We implement their sort-by-time coding algorithm and use

25 as the threshold for the retransmission queue. As shown in Figure 3.4 in

Section 3.3, when the number of the station is 10, ER with 50 ms performs

best in the most of the link reliabilities. So unless otherwise mentioned we

use 50 ms as the report period for ER when the number of the stations is

around 10.

4. XORR Ideal. This is an upper bound of XORR by assuming the AP has an

oracle to learn every native frame received by all stations and thus there is
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no overhead of feedback frames. Furthermore, an exhaustive search is used

to find the best coding-set.

6.1.2 Performance Metrics

We evaluate XORR by two parts: system performance and fairness. For qualifying

system performance, we use goodput gain and reduced retransmission ratio. The

baseline scheme for evaluating system performance is 802.11. So we have

Goodput gain =
goodput of the scheme

goodput of 802.11
− 1.

Reduced retransmission ratio =
ReTxRatio of the scheme

ReTxRatio of 802.11
− 1,

where ReTxRatio is defined as the ratio of total number of retransmissions to that

of transmissions.

For examining the fairness of XORR, two metrics are introduced: fairness index

and coding improvement ratio. Fairness index was introduced by Jain et al [111]

and its value ranges between 0 and 1.

Fairness Index =

(
N∑

i=1

αi

)2

N ·
N∑

i=1

α2
i

,

where αi is the allocated service time of station ui. If it equals 1, it means the

service time is allocated evenly. Coding improvement ratio is used for checking if

the individual station has coding loss when compared to Opp:

Coding improvement ratio =
λXORR

i

λOpp
i

− 1,

where λXORR
i and λOpp

i are the goodput of ui using XORR and using Opp, respec-

tively. If coding improvement ratio is less than zero, it means the station suffers

from coding loss. Note that under all simulations, the calculated fairness index is

close to 1 for Opp and XORR.
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6.2 Impact of Parameters

XORR has two tunable parameters: 1) utility scaling factor β and 2) deferring

retransmission factor θ. β is used to balance the fairness bound and the sys-

tem performance gain [60]; while θ decides how much priority should be given

to original frames than retransmissions for creating more coding opportunities.

The effects of varying the utility scaling factor β and the deferring retransmission

factor θ in XORR will be extensively investigated in this section.

6.2.1 Utility Scaling Factor, β

First, we study the system goodput performance for various β, the parameter

modulating the utility function. The static heterogeneous link model is used. All

users are transmitted using 5.5Mbps and the reliability is randomly chosen from

0.4 to 0.6. The theta is set to 2. Figure 6.1 shows the performance of XORR

with respect to different β. Figure 6.1(c) and Figure 6.1(b) show the fairness and

individual goodput under different β. The boxes in the Figure 6.1(b) are sorted

by the link condition. The upper box represents the best link condition in the

network.

We make three observations about Figure 6.1. First, for the case of β = 1, the

flows achieve identical temporal shares of the channel (i.e. Fairness index = 1), but

do not achieve identical goodput due to their different average channel conditions.

The station with better channel condition achieves better goodput. Second, as

expected, the network goodput is increased with β as shown in Figure 6.1(a). In

other words, with larger β, the scheduler is more opportunistic by trading more

fairness for performance by assigning more service time to better users. Third,

while increasing β enables higher system goodput, excessive weighting of the chan-

nel condition in the scheduling criteria has starved the flows with bad conditions.

Regardless, between these extremes, a wide range of β yields an effective tradeoff

between goodput gain and fairness. Such tradeoff has been sufficiently discussed

in literature [60].

According to the simulation results, in the following evaluation, we choose β = 50

for better balancing between fairness and goodput performance.
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Figure 6.1: Coding Performance when applying different values of β and
setting θ = 2.



Chapter 6 Performance Evaluation 78

6.2.2 Deferring Retransmission Factor, θ

The static heterogeneous link model is used. All users are transmitted using

5.5Mbps and the reliability is randomly chosen from 0.4 to 0.6. The β is set

to 50. Figure 6.1 shows the performance of XORR with respect to different θ.

Figures 6.2(a), 6.2(b) and 6.2(c) show the goodput performance, the statistic for

the size of coding-set and the fairness under different θ, respectively.

We make three observations about Figure 6.2. First, in the case of θ = 1, the AP

retransmits a frame whenever its utility is largest no matter it is an original frame

or a coded frame. Therefore, it achieves the lowest retransmission delay. How-

ever, as shown in Figure 6.2(b), the average coding size is two when θ = 1, which

demonstrates that such retransmission behavior would reduce the coding opportu-

nities. Second, Figure 6.2(a) depicts the goodput of XORR with the increase of θ.

This could be explained by Figure 6.2(b). The average size of coding-set increases

with θ because a larger θ gives the AP more favor to transmit original frames

and defer the retransmission for potential coding opportunity. Third, as shown

in Figure 6.2(a), a small θ would be enough for coding opportunity. Accordingly

to the simulation results, in the following evaluation, we set θ = 2 for achieving

sufficient coding opportunities.

6.3 Impact of Heuristic Selection

We have proven that finding the optimal coding-set is NP-hard in Theorem 4.8.

Therefore, a practical heuristic coding-set selection algorithm is proposed in Sec-

tion 4.4.3. In order to verify the effectiveness of our heuristic algorithm, we com-

pare it with an exhaustive search algorithm, which is guaranteed to give an optimal

solution but computationally very expensive. As shown in Figure 6.3, our heuristic

algorithm is efficient because it only slightly degrades the performance but reduces

drastically the complexity of the exhaustive search.
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Figure 6.2: Coding Performance when applying different values of θ and
setting β = 50.
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6.4 Throughput

In the following simulations, we evaluate the throughput performance in different

wireless link models. We first discuss the results in the static channels. A time-

varying wireless link model is used for demonstrating more realistic results.

6.4.1 Static Channels

In the static wireless channels, three effects are explored, namely homogeneous

link reliability, the number of stations, and heterogeneous link reliability.

6.4.1.1 Impact of Link Reliability

Figure 6.4 and Figure 6.5 show the impact of different link reliabilities on the

goodput gain and the reduced retransmission ratio for XORR, XORR Ideal, Opp,

and ER having a report period of 50 ms. All links have the same reliability, which

varies from 0.2 (least reliable) to 0.9 (most reliable).
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Figure 6.4: Goodput gain with various link reliability in static homogeneous
channels.
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As shown in Figure 6.4, Opp has the same goodput as that of 802.11 in the context

of homogeneous channels, because all stations have exactly the same transmission

rate and reliability, and thus no multi-user diversity gain can be utilized.

Both XORR and ER employ network coding for reducing retransmissions. As

shown in Figure 6.5, when the link reliability is higher than 0.8, over 60% of their

retransmissions are saved. On the other hand, when the link reliability is low,

their reduced retransmission ratios are also small. This is because stations receive

less native frames, which results in less coding opportunities. Note that this does

not conflict with the results shown in Figure 6.4 where the goodput gain does not

increase with the link reliability. Due to the low goodput in low link reliability

cases, a small portion of reduction on retransmission would increase the goodput

significantly in percentage.

The coding efficiency of ER heavily depends on feedback information carried by

reception reports as shown in Figure 3.3. By contrast, XORR estimates the re-

ception status, which mitigates signaling overheads, thus outperforms ER. As the

link reliability decreases, more native frames are lost and need to be retrans-

mitted. XORR improves the goodput by reducing retransmissions as depicted

in Figure 6.4. When the reliability is around 0.5, XORR’s goodput gain peaks

near 25%. However, when the reliability decreases further, its goodput gain bends

down. This is because XORR relies on reception estimation to select coding-set for

retransmissions. If there are significant losses, the estimation accuracy decreases

due to less ACK received. On the other hand, XORR Ideal using an oracle can

always find the optimal coding-set, so that the goodput gain continues increasing

as more frames are lost and need retransmission.

6.4.1.2 Impact of the Number of Stations

Figure 6.6 illustrates the impact of different number of stations on the goodput

gain for XORR, XORR Ideal and ER having a report period of 50 ms, when the

link reliability is 0.2, 0.5 or 0.8. We also plot the theoretical bounds we derived in

Chapter 5. As the number of stations increases, the goodput gain also increases for

both XORR and ER. This is expected since there are more coding opportunities.

However, the curves of goodput gain of XORR become flat with only a moderate

number of stations (e.g. 10). This implies that network coding opportunities are

already significant when there are only a moderate number of stations. However,
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Figure 6.5: Reduced retransmission ratio with various link reliability in static
channels.
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Figure 6.6: Goodput gain with different number of stations in static channels.
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the goodput gain of ER bends down when the number of stations is greater than

10. This is due to overheads of reception reports. More stations introduce more

feedback frames, which overwhelms the coding gain in ER.

6.4.1.3 Heterogeneous Wireless Links

In Figure 6.8(a), the goodput of four schemes are evaluated in the context where

links may have heterogeneous reliabilities. How to model channel conditions real-

istically is beyond the scope of this paper. For the sake of simplicity, each link’s

reliability is randomly chosen from [γmin, γmax]. The mean of each link’s reliability

is E(γ) = 0.5. The interval length ∆γ = γmax − γmin varies from 0 to 0.8.

When ∆γ is large, the goodput of 802.11 drops dramatically, while Opp’s goodput

remains unchanged. This is because that 802.11 allocates more channel time

to stations with worse channel conditions [70], while Opp always allocates equal

service time to all stations. Therefore, Opp performs better than 802.11.

Due to similar reason to 802.11, ER’s system goodput also decreases as ∆γ in-

creases. On the other hand, XORR performs best with all values of ∆γ because it

not only effectively reduces retransmissions with NC but also maintains temporal

fairness as Opp does. The goodput of XORR drops slightly as ∆γ increases. This

is because when ∆γ is large, most retransmissions are for the stations with low

reliabilities. Hence, there are less effective coding opportunities. Furthermore,

Figure 6.8(b) shows the fairness index for Opp and XORR. It demonstrates that

the fairness index ' 1, i.e. the service time is evenly allocated in both Opp and

XORR. Note that under all simulations, the calculated fairness index is close to

1. Hence, we omit it in the following results.

Figure 6.8(c) shows the coding improvement ratio for every station using XORR

and the station indexes are sorted by their link reliabilities. XORR improves the

individual stations’ goodput by 10% to 25% compared to Opp. This demonstrates

that XORR is an NC-fairness scheduler because it improves all stations’ perfor-

mance while maintaining temporal fairness (i.e. the calculated fairness index is

1).



Chapter 6 Performance Evaluation 86

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

R
ed

uc
ed

R
et

ra
ns

m
is

si
on

R
at

io

5 10 15 20 25 30 35 40

Number of stations

XORR
XORR Ideal
ER-50ms

(a) γ = 20%

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

R
ed

uc
ed

R
et

ra
ns

m
is

si
on

R
at

io

5 10 15 20 25 30 35 40

Number of stations

XORR
XORR Ideal
ER-50ms

(b) γ = 50%

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

R
ed

uc
ed

R
et

ra
ns

m
is

si
on

R
at

io

5 10 15 20 25 30 35 40

Number of stations

XORR
XORR Ideal
ER-50ms

(c) γ = 80%

Figure 6.7: Reduced retransmission ratio with different number of stations in
static channels.
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Figure 6.8: Heterogeneous and static channels, where E(γ) = 0.5.
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Mobile Speed (m/s) 1 5 10 20
Coherence Time (ms) 122.88 24.57 12.28 6.14

Table 6.1: Mapping between mobile speed and coherence time.

6.4.2 Time-Varying Channels

In practice, wireless channels are time-varying. The varying speed of channel con-

ditions is typically characterized by the coherence time, within which the channel

may be considered as “static” [112]. The coherence time of a wireless link depends

on the station’s mobility and its surrounding environment. Table 6.1 shows the

mapping between mobile speeds and the coherence time [69]. Assume that the

channel is stationary. We characterize the wireless channel by using Gaussian dis-

tribution for link reliability and transmission rate. Therefore, the link reliability

and the transmission rate are modelled by the mean and the variance, i.e. (γ̄i,

σγ,i) and (r̄i, σr,i)
1

In the simulations, the mean of each link’s reliability γ̄i is randomly chosen from

[0.3,0.7]. Figure 6.9 shows the Cumulative Distribution Function (CDF) of the

goodput when the transmission rate is fixed to 5.5Mbps while the variance of

the link reliabilities is σγ = 0.1 and σγ = 0.01, respectively. In Figure 6.9(a),

Opp performs slightly better than 802.11. This is because the channel variance is

very small, so that little multi-user diversity can be exploited. By contrast, when

the channel varies more drastically, as shown in Figure 6.9(b), Opp scheduling

improves the system goodput more significantly by serving the stations with bet-

ter channel conditions. ER does not use opportunistic scheduling for exploiting

multi-user diversity, so its goodput does not change when the channel variance

varies. XORR exploits not only coding-gain but also multi-user diversity. As a

consequence, it outperforms ER by 10 − 25%, Opp by 20 − 25%, and 802.11 by

30− 40%, respectively.

Figure 6.10 shows the goodput performance with time-varying transmission rates.

Each station’s transmission rate varies among 2, 5.5 and 11Mbps. As shown in

Figure 6.10, ER performs worst because its coding gain is offset by the inappro-

priate coding scheduling, which does not consider the link condition. This was

also illustrated in [7]. Thus ER not only fails to exploit multi-user diversity, but

also loses the coding gain. Opp achieves higher goodput than 802.11 by exploiting

1In network like IEEE 802.11, there are only a small set of transmission rate that can be
used. Therefore, we actually use the transmission rate index instead of transmission rate directly.
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Figure 6.9: Goodput in time-varying channel: static and homogeneous trans-
mission rate r = 5.5Mbps. γ̄i is randomly chosen from [0.3, 0.7]. Coherence

time is 24.57 ms. The number of stations is 12.

multi-user diversity. XORR, on the other hand, performs best by exploiting both

multi-user diversity and the network-coding.
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Figure 6.10: Goodput in time-varying channel: time-varying transmission
rates r. γ̄i is randomly chosen from [0.3, 0.7]. Coherence time is 24.57 ms.

6.5 Fairness

6.5.1 NC-fair Assignment

As aforementioned, NC-fair assignment is critical for designing a fair NC schedul-

ing. For maintaining temporal fairness, NC-fair assignment concerns about service

time assignment for transmitting network coded frames. For understanding the

impact of service time assignment on XORR, we compare our algorithm in Equa-

tion (4.11) with a naive service time assignment, which evenly distributes the

transmission time among all stations in the coding-set. The static wireless link

model is used in the simulations. The link reliability for each wireless link γi is

randomly chosen from [0.2,0.9]. Figure 6.11 shows the coding improvement ratio

and allocated service time of each station using both time assignment algorithms

in XORR. All stations are sorted by their link reliabilities in the figures.

As shown in Figure 4.11, the service time is evenly allocated to stations in two

algorithms. However, when the naive service time assignment is used in XORR,

some less reliable stations have coding loss. That is because the service time is

not assigned proportional to their coding condition but distributed evenly. Hence,

the stations with bad wireless conditions would eventually lose the “real” service
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Figure 6.11: Starvation of XORR with naive service time assignment

time than they would have in non coding scheme. By contrast, XORR improves

the goodput of all stations while maintaining fairness. In other words, XORR

can achieve NC-fairness, where temporal fairness is maintained and there is no

coding loss for all stations. Note that in this case, the system goodput of XORR

with naive assignment is 4Mbps, which is higher than XORR (3.5Mbps). But this

is reasonable since the naive assignment algorithm assigns more service time to

the stations with good wireless conditions and thus the overall system goodput is



Chapter 6 Performance Evaluation 92

better.

6.5.2 Weighted Fairness

In the previous simulations, we showed only the results of equal service time share,

i.e. the Jain’s index of each user’s service time is one. However, due to different

QoS requirements, the end hosts may be assigned with different weights. We

have derive scheduling mechanism for supporting the weighted fairness in XORR.

In this section, XORR schemes with different weight assignments are evaluated.

In order to explore the coding gain without the effect of temporal fairness, we

compare XORR with Opp under different weight settings.

For generating different weights for stations, We define that time weight for user

i is

ωi = 1 +4ω × (i− 1). (6.1)

We vary 4ω in order to create different weight requirements. Jain’s Index [111] is

used for indicating the difference among weights.

Jain’s Index =

(
N∑

i=1

ωi

)2

N ·
N∑

i=1

ω2
i

,

where ωi is the time weight for the station ui. The smaller value of Jain’s index,

the larger difference among weights. The static heterogeneous channel model is

used, where each station’s link reliability γi is randomly selected between 0.4 and

0.8. The simulation time is 600 seconds. Figure 6.12 shows the results under 2

and 5 stations. It is shown that XORR can outperform traditional opportunistic

scheduling scheme under different time weight requirements. Furthermore, the

more stations in the network, the more coding gain XORR can achieve under

different weight requirements.
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Figure 6.12: Goodput in heterogeneous channel model with different weight
assignment for service time. In heterogeneous channel model, γ for each user
is randomly chosen between 0.4 and 0.8. The number of stations is 2 and 5,

transmission rate is 5.5 Mbps, θ = 2 and β = 50.

6.6 Impact of Estimation Accuracy

XORR relies on reception estimation to select coding-sets. To estimate the re-

ception of native frame for each user, the AP further needs to estimate the link
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reliability. Many existing wireless system already maintains such statistics (e.g.

WLAN [100]). We now evaluate XORR if reliability estimation contains error. To

model this, we artificially add a noise in the link reliability estimation, γe = γc +e,

where e is a random variable following normal distribution N (0, σe). Figure 6.13

summarizes CDF of network goodput under two different coherence times, 6.14

(vehicle speed) and 24.57ms (walk speed), respectively. When there presents an

estimation error, the network goodput of XORR does have slightly degradation.

But overall, the impact of estimation error is limited, especially when the channel

is not varying very fast. It is interesting to note that XORR is less sensitive to

estimation error compared to Opp as shown in Figure 6.13(a). It may be because

the network coding actually could average this error out. Therefore, it is less sig-

nificant a user misses the transmission due to estimation error, as it may get a

coding opportunity later in the waiting queue.

6.7 Impact of Transmission Delay

In XORR, the scheduler may defer the retransmission for potential coding oppor-

tunity. This might cause additional delay in frame delivery. We define the frame

transmission delay (FTD) as the interval between a frame coming to the head of

the queue and the time when it is successfully received. Figure 6.14 plots CDF of

frame delay measured with different scheduling policy. 802.11 has relative long

FTD as the AP will continue retransmitting a lost frame even the channel is bad,

so that it causes HOL blocking. In contrast, Opp does not have this HOL blocking

issue as the scheduler always tries to select the user in a good channel condition

irrespective of the retransmission states. Therefore, the curve of Opp has a shift

to the left. A large portion of frames in XORR has an even shorter FTD, i.e. 70%

of frames has FTD less than 5ms. This is because XORR significantly reduces

the number of retransmissions. Note that XORR has slight longer tail compared

to Opp. This is because XORR favors transmissions on original frames and such

induces more delay for retransmission.
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Figure 6.13: Goodput with estimation error in time-varying channel model
where, σγ = 0.1, γ̄i is randomly chosen from [0.3, 0.7].

6.8 Experiment Results

We have prototyped XORR and preliminarily evaluated its performance on real

wireless test-bed2. Our implementation is based on Atheros AR5212 wireless NIC

2The implementation and the test-bed setup are done by the colleagues in Micorsoft Research
Asia. Please refer to our report [113] for more details.
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Figure 6.14: CDF of frame transmission delay in time-varying channel model
where, σγ = 0.1, γ̄i is randomly chosen from [0.4, 0.8]. Coherence time is

24.57 ms.

XORR/802.11 Opp/802.11 XORR/Opp
UDP 10.7% 2.5% 8.0%
TCP 15.7% 1.0% 14.5%

Table 6.2: Goodput improvement in test-bed experiments. XX/YY means
the goodput improvement of XX over YY.

in Windows platform. We use broadcast to emulate all transmissions and rely

on software to generate ACKs. The test-bed contains 6 VIA EPIA mini-ITX

boxes, each of which has a Netgear WAG511 802.11a/b/g card. One machine

works as an AP that directly communicates with 5 other machines. We conduct

the experiments in a typical office environment. We fix the transmission rate to

11Mbps. The links between the AP and stations have an average reliability of

80%. Table 6.2 shows a summary of goodput gain in our test-bed with both UDP

and TCP flows. Note that Opp does not have much gain compared to 802.11

because in our environment the channel condition is rather stable. The results

show that XORR does improve the network goodput compared to both 802.11

and Opp. The coding gain XORR obtained over Opp is 8.0% with UDP flows and

14.5% with TCP flows. It is interesting to note that XORR has more performance

gain with TCP. It is because TCP is more sensitive on frame losses due to its

congestion control scheme. As XORR significantly reduces the frame losses, it

improves TCP performance more significantly.
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6.9 Chapter Summary

In this chapter, we have evaluated XORR with simulations and real wireless

testbeds. Here are the conclusions of our results:

1. The proposed heuristic algorithm only slightly degrades the performance but

reduces drastically the complexity of the exhaustive search.

2. XORR outperforms ER by 10 − 20%, Opp by 20 − 25% and 802.11 by

30− 40%.

3. Confirmed by the simulations, XORR does achieve NC fairness and an in-

appropriate time assignment may cause significant unfairness.

4. The schedulers in XORR and Opp rely on the estimation of the link quality

to make scheduling decisions. XORR is less sensitive to estimation error

compared to Opp because the network coding actually could average this

error out.

5. Although XORR may defer the retransmission for potential coding oppor-

tunity, a large portion of frames in XORR has an even shorter transmission

delay (70% of frames has less than 5ms delay).

6. In our testbed results, XORR improves goodput by 10.7% for UDP traffic

and 15.7% for TCP traffic, compared to the IEEE 802.11 network.



Chapter 7

Conclusions and Future Work

In this chapter, we conclude the dissertation by summarizing our contributions,

enumerating several remaining challenges and proposing directions for future work.

7.1 Contributions

Below, we highlight the contributions of this dissertation.

7.1.1 A Global Design for Wireless Network Coding

The key difference of XORR from past work is that, rather than designing the cod-

ing scheme independently from other wireless properties, XORR adopts a global

design by considering the utilization of coding opportunity, fairness issue, adapta-

tion to time-varying channel condition and handling multiple transmission rates.

Each node relies on local information to detect and exploit the opportunities pro-

vided by not only network coding but also multiuser diversity whenever they arise.

7.1.2 Integrating Bayesian Learning with Wireless Net-

work Coding Protocols

For utilizing coding opportunities, each node in the network has to know the

reception status of the nearby nodes. Obtaining reception status is critical for the

98
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design of wireless network coding, since the efficiency of coding utilization relies

heavily on the sufficiency of reception information. Previous work [8, 11] adopts the

reception report scheme for obtaining the reception information. However, through

our simulations in Section 3.3, such a scheme causes the following problems:

• The signaling overhead for reception report offsets the coding gains.

• Using larger period of report can avoid the burden of signaling overhead, but

results in less coding efficiency

• It is difficult to adjust the period for sending reports because the optimal period

depends on the transmission rate, link quality as well as the number of nodes in

the network, which are normally time-varying in wireless networks.

On the other hand, rather than explicitly receiving reception report from other

nodes, our Bayesian-learning based estimation for reception status of nearby nodes

can provide substantially coding opportunity and completely eliminate signaling

overhead. Note that although we focus on WLAN scenarios, our estimation scheme

can be easily extended for wireless network coding schemes used in multi-hop

wireless networks.

7.1.3 New Concept for Wireless Network Coding

In this dissertation, we introduce new concepts and techniques that may be used

by other wireless network coding protocols outside the XORR framework.

• Coding Metric.

An NC scheme selects a set of frames to encode so that the coded frame can

achieve the maximal coding metric. Existing NC schemes (e.g. [8, 11]) search for

the coding-set with the maximal size of the decodable sets1. However, in practical

wireless networks, the transmission rate is adjusted based on its channel quality.

Therefore, such a coding metric may yield suboptimal results, since the coded

frame must be transmitted at the lowest transmission rate in that set.

A new coding metric, expected goodput, is devised in XORR to replace the met-

ric of the maximal decodable set for measuring the coding benefit. This coding

1Please see its definition in Seciton 3.1
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metric, expected goodput, naturally accommodates the heterogeneities in wireless

networks, such as transmission rate, link reliability and frame size. More specifi-

cally, the coding metric of expected goodput is opportunism in the aspect of both

the coding and the wireless condition, i.e. each node relies on local information to

detect and exploit coding as well as better link opportunities whenever they arise.

Therefore, the gain of network coding and multiuser diversity can be utilized at

the same time.

• NC-Fairness

In traditional non-NC fair scheduling, the individual performance is linear deter-

mined by the resource (e.g. service time or bandwidth) assigned to it. Accord-

ingly, the fairness guarantee in non-NC fair scheduling implies certain performance

guarantee for individual wireless stations. However, with NC, such implication be-

comes tricky because the resource cost for transmitting a coded frame is essentially

shared among the stations whose frames are encoded in the coded frame, and it

can be arbitrarily assigned. With a extreme case that a station always shares

all the resource cost when its frames are encoded in the coded frames, it can be

inferred that the performance of this station may be worse than it is with the

non-NC scheme.

Therefore, we propose the concept of NC-fairness, where not only the fair resource

share is guaranteed but also the performance for every wireless station is improved.

An NC-aware fair opportunistic scheduling is designed in XORR, which is theo-

retically proven to achieve NC-fairness. This is also confirmed by our simulation

results.

7.1.4 Framework of NC-aware Scheduling

A framework of an NC-aware fair opportunistic scheduling is proposed in XORR.

The task of the scheduling discipline is to optimize the system performance (utility)

under certain fairness constraint. To provide a bounded short-term fairness among

all clients, XORR follows a credit based approach as in [60] that assigns a state

variable, credit, to control the fairness property. It is extended to support network

coding by selecting a set of frames, rather than a single frame in the previous

scheduling mechanisms.
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An exhaustive search algorithm for finding the optimal coding-set is computation-

ally expensive. We prove such an optimal selection of coding-sets is NP-hard.

Hence, a heuristic algorithm for selection is proposed in XORR.

Furthermore, for satisfying different QoS requirements for different end hosts, our

proposed scheduling algorithm also supports weighted fairness, wherein flows with

larger weights receive correspondingly better service.

7.1.5 XORR Outperforms Other Protocols

We theoretically characterize the potential coding gain of XORR. We also evaluate

XORR with simulations and real wireless testbeds. The numerical results suggest

that the XORR should defer the retransmissions moderately for creating more

coding opportunities. Furthermore, the results also show that with a moderate

number of wireless station N (e.g. N = 100), XORR is able to effectively enhance

system performance. Our simulation results demonstrate that XORR is less sensi-

tive to estimation error of the link quality. And the proposed heuristic algorithm

only slightly degrades the performance but reduces drastically the complexity of

the exhaustive search. Moreover, a large portion of frames in XORR has an even

shorter transmission delay (70% of frames has less than 5ms delay).

In summary, the results show that XORR outperforms ER by 10 − 20%, Opp by

20−25% and 802.11 by 30−40%. In our testbed results, XORR improves goodput

by 10.7% for UDP traffic and 15.7% for TCP traffic, compared to the IEEE 802.11

network.

7.2 Remaining Challenges and Future Work

The system in this dissertation addressed the major challenges involved in integrat-

ing network coding with wireless networks. Below, we enumerate a few challenging

issues that our dissertation odes not solve. There are not fundamental limitations,

rather they are outstanding problems that, we believe, are solvable within XORR

framework.
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7.2.1 Joint Uplink/Downlink NC-aware Scheduling

The scheduling in XORR mainly focuses on the downlink traffic since current

Internet traffic are mostly downloading. However, due to the emerging new ap-

plications such as collaborative download, and peer-to-peer file sharing, WLAN

traffic trends to evolve to be more symmetric. Without proper scheduler, the

downlink throughput gain diminishes proportionally to the increasing number of

stations transmitting on the uplink. Hence, the synergistic integration of both the

uplink and the downlink NC-aware scheduling remains an open problem.

7.2.2 NC-aware Bit-Rate Adaptation

Our XORR scheduler is independent from the rate adaptation for links. The rate

adaptation algorithm first decides the transmission rates for the flows according to

its link quality. Then the XORR scheduler selects the coding-set and transmits the

coded frame with the lowest rate among flows. Such independent rate adaptation

algorithm behaves sub-optimally under network scheme because the estimation

of channel does not consider the effect of network coding. An NC-aware rate

adaptation algorithm certainly enhance the performance. The interaction between

rate adaptation and network coding remains an open problem.

7.3 Final Remarks

In this dissertation, we presented XORR, an efficient retransmission scheduling

scheme based on network coding. XORR exploits the broadcast advantage of

wireless medium to reduce the retransmissions. We conducted extensive simula-

tions and real testbed experiments to study the performance of XORR. Our results

showed that, by exploiting both multiuser diversity and network coding, XORR

has a consistent improvement over non-coding schemes (802.11 and traditional op-

portunistic scheduling); while the prior NC-aided ARQ scheme, ER, even causes

negative effect and thus performs worse than 802.11. Furthermore, in the theo-

retical proof and simulations, we showed that XORR scheduler achieves fairness

while at the same time results in a better goodput for each wireless stations in

the system, compared with traditional opportunistic schedulers. We believe that,

because of the substantial gains possible as well as the viable and practical design,
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XORR could be the foundation for building up a new link-layer retransmission

scheme.
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