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Chapter 1

Introduction & Overview

Galaxies are fascinating objects for astronomical studies. One of the most struggling questions in this field is the question for the formation processes and evolutionary histories of galaxies. Especially for elliptical galaxies, various scenarios have been developed which all are under discussion today.

In order to decide between different scenarios it is necessary to get reliable information about both the star formation history (SFH) and the chemical enrichment history of a galaxy. A variety of very different methods using very different kinds of data are available for doing this.

The method generally regarded as most reliable is the analysis of colour magnitude diagrams (CMDs), which can give relatively precise results for the SFH of galaxies. However, details of star formation (SF) recovered get worse for longer lookback times; moreover, the chemical enrichment history can only poorly be recovered. The most severe problem, however, is that CMD studies are restricted to local group galaxies, and, therefore, to a very limited sample of galaxy types. Moreover, CMDs can only be obtained when crowding is not severe; therefore, in the majority of cases only for the outskirts of galaxies can CMDs be obtained.

For galaxies far away the only information available is the integrated light emitted by the composite stellar population of a galaxy, in terms of photometry or spectra. In this thesis I show, however, that both photometric spectral energy distributions (SEDs) and spectra obtained for the integrated light of a galaxy can give only very vague hints about the distribution of SF over the lifetime of a galaxy. E.g., any details of SF during early stages of galactic evolution are completely smoothed over by a recent burst. Only for a very short timescale of 1 to 4 Gyrs some information can be recovered.

However, since star cluster formation is an important mode of SF, in particular during violent SF episodes, the age and metallicity distributions of globular cluster systems (GCSs) hold unique clues about the formation histories of their parent galaxies over cosmological timescales. Thus, GCs can be regarded as “frozen witnesses” of galactic evolution; a careful analysis can give informations about both the unique SFH and chemical enrichment history of a galaxy.

Within the framework of this thesis, I have developed new reliable tools for the analysis of GCSs which make use of all information available for a given set of star cluster observations:
For the analysis of broadband SEDs, an analysis tool for the determination of ages and metallicities of star clusters is at hand (AnalySED).

However, since changes in the SEDs of star clusters older than about 3 Gyr get slower and more and more subtle, age-dating and disentangling ages and metallicities gets more and more difficult if only photometric SEDs are analysed.

Therefore, I have incorporated spectral Lick/IDS indices into the evolutionary synthesis code GALEV (which is used for calculating all models presented in this thesis), and developed an analysis tool (Lick Analysis Tool) for the independent determination of age and metallicity of individual clusters, including mathematically reasonable and reliable $1\sigma$ confidence intervals, using the complete set of indices available for analysis all at once.

However, even when using spectral information, results still suffer from age-metallicity degeneracy: Since metallicities proved to be very reliable using Lick index analysis, $1\sigma$ uncertainties in age can still be very high (up to more than 10 Gyrs in worst cases). In order to further reduce the degeneracies inherent in each kind of dataset, I therefore developed a completely new method to combine the analysis of broadband colours (AnalySED) and Lick indices (Lick-Analysis) and, hence, to utilize all the information available in a mathematically reasonable way (PRODUCT).

The thesis is organized as follows:

In Chapt. 2, I explore the fundamental question, to what precision SFHs of galaxies can in principle be determined by analysing integrated colours and spectra, in comparision to CMDs, and present a methodological application to a star field in the bar of the LMC. This chapter has been submitted for publication in A&A.

In the following two chapters I introduce new models as well as new advanced methods for the analysis of GCSs:

In Chapt. 3, I present new models for Lick indices which I have incorporated into the GALEV evolutionary synthesis code, and I present a mathematically advanced and reliable tool for the independent determination of age and metallicity of individual GCs, supplemented by extensive tests using Lick index data for both Milky Way and M31 GCs. I also adress the important issue of Lick index sensitivities. This chapter has already been published as Lilly and Fritze-v. Alvensleben, 2006, A&A 457, 467.

In Chapt. 4, I present a method for the combined analysis of broad-band SEDs and spectral indices, PRODUCT, which allows to constrain ages and metallicities of individual GCs even in cases when poor datasets are available only. This chapter will be submitted shortly for publication in A&A.

In Chapt. 5, I present applications of the models and analysis tools developed in the framework of this thesis to the GCS of the large elliptical galaxy NGC 5128, using a dataset consisting of both broad-band photometry and Lick indices for an unprecedentedly large sample of GCs. An extended version of this chapter is in preparation for submission to A&A.
Chapter 2

Tracing back the star formation histories of galaxies:
A methodological study comparing integrated light and CMD studies, and applications to a field in the LMC

Abstract

Context. Integrated light data like colours or absorption line indices are widely used to get information about the evolutionary history of a galaxy’s stellar content, e.g. about the strength of its latest burst, a galaxy’s “mean age”, or even about the overall distribution of star formation (SF) during its lifetime.

Aims. Our study aims at understanding to what precision star formation histories (SFHs) can in principle be determined for distant galaxies observable in integrated light only.

Methods. Using our evolutionary synthesis code, we have performed a set of simulations of galaxies with a wide range of different SFHs, but constant metallicity. By analysing the resulting colours and spectral indices, we investigate to which extent different SF scenarios can be discriminated on the basis of their photometric and spectral properties, respectively. As a test object, we analyse integrated-light colours of a field in the LMC bar, for which highly resolved HST

---

1This chapter has been submitted for publication in A&A as Lilly and Fritz-v. Alvensleben, 2007
images are available as well. To be compared with the SFH derived from the
colour magnitude diagram (CMD) of this field (Smecker-Hane et al. 2002),
again we perform a set of simulations of galaxies with systematically varying
SFHs and determine in how far the detailed SFH obtained by the CMD approach
can be reproduced by results based upon integrated properties.

Results. We find the robust result that no later than 4 Gyrs after the latest
episode of enhanced star formation all scenarios exhibit very similar colours
and indices; in practice, it is not possible to distinguish different scenarios of
star formation which have evolved for more than 1, at the utmost 3-4 Gyrs since
the last star forming event, even when using spectral indices. For how long dif-
ferent SF scenarios can be disentangled highly depends on the range of colours
available and absorption lines considered, as well as on the details of the SFHs
to be compared. We show that the integrated colours obtained for the LMC field,
which only cover a very small wavelength basis, can be reproduced by a very
simple “toy model” consisting of three different phases of constant SF only.

2.1 Introduction

“It is startling to realize that after only $\sim 10^9$ yr galaxies like these
will resemble ordinary ellipticals in both morphology and colors!”

Dealing with galaxies “with colors suggesting that a large burst of star formation
occurred a few times $10^8$ yr ago”, the above statement was given almost 30 years
ago by Beatrice Tinsley (1978), the pioneer of evolutionary synthesis modelling.
She continued that this result “is due to the insensitivity of (...) colors to
parameters other than the total age and the star formation rate in the last $10^9$
yr.”

Today, 30 years later and after impressive advancements in both observa-
tional and modelling techniques which allow to observe as well as to simulate
integrated colours and spectra of galaxies to a degree of precision much higher
than this was possible at Tinsley’s time, the question arises: Is the situation as
“startling” as thirty years ago? Can we, using the tools available today, recover
details of past star formation (SF) in a galaxy with better accuracy and for
lookback times much longer than the $10^9$ yr mentioned by Tinsley?

Still, methods aiming at the reconstruction of the star formation history
(SFH) of a galaxy are important tools for understanding the evolution of these
objects. The available methods can be divided into two groups: Methods using
colour magnitude diagrams (CMDs) are widely regarded as the most reliable
ones. However, they require that the stellar population can be resolved into
individual stars; therefore, methods of this kind are limited to nearby galaxies,
and there only to star fields without crowding. The second group of methods
makes use of integrated-light properties of unresolved galaxies like colours and
spectra, which are far easier to get for a much wider range of galaxies, even for
those at high redshift. Integrated colours and spectra can be analysed and inter-
preted by means of either population synthesis codes or evolutionary synthesis
codes like the GALEV code used in this paper.

Much work has been done in testing these codes with respect to internal
errors, to the influence of the input physics used, and to the degree of agree-
ment/disagreement among each other (see, e.g.: Charlot et al. 1996; Cerviño
et al. 2000 et seq.; Bruzual 2001; Yi 2002). In addition, differences between observed and model-predicted properties of galaxies and star clusters have been investigated in detail (see, e.g.: Vazdekis et al. 2001; Schulz et al. 2002).

In this work, we deal with a quite different but related question: While ignoring the already well explored model-dependent uncertainties mentioned above, we want to answer the fundamental question, to what precision SFHs of galaxies can in principle be determined by using integrated light only, that is, independent of the model but dependent on the physical properties of a galaxy’s stellar population. Beyond the performance of other evolutionary synthesis codes, our GALEV code in addition offers the possibility to study the evolution of any of the stellar population models (star clusters, galaxies with arbitrary SFH) in terms of CMDs. In fact, the spectral evolution of the integrated light is calculated on the basis of the evolution of the stellar populations across the HR diagram, and the photometric evolution is calculated on the basis of the spectral evolution by folding responding functions for any desired filter system and detector with the model spectra. Hence, GALEV also offers the possibility to compare various SFHs in terms of CMDs and integrated light.

Using our evolutionary synthesis code GALEV, we have therefore performed a set of simulations of galaxies with a wide range of different SFHs but well defined and uniform input physics. That way, we restrict our investigation to influences of the variation of the SFH on the spectro-photometric properties of a galaxy; other parameters like the initial mass function or the metallicity are kept constant in this study for clarity.

By confrontation of the evolution of the colours and spectra resulting from the various simulations we then investigate, to which extent different SF scenarios can be discriminated at all and as a function of lookback time, and how this depends on the details of the assumed SFHs. For clarity we restrict our study to simplified SFHs with constant star formation rates (SFRs) over various periods of time, from long intervals of low SFR to starburst periods of high SFR. Because the models are all synthesised using one genuine code and one genuine set of input physics, we can perform this comparative study in a self-consistent way.

In a second step, we present our work within a larger collaborative project with the aim to confront different methods to derive SFHs from integrated light against each other and against the CMD approach. The motivation for this collaborative study comes from the fact that while only for a few very nearby systems SFHs can be derived from CMD analyses, a method well established and carefully tested on Galactic star clusters, all that is accessible for distant galaxies is information that can be derived from integrated light – spectra or multi-band photometry. Test object for this ongoing project is one specific field in the bar of the Large Magellanic Cloud (LMC), for which both an integrated-light spectrum (obtained with the ESO 3.6m telescope, LaSilla) and data on its resolved stellar population (obtained with the Hubble Space Telescope, HST) are available. That way, the results of the different groups analysing the spectrum can not only be compared with each other but can also be compared with the SFH obtained by an analysis of the CMD of the same field. A short description of the project can be found in Alloin et al. (2002); an analysis of the CMD for this field is presented by Smecker-Hane et al. (2002).
Here, we present parts of our analysis of the integrated-light spectrum of the LMC bar field. Applying the results of our preparatory work presented in the first part of this paper, we again performed a set of simulations of galaxies with systematically varying SFHs, starting with a toy model having only three different phases of constant SFR. The colours and spectra resulting from the various simulations are then confronted against the observations as well as against each other to investigate in how far the detailed SFH obtained by the CMD approach can be retrieved from integrated properties. Like before, we keep other parameters, like the initial mass function or the metallicity, constant.

It should be kept in mind that, due to the character of the study, it is by no means to be regarded as an attempt to recover the real physical SFH of the LMC, nor as a practical instruction of how to recover the SFH of a given galaxy, although, as we hope, much can be learned about how to do this most efficiently, e.g. by addressing the question what filters or spectral lines should be analysed, and in how far the results can be reliably interpreted.

2.2 Models and input physics

Our evolutionary synthesis models GALEV describe the spectrophotometric evolution of the integrated light of large stellar populations like galaxies or star clusters. They are 1-zone models, i.e. the spatial resolution and the dynamical properties remain unconsidered. As for all evolutionary synthesis models, the (historical) basis of the code are the equations given by Tinsley (e.g., 1980), which describe the global balance of stars and gas in a galaxy, and kind of a book-keeping algorithm that keeps track of all stars in a model galaxy at various timesteps and the evolution of their distribution over the HR diagram.

Input physics for the code include the theoretical spectral library from Lejeune et al. (1997, 1998) as well as theoretical isochrones from the Padova group like the ones described by Bertelli et al. (1994) for 5 different metallicities \(Z = 0.0004, 0.004, 0.008, 0.02\) and \(0.05\), but in the version from November 1999 that includes the TP-AGB phase of stellar evolution (as described in Schulz et al. 2002). We assume a standard Salpeter (1955) initial mass function (IMF) from 0.15 to about 70 M\(_\odot\); the lowest mass stars (M\(_\odot\) < 0.6) are taken from Chabrier & Baraffe (1997) (cf. Schulz et al. 2002 for details). Since the resolution of Lejeune et al.'s spectral library does not allow to measure Lick indices on the spectra, we use the polynomial fitting functions of Worthey et al. (1994) and Worthey & Ottaviani (1997), which give Lick index strengths of individual stars as a function of their effective temperature \(T_{\text{eff}}\), surface gravity \(g\), and metallicity [Fe/H] as the basis for our models for Lick indices. Worthey et al. have calibrated their fitting functions empirically using Milky Way stars.

Once an IMF is assumed, the basic free parameters of our models are the star formation rate (SFR) and the metallicity of the stellar population; for this specific study we restrict ourselves to isochrones for half-solar metallicity \(Z = 0.008\) and, for simplicity, ignore any successive enrichment and the presence of several metallicity subpopulations in galaxies, i.e. we do not make use of the chemically consistent GALEV models presented by Bicker et al. (2004). The code then produces the time evolution (4 Myr ... 16 Gyr) of spectra (90 Å ... 160 \(\mu\)m), colours in many filter systems (from UV to NIR), and 25 Lick/IDS
2.3 Scenarios in integrated light

We want to explore in how far different SF scenarios can in retrospect be discriminated against each other. Therefore, we have performed a set of simulations of galaxies with a range of different SFHs chosen to be instructive rather than necessarily realistic. Other parameters are kept constant for clarity; for all scenarios, we assume a Salpeter (1955) IMF and a fixed metallicity of $Z = 0.008$. The initial amount of gas is chosen large enough in all cases to ensure that there is always enough gas available for SF, so that the galaxy cannot ‘burnout’.

For simplicity and lack of better knowledge about realistic burst shapes we assume rectangular burst shapes on top of constant SF (we do not expect this simplification to substantially affect on results). Unless stated otherwise, we assume that \textit{any two SF scenarios we compare have produced the same amount of stars in total}. Therefore, the absolute numerical value of the SFR does not matter for the colours or spectral indices of the integrated light. It is the \textit{relative distribution} of the SFR over the evolutionary time of the galaxy that is significant.

The characteristics of all SF scenarios compared in this section can be found in Table 2.1. For each scenario, there are two different versions: In Scns. 0-6, SF goes on after 6.4 Gyrs, in scns. 0b-6b (the “b-scenarios”) the SF is truncated after 6.4 Gyr. Note that, throughout this paper, age follows galactic evolution.
Table 2.1: Characteristics of the SF scenarios to be compared; the enhancement of SF always refers to a “basic rate” of 1 M⊙/yr. Scnrs. 0-6: ongoing SF after 6.4 Gyr (1 M⊙/yr); scnrs. 0b-6b: SF truncated after 6.4 Gyr.

<table>
<thead>
<tr>
<th>scenario</th>
<th>description</th>
</tr>
</thead>
<tbody>
<tr>
<td>0/0b</td>
<td>constant SF rate (factor 3.4) from $t = 0$ Gyr through $t = 6.4$ Gyr</td>
</tr>
<tr>
<td>1/1b</td>
<td>2 bursts (SF enhanced by a factor of 20) of duration 0.4 Gyr at $t = 4$ Gyr and $t = 6$ Gyr</td>
</tr>
<tr>
<td>2/2b</td>
<td>enhanced SF (factor 7) from $t = 4$ Gyr through $t = 6.4$ Gyr</td>
</tr>
<tr>
<td>3/3b</td>
<td>2 bursts (SF enhanced by a factor of 20) of duration 0.4 Gyr at $t = 0$ Gyr and $t = 6$ Gyr</td>
</tr>
<tr>
<td>4/4b</td>
<td>1 bursts (SF enhanced by a factor of 20) of duration 0.8 Gyr at $t = 5.6$ Gyr</td>
</tr>
<tr>
<td>6/6b</td>
<td>1 strong burst (SF enhanced by a factor of 40) of duration 0.4 Gyr at $t = 6$ Gyr</td>
</tr>
</tbody>
</table>

(not lookback time); thus, a galaxy age of 6.4 Gyr refers to a galaxy which has evolved for 6.4 Gyrs, starting its evolution at 0 Gyr.

2.3.1 Colours

First, we confront the photometric evolution of four scenarios, each of them featuring one single burst of SF, ranging from a strong burst at 6 Gyr galaxy age (scenario 6) through bursts with weaker strengths but longer durations (scenarios 4 and 2), to a case of an extended phase of only slightly enhanced SF (scenario 0). In each case, the bursts are put on top of a very low but constant “basic rate” of SF of 1 M⊙/yr, and all “bursts” finish at 6.4 Gyr galaxy age. In all these scenarios, the “basic rate” of SF goes on after 6.4 Gyr for the remaining life of the galaxy.

We assume a typical photometric accuracy of about 0.1 mag, at best 0.05 mag. This means, if differences in model-predicted colours between different scenarios of SF do not exceed 0.1 mag, they will be considered as observationally indistinguishable.

Fig. 2.1 (left panels) shows the photometric evolution of our scenarios. To guide the eye, we plot a thick line at 6.4 Gyr. The bottom plots show the respective SFHs to be compared. The plots show impressively that already 1 Gyr after the latest enhanced SF period all scenarios show nearly identical colours. Even though scenario 0 differs in U–V from the other scenarios for at least 4 Gyrs due to the larger amount of still existing red giant stars originating from the phases of enhanced or ‘bursty’ SF in the latter, this feature can hardly be used for the reconstruction of SFHs because the maximum difference of 0.1 mag declines rapidly to practically indistinguishable values of about 0.05 mag.

Hence, the “lookback time”, during which bursts of different strengths can be discriminated in integrated light is only 1, at the utmost 4 Gyr; after that time, it is not even possible to discriminate between a strong burst scenario of galaxy evolution and a very “quiet” evolution like that of scenario 0, if no other clues about a possibly violent history of the galaxy are available but only global
Fig. 2.1: Confrontation of the photometric evolution of scenarios 0, 2, 4, 6 (left) and 0b, 2b, 4b, 6b (right), respectively, in terms of the colours U–V, V–K (top), and B–V, V–I (bottom), respectively. At 6.4 Gyr, when the latest phase of enhanced SF ends, a thick line is plotted. The bottom plots show the respective SFHs to be compared.
Since any two SF scenarios we compare have produced the same amount of stars in total, the amount of long-living low-mass stars is roughly the same in all scenarios after the end of the most recent burst; therefore, the photometric distinction between different SF scenarios is mainly determined by luminous high-mass stars and their evolution. During a burst, for example, according to the IMF many more cool and red low-mass stars are formed than blue high-mass stars. However, due to their extremely high luminosities, and despite their considerably smaller number, the massive stars dominate the integrated light, resulting in an abrupt change of colour in the model galaxy as soon as the burst starts.

As the bluest massive stars die out after the end of the burst, colours get redder very fast. This “reddening” can already be observed during bursts: Whereas the number of very blue and very massive stars reaches some equilibrium early in the burst, the redder low-mass stars accumulate during the burst (as well as during the whole lifetime of the galaxy) due to their considerably longer lifetimes, and therefore begin to overbalance the bluest high-mass stars.

These effects can be observed in all colours; they are stronger in colours covering a large spectral range like U–V or V–K than in colours from two close passbands like B–V and V–I.

However, the difference between the scenarios is not larger in V–K than in V–I; this is explained by intermediate-mass stars (stars with initial masses of $2M_\odot \leq m \leq 7M_\odot$) passing through the TP-AGB (thermally pulsing asymptotic giant branch) phase from an age of $10^8$ yr up to an age of $10^9$ yr. During this phase, they are located in the upper right of the HR diagram and account for approx. 40-60% of the K-band light (Laçon 1999). After each burst a typical bump in V–K caused by TP-AGB stars can easily be identified; a comparison with a model that does not include the TP-AGB phase can be found in Schulz et al. (2002, Fig. 1). Whether this bump occurs in V–K also depends on the shape of the declining phase of the burst. In Fig. 2.2, we compare an exponentially declining burst (decay time $\tau = 2.5 \cdot 10^8$ yr; for the burst model implemented here cf. Bicker et al. 2002) with a rectangular shaped one of equal strength (lasting $\sim 210$ Myrs,
so that the same number of stars is formed in both cases); both bursts start at a
galaxy age of 3 Gyr. Fig. 2.2 shows that in the case of an exponentially declining
burst, the influence of the TP-AGB phase is much weaker than in the 'abruptly
decaying' burst model used in the simulations for this paper, resulting in a much
better discernability between burst and non-burst scenarios during the declining
phase. This can be explained by considering that in the exponentially declining
burst phase the photometric influence of the TP-AGB stars is diluted by red
supergiants still forming during the same period. Due to the extremely short
lifetimes of these very massive red supergiants, they are less important shortly
after a rectangular burst.

Hence, in “real” galaxy evolution scenarios we expect V–K to be a better
indicator of former SF as V–I. The lookback time, however, over which any two
SFHs can be discriminated from each other, is not longer in V–K than in V–I.

Fig. 2.1 (right panels) shows the same scenarios in their “B–Versions”: Here,
the SF is truncated after the latest phase of enhanced SF, i.e. after 6.4 Gyr
galaxy age. In this case, the differences between the scenarios are slightly larger
and can be noticed for a much longer time (about 7 Gyrs); however, the colour-
difference even between non-burst scenario 0b and scenario 6b (which exhibits
the strongest burst) is not larger than 0.1 mag, and after 7 Gyrs all colours are
almost identical (∆(U–V) < 0.05 mag).

In Fig. 2.3 we confront the photometric evolution of three scenarios, each
of them featuring a burst going on between 6.0 and 6.4 Gyr with a SFR of 20
M⊙/yr on top of galaxy models with different former SFHs: Scenarios 1 and 3
feature a previous burst with similar characteristics at a galaxy age of 4 Gyr,
and at the beginning of galactic evolution (0 Gyr galaxy age), respectively. In
scenario 4, the two bursts are replaced by one single burst lasting twice as long
(i.e., for 800 Myrs), starting at 5.6 Gyr galaxy age. Again, all scenarios form
the same amount of stars in total.

The colour evolution plots in Fig. 2.3 show that on the basis of broad-band
colours alone, all these scenarios are practically indistinguishable directly after
the end of the most recent burst, even in the “b-scenarios” where the SF is
truncated after 6.4 Gyr.

We conclude that after a burst, we are no longer able to detect any details
in the SFH prior to this event on the basis of broad-band colours; all these
details are completely smoothed over by the most recent burst. We cannot even
discriminate a constant SFR from another burst or a series of previous ones
with reasonable accuracy for a lookback time larger than about 1 Gyr.
Fig. 2.3: Confrontation of the photometric evolution of scenarios 1, 3, 4 (left) and 1b, 3b, 4b (right), respectively, in terms of the colours U–V, V–K (top), and B–V, V–I (bottom), respectively. At 6.4 Gyr, when the latest phase of enhanced SF ends, a thick line is plotted. The bottom plots show the respective SFHs to be compared.
2.3 Scenarios in integrated light

![Graphs showing scenarios 0, 2, 4, 6 (left) and 0b, 2b, 4b, 6b (right), respectively, in terms of the Lick indices Hβ and Fe5335. At 6.4 Gyr, when the latest phase of enhanced SF ends, a thick line is plotted. The bottom plots show the respective SFHs to be compared.]

Fig. 2.4: Confrontation of the evolution of scenarios 0, 2, 4, 6 (left) and 0b, 2b, 4b, 6b (right), respectively, in terms of the Lick indices Hβ and Fe5335. At 6.4 Gyr, when the latest phase of enhanced SF ends, a thick line is plotted. The bottom plots show the respective SFHs to be compared.

2.3.2 Lick indices

In the last Section, we have seen that not even bursts with very different SFRs can be discriminated very well for more than 1, at the utmost 4, Gyr of lookback time in terms of colours. Now we want to explore whether the situation improves if Lick spectral indices are considered instead of broad-band colours. In this case, the typical accuracy of Lick index measurements is assumed to be about 0.2 Å, at best 0.1 Å, i.e. we consider two SF scenarios distinguishable from each other in terms of Lick indices as long as they differ by ≥ 0.2 Å, at least ≥ 0.1 Å.

Here, we again confront the evolution of scenarios featuring bursts of different strength and duration (Fig. 2.4; cf. last section, Fig. 2.1), and of scenarios featuring bursts going on between 6.0 and 6.4 Gyr with equal strength each, but different former SFHs (Fig. 2.5; cf. last section, Fig. 2.3), but this time in terms of the Lick index Hβ, which is known to be particularly sensitive to age, and of the Lick index Fe5335, which is known to be more sensitive to metallicity than to age (cf. Worthey 1994; Lilly & Fritze-v. Alvensleben 2006). Since the scenarios vary only in SFH, but have fixed metallicity, the scenarios can be discriminated much better in Hβ than in the metallicity sensitive Fe5335, as expected.

As in the case of colours, index strengths are very similar in scenarios 1, 3, 4, as well as in scenarios 1b, 3b, 4b, after the end of the last burst (Fig. 2.5). Only scenario 4, in which the most recent burst has twice the duration (800 Myrs) of those in the other scenarios, differs in Hβ by more than 0.2 Å from
Fig. 2.5: Confrontation of the evolution of scenarios 1, 3, 4 (left) and 1b, 3b, 4b (right), respectively, in terms of the Lick indices Hβ and Fe5335. At 6.4 Gyr, when the latest phase of enhanced SF ends, a thick line is plotted. The bottom plots show the respective SFHs to be compared.
2.3 Scenarios in integrated light

Fig. 2.6: Top: Absolute differences of all 25 Lick indices (in terms of index strength) of the scenarios 0 and 3 and of the scenarios 4 and 3, respectively, for the four model ages indicated in the plot. Bottom: SFHs of the scenarios; the ages 6.3, 6.6, 7.0, 7.7 and 10 Gyr are indicated by dashed lines.
the others within the first 0.5 Gyr after the end of the most recent burst. This difference in Hβ is due to the lifetime of early A-type stars of about $\frac{1}{2}$ to 1 Gyr, which feature the strongest Balmer lines in their spectra, and which therefore can accumulate during the long duration of the burst in this scenario.

Fig. 2.4 shows that the different bursts of scenarios 0, 2, 4, 6 can be discriminated much better using indices than using colours. In our simulations, the difference between the strong burst scenario 6 and the non-burst scenario 0 reaches almost 2 Å in Hβ during the first half Gyr after the end of the burst. About 0.5 Gyr later, the difference has decreased to not more than 0.5 Å, but only 2 Gyr after the end of the burst the difference gets already too small to be measured in practice. However, if the SF completely stops after the burst (the “b-scenarios”), the non-burst scenario can be discriminated from burst-scenarios for about 6 Gyrs in Hβ. Only thereafter, this difference decreases to less than 0.2 Å.

So far, we have compared the different scenarios only in terms of Hβ and Fe5335; in Fig. 2.6, we plot the absolute difference in terms of index strength between different scenarios for all Lick indices. For means of clarity, we plot the values for four galaxy ages only (6.3 Gyr, which is still during the most recent burst, 7 Gyr, 8 Gyr, and 10 Gyr), and for two pairs of scenarios: With scenarios 0 and 3 (crosses in Fig. 2.6) we confront a burst and a non-burst scenario, with scenarios 3 and 4 (triangles in Fig. 2.6) we confront a short burst scenario with a long burst scenario where both bursts form identical amounts of stars in total. (Note that we do not expect the first burst of scenario 3 to have any significant effect on index strengths at the ages considered here; it only guarantees that all scenarios form equal amounts of stars in total.)

From these plots, the absolute sensitivity of individual Lick indices to age can directly be read off, showing for example the large age-sensitivity of Balmer lines (note however, that the age-metallicity degeneracy problem is ignored in this approach, since we keep the metallicity constant).

By a galaxy age of 10 Gyr, i.e. less than 4 Gyrs after the most recent burst, the scenarios become practically indistinguishable in all indices, with maximal differences of only about 0.1 Å. This shows that the results obtained earlier for Hβ and Fe5335 are valid for all indices.

We conclude that, compared with broad-band colours, Lick indices do not seriously improve the situation: After a burst, again we are not able to detect any details in the SFH prior to this event, and different burst strengths can be discriminated for a lookback time larger than 2 Gyrs only if the SF completely stops after the latest burst.

2.3.3 Spectra

To get an impression of how different scenarios of SF are reflected in the resulting spectra, in Figure 2.7 we plot relative difference spectra for two pairs of scenarios for five evolutionary stages (6.3, 6.6, 7.0, 7.7, and 10 Gyr). In the left panels, a scenario with a weak, uniform SFR (scenario 0) is confronted with burst scenario 3; in the right panels, this burst scenario 3 is confronted with a scenario featuring a burst of equal strength but twice the duration (scenario 4). Note that in both scenarios, SF goes on after the end of the latest burst/the phase of enhanced
2.3 Scenarios in integrated light

Fig. 2.7: Top: Relative differences of the spectra of the scenarios 0 and 3 (left) and of the scenarios 4 and 3 (right) within the range of the Balmer lines (with markings of the Balmer lines $H_\alpha - H_\beta$) for the five model ages indicated in the plot. Bottom: SFH of the respective scenarios; the ages 6.3, 6.6, 7.0, 7.7 and 10 Gyr are indicated by dashed lines.
Tracing back the star formation histories of galaxies

SF. We only plot a small section of our model spectrum from 2500 to 7500 Å; for better orientation, Balmer lines Hα to Hη are marked by vertical lines.

In terms of their full spectral energy distributions from U through K (not shown here), as for colors and indices, scenarios are nearly indistinguishable 4 Gyrs after the latest burst. However, in contrast to broad-band colors and Lick indices, a clearer distinction between scenarios with bursts of different durations than between bursts of different strength can be observed in the spectral continua, as can clearly be seen in Fig. 2.7.

As expected, and as already shown by using Lick indices, differences in Balmer lines are clearly visible only during a lookback time of about 1 Gyr after the end of the most recent burst (i.e., they disappear at a galaxy age of 7.7 Gyr); this was already explained by the short lifetimes of stars mainly responsible for these spectral lines. Other absorption lines easily visible in the plots are the MgII line (at λ = 2798.00 Å) and CaII K (at λ = 3933.44 Å, between Hε and Hζ). At fixed metallicity, the MgII line is most pronounced in the spectra of early F-type stars with a lifetime of approximately 2 Gyrs. The CaII K line, on the other hand, is strongest in the spectra of late F-type and early G-type stars; these stars have lifetimes of 2-6 Gyrs. These lifetimes explain the relatively complicated behaviour of the lines in the relative difference spectra.

For example, at a galaxy age of 6.6 Gyr (300 Myrs after the end of the last burst), CaII K is less deep in burst scenario 3 than in non-burst scenario 0 (Fig. 2.7, left panels); about 1 Gyr later, at a galaxy age of 7.7 Gyr, the line is slightly stronger in the burst scenario: Shortly after the end of the epoch of enhanced SFR more G-type stars have been accumulated in the non-burst scenario 0; stars of this type originating from the early burst of scenario 3 are not alive any more at this time. 1 Gyr later, late F- and early G-type stars originating from the most recent burst of scenario 3 outweigh the respective stars accumulated in the non-burst scenario.

The model spectra we use have a resolution too low to analyse spectral features in more detail. However, due to the very different lifetimes of stars of various types which are responsible for different spectral lines, and due to what can be seen already in our low-resolution spectra, we expect that high-resolution spectra can reveal much more precise information about the recent SFH of galaxies than colors or the classical set of Lick indices. A new set of spectral indices with narrower passband definitions could provide such a tool. It requires large telescopes both for the calibrations on stellar spectra and for galaxy observations. It will, therefore, still be limited to reasonable small distances.

We conclude that – with the possible exception of high-resolution spectroscopy not studied here – intermediate-resolution spectroscopy does not allow to significantly improve upon the details, nor upon the lookback times to which SFHs of galaxies can be retrieved as compared to multi-band photometry.

2.3.4 Some remarks on CMDs and integrated light

Before we turned to study how far back in time and to what accuracy more complex SFHs can be discriminated on the basis of CMDs, compared to integrated light, we have computed a large grid of single stellar population (SSP) models.
2.3 Scenarios in integrated light

(a) SSPs with age metallicity combinations (500 Myr, \([\text{Fe/H}] = -0.4\)) and (600 Myr, \([\text{Fe/H}] = -0.7\)). Both SSPs can hardly be distinguished in V–I and V–K, but clearly split up in U–V.

(b) SSPs with age metallicity combinations (12 Gyr, \([\text{Fe/H}] = -0.4\)) and (7 Gyr, \([\text{Fe/H}] = -0.4\)). The SSPs can hardly be distinguished in all three colours, best in V–K at the main sequence turn-off point.

(c) SSP with age metallicity combinations (12 Gyr, \([\text{Fe/H}] = -0.4\)) and (2.5 Gyr, \([\text{Fe/H}] = +0.4\)). All SSPs clearly split up in all three colours.

**Fig. 2.8**: Comparision of CMDs in U–V, V–I, and V–K for three pairs of SSP models with different age metallicity combinations: Two young SSPs (a), two old SSPs (b), and an old and an intermediate age SSP (c).
with different metallicities in their time evolution and identified a number of very different age-metallicity combinations that – due to the age-metallicity degeneracy – have the same or very similar V–I. In Fig. 2.8, we confront some of these pairs in terms of CMDs in various passband combinations. Colours and age-metallicity combinations of all models are given in Tab. 2.2.

Fig. 2.8 (a) shows a comparison of CMDs in different passband combinations for two SSPs with age metallicity combinations (500 Myr, [Fe/H] = -0.4) and (600 Myr, [Fe/H] = -0.7). These combinations of relatively young clusters are practically indistinguishable in V–I and V–K, but clearly separate in U–V. In terms of integrated colours, on the other hand, these SSPs are indistinguishable in U–V and V–I, but differ slightly in V–K since this colour is mainly determined by luminous giant stars which differ slightly in position in the V–K CMD.

Fig. 2.8 (b) shows CMDs for two old SSPs with age metallicity combinations (12 Gyr, [Fe/H] = -0.4) and (7 Gyr, [Fe/H] = -0.4). In this case, the CMDs are indistinguishable both in U–V and V–I, but can slightly be distinguished in V–K via the luminosity of the main sequence turn-off point. Again, in terms of integrated colours the situation is complementary: Here, both SSPs exhibit similar colours in both V–I and V–K, but slightly split up in U–V.

In Fig. 2.8 (c) we show a comparison of CMDs for an intermediate age metal-rich and an old SSP poorer in metallicity with age metallicity combinations (2.5 Gyr, [Fe/H] = +0.4) and (12 Gyr, [Fe/H] = -0.4). All model CMDs can clearly be distinguished. However, in terms of integrated colours only in V–K the SSPs clearly split up, whereas in both U–V and V–I the SSPs can hardly be distinguished.

We conclude that for young stellar populations the U-band is important for age determinations and for intermediate-age and old (> 3 Gyr) populations the K-band is important for metallicity determination. We also find that CMDs and integrated light colours give complementary information: In terms of CMDs young stellar populations can best be discriminated using U–V, and old populations only if NIR observations are available. In terms of integrated colours, V–K can be particularly useful to discriminate young populations, and U–V to discriminate older ones (cf. Sect. 2.3.1, Fig. 2.1). In all cases, however, a long wavelength basis is essential (ideally UV or U-band through NIR).
2.4 The LMC bar field and its spectrum

To compare, on a practical example, how far back in time and to what accuracy the SFH can be reconstructed, we compare a deep HST-based CMD analysis (Smecker-Hane et al. 2002) with an analysis of the integrated spectrum of exactly the same star field in the LMC obtained trailing a slit exactly across the region for which the deep HST CMD was obtained. However, we want to emphasize that we do not try to find the real physical SFH of the LMC. Like in the previous sections, our interest is purely methodological and our aim is to contrast the power and limitations of both approaches.

The integrated-light spectrum of the region in the LMC bar (FoV: 2.5’ × 5’) was obtained at the ESO 3.6m telescope on La Silla in Dezember 2000 by E. Pompei and D. Alloin. The 2000 coordinates of the field are: α = 05:23:17 and δ = −69:45:42; for observational details cf. Alloin et al. (2002). The original spectrum has been dereddened using Cardelli et al.’s (1989) extinction law, with E(B-V) = 0.075 mag (corresponding A_B = 0.324 and A_V = 0.249, respectively) taken from Schlegel et al. (1998).

Fig. 2.9 (left) shows the resulting spectrum, Fig. 2.9 (right) the same spectrum but with lowered resolution to be compared with our model spectra. For better orientation, the Balmer lines Hα to Hη are marked by vertical lines in the left panel.

Unfortunately, the model spectra we use have a resolution too low to successfully analyse spectral features; therefore, our analysis mainly depends on broad band colours obtained from the spectrum, and the shape of the spectral energy distribution.

The usable wavelength range of the spectrum allows for folding with three
Fig. 2.10: Photometric evolution of a simple 3-phase scenario in terms of (B–V)$_{HST}$, (V–R)$_{HST}$, and (B–R)$_{HST}$ with the corresponding SFH; the observed LMC bar field colours (cf. Table 2.3) are marked with black dots at 15 Gyr galaxy age.

filters (filter functions shown in Fig. 2.9, right panel): $HST$ WFPC2 F439W, F555W, and F675W (in the following referred to as $B_{HST}$, $V_{HST}$, $R_{HST}$); Table 2.3 gives the resulting colours obtained by folding the spectrum with the respective filter functions in the Vega mag system.

2.4.1 A simple 3-phase SFH

In the previous section, we have shown that, using integrated light only, variations in the SFH of a galaxy can be traced for only about 1 Gyr, at the utmost 4 Gyrs, of lookback time, unless the SF is completely truncated at some point of galactic evolution which is definitely not the case for the LMC. This means, the relative distribution of SF within early epochs ($\geq$ 4 Gyr ago) of galaxy evolution is almost irrelevant, and that within the more recent history ($4 \geq$ lookback time $\geq$ 1 Gyr) only of weak relevance for the observed colours. Calculating and analysing a much larger grid of SF scenarios than just the few particularly instructive examples presented here in all optical and NIR colours has revealed that three different epochs can be identified in the SFH of all galaxy models for which the relative amounts of stars formed in each of them clearly defines the galactic colours. These three phases are:

1. From the onset of SF until about 4 Gyr ago
2. Between 4 Gyr and 1 Gyr ago
3. The last (= most recent) 1 Gyr

I.e., the relative distribution of SF between these 3 phases is important – and not only the SF within the last Gyr. Therefore, it should be possible to
analyse any given set of colours (or, as we have also learned at the study, even Lick indices) in terms of the relative contributions from only 3 different phases of SF, if the phases are chosen appropriately²:

Figures 2.10 and 2.11 show that this simple “3-phase scenario” can indeed fit both the observed colours (which are marked with black dots at the right edge of Fig. 2.10, top panel) and the observed spectrum (cf. Fig. 2.11) of the LMC bar field reasonably well; differences still visible are most likely due to our disregarding of any chemical enrichment history and the fact that we assume a constant SFR within phase 3.

Fig. 2.12 illustrates the influence of the 3 different epochs of SF by showing, for the SFH given above, the spectral contributions of stellar populations originating from each of these phases to the total spectrum after 15 Gyrs: The upper panel shows, e.g., that phase 1, though its duration is almost three times longer than that of phase 2, contributes only about half of the light of phase 2 to the total spectrum. The lower panel, on the other hand, shows that the first 14 Gyrs together have roughly the same influence on the final shape of the spectrum as the most recent 1 Gyr of galaxy evolution.

### 2.4.2 Some experimentation

We now systematically vary the SFH within each of the 3 phases of our simple 3-phase scenario to study in how far this affects our ability to track back SFH details as a function of lookback time.

In the six scenarios shown in Fig. 2.13, the constant SF within the 3 phases is, for each phase, replaced by a burst-like SF at the end and the beginning of

²In order to compare our results with a CMD-based SFH obtained for the same star field (cf. Sec. 2.4.3), we assume a total galaxy age of 15 Gyr.
the phase, respectively. We find that this kind of variations has almost no effect on the final colours ($\Delta$colour $< 0.05$mag even in (B–R)$_{HST}$) if applied to phase 1 or 2, because the relative distribution of SF between the 3 phases remains unchanged. Remarkably, in our example it is not even possible to decide if the galaxy is 15 or 6 Gyrs old (cf. scenario a and b). The same kind of variation applied to phase 3 (i.e., to the most recent 1 Gyr of galaxy evolution), however, results in a significant change of colour ($\Delta$(B–R)$_{HST} \approx 0.2$mag).

In the scenarios shown in Fig. 2.14, the SF within the 3 phases remains constant, but, compared to the original scenario, with half and twice the star formation rate (SFR), respectively. As before, the variation is applied to each of the phases. Since this kind of variation changes the relative distribution of SF between the 3 phases, the effect on the final colours after 15 Gyrs is much larger than before, if applied to phases 1 and 2 ($\Delta$colour $\approx 0.1$mag in (B–R)$_{HST}$). Variation of phase 3 (scenarios k, l) has a similar effect on colours ($\Delta$(B–R)$_{HST}$...
≈ 0.2 mag) as the kind of variation applied in Fig. 2.13 (scenarios e, f).

The experiments sketched above confirm the expectations from our previous work (cf. Sect. 2.3). In phase 1 and 2, changes of the total mass of stars produced within the phase have a stronger effect on colours than changes in the mere distribution of SF within the phase. A similar behaviour for the effects of SFR changes in phases 1-3 is found in the spectral energy distribution (not shown here). We conclude:

1. The SFH of a galaxy can be satisfactorily reconstructed in terms of three main phases only, corresponding to 1 Gyr lookback time (phase 3), 3-4 Gyr lookback time (phase 2), and more than 4 Gyr lookback time (phase 1).
2. The relative amounts of stars formed in each of the three phases can well be determined.
3. The distribution of SF within phases 1 and 2 (the earliest two phases) cannot be recovered.
4. Only within the last ∼ 1 Gyr can some SFH details be recovered.

2.4.3 The CMD based SFH

The resolved stellar population of the LMC bar field was observed with HST WFPC2 in 1997 (PI: Smecker-Hane).

Smecker-Hane et al. (2002) presented a SFH derived from their analysis of the deep CMD obtained from these observations; Fig. 2.15 (left) shows their CMD together with their published SFH; note that, before doing any analysis of the data, they converted their originally observed HST F555W and F814W magnitudes to Johnson V and Kron-Cousins I magnitudes. The right panel of the same figure shows a CMD at a galaxy age of 15 Gyr calculated with our GALEV models, using the SFH from Smecker-Hane et al. (2002). We colour-coded 4 epochs of star formation.

Figures 2.16 and 2.17, left panels, show the spectrophotometric evolution and the model CMD at 15 Gyr galaxy age resulting from Smecker-Hane et al.’s SFH. The middle panels of the same figures show the same for a scenario using a simplified version of this SFH. “Simplified” means that within each of the four epochs of SF (colour coded in Fig. 2.15), the SFR is put to a constant value, conserving the number of stars produced in this epoch (i.e., without changing the relative amounts of SFR between the 4 epochs). Note, however, that the latter is not the case when compared to the 3-phase SFH (right panels in Figs. 2.16 and 2.17).

In the next section, both Smecker-Hane et al.’s original and the simplified 4-phase scenario will be confronted against each other and against the simple 3-phase scenario.

\(^3\)Note that, in this plot, we have inverted their time axis to match the standard used in our paper (evolution of the galaxy from left to right).
Fig. 2.13: Variations of the 3-phase scenario (cf. Fig. 2.10): Scenarios with systematic variations of the SFH within phase 1 (a, b), phase 2 (c, d), and phase 3 (e, f); note that the relative distribution of the total amount of SF between the 3 phases remains unchanged.
Fig. 2.14: Variations of the 3-phase scenario (cf. Fig. 2.10): Scenarios with twice and half the SF, respectively, within phase 1 (g, h), phase 2 (i, j), and phase 3 (k, l); the relative distribution of the total amount of SF between the 3 phases is changed.
2.4.4 CMDs and integrated light: Comparison and Conclusions

Figures 2.16 and 2.17 confront the spectrophotometric evolution and the CMDs, respectively, of three scenarios using Smecker-Hane et al.’s (2002) original SFH (left panels), the simplified Smecker-Hane SFH (central panels), and the “simple 3-phase” SFH (right panels).

In terms of colours and spectra, the scenario using Smecker-Hane et al.’s original SFH is, at a galaxy age of 15 Gyr, practically identical to the 3-phase scenario; both differ slightly ($\Delta(B-R)_{HST} < 0.1$ mag) from the simplified Smecker-Hane scenario.

This shows that two scenarios with very different SFHs can result in very similar, observationally indistinguishable integrated-light properties; on the other hand, scenarios with very similar “global” SFH (as e.g. the original and simplified Smecker-Hane et al. SFH) can differ in their final colours. The results show not only the ambiguity of SFHs obtained from integrated light but also emphasize again the importance of the most recent (i.e., lookback time $\leq 1$ Gyr)
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SF for the observed optical colours.

In terms of CMDs, the original and simplified Smecker-Hane et al. scenarios seem to be very similar; the CMD computed using the 3-phase scenario differs from both: A careful visual examination of the plots reveals that in the first two scenarios, the “gap” in their SF between 3 and 9 Gyr galaxy age transforms into an area of less density in the corresponding CMDs around the main sequence turn-off (cf. the black dots in Fig. 2.15, right panel), as expected, whereas in case of the 3-phase scenario, which lacks this “gap” in its SFH, the density is higher in the same area of the CMD. If this result can be validated by a solid numerical comparison between the CMDs (beyond the scope of the present paper), this means that the global distribution of SF is crucial for the appearance of CMDs.

However, note that not even CMDs are free of ambiguity. The ambiguity in the SFH derived from a CMD increases with increasing lookback time, as was the case for integrated-light-derived SFHs. SFHs like that presented by Smecker-Hane et al. (2002) are most likely not as exact as their complicated shape suggests; this was already shown by Lilly (2003) and most recently confirmed by the “double-blind Cozumel experiment” (cf. Holtzman 2005).

2.5 Summary and Conclusions

In this study, we explored to what precision and how far back in time star formation histories can be determined using integrated colours, lick indices, spectra or CMDs. In our methodological study we compared different kinds of simplified SFHs, i.e. epochs of constant low and high SFRs and investigated how much can be revealed by integrated galaxy data about the SFH before the most recent burst or epoch of important SF. We summarise our results as follows:

Optical colours mainly depend on the amount of blue luminous high-mass stars that formed within the last $0.5 - 1$ Gyr, and their relation to the amount of red low-mass stars formed in earlier epochs of star formation. On the basis of colours, different SF scenarios can at best be discriminated for $1 - 4$ Gyr after the end of SF, and there is absolutely no way to reveal the SFH prior to a burst or the last major epoch of SF.

On the basis of Lick indices, different SF scenarios can again be discriminated for maximally $1 - 4$ Gyr after the end of SF (using Hβ, e.g.). Age-sensitive lick indices allow for longer lookback times with much difference in index strength between different scenarios; 4 Gyrs after the end of the latest burst, however, all scenarios are, in practice, indistinguishable in all indices. Remarkably, this is the same maximal lookback time as for broad-band colours.

On the basis of low/intermediate resolution spectroscopy, there is again no way to reveal the SFH prior to a burst or the last major epoch of SF, and different scenarios can not be discriminated any more after $1 - 4$ Gyr. High resolution high S/N spectroscopy and narrow band indices will do somewhat better with e.g. MgII2798 and CaIIK3933 being visible for $\sim 2$ and $2 - 6$ Gyr, respectively (cf. also Bruzual 2007).
Fig. 2.16: Confrontation of scenarios using Smecker-Hane et al.’s (2002) original SFH (left panels), a simplified Smecker-Hane SFH (central panels), and using a simple 3-phase SFH (right panels); see text. 
Top: Model spectra of the scenarios after 15 Gyr (black) against observed spectrum (grey). 
Bottom: Photometric evolution of the scenarios in terms of \((B-V)_{HST}\), \((V-R)_{HST}\), and \((B-R)_{HST}\) with the corresponding SFHs; the observed colours (obtained from the observed spectrum) are marked with black dots at 15 Gyr.
Fig. 2.17: Confrontation of scenarios using Smecker-Hane et al.’s (2002) original SFH (left panels), a simplified Smecker-Hane SFH (central panels), and using a simple 3-phase SFH (right panels); see text.

Top: Model CMDs at a simulated galaxy age of 15 Gyr. Bottom: Corresponding SFHs.
The longer lookback times in all cases refer to a long wavelength basis and particularly ideal SF scenarios; E.g., all estimates presented in this paper are at fixed metallicity. In the presence of metallicity differences between two scenarios or metallicity evolution between the SF episodes within a given scenario, the uncertainty increases and can only partly be overcome with the use of a very long wavelength basis (UV through NIR).

Hence, we conclude that SFH details can be recovered with similar accuracy from broad band colors or SEDs, from Lick indices, and from low/intermediate resolution spectroscopy (cf. also Cardiel et al. 2003).

The observational study comparing SFHs for an LMC bar field derived from a deep HST CMD by Smecker-Hane et al. (2002) and from an integrated-light ESO spectrum (4000 – 8000 Å) yielded the following results:

We constructed a toy model having only three different phases of constant SFRs: The first phase over a period of 11 Gyr, the second one over the next 3 Gyr and the third one over the last 1 Gyr. Comparing model spectra with the ESO spectrum, we found that only relative amounts of stars formed in the three phases are relevant for the degree of agreement between model and observed spectra. How the SFR is distributed within each phase does not matter at all – whether it is concentrated at the onset or end of a phase or constant over all of the respective phase. Only within phase 3, i.e. within the latest 1 Gyr of SF the distribution becomes important.

The agreement with the observed spectrum that we reached with an appropriate three phase toy model is comparable to the agreement reached with Smecker-Hane et al.’s more complicated SFH derived from the CMD.

The CMD that we modeled on the basis of Smecker-Hane et al.’s fairly complex SFH agrees very well with a simplified 4-phase model derived from this SFH, but differs from our 3-phase toy model. A quantitative assessment of this comparison still needs to be done.

From all of these studies, we finally conclude: Both from CMDs and integrated light (multi-band photometry as well as spectroscopy)

1. SFRs during the last Gyr are very precisely recovered,
2. SFRs between 1 and 3 Gyr ago are roughly recovered, and
3. SFRs longer than 3 to 5 Gyr ago are only vaguely recovered,

with “roughly” and “vaguely” meaning that only the relative amounts of stars formed in the three different intervals can be determined, but not the details of the distribution of this SF within the respective interval. Within this frame, integrated light is more sensitive to the latest 1 Gyr of SF, CMDs are more sensitive to intermediate ages.
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Chapter 3

Analysing globular cluster observations I: Models and analysis tools for Lick/IDS indices

Abstract

We have extended our evolutionary synthesis code, GALEV, to include Lick/IDS absorption-line indices for both simple and composite stellar population models (star clusters and galaxies), using polynomial fitting functions. We present a mathematically advanced Lick index analysis tool (LINO) for the determination of the ages and metallicities of globular clusters (CGs). An extensive grid of GALEV models for the evolution of star clusters at various metallicities over a Hubble time is compared to observed sets of Lick indices of varying completeness and precision. A dedicated $\chi^2$ - minimisation procedure selects the best model including $1\sigma$ uncertainties on age and metallicity. We discuss the age and metallicity sensitivities of individual indices and show that these sensitivities themselves depend on age and metallicity; thus, we extend Worthey’s (1994) concept of a “metallicity sensitivity parameter” for an old stellar population at solar metallicity to younger clusters of different metallicities. We find that indices at low metallicity are generally more age sensitive than at high metallicity. Our aim is to provide a robust and reliable tool for the interpretation of star-cluster spectra becoming available from 10m class telescopes in a large variety of galaxies – metal-rich & metal-poor, starburst, post-burst, and dynamically young. We test our analysis tool using observations from various authors for Galactic and M31 GCs, for which reliable age and metallicity determinations are available in the literature, and discuss to what extent the observational availability of various subsets of Lick indices affects the results. For M31 GCs, we discuss the influence of non-solar abundance ratios on our results. All models are accessible from our website, http://www.astro.physik.uni-goettingen.de/~galev/

1This chapter is published as Lilly and Fritze-v. Alvensleben, 2006, A&A 457, 467
3.1 Introduction

In order to understand the formation and evolution of galaxies, one of the essential issues is to reveal their star formation histories (SFHs). Unfortunately, most galaxies are observable only in integrated light, so that SFH determinations using the most reliable CMD approach are only possible for a very limited sample of nearby galaxies. However, the age and metallicity distributions of star cluster and globular cluster (GC) systems can provide important clues to the formation and evolutionary history of their parent galaxies. For example, the violent formation history of elliptical galaxies, as predicted from hierarchical or merger scenarios, is, in fact, obtained more directly from the age and metallicity distributions of their GC systems than from their integrated spectra, which are always dominated by stars originating in the last major star-formation episode. By means of evolutionary synthesis models, for example, we can show that, when using the integrated light of a galaxy’s (composite) stellar content alone, it is impossible to date (and actually to identify) even a very strong starburst if this event took place more than two or three Gyrs ago (Lilly 2003, Lilly & Fritzé - von Alvensleben 2005). Therefore, it is an important first step towards understanding the formation and evolution of galaxies to constrain the age and metallicity distributions of their star cluster systems (for recent reviews see, for example, Kissler-Patig 2000 and Zepf 1999, 2002), as well as of their stars (see, e.g., Harris et al. 1999, Harris & Harris 2000, 2002). Star clusters can be observed one-by-one to fairly high precision in galaxies out to Virgo cluster distances, even on bright and variable galaxy backgrounds, in terms of both multi-band imaging and intermediate-resolution spectroscopy. For young star cluster systems, we have shown that the age and metallicity distributions can be obtained from a comparison of multi-band imaging data with a grid of model SEDs using the SED analysis tool *AnalySED* (Anders et al. 2004).

Our aim is to extend the analysis of star cluster age and metallicity distributions in terms of parent galaxy formation histories and scenarios to intermediate age and old star cluster systems. However, for all colours the evolution slows down considerably at ages older than about 8 Gyr. Even with several passbands and a long wavelength basis, the results are extremely uncertain for old GCs; colours – even when combining optical and near infrared – do not allow the age-metallicity degeneracy to be completely disentangled (cf. Anders et al. 2004). Absorption-line indices, on the other hand, are a promising tool for independent and more precise constraints on ages and metallicities. Therefore, we present a grid of new evolutionary synthesis models for star clusters, including Lick/IDS indices, to complement the broad band colours and spectra of our previous models, and a Lick index analysis tool *LINO* meant to complement our SED analysis tool. With these two analysis tools, we now possess reasonable procedures for interpreting both broad-band colour and spectral index observations.

In an earlier study, we already incorporated a subset of Lick indices into our evolutionary synthesis code *galev* (Kurth et al. 1999). However, since then the input physics for the code has changed considerably; instead of the older tracks, we are now using up-to-date Padova isochrones, which include the thermally pulsing asymptotic giant branch (TP-AGB) phase of stellar evolution (see Schulz et al. 2002). In this work, we present the integration of the full set of Lick indices into our code. Now, our *galev* models consistently describe the time evolution of spectra, broad-band colours, emission lines, and Lick indices...
for both globular clusters (treated as single-age single-metallicity, i.e. “simple” stellar populations, SSPs) and galaxies (composite stellar populations, CSPs), using the same input physics for all models (for an exhaustive description of galev and its possibilities, as well as for recent extensions of the code and its input physics, see Schulz et al. 2002, Anders & Fritze – v. Alvensleben 2003, and Bicker et al. 2004).

A recent publication (Proctor et al. 2004) also presented an analysis tool for Lick indices using an $\chi^2$-approach. However, they do not provide any confidence intervals for their best-fitting models. In this respect, our new tool extends their approach. A drawback of our models is that, at the present stage, they do not account for variations in $\alpha$-enhancement, as Proctor et al. (2004) do. However, our analysis tool LINO is easily applicable to any available set of absorption line indices.

In Sect. 3.2, we recall the basic definitions of Lick indices and describe how we synthesize them in our models; we also address non-solar abundance ratios. Some examples of SSP model indices are presented and briefly confronted with observations. In Sect. 3.3, Worthey’s (1994) “metallicity sensitivity parameter” is discussed and extended from old stellar populations to stellar populations of all ages. Section 3.4 describes and tests our new Lick index analysis tool; Galactic and M31 globular cluster observations are analysed and compared with results (taken from the literature) from reliable CMD analysis, and from index analyses using models with varying $\alpha$-enhancements, respectively. Section 3.5 summarises the results and provides an outlook.

### 3.2 Models and input physics

In this section, we give an overview of our galev models and describe how we synthesize Lick indices. We address the impact of non-solar abundance ratios on our results and compare some examples of SSP model indices with observations.

#### 3.2.1 Evolutionary synthesis of Lick indices

Lick indices are relatively broad spectral features, and robust to measure. They are named after the most prominent absorption line in the respective index’s passband. However, this does not necessarily mean that a certain index’s strength is exclusively, or even dominantly, due to line(s) of this element (see, e.g., Tripicco & Bell 1995). Beyond the fact that more than one line can be present in the index’s passband, strong lines in the pseudo-continua can also affect the index strength. Most indices are given in units of their equivalent width (EW) measured in Å,

$$\text{EW}[\text{Å}] = \int_{\lambda_1}^{\lambda_2} \frac{F_C(\lambda) - F_I(\lambda)}{F_C(\lambda)} \, d\lambda,$$

whereas index strengths of broad molecular lines are given in magnitudes:

$$I[\text{mag}] = -2.5 \log \left( \frac{1}{\lambda_1 - \lambda_2} \right) \int_{\lambda_1}^{\lambda_2} \frac{F_I(\lambda)}{F_C(\lambda)} \, d\lambda.$$


Here, $F_I(\lambda)$ is the flux in the index covering the wavelength range between $\lambda_1$ and $\lambda_2$, and $F_C(\lambda)$ is the continuum flux defined by two “pseudo-continua” flanking the central index passband.

There are currently 25 Lick indices, all within the optical wavelength range: $\text{H}\delta_A$, $\text{H}\gamma_A$, $\text{H}\delta_F$, $\text{H}\gamma_F$, $\text{CN}_1$, $\text{CN}_2$, $\text{Ca}4227$, $\text{G}4300$, $\text{Fe}4383$, $\text{Ca}4455$, $\text{Fe}4531$, $\text{Fe}4668$, $\text{H}\beta$, $\text{Fe}5015$, $\text{Mg}_1$, $\text{Mg}_2$, $\text{Mgb}$, $\text{Fe}5270$, $\text{Fe}5335$, $\text{Fe}4506$, $\text{Fe}5709$, $\text{Fe}5782$, Na D, TiO$_1$, and TiO$_2$. For a full description and all index definitions, see Trager et al. (1998) and references therein.

As the basis for our evolutionary synthesis models, we employ the polynomial fitting functions of Worthey et al. (1994) and Worthey & Ottaviani (1997), which give Lick index strengths of individual stars as a function of their effective temperature $T_{\text{eff}}$, surface gravity $g$, and metallicity [Fe/H]. Worthey et al. have calibrated their fitting functions empirically using solar-neighbourhood stars.

Model uncertainties are calculated as follows (Worthey 2004):

$$\sigma_{\text{model}} = \frac{\sigma_{\text{star}} \times \text{RMS}_{\text{fit}}}{\sqrt{N}}$$

with $\sigma_{\text{star}}$ the typical rms error per observation for the calibration stars and $\text{RMS}_{\text{fit}}$ the residual rms of the fitting functions; both values are given in Worthey et al. (1994) and Worthey & Ottaviani (1997). Here, $N$ is the number of stars in the “neighbourhood” of the fitting functions in the $T_{\text{eff}}, g, [\text{Fe/H}]$ space, which is typically of the order of 25. Note that this approach is only an approximation; the real model error is most likely a strong function of $T_{\text{eff}}, g$, and [Fe/H].

Other input physics of our models include the theoretical spectral library from Lejeune et al. (1997, 1998), as well as theoretical isochrones from the Padova group for $Z=0.0004, 0.004, 0.008, 0.02, \text{and} 0.05$ (cf. Bertelli et al. 1994), and for $Z=0.0001$ (cf. Girardi et al. 1996). Recent versions of these isochrones include the TP-AGB phase of stellar evolution (not presented in the referenced papers), which is important for intermediate age stellar populations (cf. Schulz et al. 2002). We assume a standard Salpeter (1955) initial mass function (IMF) from 0.15 to about 70 M$_\odot$; lowest mass stars (M$_\odot < 0.6$) are taken from Chabrier and Baraffe (1997) (cf. Schulz et al. 2002 for details).

Throughout this paper, we identify the metallicity $Z$ with [Fe/H] and define [Fe/H] := log($Z/Z_\odot$).

To calculate the time evolution of Lick indices for SSP or galaxy models, we follow four steps:

1. We use the values for $T_{\text{eff}}, g,\text{ and [Fe/H]}$ given (directly or indirectly) by the isochrones to compute the index strength $\text{EW}_{\text{star}}$ or $I_{\text{star}}$ for each star along the isochrones.
2. A spectrum is assigned to each star on a given isochrone and used to compute its continuum flux $F_C$.
3. For each isochrone, the index strengths are integrated over all stellar masses $m$ (after transformation of the index strengths into fluxes), weighted

\footnote{In view of the resolution of our spectral library, these values are not very accurate; however, since $F_C$ is merely an additional weighting factor for the integration routine, this does not affect the final results.}
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by the IMF (using a weighting factor $w$)

$$\text{EW}_{\text{SSP}} = (\lambda_2 - \lambda_1) \cdot \left(1 - \frac{\sum_m (F_I \cdot w)}{\sum_m (F_C \cdot w)}\right),$$  \hspace{1cm} (3.4)

where $F_I$ is a function of $\text{EW}_{\text{star}}$ and $F_C$:

$$F_I = F_C \cdot \left(1 - \frac{\text{EW}_{\text{star}}}{\lambda_2 - \lambda_1}\right).$$  \hspace{1cm} (3.5)

The result of these 3 steps is a grid of SSP models for all available isochrones, i.e., a grid consisting of the 6 metallicities given above and 50 ages between 4 Myr and 20 Gyr.

4. For each time step in the computation of a stellar population model, our evolutionary synthesis code GALEV gives the contribution of each isochrone to the total population.

To obtain galaxy model indices (or a better age resolution for SSP models), we integrate our grid of SSP models using Eqs. (3.4) and (3.5) again, but with $w$ the isochrone contribution as a new weighting factor (now doing the summation over all isochrones instead of all masses), $F_C$ the integrated continuum flux level for each isochrone, and using $\text{EW}_{\text{SSP}}$ instead of $\text{EW}_{\text{star}}$.

This way, we computed a large grid of SSP models, consisting of 6 metallicities and 4000 ages from 4 Myr to 16 Gyr in steps of 4 Myr; each point of the model grid consists of all the 25 Lick indices currently available.

### 3.2.2 Non-solar abundance ratios

Abundance ratios reflect the relation between the characteristic time scale of star formation and the time scales for the release of, e.g., SNe II products (Mg and other $\alpha$-elements), SNe Ia products (Fe), or nucleosynthetic products from intermediate-mass stars (N). Galaxies with different SFHs will hence be characterised by different distributions of stellar abundances ratios. This means that the Galactic relation between abundance ratios and metallicity (Edvardsson et al. 1993, Pagel & Tautvaisienė 1995) is not necessarily valid for galaxies of different types and formation histories. Empirical index calibrations based on Galactic stars, like the fitting functions from Worthey et al. (1994) and Worthey & Ottaviani (1997) applied in this work, are based on the implicit inclusion of the Galactic relation between abundance ratios and metallicity.

A lot of work has been done in past years to study the impact of $\alpha$-enhancement on stellar population models and their applications; e.g., based mainly on the work of Tripicco & Bell (1995) and Trager et al. (2000a), Thomas et al. (2003, 2004) present SSP models of Lick indices with variable abundance ratios that are corrected for the bias mentioned above, providing for the first time well-defined $[\alpha/\text{Fe}]$ ratios at all metallicities. The impact of these new models on age and metallicity estimates of early type galaxies is investigated in detail by Maraston et al. (2003), Thomas & Maraston (2003), Thomas et al. (2004), Trager et al. (2000a,b), among others.
However, since our purpose is to present consistently computed models for spectra, colours, emission lines, and Lick indices for both SSPs and CSPs, a consistent attempt to allow our evolutionary synthesis code GALEV to account for arbitrary abundance ratios would have to be based on stellar evolutionary tracks or isochrones, detailed nucleosynthetic stellar yields, and model atmospheres for various abundance ratios. Since both consistent and complete datasets of this kind are not yet available (though first sets of evolutionary tracks for stars with enhanced [$\alpha$/Fe] ratios were presented by Salasnich et al. 2000 and Kim et al. 2002), our models at the present stage do not explicitly allow for variations in $\alpha$-enhancement. This is an important caveat to be kept in mind for the interpretation of extragalactic GC populations. We think that the extensive studies of non-solar abundance ratios cited above will allow us to estimate the impact of this caveat on our results.

However, in Sect. 3.4.3 we show that our method is robust enough to give very good age and metallicity determinations for GCs even without using $\alpha$-enhanced models.

### 3.2.3 SSP model indices: Some examples

In Figs. 3.1 and 3.2, we show the time evolution and metallicity dependence of the indices H$\beta$ and Fe5335 in our new SSP models, and compare them with index measurements of Galactic GCs that are plotted against reliable age and metallicity estimates, respectively.

In particular, in Fig. 3.1 we compare SSP models for five ages between 1 and 16 Gyr with Galactic GC observations by Burstein et al. (1984; 17 clusters), Covino et al. (1995; 17 clusters), Trager et al. (1998; 18 clusters), Puzia et al. (2002; 12 clusters), and Beasley et al. (2004; 12 clusters). Note that some clusters were observed repeatedly, so more than one data point in the figure can refer to the same cluster. The metallicities are taken from Harris (1996, revision Feb. 2003). In Fig. 3.2 we show the time evolution of the model indices for all six metallicities, and compare them with Galactic GC observations (taken from the same references as in Fig. 3.1). The GC age determinations are based on CMD fits and taken from Salaris & Weiss (2002)\(^3\). Over the range of Galactic GC ages and metallicities (i.e., ages older than about 8 Gyr and metallicities lower than solar in most cases), a sufficient agreement is observed between models and data in the sense that the data lie within the range of the model grid; we also checked this for other indices (not plotted).

However, the plots also demonstrate how difficult it would be to interpret the indices in terms of classical index-index plots. Actually, Fig. 3.2 seems to show apparent inconsistencies, so some clusters in Fig. 3.2 have metallicities up to [Fe/H]=+0.4 when compared with models for the age-sensitive index H$\beta$, whereas, when compared with models for the metallicity-sensitive Fe5335 index, all clusters have metallicities lower than [Fe/H]=-0.4.

---

\(^3\)Note that they only cover a subsample of the observations shown in Fig.3.1: 11 clusters of the Burstein et al. (1984) sample, 10 of the Covino et al. (1995) sample, 10 of the Trager et al. (1998) sample, only 3 of the Puzia et al. (2002) sample, and 6 clusters of the Beasley et al. (2004) sample.
Fig. 3.1: Indices H$\beta$ (left) and Fe5335 (right) versus metallicity for 5 different ages. Also shown are Galactic GC observations from various authors as indicated in the right-hand panel; GC metallicities are taken from Harris (1996, revision Feb. 2003). A typical measurement error is about 0.2 Å.
Fig. 3.2: Indices Hβ (left) and Fe5335 (right) versus age for 6 different metallicities. Also shown are Galactic GC observations from various authors as indicated in the right-hand panel; GC age determinations are taken from Salaris & Weiss (2002).
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We cannot decide at this point to what degree these inconsistencies are due to problems in the models or the calibrations they are based on or due to badly calibrated observations; however, our new Lick index analysis tool nevertheless gives surprisingly robust age and, particularly, metallicity determinations for the same set of cluster observations (cf. Sect. 3.4.2).

3.3 Index sensitivities

It is well known that different indices have varying sensitivities to age and/or metallicity. To quantify this, Worthey (1994) introduced a “metallicity sensitivity parameter” that gives a hint of how sensitive a given index is with respect to changes in age and metallicity. This parameter is defined as the ratio of the percentage change in Z to the percentage change in age (so influences of possible age-metallicity degeneracies are implicitly included), with large numbers indicating greater metallicity sensitivity:

\[
S = \left( \frac{\Delta I_Z}{\Delta Z/Z} \right) / \left( \frac{\Delta I_{\text{age}}}{\Delta \text{age}/\text{age}} \right).
\]  

Using his SSP models, Worthey (1994) chose a 12 Gyr solar metallicity (Z=0.017) model as the zero point for the sensitivity parameters, the Δ’s referring to “neighbouring” models, in this case models with age = 8/17 Gyr (i.e, Δage = 4/5 Gyr) and Z = 0.01/0.03 (i.e., ΔZ = 0.007/0.013); the main numerator/denominator in Eq. 3.6 is averaged using both Δ’s before computing the fraction.

In Table 3.1, we reprint the metallicity sensitivity parameters given by Worthey (1994) and Worthey & Ottaviani (1997), and compare them with parameters computed using our own models. Extending Worthey’s approach, we computed parameters for four different combinations of zero points, using high (Z = 0.02) and low (Z = 0.0004) metallicities, along with high (12 Gyr) and intermediate (4 Gyr) ages.

Worthey’s parameters are reproduced relatively well by models with a similar combination of zero points, i.e., for old (12 Gyr) and solar metallicity SSPs. However, S is not totally independent of the ΔZ and Δage chosen, since it can be very sensitive to the exact evolution of the model index. This occurs mainly in age-metallicity space regions where the slope of the index does not evolve very smoothly. For example, a very high value of S can also mean that, due to a small “bump” in the time evolution of the index, \( \Delta I_{\text{age}} \) is near zero; in this case, S is worthless.

The two zero points for both age and metallicity and their “neighbouring models” we use for the computations are given in Table 3.2; for both age zero points, we chose two sets of neighbouring models and averaged the final parameters. To check the reliability of our results, we also computed parameters for values of age and Δage not given in the table. If the results for different Δage’s (or slightly different zero points) differ strongly, we classify the parameter as uncertain (indicated by brackets in Table 3.1). The “ranking” of indices in terms of sensitivity is, with some exceptions, unaffected by changes in the zero points.

\[4\text{Ideally, } S \text{ should be relatively independent of the exact values of the } \Delta Z \text{ and } \Delta \text{age chosen, as long as they are not too large.}\]
Table 3.1: Metallicity sensitivity parameters for different zero points. Low numbers indicate high age sensitivity. Values given in brackets are not reliable (see text).

<table>
<thead>
<tr>
<th>Index</th>
<th>WORTHHEY Z = 0.02</th>
<th>GALEV 12 Gyr 0.0004</th>
<th>GALEV 4 Gyr 0.0004</th>
</tr>
</thead>
<tbody>
<tr>
<td>CN₁</td>
<td>1.9</td>
<td>1.5</td>
<td>1.1</td>
</tr>
<tr>
<td>CN₂</td>
<td>2.1</td>
<td>1.5</td>
<td>0.2</td>
</tr>
<tr>
<td>Ca4227</td>
<td>1.5</td>
<td>1.1</td>
<td>(0.4)</td>
</tr>
<tr>
<td>G4300</td>
<td>1.0</td>
<td>1.0</td>
<td>0.2</td>
</tr>
<tr>
<td>Fe4383</td>
<td>1.9</td>
<td>1.9</td>
<td>0.3</td>
</tr>
<tr>
<td>Ca4455</td>
<td>2.0</td>
<td>1.7</td>
<td>0.7</td>
</tr>
<tr>
<td>Fe4531</td>
<td>1.9</td>
<td>1.7</td>
<td>0.6</td>
</tr>
<tr>
<td>Fe4668</td>
<td>4.9</td>
<td>(3.5)</td>
<td>(0.9)</td>
</tr>
<tr>
<td>Hβ</td>
<td>0.6</td>
<td>0.6</td>
<td>0.1</td>
</tr>
<tr>
<td>Fe5015</td>
<td>4.0</td>
<td>(2.3)</td>
<td>(1.3)</td>
</tr>
<tr>
<td>Mg₁</td>
<td>1.8</td>
<td>1.7</td>
<td>(2.2)</td>
</tr>
<tr>
<td>Mg₂</td>
<td>1.8</td>
<td>1.5</td>
<td>(1.8)</td>
</tr>
<tr>
<td>Mgᵇ</td>
<td>1.7</td>
<td>1.4</td>
<td>(0.7)</td>
</tr>
<tr>
<td>Fe5270</td>
<td>2.3</td>
<td>2.0</td>
<td>(0.7)</td>
</tr>
<tr>
<td>Fe5335</td>
<td>2.8</td>
<td>2.7</td>
<td>(1.3)</td>
</tr>
<tr>
<td>Fe5406</td>
<td>2.5</td>
<td>(2.6)</td>
<td>(2.3)</td>
</tr>
<tr>
<td>Fe5709</td>
<td>6.5</td>
<td>(8.5)</td>
<td>(1.7)</td>
</tr>
<tr>
<td>Fe5782</td>
<td>5.1</td>
<td>(5.9)</td>
<td>(1.4)</td>
</tr>
<tr>
<td>Na D</td>
<td>2.1</td>
<td>1.9</td>
<td>(1.2)</td>
</tr>
<tr>
<td>TiO₁</td>
<td>1.5</td>
<td>0.9</td>
<td>0.7</td>
</tr>
<tr>
<td>TiO₂</td>
<td>2.5</td>
<td>1.3</td>
<td>0.9</td>
</tr>
<tr>
<td>Hδ₁A</td>
<td>1.1</td>
<td>1.0</td>
<td>0.3</td>
</tr>
<tr>
<td>Hγ₁A</td>
<td>1.0</td>
<td>1.0</td>
<td>0.2</td>
</tr>
<tr>
<td>Hδ₁F</td>
<td>0.9</td>
<td>0.9</td>
<td>0.1</td>
</tr>
<tr>
<td>Hγ₁F</td>
<td>0.8</td>
<td>0.8</td>
<td>0.2</td>
</tr>
</tbody>
</table>

Contrary to our expectations, however, at solar metallicity the age-sensitivity of Lick indices is only slightly higher for an intermediate age model compared to the 12 Gyr model; for low-metallicity SSPs, the effect is more pronounced. Most important, we find that for models at low metallicity, indices are generally much more age-sensitive than for models at high metallicity, especially for age-sensitive indices like G4300 or Balmer line indices. This means that the indices of old, low metallicity GCs can be more sensitive to age than indices of GCs with high metallicity and intermediate age. This is of special interest for any analysis of GC systems involving intermediate age GCs (e.g., in merger remnants), since secondary GC populations with intermediate ages are generally expected to have higher metallicities than “normal” old and metal-poor populations.

Given the limited accuracy of any index measurement in practice, the usefulness of an index to determine age or metallicity depends not only on the relative change in index strength for changing Z or age as it is given by S but also on the absolute change in index strength.

Therefore, in Fig. 3.3 we show the absolute differences of index strengths for
3.3 Index sensitivities

Table 3.2: “Neighbouring models” in terms of metallicity for Z=0.02 and Z=0.0004 (top) and in terms of age for the zero points 12 Gyr and 4 Gyr (bottom) used to compute the metallicity sensitivities given in Table 3.1. Brackets give the corresponding ΔZ and Δage.

<table>
<thead>
<tr>
<th>Z=0.02</th>
<th>Z=0.0004</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.008(0.012)</td>
<td>0.05(0.03)</td>
</tr>
<tr>
<td>0.0001(0.0003)</td>
<td>0.004(0.0036)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>12 Gyr</th>
<th>4 Gyr</th>
</tr>
</thead>
<tbody>
<tr>
<td>11.0(1.0)</td>
<td>13.2(1.2)</td>
</tr>
<tr>
<td>10.5(1.5)</td>
<td>13.8(1.8)</td>
</tr>
<tr>
<td>5.0(1.0)</td>
<td>5.0(1.0)</td>
</tr>
<tr>
<td>2.5(1.5)</td>
<td>6.3(2.3)</td>
</tr>
</tbody>
</table>

old (12 Gyr) and young (2 Gyr) SSPs for changing metallicity and for metal-rich ([Fe/H]=0) and metal-poor ([Fe/H]=-1.7) SSPs for changing age, respectively. Generally, the absolute differences between 8 and 4 Gyr old SSPs are larger than the differences between 8 and 12 Gyr old SSPs at fixed metallicity, as expected (Fig. 3.3, lower panels). However, this effect is much stronger at low than at high metallicity, which confirms what we get from the S parameter. The absolute differences between models with different metallicity (top panels in Fig. 3.3) are slightly larger for old than for young SSPs. Interestingly, the plots show that indices known to be sensitive to age can also be highly variable for differing metallicities; especially the broad Balmer indices $\text{H}\delta A$ and $H\gamma A$ change a lot with metallicity. Most important, however, the plot shows that, in practice, moderately metal-sensitive indices like Mg$b$ can be much more useful for metallicity determinations than indices like Fe5709 or Fe5782, though the latter are, according to the S parameter, much more metal-sensitive.

In order to determine ages and metallicities of GCs, indices should be chosen not only according to known sensitivities as given by S, but also according the achievable measurement accuracy and, if possible, according to the expected age and metallicity range of the sources.
Fig. 3.3: Absolute differences of index strengths for old and young SSP models for changing metallicity (top), and for metal-rich and metal-poor SSP models for changing age (bottom). The dotted lines are just for presentation.
3.4 The Lick index analysis tool

Since in the original models (cf. Sect. 3.2.1), the steps in metallicity are large, in a first step we linearly interpolate in [Fe/H] between the 6 metallicities before we analyse any data with our new tool. This is done in steps of [Fe/H] = 0.1 dex, so the final input grid for the analysis algorithm consists of sets of all 25 Lick indices each for 28 metallicities (−2.3 ≤ [Fe/H] ≤ +0.4) and 4000 ages (4 Myr ≤ age ≤ 16 Gyr). Although this approach is only an approximation, the results shown in Sect. 3.4.2 prove it to be sufficiently accurate.

3.4.1 The $\chi^2$-approach

The algorithm is based on the SED analysis tool presented by Anders et al. (2004). The reader is referred to this paper for additional information about the algorithm, as well as for extensive tests using broad-band colours instead of indices.

All observed cluster indices at once – or an arbitrary subsample of them – are compared with the models by assigning a probability $p(n)$ to each model grid point (i.e., to each set of 25 indices defined by 1 age and 1 metallicity)

$$p(n) \propto (-\chi^2)$$

where

$$\chi^2 = \sum_{i=1}^{25} \frac{(I_{\text{obs}} - I_{\text{model}})^2}{\sigma_{\text{obs}}^2 + \sigma_{\text{model}}^2}$$

with $I_{\text{obs}}$ and $I_{\text{model}}$ the observed and the model indices, respectively, and $\sigma_{\text{obs}}$ and $\sigma_{\text{model}}$ the respective uncertainties. Indices measured in magnitudes are transformed into Ångström before calculation. After normalization ($\sum p(n) = 1$), the grid point with the highest probability is assumed to be the best model, i.e. it gives the “best age” and the “best metallicity” for the observed cluster.

The uncertainties of the best model in terms of ±1σ confidence intervals are computed by rearranging the model grid points by order of decreasing probabilities, and summing up their probabilities until $\sum p(n) = 0.68$ is reached; the 1σ uncertainties in age and metallicity are computed from the age and metallicity differences, respectively, of the $n(p_{0.68})$- and the $n(p_{\text{max}})$-model. Note that the determination does not take into account the possible existence of several solution “islands” for one cluster; thus the confidence intervals are in fact upper limits.

3.4.2 Examples and tests I: Galactic GCs

We have tested our Lick index analysis tool using a large set of Galactic GCs for which index measurements (taken from Burstein et al. 1984, Covino et al. 1995, Trager et al. 1998, and Beasley et al. 2004), as well as age and metallicity determinations from CMD analyses (taken from Salaris & Weiss 2002) are

$^5$In this dataset, $H_\delta A$, $H_\gamma A$, $H_\delta F$, and $H_\gamma F$ are taken from Kuntschner et al. (2002) who reanalysed the Trager et al. spectra; in the following, 'Trager et al. (1998)' always is meant to include this additional data.
Table 3.3: Observations by Burstein et al. (1984, B84), Covino et al. (1995, C95), Trager et al. (1998, T98; Hδ, Hγ are taken from Kuntschner et al. 2002, see text), Beasley et al. (2004, B04) used to perform the tests of Sect. 3.4.2. '∗': index observed, 'o': only a subsample of clusters is observed in this index.

<table>
<thead>
<tr>
<th></th>
<th>B84</th>
<th>C95</th>
<th>T98</th>
<th>B04</th>
</tr>
</thead>
<tbody>
<tr>
<td>CN1</td>
<td>*</td>
<td>o</td>
<td>*</td>
<td>o</td>
</tr>
<tr>
<td>CN2</td>
<td>*</td>
<td>o</td>
<td>*</td>
<td>o</td>
</tr>
<tr>
<td>Ca4227</td>
<td>*</td>
<td>o</td>
<td></td>
<td></td>
</tr>
<tr>
<td>G4300</td>
<td>*</td>
<td>o</td>
<td>*</td>
<td>o</td>
</tr>
<tr>
<td>Fe4383</td>
<td>o</td>
<td>o</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ca4455</td>
<td>*</td>
<td>o</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fe4531</td>
<td>*</td>
<td>o</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fe4668</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>Hβ</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>Fe5015</td>
<td>o</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mg1</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>Mg2</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>Mg b</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>Fe5270</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>Fe5335</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>Fe5406</td>
<td>*</td>
<td>*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fe5709</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fe5782</td>
<td>o</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Na D</td>
<td>*</td>
<td>o</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>TiO1</td>
<td>*</td>
<td>o</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>TiO2</td>
<td>o</td>
<td>o</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hδ A</td>
<td>*</td>
<td>o</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hγ A</td>
<td>o</td>
<td>o</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hδ F</td>
<td>*</td>
<td>o</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hγ F</td>
<td>*</td>
<td>o</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

available.

Figure 3.4 compares ages and metallicities from both methods. Here, we use the complete set of measured indices available (cf. Table 3.3) as input for our analysis tool; for comparison, Fig. 3.5 shows our results using two subsets of indices: the age-sensitive indices Ca4227, G4300, Hβ, and TiO1 in the left panel, and metal-sensitive indices Mg1, NaD, [MgFe], plus the age-sensitive index Hδ in the right panel. In all plots, only results with confidence intervals of \(\sigma(\text{age}) \leq 5\) Gyr are plotted.

\[\text{[MgFe]} \text{ is a combination of metal-sensitive indices that is known to be widely unaffected by non-solar abundance ratios (see, e.g., Thomas et al. 2003). It is defined as } \text{[MgFe]} := \sqrt{\langle \text{Fe} \rangle \times \text{Mg}} \text{, with } \langle \text{Fe} \rangle := (\text{Fe}5270 + \text{Fe}5335)/2.\]

\[\text{In most cases, very large 1σ uncertainties are due to the presence of two “solution islands” (e.g., solution 1: low or intermediate age, solution 2: high age), which are both within their 1σ ranges. Since we do not want to use any a priori information about the clusters, we cannot decide between the two solutions and therefore rather omit them completely.}\]
Fig. 3.4: Galactic GC observations: Metallicities (left) and ages (right) determined using our Lick index analysis tool (x-axis, using all measured indices available) vs. metallicities and ages determined by CMD analyses (y-axis, taken from Salaris & Weiss 2002). Note that only results with model uncertainties of $\sigma$(age) $\leq$ 5 Gyr are plotted.
Fig. 3.5: Same as Fig. 3.4, but using metallicity-sensitive indices Mg$_1$, NaD, [MgFe], plus age-sensitive index H$_\beta$ as input only (left), and using age-sensitive indices Ca4227, G4300, H$_\beta$, and TiO$_1$ as input only (right).
### Table 3.4: Mean ages and standard deviations of cluster ages determined using the Lick index analysis tool and CMD analysis (Salaris & Weiss 2002), respectively, as shown in Figs. 3.4 and 3.5. Note that the values are computed without cluster NGC 6121.

<table>
<thead>
<tr>
<th></th>
<th>all indices</th>
<th>age-sensitive indices</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lick–Analysis</td>
<td>13.49</td>
<td>1.80</td>
</tr>
<tr>
<td>CMD–Analysis</td>
<td>11.54</td>
<td>1.08</td>
</tr>
</tbody>
</table>

The agreement between $\text{[Fe/H]}$ obtained from our Lick index analysis tool and the corresponding values from CMD analyses is very good, with $\Delta \text{[Fe/H]} \leq 0.3$ dex when using all available indices, and $\Delta \text{[Fe/H]} \leq 0.2$ dex when using mainly metal-sensitive indices. With one exception, the age determinations are relatively homogeneous, though the mean age obtained from index analyses is about 2 Gyrs too high compared to the results from CMD analyses. Table 3.4 gives the mean ages and standard deviations of clusters determined using the Lick index analysis tool and from CMD analyses, respectively. It shows that, using all available indices, not only the mean ages but also the age spreads are too high; most likely, this is due to varying horizontal branch (HB) morphologies (see below). However, if only age-sensitive indices are used, the age spread is of the same magnitude than that obtained by CMD analyses.

As an example, Fig. 3.6 (top) shows the “best-fitting” model for the Galactic GC M3 (NGC 5272), together with the index measurements of Trager et al. (1998) used for the analysis. The best model has an age of 12.88($^{+1.99}_{-1.75}$) Gyr and a metallicity of $\text{[Fe/H]} = -1.7(\pm 0)$ dex; compared with an age of 12.1($\pm 0.7$) Gyr and $\text{[Fe/H]} = -1.66$ dex given by CMD analysis, this is a very good solution. We also give the $\pm 1\sigma$ confidence intervals of our best model in terms of index values for SSPs with age $12.89 - 1.99 = 10.90$ Gyr and $12.89 + 1.74 = 14.63$ Gyr, respectively, and metallicity $\text{[Fe/H]} = -1.7$.

As seen in Figs. 3.4 and 3.5, most Galactic GCs are recovered very well in their metallicities by our Lick index analysis tool, in particular when the analysis is concentrated on the set of metal-sensitive indices Mg$_1$, NaD, [MgFe], plus age-sensitive index H$\beta$. The origin of the $\sim 2$ Gyr systematic difference between index-determined and CMD-based ages, as well as of the wider age spread we find, is most likely, due to the HB morphologies of the clusters. The Padova isochrones we use for the analyses have very red HBs over most of the parameter space; they have blue HBs only for metallicities $\text{[Fe/H]} \leq -1.7$ and ages higher than about 12 Gyr. Therefore, the age of an observed cluster with blue HB can possibly be underestimated by several Gyrs. Proctor et al. (2004), who use a similar technique to the one applied here, also find ages too high compared to values from CMD analyses; depending on the applied SSP models, they find mean ages of 13.1($\pm 2.3$), 12.2($\pm 3.3$), and 12.7($\pm 1.9$) Gyr, respectively (cf. Table 3.4). We plan to analyse the influence of HB morphology on Lick index-based age determinations in a separate paper.

Interestingly, and despite the fact that the Lick index measurements used here have very different ages and qualities, the results are of comparable quality for each data set. E.g., the indices taken from Trager et al. (1998) are mea-
Fig. 3.6: **Top:** Lick index measurements of the Galactic GC M3 (NGC 5272) by Trager et al. (1998) with observational errors (open circles) and “best model” indices with the ±1σ confidence intervals (black dots). The best model has an age of 12.88(−1.99,+1.75) Gyr and [Fe/H] = −1.7(±0) dex; Salaris & Weiss (2002) give age = 12.1(±0.7) Gyr and [Fe/H] = −1.66 dex.

**Bottom:** Lick index measurements of the Galactic GC M4 (NGC 6121) by Beasley et al. (2004) with observational errors (open circles), and “best model” indices with the ±1σ confidence intervals (black dots). The best model has an age of only 4.59(−0.31,+0.80) Gyr and [Fe/H] = −1.2(−0.1,+0.0) dex; Salaris & Weiss (2002) give age = 11.9(±1.1) Gyr and [Fe/H] = −1.27 dex. Additionally, we plot model indices for the Salaris & Weiss (2002) solution, i.e., an 11.9 Gyr / [Fe/H] = −1.3 dex SSP model (small crosses).

Figures 3.7 and 3.8: Additional Lick index measurements for Galactic GCs M3 and M4, respectively. The “best model” indices are shown with ±1σ confidence intervals (black dots), along with observational errors (open circles). The best models include age and metallicity for each galaxy.

---

sured using the same original Lick-spectra as the Burstein et al. (1984) data set; however, the spectra were recalibrated, and more indices were measured. Nonetheless, the results from both data sets are comparable.

Though most results are acceptable, one cluster of our set is seriously mis-determined in terms of age. For the Galactic GC M4 (NGC 6121) the Lick
The Lick index analysis tool gives an age of only $\sim 5$ Gyr (with a $1\sigma$ uncertainty of less than 1 Gyr) using both all and only age-sensitive indices, while CMD analysis gives more than twice the age. Since the cluster does not have a very blue HB (Harris 1996 gives an HB ratio of nearly zero), we do not have a reasonable explanation for this. However, anomalies have been found for this cluster, and some properties are still being discussed in the literature (see, e.g., Richer et al. 2004 and references therein). Figure 3.6 (bottom) shows models for this “misdetermined” cluster: Together with the index measurements taken from Beasley et al. (2004), we show the index values for our best model (i.e., indices for a SSP with age $= 4.59^{(-0.31)}_{(+0.80)}$ Gyr and $[\text{Fe/H}] = -1.2^{(-0.1)}_{(+0.0)}$ dex), as well as for a model SSP using the Salaris & Weiss (2002) solution (age $= 11.9^{(+1.1)}_{(-0.1)}$ Gyr and $[\text{Fe/H}] = -1.3$ dex). The indices that differ most between the two models (and for which measurements are available) are G4300, F e4383, and the Balmer line indices H$\beta$ and H$\gamma$; remarkably, the Balmer lines seem to be completely responsible for the misdetermination.

3.4.3 Examples and tests II: M31 GCs and non-solar abundance ratios

Since for Andromeda galaxy (M31) GCs it is, unfortunately, not possible to obtain high-quality colour magnitude diagrams, reliable determinations of age and metallicity that could be used as “default values” for comparisons are not available. Therefore, for M31 GCs we can only compare our Lick index-based determinations with results taken from the literature, which are based on spectral indices themselves.

For our analyses, we use the Lick index measurements of M31 GCs presented by Beasley et al. (2004); while not presenting their own age or metallicity determinations for individual clusters, they distinguish four classes for their sample of cluster candidates: Young, intermediate age, and “normal” old GCs. Additionally, some sources are suspected to be foreground galaxies. Beasley et al. have measured all available Lick indices with the exception of TiO$_2$.

In Fig. 3.7, we compare our metallicity determinations using the Lick index analysis tool with results presented by Barnby et al. (2000) (top left panel) and Puzia et al. (2005) (top right panel). While Barnby et al. use calibrations given by Brodie & Huchra (1990) for their spectroscopic metallicity determinations, using their own measurements of absorption line indices, Puzia et al. (2005) use an $\chi^2$ approach using Lick index models from Thomas et al. (2003, 2004), which account for non-solar abundance ratios. Puzia et al. use the same database as we do (i.e., the Lick index measurements published by Beasley et al. 2004). Instead of $[\text{Fe/H}]$, they give total metallicities $[Z/H]$; however, according to Thomas et al. (2003), $[\text{Fe/H}]$ in the ZW84 scale is in excellent agreement with $[Z/H]$. Hence, our results, given in $[\text{Fe/H}]$, are perfectly comparable to the Puzia et al. results and are appropriate for testing for the influence of non-solar abundance ratios in our results. For both the Barnby et al. (2000) and Puzia et al. (2005) metallicity determinations, we find good agreement with our results. Only for clusters that are classified as young (i.e., age $\leq 1-2$ Gyr) do we find relatively large differences in $[\text{Fe/H}]$; however, this reflects our expectations, since the models are calibrated using mainly intermediate-age or old Galactic stars.
Fig. 3.7: M31 GCs: Metallicities and ages for the Beasley et al. (2004) GC sample, determined using our Lick index analysis tool (x-axis, using all measured indices available) vs. metallicity determinations taken from Barmby et al. (2000) (top panel) and Puzia et al. (2005) (middle panel), and vs. age determinations taken from Puzia et al. (2005) (bottom panel). The classification as “young cluster” and “suspected dwarf galaxy” is taken from Beasley et al. (2004).
Fig. 3.8: M31 GCs: Absolute differences between parameters derived using our Lick index analysis tool and results from Puzia et al. (2005), against $\alpha/\text{Fe}$ taken from Puzia et al. (2005). **Left:** $(Z/\text{H}]_{\text{Puzia}} - \text{[Fe/H]our models}$; **Right:** $(\text{age}_{\text{Puzia}} - \text{age}_{\text{our models}})$. The classification as “intermediate-age cluster” and “suspected dwarf galaxy” is taken from Beasley et al. (2004).
In the bottom panel of Fig. 3.7, we compare our results with ages determined by Puzia et al. (2005). Again, the results are in surprisingly good agreement, if sources suspected of being foreground dwarf galaxies are not considered. For the set of intermediate-age clusters identified by Beasley et al. (2004), our results reflect this classification perfectly.

Compared with the classification of Beasley et al. (2004), the largest disagreements in both age and metallicity occur for young clusters and for suspected dwarf galaxies; it is no surprise that models computed to fit GCs are not appropriate to galaxies (and, therefore, different methods lead to different results).

Since Puzia et al. (2005) also determine $\alpha$-enhancements for the GC sample, we can check for possible systematic offsets of our determinations compared to theirs due to non-solar abundance ratios.

In Fig. 3.8, absolute differences between metallicities (left panel) and ages (right panel) derived using our models and from Puzia et al. (2005) are plotted against $[\alpha/Fe]$. Relatively surprising is that no general trend for the differences in both age and metallicity determinations with $\alpha$-enhancement can be observed, if the large error bars of the $[\alpha/Fe]$ determinations are taken into account. Hence, the slight offset between metallicities determined by Puzia et al. and by us (cf. Fig. 3.7, top right panel) for [Fe/H] larger than $\sim -1.2$ dex seems not to be due to the use of solar-scaled against $\alpha$-enhanced models.

### 3.5 Summary and outlook

To cope with the observational progress that makes star cluster & globular cluster spectra accessible in a wide variety of external galaxies, we have computed a large grid of evolutionary synthesis models for simple stellar populations, including 25 Lick/IDS indices using the empirical calibrations of Worthey et al. (1994) and Worthey & Ottaviani (1997). Comparison of the SSP models with Galactic GC observations shows good agreement between models and data.

We find that the well-known and widely used age-sensitive indices H$\delta_A$ and H$\gamma_A$ also show a strong metallicity dependence. The “metallicity sensitivity parameter” S introduced by Worthey (1994) for old stellar populations with solar metallicity is reproduced well by our models. Our models allow us to extend this concept to younger ages and non-solar metallicities. We find the sensitivity of different indices with respect to age and metallicity to depend on age and metallicity; e.g., all indices are generally more age sensitive at low than at high metallicity. Another important issue is the absolute difference in index strength for varying age or metallicity: Due to the limited accuracy of any index measurement, these absolute differences in practice can be of greater importance than the sensitivity given by S.

We present a new advanced tool for interpreting absorption-line indices, the Lick index analysis tool *LINO*. Following an $\chi^2$ - approach, this tool determines age and metallicity, including their respective $\pm 1\sigma$ uncertainties, using all, or any subset of, measured indices. Testing our tool against index measurements from various authors for Galactic GCs, which have reliable age and metallicity determinations from CMD analyses in the literature, shows very good agreement: Metallicities of GCs are recovered to $\pm 0.2$ dex using 6 appropriate indices alone (Mg$1$, Mg$b$, Fe5270, Fe5335, NaD, H$\beta$). Age determinations from
Lick indices consistently yield ages $\sim 2$ Gyr higher than those obtained from CMDs. The origin of this discrepancy is not yet understood. Index measurements for M31 clusters are analysed and compared to results from the literature, and a good agreement between our results and age and metallicity determinations from the literature is found. We show that the drawback of not having non-solar abundance ratio models does not seriously affect our results.

We will apply LINO to the interpretation of intermediate-age and old GC populations in external galaxies, complementing our SED analysis tool for the interpretation of broad-band spectral energy distributions.

All models are accessible from our website.
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Chapter 4

Analysing globular cluster observations II: Combining broad-band SED and Lick index analysis\(^1\)

4.1 Introduction

An independent determination of ages and metallicities of globular clusters (GCs) is essential for studies of globular cluster systems (GCSs) and in attempts to derive clues to the formation history of their parent galaxy from its GCs. However, even when analysing Lick indices age-metallicity degeneracy remains a severe problem.

In this chapter, I present a new method for the determination of ages and metallicities of individual star clusters by combining the information inherent in broad-band colour and Lick index measurements, and I address the question of which kind of data is necessary, or most useful, to constrain ages and metallicities to best accuracy.

Using the well established spectral energy distribution analysis tool AnalySED, it is possible to obtain ages, metallicities, and masses of individual GCs by comparing multi-band photometric observations with an extensive grid of SSP model SEDs. This is done in a statistically advanced way, on the basis of a \(\chi^2\)-approach. However, since for all colours the evolution slows down considerably at ages older than about 8 Gyr, even with several passbands and a long wavelength basis the results become more and more uncertain for older clusters.

Therefore, I incorporated empirical calibrations for Lick indices into the models and developed a Lick indices analysis tool that works in the same way as the SED analysis tool. However, even when using spectral information, results still suffer from age-metallicity degeneracies: While metallicities from the Lick index analysis proved to be very reliable, 1 sigma uncertainties in ages can still be very high (up to \(\sim 10\) Gyr). In order to further reduce the degeneracies inherent in each kind of integrated light data (broad-band SEDs and Lick indices),

\(^1\)After minor changes, this chapter will be submitted shortly to be published in A&A.
I have developed a new method (PRODUCT) to combine the analysis of both methods (AnalySED and Lick-Analysis) and, hence, to exploit all the available information simultaneously in a mathematically reasonable way.

4.2 Models

GALEV evolutionary synthesis models describe the spectrophotometric evolution of the integrated light of large stellar populations like star clusters or galaxies from the onset of star formation (SF) over a Hubble time.

Input physics include the theoretical spectral library from Lejeune et al. (1997, 1998) as well as theoretical isochrones from the Padova group for $Z=0.0004, 0.004, 0.008, 0.02$ and $0.05$ (cf. Bertelli et al. 1994), and, so far only implemented for our models of Lick indices, for $Z=0.0001$ (cf. Girardi et al. 1996); recent versions of these isochrones include the TP-AGB phase of stellar evolution which is important for intermediate age stellar populations (cf. Schulz et al. 2002). We assume a standard Salpeter (1955) initial mass function (IMF) from 0.15 to about 70 M$_\odot$; lowest mass stars (M$_\odot < 0.6$) are taken from Chabrier and Baraffe (1997) (cf. Schulz et al. 2002 for details). Lick indices are computed employing the empirical polynomial fitting functions of Worthey et al. (1994) and Worthey & Ottaviani (1997), which give Lick index strengths of individual stars as a function of their effective temperature $T_{\text{eff}}$, surface gravity $g$, and metallicity [Fe/H].

For descriptions of all aspects of GALEV and its input physics see Schulz et al. (2002), Anders & Fritze-v. Alvensleben (2003), Bicker et al. (2004), and Lilly & Fritze-v. Alvensleben (2006). Throughout this paper, we describe the metallicity $Z$ by [Fe/H] and define $[\text{Fe}/\text{H}] := \log(Z/Z_\odot)$.

For the purpose of this paper, we have computed a large grid of Single Stellar Population (SSP) models consisting of 22 metallicities (-1.7 $\leq$ [Fe/H] $\leq$ 0.4, in steps of 0.1 dex) and 4000 ages from 4 Myr to 16 Gyr in steps of 4 Myr; the additional metallicities are computed by linear interpolation in [Fe/H] between the 5 metallicities given above. Each point of the model grid then consists of 25 Lick indices as well as of broad-band Spectral Energy Distributions in a variety of filter systems, ranging from UV to the NIR.

4.3 Analysis tools

In this section, after giving an overview of our well-established tools for analysing broad-band colours (AnalySED, Anders et al. 2004a,b) and spectral indices (Lick Analysis Tool, Lilly & Fritze-v. Alvensleben 2006), we present our method to combine the analysis of different data sets like SEDs in different photometric systems or SEDs and Lick indices (PRODUCT), and we discuss the reliability of our new method.

4.3.1 AnalySED and Lick Analysis Tool

All our analysis tools are based on a mathematically reliable $\chi^2$ technique: Observational data, like colours or spectral indices, are compared with a large grid
of SSP models in order to constrain ranges of allowed parameter combinations (here: age and metallicity) for individual star clusters.

For this purpose, a probability is assigned to each point of the model grid:

\[ p(n) \propto (-\chi^2) , \quad (4.1) \]

where

\[ \chi^2 = \sum \frac{(m_{\text{obs}} - m_{\text{model}})^2}{\sigma_{\text{obs}}^2 + \sigma_{\text{model}}^2} \quad (4.2) \]

with \( m_{\text{obs}} \) and \( m_{\text{model}} \) being the observed and the model magnitudes, or indices, respectively, and \( \sigma_{\text{obs}} \) and \( \sigma_{\text{model}} \) being the respective uncertainties.

Subsequently, the model with the highest probability is chosen as the ”best-fit model”. ±1σ confidence intervals are determined by summing up models with decreasing probabilities until 68 per cent total probability are reached.

Anders et al. (2004) used this method for the purpose of analysing broadband colours of star clusters. His analysis tool AnalySED compares cluster SEDs with a large grid of SSP models in order to independently determine ages, metallicities, (internal) extinctions and masses of individual clusters. He obtained good results for young (age < 1 Gyr) clusters; however, results turned out to be severely uncertain for old globular clusters (GCs).

Therefore, Lilly & Fritzé-v. Alvensleben (2006) extended the code to describe and analyse Lick indices. With these new models and the respective Lick-index tool we are now able to independently determine ages and metallicities of individual clusters to much higher precision than was possible by analysing broadband SEDs: As compared to CMD analyses, we got very accurate metallicities over the full range of ages (cf. Lilly & Fritzé-v. Alvensleben 2006, Fig. 4). However, especially in view of accurate age determinations, age-metallicity degeneracy still remains a severe problem.

4.3.2 PRODUCT

Our \( \chi^2 \)-technique deals with the absolute numerical differences between model and observed data, weighted only by both observational and model uncertainties. Therefore, since broadband colours and Lick indices are very different types of data (measured in different units and reaching different ranges of numerical values), it is no possible to just put all available data (i.e. broadband SEDs and Lick indices, or even SEDs in two different filter systems, e.g. a broadband and an intermediate or narrow-band system) in one model grid and proceed as usual.

To be able to exploit all the information available for a given set of star clusters, we first analyse each data set separately, using the appropriate analysis tool (AnalySED or the Lick Analysis Tool). During these processes two independent probabilities are assigned to each model grid point, resulting in two probability spaces (one for each dataset). These probabilities (i.e., the complete probability spaces) can be multiplied. After renormalization of the resulting probability space, we can determine the best solution again following the same technique as described above.

Following this method, it is possible to analyse “simultaneously” any compilation of independent and possibly complementary datasets. However, it is
important to realize that the final result of an analysis using two (or more) different datasets is mainly determined by the dataset which gives the best-constrained solution, i.e. for which the probability space is characterized by a relatively well defined “peak”, at least in contrast to what is obtained for the other dataset. In the majority of cases, this “better” dataset is the one with the Lick indices.

Therefore, PRODUCT is most useful in cases where sets of inhomogeneous, incomplete, or poorly observed (i.e., large errorbars) data are available (which in any case must be statistically independent), e.g. two different sets of broadband colours, or Lick indices which were determined from low S/N spectra not originally intended to be used for Lick index measurements. We will show that, in this cases, using PRODUCT these data can still successfully be used for independent age and metallicity determinations.

4.4 Examples and tests

In this section, we demonstrate the performance of our new method by analysing star cluster samples for the LMC and for NGC 5128. These have, to some extent, broad-band photometric, Lick index measurements, and CMD-based independent age and metallicity determinations.

4.4.1 LMC

We have analysed a compilation of star clusters in the LMC, of intermediate age and old, for which both UBVJHKs photometry and a set of Lick indices are available. In most cases, CMD-based age determinations as well as reliable metallicity determinations are available in the literature.

Lick indices are taken from Beasley et al. (2002), SEDs from Bica et al. (1996) for UBV and from Pessev et al. (2006) for JHKs. Pessev et al. give observations for a variety of aperture diameters; to get a dataset as consistent as possible, we chose the observations with the same aperture diameters as used by Bica et al. (1996) for each cluster. The SEDs are dereddened following the extinction law given by Cardelli et al. (1989), using a value of $R_V = 3.41$ appropriate for the LMC, as given by Gordon et al. (2003). We have used extinctions $A_V$ for individual clusters as listed in Pessev et al. (2006) which include not only Galactic foreground reddening but also internal reddening in the LMC.

To give an overview over the properties of the cluster system, in Fig. 4.5 we show the age-metallicity relation of our LMC cluster sample by plotting age vs. metallicity for literature based values (black dots; for references cf. Tabs. 4.1 through 4.4) as well as using our results for the combined analysis of UBVJHK photometry and the 5 indices H$\beta$, Mg$b$, Mg$_2$, Fe5270, and Fe5335 using PRODUCT.

Taking into account that our parameter space is restricted to metallicities $[\text{Fe/H}] \geq -1.7$ dex, and ages $\leq 16$ Gyr, the literature based relation is reproduced reasonably well. However, one misdetermination is clearly visible in the plot (marked by a circle in the left panels of this as well as the other plots shown in this section). For this cluster, identified as NGC 1916, we determine an age of $6.36^{+2.05}_{-1.37}$ Gyr which is much younger than the age given in the literature
Fig. 4.1: Ages (left) and metallicities (right) for 11 LMC star clusters analysed using broad-band photometry UBVJHKsa for AnalySED (top), the 5 Lick indices Hβ, Mg b, Mg2, Fe5270, Fe5335 for the Lick analysis (middle), and PRODUCT using both sets of data (bottom), plotted against ages and metallicities given in the literature (y-axes). Note that the age given in the literature for cluster NGC 1916 (blue circle) is very unsure (see text).
Fig. 4.2: Same as Fig. 4.1, but using UBV only for AnalySED.
Fig. 4.3: Same as Fig. 4.1, but using Lick indices Hβ & [MgFe] only for the Lick analysis.
Fig. 4.4: Same as Fig. 4.1, but using UBV only for AnalySED, and Hβ & [MgFe] only for the Lick analysis.
Fig. 4.5: Age-metallicity relation of our LMC cluster sample. Black dots give literature values, green crosses our best results obtained by analysing UBVJHK photometry together with the 5 Lick indices H\(\beta\), Mg\(b\), Mg\(2\), Fe5270, and Fe5335 using PRODUCT. Cluster NGC 1916 is marked by a circle around the dot and the cross, respectively.
(15.85$^{+3.65}_{-2.97}$ Gyr). However, this age is not based on a reliable CMD analysis but by a visual examination of the CMD of this cluster which suffers from "serious differential reddening" (cf. Mackey & Gilmore 2003). By deciding that, visually, the CMD does not differ too much from the CMDs of old clusters other than NGC 1916, the authors averaged the ages of these clusters to arrive at the above age estimate of 15.85 Gyr for NGC 1916.

To give the reader a feeling about which kind of observational data is most useful or necessary, respectively, to break the age-metallicity degeneracy inherent in all kind of integrated light data (especially for old star clusters) and to constrain age and metallicity with maximal accuracy but at the same time as efficient as possible (i.e., using not more observations/measurements as necessary), we have analysed not only the 5 indices and the full set of colours UBVJHK but also a variety of combinations of rich (i.e., many colours/indices) and poor (i.e., few colours/indices) datasets:

1. The 5 Lick indices H$\beta$, Mg$b$, Mg$\delta$, Fe$5270$, and Fe$5335$.
2. H$\beta$ and [MgFe]$^2$ only.
3. UBVJHKs photometry.
4. UBV photometry only.

All sets and the reasonable combinations (i.e., each rich/poor set of colours with the rich/poor sets of Lick indices) have been analysed using the appropriate analysis tool (AnalySED, Lick Analysis Tool, and, for the combined analysis of SEDs and indices, PRODUCT).

Our results in terms of best ages and metallicities, including their respective $\pm 1\sigma$ confidence intervals, are plotted in Figs. 4.1 through 4.4 against the respective literature values; the exact numerical values of all our results together with ages and metallicities taken from the literature and the corresponding references are given in Tabs. 4.1 through 4.4.

Analysing the rich colour set (UBVJHK), the results show a relative high degeneracy, exhibiting large error bars in both age and metallicity for most clusters despite the long baseline from U to K(Fig. 4.1, top panels). Interestingly, old clusters exhibit large error bars in ages but relatively small error bars in metallicities; intermediate age clusters behave vice versa (remember that, in the LMC, old clusters are metal-poor, young clusters metal-rich).

Analysing the set of 5 indices H$\beta$, Mg$b$, Mg$\delta$, Fe$5270$, and Fe$5335$, ages are relatively well constrained for intermediate age clusters, but old clusters still have high uncertainties in their ages (Fig. 4.1, middle panels). In terms of metallicities, however, the results are very good for the full range in ages and metallicities.

If the analysis of these two datasets is combined using PRODUCT, the age determinations for old clusters which were highly uncertain using photometry and indices alone, respectively, are very much improved (Fig. 4.1, bottom

$^2$[MgFe] is a combination of metal-sensitive indices that is known to be widely unaffected by non-solar abundance ratios (see, e.g., Thomas et al. 2003). It is defined as $[\text{MgFe}] := \sqrt{<\text{Fe}> \times \text{Mg}b}$, with $<\text{Fe}> := (\text{Fe}5270 + \text{Fe}5335)/2$. 
In terms of metallicity, however, the results were already very well constrained from the index analysis alone, so that the addition of photometry improves the results only marginally.

In Fig. 4.2, age and metallicity determinations are plotted against values taken from the literature for analyses of the poor SED set UBV (top panels), the rich set of 5 Lick indices as described above (middle panels), and the combined analysis using PRODUCT (bottom panels).

Two points are of particular interest: First, if only UBV are analysed, in terms of age and in terms of metallicity the results are severely uncertain, for old clusters and for clusters of intermediate age. In fact, the age metallicity degeneracy inherent in data which cover a wavelength baseline from U through V only is so severe that the confidence intervals of our best solutions cover the full parameter space. Second, as a consequence, the results obtained from Lick analysis remain practically unchanged if both kinds of data are analysed simultaneously (cf. middle and bottom panels).

In Fig. 4.3, we compare our results for the analysis of the rich photometric data set (UBVJHK) and the poor spectral data set (using Hβ and [MgFe] only). In this case, the results from the separate analyses of the data sets are both comparable in their degrees of degeneracies, and the analysis of the two indices results in only slightly better constraints in both ages and metallicities than the analysis of the photometric data alone (top and middle panels).

In this case of a combination of a rich data set with a long wavelength baseline for the SEDs with a poor one with only two Lick indices, however, a combined analysis of both kinds of data using PRODUCT is most useful, resulting in age and metallicity determinations which are almost comparable in their precision with those of the combined analysis of the two rich data set presented in Fig. 4.1.

If the poor index data set is combined with the poor photometric one (Fig. 4.4), the results from the analysis of the two indices alone can slightly be improved in terms of metallicity determinations if analysed in combination with the rich spectral data set. However, in terms of ages best solutions and confidence intervals cannot be improved this way.

We conclude that the combined analysis of different data sets using PRODUCT is most useful if the constraints given by each single data set alone (Lick indices or colours) are of comparable accuracy. Since the age metallicity degeneracy is much more severe in colours than in indices, this means that age and metallicity determinations obtained by analysing Lick indices can substantially be improved only if a set of colours covering a wavelength basis as long as possible is available. On the other hand, if photometry of sufficient quality is available, the inclusion of only very few Lick indices into the analysis can severely improve the results.

### 4.4.2 NGC 5128

As a further example, we show results from our analysis of the globular cluster system of the nearest large elliptical galaxy, NGC 5128. Since much evidence
Fig. 4.6: Best models for NGC 5128 globular cluster pfzgc-006 using three different methods of analysis (data: Peng et al. 2004). The plots show the normalized probability space resulting from an analysis of the broad-band magnitudes UBVRI (a), the Lick indices Hβ, Mgβ, Mg2, Fe5270, Fe5335 (b), and of a combination of both methods using PRODUCT (c).
Fig. 4.7: *Left:* Histogram of differences between age determinations using AnalySED and Lick Analysis, respectively, and using PRODUCT for 135 GCs in NGC 5128. *Right:* Same as left, but for metallicities.
exists that NGC 5128 has experienced one or more major merging events relatively recently, this galaxy is a very interesting object and, due to its proximity, suitable for very detailed investigations (for a complete review, see, e.g., Israel 1998).

For our analysis of the globular cluster system (GCS) of this giant elliptical, we took UBVRI photometry from Peng et al. (2004) and Lick indices Hβ, Mg b, Mg 2, Fe5270, and Fe5335 from Peng (2005) for a very large sample of 135 clusters. The colours are dereddened following the extinction law given by Cardelli et al. (1989), using reddening values E(B-V) for each cluster derived from Schlegel et al. (1998) as listed in Peng et al. (2004).

Since the spectral observations were originally intended to measure radial velocities only, the Lick indices measured on these spectra are of relatively poor quality, with typical errors between 0.5 and 1.0 Å. Thus, ages and metallicities determined from these data only are, especially in terms of ages, highly uncertain. On the other hand, due to the lack of NIR observations, results are highly uncertain as well as degenerate in terms of age and metallicity when analysing the UBVRI photometric data alone.

However, since Lick indices, analysed with the Lick Analysis Tool, give very reliable metallicity determinations even in cases where the ages are, in terms of 1σ confidence intervals, very poorly constrained (cf. Sect. 4.4.1 and Lilly & Fritze-v. Alvensleben 2006), a combined analysis of both data sets using PRODUCT can successfully break the age-metallicity degeneracy.

As an example, in Fig. 4.6 we show our results for cluster pff gc-006 in terms of the resulting probability spaces for analyses of optical SEDs only (a), the 5 Lick indices only (b), and a combined analysis of both sets (c).

Both AnalySED and Lick analysis give comparable best ages between 4 and 6 Gyr, but the confidence intervals are extremely large, reaching more than 10 Gyr in both cases. As can be seen in this Fig., in case of SEDs this behaviour is due to a general degeneracy inherent in these optical colours which gives a very broad distribution of relatively high probabilities from young to old. In case of indices the very large confidence interval is due to a small but sufficiently well pronounced “second solution island” at high age.

However, if the photometric and spectral data are analysed simultaneously using PRODUCT he “intermediate age solution island” is much stronger, though the “high age solution” is still visible. Hence, the analysis with PRODUCT selects an intermediate age solution.

We will report in detail on our results on the GCS of NGC 5128 and their implications for the evolutionary history of this interesting galaxy a forthcoming paper. Within the scope of the paper, we here restrict ourselves on the description of the effect of PRODUCT on the results from the individual analyses of the photometric and spectral data sets, respectively, as shown above on the example of a single GC.

For this purpose, in Fig. 4.7 we show the differences between age (left panel) and metallicity (right panel) determinations, respectively, using AnalySED and PRODUCT (black histograms), and using Lick Analysis and PRODUCT (green shaded histograms) for the complete sample of 138 clusters:
4.5 Intermediate-age GC populations and colour-metallicity-relations

Quite common in the literature is the use of empirical color-metallicity-relations (CMRs) as given e.g. by Barmby et al. (2000) for the determination of GC metallicities from observed colors. All these relations available in the literature have been obtained for Galactic or M31 GCs, both of which are inherently old GCs.

Schulz et al. (2002) already showed, using GALEV evolutionary synthesis models, that there is good agreement between model and empirical color-metallicity relations for old ages and the metallicity range covered by Milky Way and M31 GCs. They also pointed out that for metallicities above those of

Fig. 4.8: Metallicities of star clusters in NGC 5128, determined by PRODUCT, vs U-V. Different symbols are used for two age bins. Also shown are GALEV model SSPs for 5 different ages and a colour metallicity relation taken from Barmby et al. (2000).

For example, $\Delta$ age $> 0$ in the left panel of Fig. 4.7 means that, in case of the green shaded histogram, ages determined by PRODUCT are smaller than ages determined by Lick analysis alone. In this case, ages determined by Lick analysis are “corrected” downwards by the inclusion of the photometric data in the analysis process. Negative values of $\Delta$ age mean that ages from Lick index analysis alone are corrected upwards by PRODUCT with inclusion of broad band SEDs. Comparison of the open and shaded histograms shows that GC ages tend to become lower when all information is included than Lick-only determined ages and higher than SED-determined ages.

As we already showed in Lilly & Fritze-v. Alvensleben (2006) in our comparison of Lick-based metallicities with independent CMD metallicities of Milky Way GCS, results from Lick index analysis are very accurate in terms of metallicity. The right panel of Fig. 4.7 shows that the inclusion of broad-band SEDs into the analysis process further improves these results in some cases.
Milky Way and M31 GCs, i.e. at [Fe/H] ≲ -0.5, the relation steepens considerably so that metallicities derived from colors by extrapolation of the empirical relations to redder colors get severely overestimated. They also showed that the color-metallicity relation is significantly age dependent (see also Kurth et al. 1999), with appreciable deviations already visible between ages of ≳ 12 Gyr and ∼ 9 Gyr.

Despite of this fact, CMRs are very often applied to the analysis of GCSs for which it is not a priori clear that all clusters are indeed homogeneously old. Part of the problem is, of course, that very often data are not available which would give hints to younger ages of some of the clusters; as we showed in this paper, the age metallicity degeneracy is very hard to break if only broad-band colours are available, especially if the wavelength basis does not extend from U through K. However, even in cases where age differences are known, or expected, empirical CMRs are used. In case of the merger remnant NGC 5128, for example, CMRs were used e.g. by Rejkuba (2001) and Harris et al. (2004) to derive GC metallicities.

In Fig. 4.8, we plot our metallicity determinations vs. U-V for our sample of GC in NGC 5128 obtained by a combined analysis of our spectral and photometric data sets as presented in Sect. 4.4.2. Using our age determinations, we have coded our data points for two different age bins, clusters older than 9 Gyr (red circles), and clusters younger than 9 Gyr (mostly of intermediate age; black crosses). In the same plot, we added GALEV models for different ages as well as the CMR given by Barnby et al. (2000).

The plot shows a very good agreement between our 16 Gyr model, Barnby et al.’s CMR, and the metallicities determined for the set of old clusters. The clusters found to be of intermediate age by our analysis lie very well within the range of our models for these ages, confirming the consistency of our age determinations. However, as can easily be read off the plot, metallicity determinations using a CMR calibrated on old clusters lead to seriously wrong results. For all GCs younger than 9 Gyr metallicities obtained via the empirical color-metallicity relation could be significantly underestimated - the more the younger the GC is.

We conclude that, if there is any doubt whether a given GCS consists of two or more subpopulations that might differ in age, CMRs can lead to serious metallicity misidentifications and should not be used. A full SED or Lick or combined analysis is required in this cases to disentangle ages and metallicities.

4.6 Summary/Conclusions

I have developed a new method for the determination of ages and metallicities of individual star clusters by combining the information inherent in broad-band colour and Lick index measurements (PRODUCT). Basis

I have tested my new method using photometry and Lick indices for star clusters in the LMC, and in the elliptical galaxy NGC 5128, and find that age and metallicity determinations obtained by analysing Lick indices can substantially be improved if a set of colours covering a wavelength basis as long as possible, at best from U through K, is available, even if only very few spectral
I further point at the important fact that colour-metallicity relations widely used in the literature for determining star clusters metallicities are valid only for old GCs, and can by no means be applied to GCSs which contain subpopulations of intermediate age clusters.
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4.8 Appendix: Results for ages and metallicities of LMC star clusters

In this appendix, we give all results from our analysis of different sets of SEDs and indices for 11 LMC star clusters, together with ages and metallicities to compare with from the literature, as described in Sect. 4.4.1.
**Table 4.1**: Ages and metallicities for 11 LMC star clusters analysed using broad-band photometry UBVJHKs for AnalySED, the 5 Lick indices Hβ, Mg b, Mg2, Fe5270, Fe5335 for the Lick analysis, and PRODUCT using both sets of data.

<table>
<thead>
<tr>
<th>AnalySED (UBVJHKs)</th>
<th>Lick-Analysis (5 indices)</th>
<th>PRODUCT</th>
<th>Literature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (Gyr) [Fe/H]</td>
<td>Age (Gyr) [Fe/H]</td>
<td>Age (Gyr) [Fe/H]</td>
<td>Age (Gyr) [Fe/H]</td>
</tr>
<tr>
<td>NGC1718</td>
<td>0.32±0.31</td>
<td>0.4±0.0</td>
<td>0.4±0.0</td>
</tr>
<tr>
<td>NGC1751</td>
<td>0.12±0.03</td>
<td>0.0±0.3</td>
<td>1.1±0.42</td>
</tr>
<tr>
<td>NGC1756</td>
<td>10.5±5.50</td>
<td>−1.6±0.2</td>
<td>10.6±0.80</td>
</tr>
<tr>
<td>NGC1806</td>
<td>0.86±0.15</td>
<td>0.4±0.12</td>
<td>2.32±0.54</td>
</tr>
<tr>
<td>NGC1846</td>
<td>0.77±4.0</td>
<td>0.4±0.00</td>
<td>1.90±0.32</td>
</tr>
<tr>
<td>NGC1856</td>
<td>0.12±0.00</td>
<td>−1.7±0.4</td>
<td>0.60±0.08</td>
</tr>
<tr>
<td>NGC1898</td>
<td>3.27±2.77</td>
<td>−1.7±0.6</td>
<td>16.00±0.00</td>
</tr>
<tr>
<td>NGC1916</td>
<td>14.70±1.33</td>
<td>−1.6±0.3</td>
<td>6.17±9.83</td>
</tr>
<tr>
<td>NGC1978</td>
<td>1.05±4.95</td>
<td>−1.0±0.7</td>
<td>1.91±0.45</td>
</tr>
<tr>
<td>NGC1987</td>
<td>0.48±0.47</td>
<td>0.4±0.00</td>
<td>1.64±0.33</td>
</tr>
<tr>
<td>NGC2019</td>
<td>5.01±10.99</td>
<td>−3.00±0.4</td>
<td>6.89±9.11</td>
</tr>
</tbody>
</table>

* Sources for literature values (metallicity/age): 1 Mackey & Gilmore (2003); 2 Olszewski et al. (1991); 3 Dirsch et al. (2000); 4 Rabin (1982); 5 Elson & Fall (1988); 6 Mould & Aaronson (1982); 7 Geisler et al. (1997); 8 Olsen et al. (1998).
Table 4.2: Same as Fig. 4.1, but using UBV only for AnalySED.

<table>
<thead>
<tr>
<th>AnalySED (UBV)</th>
<th>Lick-Analysis (5 indices)</th>
<th>PRODUCT</th>
<th>Literature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (Gyr) [Fe/H]</td>
<td>Age (Gyr) [Fe/H]</td>
<td>Age (Gyr) [Fe/H]</td>
<td>Age (Gyr) [Fe/H]</td>
</tr>
<tr>
<td>NGC1718</td>
<td>1.72±1.28 &amp; 1.0±1.4 &amp; 0.7</td>
<td>2.75±1.76 &amp; 1.1±1.0 &amp; 1.78±1.80 &amp; 0.42</td>
<td></td>
</tr>
<tr>
<td>NGC1751</td>
<td>0.10±0.04 &amp; 1.7±2.1 &amp; 0.0</td>
<td>1.14±0.42 &amp; 0.3±0.2 &amp; 0.91±1.18 &amp; 0.18±0.2</td>
<td></td>
</tr>
<tr>
<td>NGC1786</td>
<td>1.15±1.45 &amp; 1.7±2.1 &amp; 0.0</td>
<td>15.14±3.74 &amp; 1.6±0.0 &amp; 15.50±5.85 &amp; 0.18±0.2</td>
<td></td>
</tr>
<tr>
<td>NGC1806</td>
<td>0.90±0.26 &amp; 0.3±0.1 &amp; 0.8</td>
<td>2.32±0.54 &amp; 0.7±0.1 &amp; 2.32±0.58 &amp; 2.10±0.10</td>
<td></td>
</tr>
<tr>
<td>NGC1846</td>
<td>1.24±1.76 &amp; 0.4±0.8 &amp; 0.6</td>
<td>1.90±0.32 &amp; 0.7±0.1 &amp; 1.90±0.31 &amp; 0.7±0.1</td>
<td></td>
</tr>
<tr>
<td>NGC1856</td>
<td>0.45±0.54 &amp; 0.6±1.0 &amp; 0.1</td>
<td>0.60±0.08 &amp; 0.2±0.1 &amp; 0.59±0.07 &amp; 0.2±0.1</td>
<td></td>
</tr>
<tr>
<td>NGC1898</td>
<td>5.01±10.99 &amp; 1.0±1.1 &amp; 0.0</td>
<td>16.00±9.51 &amp; 0.0±0.0 &amp; 16.00±9.39 &amp; 1.3±0.2</td>
<td></td>
</tr>
<tr>
<td>NGC1916</td>
<td>5.45±10.55 &amp; 1.5±0.7 &amp; 0.2</td>
<td>6.17±9.83 &amp; 1.6±0.1 &amp; 6.17±9.83 &amp; 1.3±0.2</td>
<td></td>
</tr>
<tr>
<td>NGC1978</td>
<td>2.60±13.40 &amp; 1.7±2.1 &amp; 0.0</td>
<td>1.91±0.45 &amp; 0.4±0.1 &amp; 1.91±0.32 &amp; 0.4±0.1</td>
<td></td>
</tr>
<tr>
<td>NGC1987</td>
<td>0.55±0.24 &amp; 0.2±0.1 &amp; 0.9</td>
<td>1.64±0.25 &amp; 0.6±0.1 &amp; 1.62±0.30 &amp; 0.6±0.1</td>
<td></td>
</tr>
<tr>
<td>NGC2019</td>
<td>6.01±9.99 &amp; 1.7±1.8 &amp; 0.0</td>
<td>6.89±9.11 &amp; 1.4±0.0 &amp; 6.89±9.19 &amp; 1.4±0.0</td>
<td></td>
</tr>
</tbody>
</table>

Sources:

<table>
<thead>
<tr>
<th>Sources a</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Mackey &amp; Gilmore (2003); 2 Olszewski et al. (1991); 3 Dirsch et al. (2000); 4 Rabin (1982); 5 Elson &amp; Fall (1988); 6 Mould &amp; Aaronson (1982); 7 Geisler et al. (1997); 8 Olsen et al. (1998).</td>
</tr>
</tbody>
</table>
Table 4.3: Same as Fig. 4.1, but using Lick indices Hβ & [MgFe] only for the Lick analysis.

<table>
<thead>
<tr>
<th>Source</th>
<th>AnalySED (UBVJHKs) Age (Gyr)</th>
<th>Lick-Analysis (Hβ, [MgFe]) Age (Gyr)</th>
<th>PRODUCT [Fe/H]</th>
<th>Age (Gyr)</th>
<th>[Fe/H]</th>
<th>Literature [Fe/H]</th>
<th>Sourcesa</th>
</tr>
</thead>
<tbody>
<tr>
<td>NGC1718</td>
<td>0.32±0.31</td>
<td>0.4±0.0</td>
<td>1.2±0.4</td>
<td>1.0±0.2</td>
<td>1.78±1.80</td>
<td>-0.42</td>
<td>1 / 8</td>
</tr>
<tr>
<td>NGC1751</td>
<td>0.12±0.02</td>
<td>0.1±0.0</td>
<td>-0.8±0.2</td>
<td>-0.2</td>
<td>1.40±2.10</td>
<td>-0.18±0.20</td>
<td>2 / 9</td>
</tr>
<tr>
<td>NGC1786</td>
<td>10.50±5.60</td>
<td>-1.6±0.2</td>
<td>13.8±1.38</td>
<td>-1.6±0.0</td>
<td>15.10±3.10</td>
<td>-1.87±0.20</td>
<td>2 / 7</td>
</tr>
<tr>
<td>NGC1806</td>
<td>0.86±0.15</td>
<td>0.4±0.0</td>
<td>-0.8±0.1</td>
<td>2.38±0.85</td>
<td>-0.7±0.2</td>
<td>0.50±0.13</td>
<td>3 / 3</td>
</tr>
<tr>
<td>NGC1846</td>
<td>0.77±0.17</td>
<td>0.4±0.0</td>
<td>-0.7±0.1</td>
<td>1.70±0.45</td>
<td>-0.6±0.0</td>
<td>2.20±1.30</td>
<td>2 / 9</td>
</tr>
<tr>
<td>NGC1856</td>
<td>0.12±0.00</td>
<td>-1.7±0.0</td>
<td>0.0±0.2</td>
<td>0.50±0.02</td>
<td>-0.4±0.1</td>
<td>0.12±0.12</td>
<td>1 / 8</td>
</tr>
<tr>
<td>NGC1898</td>
<td>3.27±3.27</td>
<td>-1.7±0.0</td>
<td>-0.3±0.1</td>
<td>15.88±0.12</td>
<td>1.3±0.0</td>
<td>14.00±2.30</td>
<td>2 / 6</td>
</tr>
<tr>
<td>NGC1916</td>
<td>14.70±12.39</td>
<td>-1.6±0.0</td>
<td>-0.3±0.1</td>
<td>6.10±0.96</td>
<td>1.6±0.0</td>
<td>15.85±3.65</td>
<td>2 / 1</td>
</tr>
<tr>
<td>NGC1978</td>
<td>1.05±0.37</td>
<td>-1.0±0.0</td>
<td>-0.7±0.0</td>
<td>1.05±0.23</td>
<td>0.8±0.0</td>
<td>2.50±2.50</td>
<td>2 / 8</td>
</tr>
<tr>
<td>NGC1987</td>
<td>0.48±0.37</td>
<td>0.4±0.0</td>
<td>-0.1±0.1</td>
<td>1.53±0.33</td>
<td>0.7±0.2</td>
<td>1.82±2.20</td>
<td>5 / 9</td>
</tr>
<tr>
<td>NGC2019</td>
<td>5.01±10.99</td>
<td>-1.7±0.0</td>
<td>8.26±7.74</td>
<td>-1.5±0.1</td>
<td>17.8±3.20</td>
<td>-1.81±0.20</td>
<td>2 / 6</td>
</tr>
</tbody>
</table>

---

*Sources for literature values (metallicity/age): 1 Mackey & Gilmore (2003); 2 Olszewski et al. (1991); 3 Dirsch et al. (2000); 4 Rabin (1982); 5 Elson & Fall (1988); 6 Mould & Aaronson (1982); 7 Geisler et al. (1997); 8 Olsen et al. (1998).*
| Sources for literature values (metallicity/age): 1 Mackey & Gilmore (2003); 2 Olszewski et al. (1991); 3 Dirsch et al. (2000); 4 Rabin (1982); 5 Elson & Fall (1988); 6 Mould & Aaronson (1982). 7 Geisler et al. (1997); 8 Olsen et al. (1998). |
Chapter 5

Applications to the globular cluster system of NGC 5128

5.1 Introduction

The nearest large elliptical galaxy NGC 5128 is the only elliptical in a relatively small group of galaxies, M83. For this exceptionally interesting object, which also hosts a strong radio source (“Centaurus A”), much evidence exists that the galaxy has experienced one or more major merging events relatively recently (i.e., within the last few Gyr), reflected, e.g., in a lot of fine structure like loops, shells, ripples and tails. Along with the radio source, a prominent disk-like dust lane, seen on optical images around the inner part of the galaxy, is much discussed in the literature. Due to its proximity of only about 3.5 Mpc, reflected in a distance modulus (m–M) of only about 28 mag, NGC 5128 is an object suitable for very detailed investigations of nearly all aspects accessible through observations (for a complete review, see, e.g., Israel 1998).

The violent evolutionary history of NGC 5128 is expected to have left traces in the properties of its globular cluster system (GCS), which presumably consists of at least two or maybe more cluster subpopulations characterized by different ages and metallicities, originating partly from newly formed and/or captured clusters during recent interactions. Previous investigations of the GCS of NGC 5128, e.g. by Peng et al. (2004b), Harris et al. (2004), Rejkuba (2001) have found a bimodal optical colour distribution for the GCS of NGC 5128.

For NGC 5128 as well as for essentially all the more than 100 bimodal GCSs found so far in elliptical and S0 galaxies (e.g., see Gebhard & Kissler-Patig 1999, Kundu & Whitmore 2001a, b) the colour of the blue peak seems to be fairly universal and blue peak GCs are believed to be old and metal-poor. The colour of the red peak varies from galaxy to galaxy as does its height relative to that of the blue one. Ages and metallicities of the red peak GCs in E/S0s are still under debate.

1An extended version of this chapter is in preparation for submission to be published in A&A.
In this chapter, I apply the analysis tools that I have developed in the framework of this thesis to the GCS of this object.

5.2 Cluster sample and data analysis

For my analysis of the cluster system of this object, I used UBVRI photometry obtained with the CTIO Mosaic camera at the Blanco 4 m telescope from Peng et al. (2004a), available for a large sample of 215 clusters, and Lick indices Hβ, Mg b, Mg2, Fe5270, and Fe5335 from Peng (2005) for a subsample of 135 clusters, measured on spectra obtained with AAO 2dF and CTIO Hydra.

The spectral observations were originally intended to measure radial velocities only (cf. Peng et al. 2004a). Therefore, the Lick indices measured on these spectra are of relatively poor quality, with typical errors between 0.5 and 1.0 Å for all obtained indices.

In Fig. 5.1 I show the positions of all clusters for which UBVRI photometry is available, overplotted on a Digital Sky Survey image of NGC 5128 taken from Peng et al. (2004a) (left panel). The right panel reproduces this figure, but also shows the positions of the subsample of clusters for which spectral indices are available as well (in J2000; x-axis indicates R.A., y-axis Dec.). The center of the galaxy is marked by a blue plus-sign.

As can be seen in the left panel, no cluster have been observed within the dust belt near the center of NGC 5128; therefore, it is not expected that internal reddening is a very serious problem for the observed clusters.
5.2 Cluster sample and data analysis

The colours are dereddened following the extinction law given by Cardelli et al. (1989), using reddening values $E(B-V)$ for each cluster derived from Schlegel et al. (1998) as listed in Peng et al. (2004a).

In Fig. 5.2, I show the colour distribution of the dereddened clusters in U–V, B–V, and V–I for the complete sample of clusters with UBVRI photometry (black histogram) along with the subsample of clusters for which both photometry and spectral information in terms of Lick indices are available.

All colours show a very well constrained bimodality in their distributions. However, this does not necessarily mean that the GCS consists of only two well distinguished cluster subpopulations, e.g. an old metal-poor plus a younger metal-rich subpopulation, as it is often assumed for early types galaxies throughout the literature. Instead, as shown by Fritze-v. Alvensleben (2004), it is very well possible that several subpopulations “hide” in one colour peak. Taking Lick indices into consideration in addition to broad-band optical colours should allow to test for this.

Due to the quality of the Lick index measurements, ages and metallicities obtained from these data are fairly uncertain, especially in terms of age. Due to the lack of NIR observations, results are fairly uncertain as well both in terms of ages and metallicities when analysing the UBVRI photometric data. However, as has been shown in chapter 4 of this thesis, a combined analysis of both datasets can significantly improve the results.

Following the method introduced there, I have simultaneously analysed the whole dataset of both photometric data and spectral indices with the analysis tool PRODUCT developed in chapter 4. The results I get from this combined analysis are of acceptable quality, as shown by their $1\sigma$ confidence levels, for the majority of GCs. For non-negligible subset of clusters, however, age determinations still have confidence intervals of up to 10 Gyr or even more, unacceptable for interpretation.

For the purpose of this chapter, I have therefore restricted my interpretation to clusters for which the PRODUCT analysis gives $\pm 1\sigma$ confidence intervals of less than 6 Gyr in age, and less than 0.7 dex in [Fe/H]. This reduces the sample to 80 clusters for which independently determined ages and metallicities are reliable.
Fig. 5.3: Metallicity (left) and age (right) distribution of the NGC 5128 cluster sample.

Because the results are not as precise as one might have hoped, even for this reduced sample one should be cautious about results for individual clusters. The size of this sample with 80 clusters, however, is sufficient to reliably discuss the properties of the GCS as a whole, in particular with respect to possible subsamples within the red or blue colour peaks.

5.3 Results and discussion

In this section, I present and discuss my results, and give some remarks about possible implications for the evolutionary history of NGC 5128.

5.3.1 Age and metallicity distributions

Fig. 5.3 show histograms of my results in terms of metallicities (left panel) and ages (right panel). Bimodality in the distribution of both ages and metallicities is clearly seen, the metallicities being consistent with spectroscopy-based metallicity determinations by Held et al. (2002), which found a bimodal distribution with mean metallicities $[\text{Fe/H}] = -1.2$ and $[\text{Fe/H}] = -0.3$, respectively. The age distribution, on the other hand, is characterized by an unexpected high number of intermediate age clusters with ages between 1 and 3 Gyr.

However, some remarks about the metallicity distribution have to be made, concerning the peaks in both the lowest and the highest metallicity bin.

For the lowest bin, this is presumably an artefact due to the restricted parameter space of our analysis: The lowest metallicity included in the model grid is $[\text{Fe/H}] = -1.7$; therefore, clusters with lower metallicities are expected to accumulate at the “low-metallicity edge”. The high-metallicity peak is more difficult to explain. Since significant numbers of clusters with metallicities higher than $[\text{Fe/H}] = 0.4$ are not expected, this result presumably still suffers from some age-metallicity degeneracy. Since for all these clusters in the highest metallicity bin my analysis gives intermediate ages, it cannot be ruled out that a fraction of these clusters are, instead of being intermediate age and metal-rich, in fact older and less metal rich.
In Fig. 5.4, age vs metallicity is plotted for all clusters. In this figure, I will distinguish between three populations:

1. A population of metal-rich clusters with young to intermediate ages (metallicities $-0.4 \leq [\text{Fe/H}] \leq +0.4$ and ages $< 7 \text{ Gyr}$)

2. A population of old clusters with a broad distribution of metallicities (metallicities $[\text{Fe/H}] \leq -0.3$ and ages $\geq 10 \text{ Gyr}$)

3. A population of metal poor, intermediate age clusters (metallicities $[\text{Fe/H}] \leq -0.9$ and ages $< 7 \text{ Gyr}$)

While populations (1) and (2) are well known in the literature (e.g., Peng et al. 2004b), the third population of metal poor and intermediate age clusters has never been described in the literature.

If this result can be reproduced by independent analyses of datasets more rich or of higher quality, respectively, e.g., by NIR and/or high quality spectral observations for a cluster sample as large as the sample analysed here, hopefully being available in the future, numerous implications for the merger history of NGC 5128 are to be expected.

E.g. could this metal-poor, intermediate age population of GCs have formed in a starburst during the accretion of a gas-rich low luminosity, and hence low metallicity companion at some time $< 7 \text{ Gyr}$ ago. A correspondingly younger counterpart to the Magellanic Clouds could have been a suitable candidate.
Fig. 5.5: Positions of all cluster for the three populations defined in the text (black triangles): Population 1 (left panel, population 2 (middle panel), and population 3 (right panel). To be compared with Fig. 5.1, the complete sample of clusters analysed is plotted as well (green stars).
5.3.2 Correlations with galactic position

To check if the subpopulations we distinguish correlate with peculiar spacial distributions, we show in Fig. 5.5 the positions of all three populations.

The sample of metal-rich clusters with young to intermediate ages (population 1) are centrally concentrated with only three outlyers in the upper part. Compared with that, the sample of old clusters exhibiting a broad distribution of metallicities (population 2) are spread over the whole galaxy, less concentrated towards the galactic center, in agreement with results obtained by Harris et al. (2004) and in analogy to what is found in general for the blue and red GC populations in elliptical and S0 galaxies.

Surprisingly, the peculiar population 3, consisting of metal poor, intermediate age clusters, have only very few clusters close to the center. However, its distribution seems to be very much restricted to the central part of NGC 5128, similar to population 1. No clusters from this population 3 are found in outer parts of the galaxy.

5.4 Summary

I have analysed an unprecedented large sample of both UBVRI broad-band SEDs and spectral indices for the GCS of the large elliptical galaxy NGC 5128.

Despite the relatively poor quality of the data (wavelength basis too small for independent constrains of ages and, hence, metallicities using the photometric dataset; Lick indices determined on low $S/N$ spectra) which do not allow to constrain ages and metallicities with reasonable precision by analysing each dataset alone, a combined analysis using the analysis tool PRODUCT developed within the framework of this thesis allows independent determinations of ages and metallicities for a large fraction of the analysed sample with unprecedented precision.

I found bimodal metallicity and age distributions, with lowest/highest metallicity bins, however, probably being artefacts.

In addition to the cluster populations well known in the literature (old GCs from low to high metallicities, and young metal-rich GCs), I found a population of intermediate age, metal-poor GCs in NGC 5128 which has not been described in the literature before.

The origin of this population, which seems to be correlated with the galactic halo, could be a starburst during the accretion of a low metallicity companion at some time $< 7 \text{ Gyr ago}$.
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Chapter 6

Summary

This thesis deals with a question fundamental for the exploration of galaxies – with the question about the evolutionary histories of galaxies and how they can best be recovered.

In the first chapter, results are presented from a study focusing on the question to what precision and how far back in time star formation histories can be determined using integrated colours, Lick indices, or spectra, compared to CMDs. In this methodological study I compared different kinds of simplified SFHs, i.e. epochs of constant low and high SFRs and investigated how much can be revealed by integrated light data about the SFH of a galaxy.

As a main result, I conclude that SFH details can be recovered with similar accuracy from broad-band colours or SEDs, from Lick indices, and from low/intermediate resolution spectroscopy, with lookback times to distinguish between different scenarios of SF not longer than 1 to 4 Gyr.

In the same chapter, I presented a methodological application to a star field in the bar of the LMC for which both an integrated-light spectrum and a CMD is available. Agreement with the observed spectrum could be reached with a very simple three phase toy model. The agreement is comparable to the agreement reached with a much more complicated SFH derived from the CMD.

From these studies, I conclude that both from CMDs and integrated light (multi-band photometry as well as spectroscopy), SFRs during the last Gyr are very precisely recovered, SFRs between 1 and 3 Gyr ago are roughly recovered, and SFRs longer than 3 to 5 Gyr ago are only vaguely recovered. However, integrated light is more sensitive to the latest 1 Gyr of SF, CMDs are more sensitive to intermediate ages.

In the following two chapters I presented models incorporated into the evolutionary synthesis code GALEV and a set of new tools for the analysis of globular cluster systems in galaxies:

To cope with the observational progress that makes star cluster and globular cluster spectra accessible in a wide variety of external galaxies, I have computed a large grid of evolutionary synthesis models for simple stellar populations, including 25 Lick/IDS indices using the empirical calibrations of Worthey et
al. (1994) and Worthey & Ottaviani (1997). Comparison of the models with Galactic GC observations shows good agreement between models and data.

I find that the well-known and widely used age-sensitive indices $H\delta_A$ and $H\gamma_A$ also show a strong metallicity dependence.

I present a new advanced tool for interpreting absorption-line indices, the Lick index analysis tool. Following a $\chi^2$ – approach, this tool determines age and metallicity, including their respective $\pm 1\sigma$ uncertainties, using all, or any subset of, measured indices. Testing the tool against index measurements from various authors for Galactic GCs, which have reliable age and metallicity determinations from CMD analyses in the literature, yields very good agreement.

Index measurements for M31 clusters are analysed and compared to results from the literature, and a good agreement between my results and age and metallicity determinations from the literature is found. I show that the drawback of not having non-solar abundance ratio models does not seriously affect the results.

I have developed a new method for the combined analysis of broad-band SEDs and spectral indices, PRODUCT, which successfully allow to constrain ages and metallicities of individual GCs even in cases when poor datasets are available only.

I have tested my new method using photometry and Lick indices for star clusters in the LMC, and in the elliptical galaxy NGC 5128, and find that age and metallicity determinations obtained by analysing Lick indices can substantially be improved if a set of colours covering a wavelength basis as long as possible, at best from U through K, is available, even if only very few spectral indices are available.

I further point at the important fact that colour-metallicity relations widely used in the literature for determining star clusters metallicities are valid only for old GCs, and can by no means be applied to GCs which contain subpopulations of intermediate age clusters.

In the last chapter, I have presented applications of the models and analysis tools developed within the framework of this thesis to the GCs of the large elliptical galaxy NGC 5128, using a dataset consisting of both broad-band photometry and Lick indices for an unprecedentedly large sample of GCs.

Despite the relatively poor quality of these data (wavelength basis of the photometric dataset too small for independent constraints on ages and, hence, metallicities; Lick indices determined on low S/N spectra), which do not allow to constrain ages and metallicities with reasonable precision by analysing each dataset alone, a combined analysis using the analysis tool PRODUCT allows independent determinations of ages and metallicities for a large fraction of the analysed sample with unprecedented precision.

In addition to the cluster populations well known in the literature (old GCs from low to high metallicities, and young metal-rich GCs), I found a population of intermediate age, metal-poor GCs in NGC 5128 which has not been described in the literature before.
The origin of this population, which seems to be correlated with the galactic halo, could be a starburst during the accretion of a low-metallicity companion at some time < 7 Gyr ago.
Chapter 7
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