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Abstract

In the present dissertation a flexible, high-resolution molecular beam apparatus is

described which allows surface scattering experiments over a wide range of final angles

for fixed incident angles of 0 to 90 degrees. These features have been utilized in this

work for investigation of the free-jet expansion of D2 beams and the scattering of He

and D2 beams from LiF(001) and Si(111):H(1×1) surfaces.

The n-D2 beam is first characterized by mass spectrometer analysis of the cluster

fragments and measurements of velocity distributions at stagnation temperatures of

108-300 K and at pressures between 10-120 bar. The mass spectra are measured in the

range 1-40 a.u. Under conditions of massive condensation, maxima in the intensities

of the ion fragments attributed to the neutral clusters (D2)5 and (D2)8 are observed.

Terminal mole fractions of the dimers are investigated in the light of available theories

[1] and in comparison with the published H2 data [2]. It is observed that the D2 dimer

mole fractions at high source temperatures are found to be less than the dimer mole

fractions of H2 for the same scaling parameter [1], which takes the thermodynamics

and kinematic of the expansion into account. This is ascribed to the more probable

rotational relaxation of the D2 molecules. Temperature and velocity lags between the

monomers and the clusters are observed which are in accordance with a two-step

dimerization model [3].

Preparatory experiments for the focusing of neutral and thermal He beams with a

bent-thin Si(111):H(1×1) crystal mirror are presented next. Ex-situ prepared, hydro-

genated Si(111) crystals are characterized with He atom scattering (HAS) in order

to test the reliability of the transportation and storage of the crystals for further ap-

plications. The crystal surface showed diffractive scattering and selective adsorption

resonances, indicating that the crystal has an ordered surface. The specular reflectivity

of the crystal surface is found to be about 10−4. It is observed that Si(111):H(1×1)

surface is highly sensitive to hydrocarbon contamination. Both the poor reflectivity

and extreme sensitivity to contaminations of the Si(111):H(1×1) crystal surface will

limit its further applications.

The surface lattice constant of the LiF(001) surface is measured by HAS at surface

temperatures of 110-720 K. The thermal expansion coefficient of the surface is found to

be the same as the thermal expansion coefficient of the LiF bulk within the precision

of the experiments, which is contrary to previous results [4, 5]. The LiF(001) surface

remains in the ideal (1×1) structure without any significant lateral contraction or
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expansion in the surface plane.

Scattering experiments of D2 molecular beams from the LiF(001) surface are also

presented. Elastic diffraction and rotationally inelastic diffraction (RID) peak inten-

sities for incident angles θi=0 to 90 degrees, for incident beam energies Ei=20-120

meV and for surface temperatures between 130-600 K along the 〈110〉 and 〈100〉 sym-

metry axes are measured and analyzed. The relative and absolute intensities in the

RID and Bragg peaks are used to extract rotational transition probabilities of the D2

molecule. High probabilities of the translational energy transfer to molecular rotations

are observed. At certain incident angles and energies maxima in the diffraction and

rotational transitions, so called rotational and diffractive rainbows, are observed. A

strong coupling between rotational transitions and diffractive scattering is observed.

The surface temperature attenuation of the diffraction and RID peaks showed that the

rotational transitions and the surface phonon de/excitations are decoupled. Selective

adsorption resonances (SAR) determined from drift-TOF spectra of the specular peak

showed that the attractive potential well depth is 35.3 meV, which is somewhat less

than the previous experimental results (D=37.7 meV) [6], but larger than the well

depth of the theoretical Kroes-potential (D=31 meV) [7]. The diffraction and RID

transition probabilities are compared with the theoretical CCWP calculations [8] car-

ried out for the Kroes-potential [7]. It is found that the theory is highly successful in

predicting the probabilities of the diffractive and the rotational transitions. However,

when rotational and diffractive rainbow effects are observed, the theoretical agreement

is found to be less satisfactory. This is attributed to the high sensitivity of rainbow

effects on the surface corrugation and the anisotropic part of the potential. Hence, the

theoretical interaction potential requires further improvements.
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1. Introduction

”It is all a matter of intensity.”

N. F. Ramsey

The atomic and molecular beam method was introduced at the beginning of the last

century in order to study the kinetic theory [9]. With the effusive beam sources, it

was possible to carry out a number of pioneering experiments which contributed to

establishing the fundamentals of modern physics [10]. The basic idea is to isolate

the particles and introduce the intended perturbation to them in a fully controlled

manner. In the second half of the century, supersonic beam sources, which provide high

intensities, were proposed by Kantrowitz and Grey [11] and successfully demonstrated

by Becker and Bier [12]. Through this development, the molecular beam method has

become a powerful and wide-spread method in various research fields such as laser

spectroscopy, collisions and reaction dynamics of molecules and clusters, magnetic

and electric resonance spectroscopy, and surface science [13–15].

The extensive cooling reached in supersonic free-jet expansion allows the produc-

tion and investigation of weak van der Waals complexes. Clustering and condensation

have been and are still objects of research activity [13, 15]. Intense research effort is

involved with quite different motivations, such as, to avoid the clustering, to study the

formation kinetics, to investigate van der Waals complexes, to understand the evolu-

tion from molecular to bulk properties, and for applications in semiconductor surface

manipulation and fusion research [16, 17]. The expansion characteristics and cluster-

ing properties of D2 are investigated in Chapter 4. The understanding of clustering

kinetics of hydrogen and its isotopes can contribute to the hydrogen research which is

becoming one of the main research fields and challenges of the future [18,19].

As surface probes, atomic and molecular beams have the advantage that only the

properties of the upper-most surface layer are investigated without contributions of

bulk atoms. The method is also a non-destructive probe and extremely sensitive to ad-

sorbates. Especially helium atom beams provides high intensity and monochromaticity
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1. Introduction

which has made HAS a standard tool to study dispersion curves of surface phonons

[20–22]; structural properties of clean surfaces, adsorbates, and defects [23–25]; surface

growth, phase transition, surface diffusion and adsorption [26, 27]. With the progress

of theoretical and experimental methods in past 30 years, considerable advances have

been made in atomic and molecular scattering from surfaces, which has been the sub-

ject of several reviews [28–36] and books [20,23,37–40].

The wide application of molecular beams, particularly, of the He atom scattering

(HAS) technique as a tool in surface science is surely indebted to the developments

and improvements in beam generation and detection techniques and UHV technol-

ogy. The evolution of the beam machines designed for surface analysis can be found in

ref. [35,41]. A typical HAS apparatus incorporates three essential units; source, sample,

detector. The sample is placed in the center of the apparatus, preferably in a separate

chamber enabling the installation of other surface analysis tools and instruments for

surface preparation, and to achieve the required ultrahigh vacuum conditions. Since

the beam source requires large pumps, the source chamber and incident beam direction

are mostly fixed in the laboratory. In elastic diffraction scattering experiments a setup

is adopted by several authors where the detector can rotate in the scattering plane.

In the inelastic experiments, however, a long target-to-detector length is necessary for

energy resolution and several differential pumping stages preceding the detector are

required to reduce the background signal, therefore making it difficult to rotate the

detector [42]. There are three setups are proposed for the solution of this problem. The

most common one employs a geometry in which the angle between the incident and

scattered beams is fixed [43]. This setup is cheap, highly convenient and adequate for

inelastic scattering. On the other hand, it implicates the restriction for elastic diffrac-

tion scattering experiments that the total scattering angle is fixed and the observed

diffraction peaks have different incident angles which means further complication for

the theoretical comparison. In a second solution the source is rotated and the detector

is fixed [44]. This set up provides both to combine the detector with several pumping

stages and the flexible geometry for elastic scattering experiments. The construction

of a rotatable source, however, requires a large target chamber and has the technical

difficulties of the linkage of large source chamber with the first differential pumping

stage. A third solution to the problem is presented in Chapter 3 involves not only

rotating the detector, but also all the pumping stages preceding the detector chamber

around the target while keeping the target and source chambers fixed.

The surface imaging techniques, such as STM, SEM and AFM, have undergone a

rapid development and have found many applications. These techniques have, how-
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ever, the disadvantage of being inappropriate for nonconducting surfaces and of being

potentially destructive. An HAS-scanning microscope with increased intensity and

spatial resolution will overcome these problems and offers a tool of surface analysis

extended to the studies of adsorbates, polycrystalline surfaces, phase transitions, as

well as delicate systems such as cell membranes and thin films of organic molecules.

However, the difficulty of manipulation of neutral atoms is the main hurdle for the

realization and the development of a HAS-scanning microscope. The manipulation of

neutral atoms, so called, atom optics, has become a field of intensive research. Manipu-

lation and focusing of neutral atoms have been realized by using electric, magnetic and

optical fields [45]. These methods utilize the Stark, Zeeman and AC Stark effects of

cold atoms and they are not suitable for neutral 4He atoms of thermal energies, which

have no spin1 and a low dipole polarizability. There have been two approaches pro-

posed and realized for the focusing of He atoms: Fresnel zone plates and bent-crystal

mirrors [47,48]. In Chapter 5 these two methods are compared in detail and prepara-

tory experiments for the utilization of Si(111):H(1×1) thin crystals as bent-crystal

mirrors for the focusing of neutral He beams are presented.

He and H2 scattering from the LiF(001) surface is a classical and historical example

of the particle scattering from crystal surfaces. Stern and his colleagues [49–51] and

Johnson [52, 53] observed the diffraction of helium atoms and hydrogen molecules

from LiF(001), demonstrating the wave nature of the atoms and molecules. 70 years

after the first observation of the scattering of He from the LiF(001) surface [49, 50],

the particle-surface interactions on LiF(001) are still a matter of experimental and

theoretical interest [54–56].

The scattering of He from the surface is a direct method of measuring the lattice

constant. The diffraction of the atoms is defined by Bragg’s law and provides direct

information on the structure of the surface reciprocal lattice. Earlier structural and

dynamical investigations of the LiF(001) surface assumed an ideally terminated (1×1)

surface structure resulting from the cleavage of the bulk, which has the rock salt

structure like most of the alkali halides. However, it has been reported that the thermal

expansion coefficient of the LiF(001) surface is significantly larger than the bulk values

[4,5,57]. In this case, presuming that the lattice constants of the surface and the bulk

are the same at 0 K, a difference in the coefficient of the thermal expansion by a factor

of two, leads to a discrepancy of a few percent between the bulk and the surface lattice

1This is not true for 3He, which can be focused with a hexapole magnet system [46] . Since it is an
expansive isotope, it is not appropriate for wide-spread applications.
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1. Introduction

constants at room temperature. Although this discrepancy is of little consequence

for most surface scattering experiments, some physical properties which are surface

lattice constant dependent, such as surface phonon dispersions [58] and the bound

state energies [59], should be corrected according to the ”real” surface lattice constant.

Moreover, an understanding of the relaxation parallel to the surface plane is important

for a better insight into surface-related phenomena, such as atom (molecule)-surface

potentials, surface diffusion, thermal conductivity and surface phonons, adsorption and

also surface rumpling relaxation which is still under investigation [60,61]. In Chapter 6,

the thermal expansion and the lattice constant of the LiF(001) surface are readdressed.

With the apparatus of high angular resolution described in this work, it is possible

to measure the lattice constant of crystal surfaces with a precision of 0.2% . To our

knowledge there is no other work reporting the temperature dependence of lattice

constant a(T ) with a precision reached in this work.

Whereas the scattering of atoms and particularly He at surfaces has been exten-

sively studied [31,33], much less theoretical and experimental work has been done for

the scattering of molecules. The molecular scattering technique is a direct method

to probe the molecule-surface interaction potential, which is a basic prerequisite for

the understanding of physisorption and chemisorption and particularly the role of in-

ternal degrees of freedom. During a collision, the molecule may exchange energy not

only with surface phonons but also between its own translation and internal vibra-

tional and rotational degrees of freedom. After extensive theoretical works based on

available results on H2 molecule scattering from LiF(001) it appeared to be a well

understood system and a closed chapter [62–68]. In these investigations the effects

of quadrupole-electrostatic interactions, magnetic quantum number changes and the

azimuthal orientation of the molecule were mostly overlooked [62, 69]. However, a re-

cent theoretical study [7, 70] pointed out that the scattering process must strongly

depend on these effects. The confirmation of this prediction was recently observed in

comparing the diffraction experiments with n-H2 and p-H2 [54]. These earlier exper-

iments motivated the investigation of the D2 scattering from LiF(001) presented in

Chapter 7. In D2 scattering from LiF(001) the rotational transitions are more pro-

nounced since D2 has lower rotational transition energies than H2. Therefore, it allows

the investigation of the coupling of the diffractive and rotational transition processes.

The rotational transitions are also expected to be more sensitive to the interaction

potential, particularly the anisotropic parts. The diffraction and RID peaks are more

clear, compared to H2, because of the lower detector background signal at mass 4 amu.

Moreover, a comparison of H2 and D2 scattering should provide deeper insight into
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the molecular scattering from alkali halide surfaces. Furthermore, molecular scatter-

ing from the LiF(001) surface provides a benchmark system for understanding more

complicated systems such as reactive scattering from metal surfaces [71].

This report is organized in the following way:

• In Chapter 2, basic theoretical concepts of the atom and molecule scattering from

surfaces are presented. It provides the necessary tools for the interpretation of

the experimental results.

• In Chapter 3, a new molecular beam apparatus, Magie-2, is presented. After

describing basic units of the apparatus and highlighting its superior features,

experimental set-up and details used in latter chapters are described. The cal-

ibration of the time-of-flight (TOF) method is discussed. Angular and energy

resolution in elastic and inelastic experiments is described.

• In Chapter 4, utilizing the opportunity of experimenting with direct-beam (source-

to-detector angle is 180o) of the apparatus, overall characteristics of the super-

sonic expansions of the He and D2 beams are investigated and the clustering

properties of the D2 beam are studied.

• In Chapter 5, the transportation and characterization of the Si(111):H(1×1)

crystal surfaces with HAS experiments are presented, which serve as preparatory

experiments for the focusing of the neutral, thermal He beams with the bent-

crystal surface. The feasibility of the transportation of the crystals into the

vacuum and its inertness in vacuum for further application as a focusing tool are

tested and discussed.

• In Chapter 6, by using HAS, the thermal expansion properties of the LiF(001)

surface are investigated.

• In Chapter 7, elastic and RID inelastic scattering of D2 molecules from LiF(001)

surface are studied with changing the total angle of the scattering geometry

and the incident beam energy. Drift-TOF spectra of the specular peak are pre-

sented, providing incident energy-resolved scattering of the D2 molecules. Also

the coupling of the surface phonons and the rotational transitions is readdressed.

• Finally, in Chapter 8, the attained results and conclusions are summarized and

the future work under the fiat of obtained knowledge from this work is pointed.
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2. Theoretical Concepts in Particle

Scattering from Surfaces

In this Chapter the basic concepts which are necessary for understanding the experi-

mental results presented in the next chapters are discussed briefly. In Section 2.1 the

kinematics of atom and molecule scattering from two dimensional ordered surfaces

are discussed. The kinematical equations which are indispensable tools to understand

the observed diffraction pattern are provided. They supply information of the surface

symmetry from the diffraction angles of the observed peaks. In addition to this, from

the time-of-flight (TOF) measurements simple kinematical equations directly provide

information about the surface phonons. Nevertheless, the full understanding of scat-

tering experiments requires an insight into the atom (or molecule)-surface interaction.

The interaction potentials and computational methods are presented in Sections 2.2

and 2.3. In these sections some commonly used model potentials and also more realistic

potentials used specifically for H2 (or D2 ) scattering from LiF surface are reviewed.

In the comparison of the theory and the experiments the inelastic effects due to the

thermal vibrations of the surface atoms must be taken into account. This point is

discussed in Section 2.4. The temporary resonant trapping of the scattering particle

in the potential well, so called selective adsorption, provides important information on

the interaction potential and is introduced in Section 2.5.

2.1 Scattering from Surfaces

The scattering of particles from a two dimensional surface can be described by simple

energy and momentum conservation equations. The lattice points of a perfect two

dimensional periodic surface are defined from an arbitrary origin by the translational

lattice vectors [72],

R = m · a + n · b , (2.1)
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2. Theoretical Concepts in Particle Scattering from Surfaces

where m and n are integers and a and b are primitive lattice vectors1. The paral-

lelogram defined by these vector form the boundaries of the unit cell. The observed

diffraction patterns have a direct correspondence with the reciprocal lattice of the sur-

face. The relation between the real and reciprocal lattice vectors is defined through:

a∗ = 2π
(b× ẑ)

a · (b× ẑ)
, (2.2)

b∗ = 2π
(ẑ× a)

b · (ẑ× a)
, (2.3)

where ẑ is the unit vector normal to the surface plane. Any reciprocal lattice vector is

thus given by

Gmn = m · a∗ + n · b∗ . (2.4)

The LiF has the rock salt structure and on the (001) surface is the Gmn is defined as

Gmn =
(2π

a
m,

2π

a
n
)

, (2.5)

where a is the lattice constant.

Elastic Scattering When a beam of atoms2 with a definite wave vector is incident

on surface at a polar angle of θi measured with respect to the surface normal, the

scattering can be observed at certain final angles which are defined by energy and

momentum conservation. If the incident and outgoing wave vectors of the atoms are,

respectively, ki=(Ki,kiz) and kf=(Kf ,kfz), as shown in Figure 2.1, the conservation

equations for elastic scattering are:

Kf −Ki = ∆K = Gmn , (2.6)

∆E = Ef − Ei =
~2

2m
k2

f −
~2

2m
k2

i = 0 , (2.7)

where Ki(f) = ki(f) · sin θi(f). The allowed diffraction channels Gmn are called open

channels. The angular positions of the diffraction peaks provide information about

the symmetry and size of the surface unit cell.

1It is common to use the convention that small letters stand for 3D vectors and the capital letters
for 2D vectors on the surface plane.

2It may lead to confusion using the terms atom, molecule and particle, alternatingly throughout
the manuscript. Actually, it is a matter of taste unless it is a specific case. For instance, here we
say atom and mean a simple particle, but the arguments here would be valid also for elastically
scattered molecules.
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2.1 Scattering from Surfaces

Figure 2.1: Schematic representation of the scattering geometry. The initial and final wave
vectors ki and kf have components Ki and Kf parallel to the surface. The initial and final
polar angles are denoted by θi and θf the azimuthal angles by φi and φf . In the case of
in-plane scattering; φi = φf .

Rotationally Inelastic Diffraction The rotational and vibrational states of molecules

can be changed in the scattering process, called rotationally inelastic diffraction (RID).

In RID the translational energy of the molecule, Ei is transformed into rotational

energy of the molecule, or vice versa. In this process there is no exchange of energy

with the surface phonons and the conservation equations are given by

∆K = Gmn , (2.8)

∆E = Ef − Ei = ∆Erot = Eji
− Ejf

, (2.9)

where Eji
and Ejf

are, respectively, the energies of the initial and final rotational quan-

tum levels of the transition: (ji→jf ). These arguments are also valid for vibrational

excitation of molecules.

Phonon Inelastic Diffraction The scattering particle may also create or annihilate a

surface phonon, thus changing its energy and momentum. The conservation relations
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2. Theoretical Concepts in Particle Scattering from Surfaces

are, then3:

∆K = Gmn + Q , (2.10)

∆E = ±~ω , (2.11)

where Q is the wave vector of a phonon of frequency ω. Phonon energies of +~ω and

−~ω denote annihilation and creation of phonons, respectively. The combination of

Equations 2.10 and 2.11 yields:

~ω
Ei

=
sin2(θi)

sin2(θf )
(
∆K

Ki

+ 1)2 − 1 . (2.12)

Equation 2.12 gives in the (E,∆K) plane a curve which depends on Ei, Ki, θi and

θf , which is called the scan curve. The intersection points of the scan curve with the

surface phonon dispersion curves, ±ω(Q) give the observable phonons.

2.2 Interaction Potentials

Even the simple kinematic analysis of the diffractive scattering discussed above implic-

itly assumes that the scattered atoms are repelled from the top atom layer providing

the surface structure. The scattering experiments give also essential information on

the particle-surface interaction potential. The interaction potential causing a surface

corrugation seen by the particle, thus defines the diffraction peak intensities and, in

case of molecular scattering, leading an additional molecular anisotropy, the rotational

transition of the molecule. In this section the interactions of He atoms and D2/H2 mo-

lecules with alkali-halide surfaces are discussed. In the ionic crystals the crystal ions

have closed electronic shells and there is no free electron gas as in a metal, thus the

interaction between the particle and the crystal surface is defined by the summation

over binary interactions between the gas atom and individual lattice ions [39,40]. The

interaction potential of a He atom with ionic crystals consists of a short-range repul-

sion, a long range attractive, and an induced dipole interaction part due to the electric

field of the lattice ions [73].

Repulsive Interaction The repulsion potential results mainly from the overlap of

the electron clouds of the gas atom with the top layer atoms of the surface. The

customary expression for the repulsive interaction of two interacting atoms due to the

3In this discussion the possibility of multiphonon interaction has been excluded.
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2.2 Interaction Potentials

Pauli exclusion principle is the Born-Mayer form [40]

V0 = D exp(−α(z − z0)) , (2.13)

where z is the distance from the surface, D is the potential well depth and α is the

softness of the potential or reciprocal range parameter.

Attractive Interaction The attraction part is predominantly from van der Waals

dispersion forces. At large distances from the surface the long-range interaction gas

atom and the surface can be approximated by [30,74]

V0 = − C3

z3
, (2.14)

where C3 is a constant, which depends on the optical properties of gas atom and the

solid. Lifshitz have derived the following expression for C3 [75]:

C3 =
~
4π

∫ ∞

0

α(iω)
ε(iω)− 1

ε(iω) + 1
dω , (2.15)

where α(iω) is the electric dipole polarizability of the gas atom and ε(iω) is the

dielectric function of the solid.

Induced Dipole Interaction This describes the effect of the electric field intensity,

E(r) of the surface ions on the gas atom by [73]

Vi(r) =
1

2
α|E(r)|2 , (2.16)

where α is the polarizability of the gas atom.

2.2.1 Model Potentials

Conventionally, the interaction model potential is expanded in a two-dimensional

Fourier series, reflecting the surface periodicity [76,77],

V (r) =
∑
G

VG(z) exp(iG ·R) . (2.17)

The zeroth order of this function; V0(z) is the laterally averaged gas-surface potential

and can be defined with simple models.
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2. Theoretical Concepts in Particle Scattering from Surfaces

Hard Corrugated Wall Model In the HW model it is assumed that the attractive

part of the potential is negligible and the repulsive part is infinitely steep. The position

of the surface wall is represented by the locus of the classical turning points, z = ζ(R)

which is the corrugation function. The potential is defined by:

V (r) = V(R, ζ[R]) =

{
∞ z ≤ ζ(R)

0 z > ζ(R)
. (2.18)

For the corrugation function, mostly, the first term in the Fourier series in Equa-

tion 2.17 is sufficient. In the case of LiF(001) it is usually approximated as [78]

ζ(R) =
1

2
ζ0 · [cos (2πx/a) + cos (2πy/a)] , (2.19)

where 2ζ0 is the peak-to-valley height of the surface corrugation. For the He-LiF(001)

system with ki=11 Å−1, the best-fit corrugation parameter is found as ζ0=0.3 Å [78,

79]. A further improvement of this simple model is hard corrugated surface with an

attractive well [80].

Morse Potential The Morse potential [81] defines both attractive and the repulsive

parts of the interaction as

V0(z) = D (exp[−2α(z − z0)]− 2 exp[−α(z − z0)]) . (2.20)

It has the advantage of simplicity with having only two parameters (z0 can be arbi-

trary) and the Schrödinger equation can be solved analytically to provide the exact

energy eigenvalues of the bound states for the motion perpendicular to the surface:

εν = −D[1− α~√
2mD

· (ν + 0.5)]2 , (2.21)

where ν is a positive integer and m is the mass of the gas atom. The parameters of the

Morse potential and also for other model potentials used for the He-LiF(001) system

are listed in Table 2.1.

2.2.2 Potentials for Molecule-Surface Interaction

The interaction potential of H2 and D2 with ionic crystal surfaces is more complicated

since the dependence on the molecular orientation and bond distance must be included.

The interaction of H2 is much stronger than the He case since the average polarizability

is 3.9 times larger [30].
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Å
−1

,
D

=
8.

03
m

eV
[8

2]

9-
3

V
0
(z

)
=

(3
3
/
2
D

/2
)[ (

σ
z
+

z 0

) 9
−

(
σ

z
+

z 0

) 3
]

σ
=

1.
85

Å
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2. Theoretical Concepts in Particle Scattering from Surfaces

Figure 2.2: The coordinate system of the H2 or D2 molecule at a surface.

Hard Wall Model The interaction of a diatomic molecule with the surface is de-

scribed by a hard corrugated surface with a shape function, such that the previously

discussed corrugation function ζ(x, y) is replaced by

ζ = ζ(x, y, ϑ, ϕ) . (2.22)

This model assumes a hard, prolate ellipsoidal molecule. ϑ, ϕ are, respectively, polar

and azimuthal angle of the molecule with respect to the surface normal as shown

in Figure 2.2. This model was used by Garibaldi et al. to estimate the rotational

transitions in H2 and HD scattering from LiF [64]. The best fit corrugation amplitude

is found as ζ0=0.17 Å for H2-LiF interaction from the comparison of experimental data

by Boato et al. [87].

The accuracy of this model is poor and the validity range of the approximations can

only be tested by comparison with the exact quantum calculations; it weakly allows

for ∆mj 6=0 transitions and the quadrupole-electrostatic interaction cannot be rep-

resented in the interaction potential. On the other hand, it may provide some direct

insight into the dynamics of the scattering process and can be used as a mathematical

tool to investigate the role of the corrugation and the molecular anisotropy in scat-

tering processes. This model is more reliable for systems where the interaction and

the corrugation are small and electrostatic interactions are not present as on metal
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2.2 Interaction Potentials

surfaces [88].

Wolken Potential An empirical potential used in many calculations [68, 89, 90] and

used first by Wolken [62,63], has a simple form given as

V (r, ϑ) = [V0(z) + βV1(z)Q(R)] · [1 + λ2P2(cos ϑ)] . (2.23)

The first part of the potential describes the interaction potential averaged over the

orientation of the molecule. It has an uncorrugated, z-dependent potential, which is

given by Equation 2.20 and a corrugated part with an amplitude parameter given

by β and with a corrugation function Q(R), which is similar to Equation 2.19. The

potential function V1(z) is a repulsion potential given by

V1(z) = Dexp[−2α(z − z0)] . (2.24)

The second part of the Equation 2.23 accounts for the orientational dependent poten-

tial where ϑ is the polar angle of the molecule axis with respect to surface normal. λ2

is the anisotropy parameter defined by the ratio of the static dipole polarizabilities for

parallel and perpendicular configuration of the molecule on the surface. The param-

eters used in earlier studies for this potential are D=38 meV, α=1.18 A−1, λ2=0.24,

and the fitting parameter was derived as β=0.055 [63].

Note that the model potential described here is independent of the azimuthal angle

of the molecular axis (ϕ), thus the magnetic quantum number mj cannot be changed

during the collision. The assumption is absolutely valid only for a flat surface. It is

argued in many works [63,64] that collisions of H2 with the surface would be dominat-

ingly mj conserving. Nevertheless, recent theoretical and experimental results showed

that mj transitions may play an important role in scattering, particularly due to the

quadrupole-ionic lattice interaction [7, 54,91,92].

Kroes Potential A more realistic potential proposed by Kroes and coworkers is an

interaction potential with 6 main contributions [7, 56, 70,93]:

V (r, ϑ, ϕ) = Vrep + V6 + V8 + Vels + Vind + V3 . (2.25)

Vrep is the short-range repulsion energy between two closed-shell species given by

Vrep(R, γ) = a(γ) exp[−b(γ)R] , (2.26)

where R is the distance between the molecule center and a Li+ or a F− ion on the

surface. γ is the angle between the vector from an individual surface ion and the
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2. Theoretical Concepts in Particle Scattering from Surfaces

H2 bond vector4. The parameters a and b are obtained from fitting this potential

expression to self-consistent field (SCF) calculations [7, 94].

V6 is the energy contribution from the attractive induced dipole-induced dipole

interactions between the molecule and one of the surface ions, written as

V6(R, γ) = −C6(γ)R−6fd6(R) , (2.27)

where C6 is the anisotropic coefficients obtained from the static polarizabilities of

the ions and the H2 molecules using Slater-Kirkwood rule [95, 96]. fd6(R) is a Tang-

Toennies damping function expressed as [97]

fdn(R) = 1−
[

n∑

k=0

(bR)k

k!

]
exp[−bR] . (2.28)

V8 is the induced dipole-induced quadrupole interaction given by

V8(R, γ) = −C8(γ)R−8fd8(R) . (2.29)

Vels is the interaction of the permanent quadrupole of the H2 with the electrostatic

field of the ionic lattice, given by [65]

Vels = −Θ

√
π

30

∑
nm

′
(
Anm exp[iG(nx + my)] exp(−γnmz)

×[
exp(i2ξ)Y22(ϑ, ϕ) + exp(−i2ξ)Y2−2(ϑ, ϕ)− 2i exp(iξ)Y21(ϑ, ϕ)

+2i exp(−iξ)Y2−1(ϑ, ϕ)−
√

6Y20(ϑ, ϕ)
])

, (2.30)

where

γnm = G
√

n2 + m2

Anm =
|e|G2

2π

1− exp(−γnmal/
√

2

1− exp(−γnm

√
2al)

γnm[1− (−1)n+m]

exp(iξ) =
(n− im)√
n2 + m2

, (2.31)

and Θ is the quadrupole moment of H2 e is the electronic charge and al is the lattice

constant. The prime on the summation sign indicates that the integers n = m = 0 are

excluded.

4The angle γ should not be confused with ϑ.
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2.2 Interaction Potentials

Vind is the interaction of the induced dipole moment of H2 with the electrostatic

field and can be written as [98]

Vind(x, y, z, ϑ, ϕ) = V 0
ind + V 2

ind , (2.32)

where V 0
ind is the isotropic part given by

V 0
ind = −64π2α(0)e2

a4
l

exp(−2Gz)
[
1 + exp(−

√
2)π

]−2
[1 + cos(Gx) cos(Gy)] , (2.33)

and V 2
ind is the anisotropic part of the potential given by

V 2
ind = α(2)G2

∑
nm

′ ∑

n′m′

′ Φnm Φn′m′

[(
nn′

2
− mm′

2
+

nm′

i

)
Y22(ϑ, ϕ)

+

(
nn′

2
− mm′

2
− nm′

i

)
Y2−2(ϑ, ϕ)− (in + m)

√
n′2 + m′2 Y21(ϑ, ϕ)

+(in−m)
√

n′2 + m′2 Y2−1(ϑ, ϕ)

−0.5
√

2/3
(
nn′ + mm′ + 2

√
(n′2 + m′2) + (n2 + m2)

)
Y20(ϑ, ϕ)

]
;(2.34)

α(0) and α(2) are the isotropic and anisotropic polarizabilities of H2 . The components

Φnm are the electrostatic potentials of the substrate ions.

V3 is the long-range molecule- surface interaction potential due to the induced dipole-

induced dipole interaction of the H2 with the ions below the surface layer and given

by [99]

V3(z, ϑ) = −C3(ϑ)z′−3 , (2.35)

where z’ is taken as

z′ = z +
3

4

√
2 al , (2.36)

because of the assumption that the layer below the surface layer is like a continuous

solid. The parameter C3(ϑ) is determined from the calculated values of C3(ϑ = 0) and

C3(ϑ = π) [94].

The azimuthal angle dependence of the interaction potential allows mj transitions.

Especially the interaction between the quadrupole moment of the molecule and the

electrostatic field of the surface ions is responsible for the large ∆mj 6= 0 transitions

[70].
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2. Theoretical Concepts in Particle Scattering from Surfaces

2.3 Calculation Methods

Many theoretical models of the molecule-surface scattering process have been applied

for comparison with the experimental results [33]. The calculation models consist of

choosing an interaction potential model and solving either the time-independent or

the time-dependent Schrödinger equation. Even with the treatment of the surface

as a rigid, phononless lattice the large number of diffractive and rotational states

involved does not allow an exact calculation. Thus, in most cases, approximations with

different accuracies have to be used [33, 100]. In this section the close-coupling (CC)

[62, 63, 101], time-dependent wave packet (TDWP) [102, 103] and close-coupling wave

packet (CCWP) methods are discussed. Some other approaches applied to molecule-

surface scattering are the Eikonal approximation [64], the quasiclassical trajectory

(QCT) method [104–107], the sudden approximation [66,67,90,108,109], the impulsive

collision approximation [110], and the semiclassical perturbation (SCP) method [89].

2.3.1 Close-Coupling Calculation

This method, adapted from gas phase collisions [13,111], is regarded as a nearly exact

method of calculation [101]. CC calculations treating both diffraction and rotational

transitions in H2-LiF system were first carried out by Wolken [62, 63] and later ex-

tensively by Drolshagen et. al [68]. For a given scattering geometry and interaction

potential the elastic inelastic scattering intensities are calculated by solving the time-

independent Schrödinger equation for a diatomic molecule from a rigid lattice;

ĤΨ(r, ϑ, ϕ) = E Ψ(r, ϑ, ϕ) , (2.37)

where E is the collision energy. Ĥ is the Hamiltonian describing the motion of a rigid,

diatomic molecule interacting with a model potential and is given by

Ĥ = − ~
2

2m
O2 +

~2

2I
Ĵ2 + V (r, ϑ, ϕ) . (2.38)

Here m and I are, respectively, the mass and the moment of inertia of the molecule.

The term − ~2
2m

O2 accounts for the translational energy and Ĵ2 is the rotational energy

operator of the rigid rotor. The total wave function of the molecule can be expanded

in a basis set of diffractive and rotational states as

Ψ(r, ϑ, ϕ) =
∑
G

∑
jmj

ψGjmj
(z) Yjmj

(ϑ, ϕ) exp[i(K + G) ·R] . (2.39)
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2.3 Calculation Methods

With the Ansatz Equation 2.39, Equation 2.37 can be converted into a set of coupled

equations which have to be solved for the unknown functions ψ(z):

[ d2

dz2
+ d2

Gj

]
ψGjmj

(z) =
2m

~2

∑

G′j′m′
j

U
G′j′m′

j

Gjmj
(z) ψG′j′m′

j
(z) , (2.40)

where

d2
Gj =

2m

~2

[
E − j(j + 1)~2

2I

]
− (K + G)2 , (2.41)

U
G′j′m′

j

Gjmj
(z) =

1

A

∫

UC

dR

∫
Y ∗

jmj
(ϑ, ϕ) exp(−iG ·R)

×V (r, ϑ, ϕ) exp(iG′ ·R)Yj′m′
j
(ϑ, ϕ) dω . (2.42)

The R integration in Equation 2.42 is over the unit cell with area A. The set of

coupled equations is solved for the following scattering boundary conditions on the

channel wave function:

ψGjmj
(z) = 0 ; for z = −∞ ,

ψGjmj
(z) = 0 ; for z = ∞ and d2

Gj < 0 ,

ψGjmj
(z) =

1

(d2
G′j′)

1/2

[
exp(−id2

G′j′z)δGG′δjj′ − S(Gjmj → G′j′m′
j) exp(id2

G′j′z)
]

; for z = ∞ and d2
Gj ≥ 0 . (2.43)

Note that when d2
Gj < 0 the channels are closed and only the incident specular channel

(i.e. Gmn = 0) has physical meaning.

2.3.2 Time-Dependent and Close-Coupling Wave Packet Method

In the time-dependent wave packet (TDWP) method [102,103], the scattering process

is treated by solving the time-dependent Schrödinger equation

ĤΨ = i
∂Ψ

∂t
. (2.44)

The Hamiltonian is time-independent and also given by Equation 2.38. Thus, Equa-

tion 2.44 can be written as

Ψ(t + ∆t) = exp[−iĤ∆t]Ψ(t) . (2.45)
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2. Theoretical Concepts in Particle Scattering from Surfaces

The term exp[−iĤ∆t] is called the propagator. If Ψ(t = t0) is known, then Ψ(t) can be

obtained by the finite difference method. The TDWP calculation proceeds as follows

[93]: First, a suitably chosen initial wave packet is positioned far from the surface where

the molecule-surface interaction is negligibly small. Then, the initial wave packet is

propagated towards the surface as in Equation 2.45. The wave function is continually

analyzed at regular time intervals. The propagation is stopped when the interaction

of the scattered part of the wave packet with the surface is negligible. Finally, the

scattering probabilities are extracted from the final wave function. With the FFT (fast

Fourier transformation) and Chebichev numerical techniques, the TDWP method is

computationally effective and provides numerically exact solutions [56,93]. The major

advantage of the method is that it provides detailed physical insight into the dynamics

of all the processes occurring during the scattering event.

The close-coupling wave packet (CCWP) method is a hybrid of the CC and TDWP

methods, in which the translational parts are treated by the TDWP approach and

the rotational degrees of freedom are treated like in the CC method [8,112,113]. This

method reduces the computing times significantly. For instance, the TDWP method

needs very long propagation times for the calculations on H2-LiF(001) at low incident

energies (∼20-100 meV) due to the trapping of the molecule in the rather deep inter-

action potential well [7,93]. On the other hand, the CCWP method is highly efficient

in handling a large number of channels with a strong interaction.

2.4 Thermal Attenuation and the Effect of the Poten-

tial Well

The theoretical methods presented above assume that the atoms of the crystal lattice

are at rest. However, the zero-point motions and thermal vibrations of the surface

atoms lead to inelastic scattering and the attenuation hence the intensities of the elas-

tic peaks. In order to compare the theoretical and experimental results, it is necessary

to correct for this attenuation. A standard method to predict the thermal attenua-

tion is based on the Debye-Waller factor, which is widely used for x-ray and neutron

diffraction techniques. In the Debye-Waller model the intensity of a peak at a crystal

temperature Ts is given by [114]

I(Ts) = I0 · exp[−2Wk(Ts)] , (2.46)
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2.4 Thermal Attenuation and the Effect of the Potential Well

where I0 is the intensity for a rigid lattice and W (Ts) is the Debye-Waller exponent5

defined by

Wk(Ts) =
1

2

〈
(u ·∆ki)

2
〉

. (2.47)

Here u is the thermal vibrational amplitude of the surface atom and the outer brackets

refer to a thermal average and ∆ki is the momentum change of the gas particle in

the scattering event. This model is based on the assumption that the interaction

time is short and that the scattering cross section is small and highly localized. Both

approximations are not generally valid in the case of scattering of atoms and molecules.

Nevertheless, its simple factorizable form makes it useful for describing the thermal

attenuation in particle scattering.

The following simple expression for the DW factor is obtained by assuming that the

thermal attenuation is sensitive only to the vibrations perpendicular to the surface

[115]:

W (Ts) =
3~2(kiz + kfz)

2Ts

2MkbΘ2
D

, for Ts/ΘD ≥0.7. (2.48)

Here ΘD is the surface Debye temperature, M is the average mass of the surface atom

and kiz and kfz are the surface normal components of the initial and final wave vectors,

respectively. The wave vectors ki(f)z must be corrected due to the potential well depth

of the surface interaction, so called Beeby correction [116]:

k′i(f)z = [k2
i(f)z +

2mD

~2
]1/2 , (2.49)

where m is the mass of the gas particle. Combining Equations 2.48 and 2.49 W (Ts)

can be easily expressed as a function of incident energy, Ei and angle θi:

W (Ts) =
12m(Ei cos2 θi + D)Ts

MkbΘ2
D

. (2.50)

This equation indicates that the elastic intensities increases for higher incident angles

and for low incident energies in agreement with the experiments. However, this expres-

sion is a very restrictive form and in general does not agree well with experiment. A full

treatment of the thermal attenuation for realistic cases requires a detailed investiga-

tion of multiple phonon exchange and considerable theoretical effort has been devoted

to deriving a more accurate theory for particle surface-scattering [114,117,118].

5The superscript is used to prevent the confusion with the incident intensity.
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2. Theoretical Concepts in Particle Scattering from Surfaces

2.5 Resonant Scattering

In addition to diffractive processes, mentioned in the previous sections, there are a

variety of resonant events which can occur in the scattering of particles from the sur-

face. The existence of the potential well of the interaction of gas atom with the surface

leads to an important phenomenon called selective adsorption resonance (SAR). In

the first successful experiments [51] Stern and his coworkers already observed sharp

minima or maxima in the intensities of diffraction peaks as a function of incident

azimuthal angle at a constant angle of incidence. These features were correctly inter-

preted by Lennard-Jones and Devonshire [119] as resonant transitions of the incident

particles into the bound states of the particle-surface potential well. This interesting

phenomenon in surface scattering experiments allows for a precise determination of

bound states energies, εν of the interaction potential and thus provides a unique tool

for investigating the particle-surface interaction [34].

In the resonant scattering process the particles impinging on the crystal surface can

be captured under certain kinematic conditions. After surfing on the surface for several

picoseconds, the trapped particles can be scattered back into the continuum and in-

terfere with the directly scattered particles thereby leading to a significant modulation

of the scattered beam intensity [37, 38]. The kinematic condition for SAR scattering

of a molecule can be written as,

~2

2m
[(Ki + G||)

2 + G2
⊥] = Ei + |εν |+ ∆Erot , (2.51)

where G|| and G⊥ are the components of the G-vector parallel and perpendicular to

the scattering plane, respectively. If the rotational transition energy ∆Erot=0 Equa-

tion 2.51 describes a purely elastic SAR. Since the elastic resonances involve only

elastic scattering processes with a G-vector, they correspond to a diffraction process

and therefore are predominantly dependent on the corrugation of the potential. Hence,

this type of resonant event is sometimes called corrugation- or diffraction mediated

selective adsorption (DMSAR) [120]. The process with ∆Erot 6= 0 is called rotation-

ally mediated selective adsorption (RMSAR) [121]. In addition to these, an impinging

particle can enter into a bound state with the involvement of surface phonons, namely

creation or annihilation of one or more phonons. This process is usually called phonon-

assisted selective adsorption (PASAR) [122,123]. Similarly, a captured particle can be

reemmited into the vacuum with the help of phonons, which is called phonon-assisted

selective desorption (PASDR). These and other resonance processes have been re-

viewed by Miret-Artes [120].
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3. The Apparatus and Experimental

Details

In this chapter a recently built, high-resolution molecular scattering apparatus, origi-

nally designed for focusing neutral He atom beams and other atom optics experiments,

is described. The instrument is not only a prototype of an apparatus for investigating

atom optics with thermal beams but also a next generation general-purpose molecular

beam-surface scattering machine. In the apparatus the target chamber is mounted on

a rotatable central base, the source arm is placed on a linear track and the flexible

detector track-arm is mounted on a circular track. With this setup the source-detector

angle can be varied easily from 40 to 190 degrees. This feature, combined with its

high angular resolution and signal-to-background ratio, allows a wide range of new

experiments in molecular and atomic beam scattering.

There are world wide different setups for the molecular beam machines. The mostly

used system is the fixed-angle (or Göttingen) setup where the source-to-detector angle

(θSD) is constant and the crystal polar and azimuthal angles are varied [43,124–126].

This setup is cheap, highly stable and has high resolution. Here high resolution indi-

cates three essential features of the apparatus: a high incident beam monochromaticity,

as well as a high TOF energy resolution and a very high angular resolution. Moreover,

it means a high signal-to-background ratio allowing the detection of the low coher-

ent inelastic signal from surface phonons out of the background. There are several

advantages of a fixed-angle setup. Firstly, the source chamber is big, because the high-

speed ratio He sources need big pumps with large pumping speeds. Secondly, several

differential pumping stages preceding the detector can be installed in order to reach

high signal-to-background ratios. Thirdly, for high energy resolution of the inelastic

scattering a long chopper-to-detector distance is necessary. Hence, beam machines

tend to be huge, making it difficult to have movable source or detector. The fixed-

angle setup is particularly adequate for measuring surface phonon dispersion curves,
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3. The Apparatus and Experimental Details

however theoretical comparison of diffraction intensity profiles is time consuming. Be-

cause theoretical analysis needs fixed-incident conditions while with Göttingen setup

the angular distributions are measured by changing the incident angle. The rotatable-

detector setup is favorable for comparison with the theory. It allows measuring the

diffraction peaks for a fixed angle of incidence [44, 127, 128]. This setup makes the

comparison of the calculations and experiments easier and makes possible the direct

measurement of the incident beam intensity, allowing the determination of absolute

diffraction probabilities. However, since the detector is close to the sample making

the differential pumping almost impossible, the resolution (in all three senses) of this

setup is rather low.

The setup presented here combines both the advantages of the fixed-angle and

rotatable-detector setups in which the detector arm with several differential pump-

ing stages can be rotated. The high resolution, flexible detector setup has several

advantages:

• In addition to surface scattering experiments, other interesting molecular beam

experiments with a θSD=180o configuration, thus a direct molecular beam are

possible. So that the apparatus is not only for the investigation of particle-surface

scattering experiments, but it is a multi-purpose molecular beam machine which

can be used, for instance, for investigation of free-jet expansion of molecular

beams and a variety of interesting experiments such as reviewed in refs. [13,

15]. The experiments presented in Chapter 4 are carried out at the θSD=180o

configuration.

• Atom optics experiments can be carried out. Beam focusing with Fresnel zone

plates is possible and it can be combined with a sample surface for the realization

of spatially resolved surface scan with neutral atomic beams [47]. For the beam

focusing with reflective mirror the optimum focusing and reflection geometry can

be chosen [48,129]. One of the construction purposes of the apparatus is to focus

neutral helium atoms with a Si(111):H(1×1) concave mirror bent by an electro-

static force arrangement [129]. The demagnification of the mirror is determined

by the ratio of the source-to-target and target-to-detector distances. With this

apparatus a demagnification ratio of 5:1 can be reached when differential pump-

ing stages are removed and a chamber with piezoelectrically controlled pinhole

aperture is inserted in front of the detector. The aperture can be moved in 2D to

scan the focused beam and is sealed in the chamber and provides two pumping

stages offering high signal-to-background ratio with the spatial resolution of the
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focussed spot of the order of nm.

• The intensity of the incident beam can be measured by rotating the detector

on the incident beam axis and the absolute reflectivity of the surface can be

determined. This is useful for testing the quality of crystal surfaces as well as for

the theoretical comparison.

• Fixed incident angle or fixed final angle scattering experiments are possible. The

determination of diffraction intensities for a constant incident angle makes the-

oretical comparison much easier. In the case of constant total angle experiments

where the incident angles for each observed elastic peaks are different, a large

number of theoretical calculations is necessary for a comparison with the ex-

perimental data. Although the computational techniques such as the Eikonal

approximation or the closed-coupling (CC) calculations are not very time con-

suming ones for today’s computers, the more realistic approaches such as the

time-dependent wave packet (TDWP) method for the molecular scattering where

dozens of open channels must be taken into account are still expensive [70]. It

may also be interesting to do constant final angle experiments which is also pos-

sible for the present apparatus by synchronizing the incident and total angles.

Most importantly, scattering intensities for all initial and final angles can be

measured providing full information about the scattering process.

• Although from the kinematical viewpoint, a fixed-angle setup is adequate for

the determination of surface phonon dispersion curves, probing the different to-

tal angles can be advantageous. The inelastic scattering cross-section of a certain

phonon of interest can be increased by optimizing the detector angle or, if the

phonon of interest overlaps with a selective adsorption resonance, it may be pos-

sible to observe the equivalent phonon of interest at a different angle of incidence.

• Constant-Q scans are possible making the measurement of phonon dispersion

curves straightforward. As discussed in Section 2.1, for a fixed-angle apparatus,

the TOF spectrum corresponds to a parabolic scan-curve through (∆E,∆K)

space where ∆E and ∆K are coupled via Equation 2.12 and ∆K is not known

until ∆E is measured. If the final angle is zero, then ∆K = ki sin θi and the

TOF spectrum records a scan curve of a vertical line on the (∆E,∆K) plane

providing the phonons at this specific ∆K. By rotating the detector and crystal,

so that the final angle is maintained at θf=0o, it is possible to scan over the

entire Brillouin zone with straight, vertical scan lines.
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3. The Apparatus and Experimental Details

• Grazing angle experiments are possible, which have interesting applications for

quantum reflection experiments and for the scattering from the steps and defects

[130–132].

This chapter is organized as follows: First, the construction of the apparatus is

presented. The functional units are described, later on, in more detail. Then, the

functionality of the apparatus is illustrated and the angular and TOF resolving power

are discussed by presenting standard experiments such as the elastic and inelastic

scattering of He atoms from the LiF(001) surface.

3.1 The Apparatus

In this section, a general description of the apparatus is given and its new features

are introduced which make it superior and a multi-purpose beam machine, allowing

very different types of experiments which is an important advantage since the beam

machines are highly costly in construction. The apparatus is constructed high flexible

and in a modular construction. The intensity can be increased at the expense of the

angular and TOF resolution (to be discussed later in detail) by changing the source-

to-target and target-to-detector distances. Additional differential pumping stages can

be inserted between the crystal chamber and the detector to increase the signal-to-

background ratio. Its modular structure also makes it possible to insert new functional

units and to pump down or vent the vacuum chambers separately.

The general scheme of the apparatus is shown in the 3D view in Figure 3.1. The

scaled schematic top and the side views of the apparatus are shown in Figures 3.2 and

3.3. The whole apparatus -except the source chamber turbo pump- is based on the main

support. The main support is mechanically stable and supported with damping feet to

reduce the vibrations from the laboratory floor. The relatively large source chamber

turbo pump has an extra support and is connected to the source chamber with a

damper to depress its vibration. The source chamber, the first differential pumping

stage chamber (DPS-1), the chopper chamber and the iris chamber are mounted on

two parallel rails. It is possible to change the source-to-target distance by introducing

bellows or removing one of the chambers between the source and target chambers. In

this work, however, always fixed source-to-target distance is used. The DPS-2, DPS-

3, PT-1, PT-2, and the detector chambers are mounted on two parallel rails of the

detector arm, enabling to change the target-to-detector distance. The detector arm is

mounted on a circular rail, which allows rotating the detector angle about a vertical
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3. The Apparatus and Experimental Details

axis at the center of the target chamber with respect to source arm from 40o to 190o.

The target chamber is mounted on the three supporting rods and can be rotated

around its axis, enabling to change the beam entrance ports.

In this work PT-1 and PT-2 are simple vacuum chamber similar to DPS-2. For atom

optics experiments, they are replaced by one vacuum chamber with two-stage pumping

separated with piezo-table, which provides movable µ-apertures for the scanning of the

beam profile and determining the size of the focused beam spot.

In the source chamber, the source is mounted on a manipulator allowing 5 degrees

of freedom which is mounted on the top flange of the source chamber. The target

manipulator enabling 6 degrees of freedom is mounted on the top of the main target

chamber. The iris chambers entails a circular aperture with the adjustable diameter

of 0.8 to 5.0 mm. The detector chamber consists of a mass spectrometer.

The details of the beam collimation and dimensions of the apparatus are shown in

Figure 3.4. A glass window at the backside of the detector serves for the beam path

alignment. The alignment of the collimation apertures is done by a telescope and with

a He/Ne laser and is justified with the He beam intensity. Note that in Figure 3.4

the target-to-detector distance is given as L0
TD. This is the distance for the detector

position LD=0 mm. For detector position LD >0, the target-to-detector distance is

given by LTD = L0
TD − LD.

The description of the pumping system is provided in Table 3.1. To avoid the oil

contamination in vacuum only turbo-molecular pumps are used. The differential pump-

ing stages are only used for the purpose to reduce He the background pressure in the

detector chamber.

Briefly, the beam is generated in the source chamber by skimming the core of a super-

sonic free jet expansion. The skimmed beam travels through the differential pumping

stage-1 (DPS-1), the chopper chamber, the iris chamber and is scattered from a surface

in the target chamber. The scattered beam reaches the detector preceded by several

differential pumping stages.

The stepper motors, TOF module, temperature controllers and the signal output are

connected to a computer via a CAMAC1 unit. All control and measurement programs

are written with LabVIEW2, automating the angular scan and TOF measurements.

1The CAMAC (Computer Automated Measurement And Control) is a modular interface for data
handling.

2LabVIEW is a graphical programming language developed by National Instruments, Austin, TX,
USA
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3.1 The Apparatus

Figure 3.4: The beam path and the dimensions of the collimating apertures of the apparatus

given for the case where θSD=ŜTD=90o. All dimensions are given in mm. The skimmer tip
is taken as the origin. The nozzle-skimmer distance is mostly set to 10 mm. The effective
ionization region has a width, height and length of 4.6, 6.6, and 4.6 mm, respectively (see
Section 3.1.7). (∗) indicates that the dimensions of the movable parts on detector arm are
given for detector position, LD = 0 mm where 0< LD <1200 mm. For instance, LTD=L0

TD−
LD . Generally LD = 217 or 300 mm is used.
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3. The Apparatus and Experimental Details

Table 3.1: Pumping system of the apparatus.(?): In this work PT-1 and PT-2 are simple
vacuum chamber similar to DPS-2.

Chamber Aperture UHV pump Forevacuum pump

[Pumping speed(He)(ls−1)] [Throughput(m3h−1)]

Source Skimmer Balzers TPH 2200 S [3200] Leybold WS501 [505]

(400µ) Leybold WS251[251]

Leybold Trivac D65B [65]

DPS-1 4.1 mm Leybold Turbovac 361 [380] Leybold Trivac D16B [16.5]

Chopper 20 mm Leybold Turbovac 361 [380] Leybold Trivac D16B [16.5]

Iris 6.0 mm Leybold Turbovac 50D [32] Leybold Trivac D4B [4.2]

Target 6.7 mm Leybold Turbovac 361 [380] Leybold Trivac D16B [16.5]

DPS-2 6.7 mm Leybold Hy.Cone 200 [180] Leybold Trivac D8B [8.5]

DPS-3 6.7 mm Pfeiffer TPU 062 [56]

PT-1 6.7 mm (?) Pfeiffer TMU 065 [56] Leybold Trivac D4B [4.2]

PT-2 6.7 mm Pfeiffer TMU 065 [32] Leybold Trivac D4B [4.2]

Detector Pfeiffer TMU 260 [220] Leybold Trivac D8B [8.5]

3.1.1 The Beam Source

The nozzle is mounted on a goniometer which is placed on a linear translation table so

that the nozzle can be moved translational in 3D and tilted in vertical and horizontal

directions. The movements are controlled manually by turning knobs and read by dial

counters. The coordinate conventions and their definitions and features are given in

Table 3.2. The y- and z-movements need to be adjusted each time after the source

holder remounted. They also serve to determine the nominal skimmer diameter and

to test the quality of skimmer or beam alignment (see Section 4.2). The x-movement

provides the advantage of optimizing the intensity at different stagnation conditions

with changing the skimmer-nozzle distance (XNS). The tilting movements need to be

optimized as the nozzle may not be along the collimation line. This is particularly

important for home-made glass nozzles. The experiments with the source movements

will be demonstrated in Chapter 4. In the experiments presented in this work the

skimmers of orifice diameters of 48 µ and 400 µ are used3. They are 1-inch long cones

3In the most of the experiments a 400 µ skimmer was used.
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3.1 The Apparatus

Table 3.2: The coordinate convention of the source manipulator. The positive increments
along the coordinate axes is defined with increasing dial number.The backlash of the move-
ments is about two dials, except for y-movement which has a backlash of 30 dials.

Coordinate Definition Movement Limits

x-axis In the direction of beam 25µ/dial 60 mm

y-axis To the left with respect to beam 12µ/dial ±12 mm

z-axis Upwards 13µ/dial ±12 mm

β-angle Vertical tilt (around ŷ) 12.5 mdeg/dial ±17o

γ-angle Horizontal tilt (around ẑ) 12.5 mdeg/dial ±17o

made of nickel4. The total included internal and external angles at its orifice are 25o

and 30o, respectively, and the base angle is 70o. This unique geometry and very sharp

orifice edge feature give minimal disturbance of the gas passing through the orifice.

The nozzle-skimmer distance is mostly kept at 10 mm which is an optimized value

(see Section 4.2).

A source orifice of 10 µ nominal diameter was used. The source is heated by a

resistance wire wrapped around the orifice tube. The source is cooled by the circulating

liquid nitrogen. The temperature is measured by a Pt-100 resistor and is controlled by

a temperature controller5. The stagnation temperature can be set with a fluctuation

of ∆T0 < ±0.1 within the range of 100-400 K. The source and the gas supply line

are designed to work at pressures up to 1000 bar. To avoid clogging of the nozzle,

high purity helium (4He of grade 6.0) is used and a 10 µ pore filter kept in liquid

nitrogen temperature is mounted in the gas supply line. Turbo-molecular pump is

used instead of a diffusion pump, which allows the usage of micro-skimmers [133]

without clogging. In the beam focusing experiments, the size of the focussed beam

spot is also determined by the source size, which is defined by the skimmer diameter,

given that skimmer diameter is much smaller than the sudden-freeze diameter.

The base pressure of the source chamber is 1 × 10−7 mbar and when helium gas is

supplied it is in 10−3 mbar range. Supplying high pressure He gas into the vacuum

through the micro-nozzle results in a supersonic expansion of the He gas. The char-

acteristics of the expansion and the skimmed beam will be discussed in Chapter 4.

4Beam Dynamics Inc., Minneapolis, Minnesota, USA
5Eurotherm-2404: Eurotherm Regler GmbH, Limburg an der Lahn, Germany
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3. The Apparatus and Experimental Details

3.1.2 The Chopper and the TOF Module

The time-of-flight (TOF) method is used to analyze the translational energy of the

beam, which is the most commonly used method in molecular beam experiments

[134, 135]. The idea of the method is simple. The incident beam is pulsed with a me-

chanical chopper of 0.1 mm thick metal disc with two identical equilateral trapezoid

slits of height of 15 mm and of sides of 1mm and 5 mm. The vertical chopper position

is changed manually allowing to use different slit widths, or doing beam experiments

without chopper. The total flight time of the beam pulse from the chopper to the de-

tector is measured with time-amplitude converter electronics. The bearing-supported

chopper can run in the range of 75-500 Hz in both rotational directions.

A computer controlled program is triggered with a LED and photo detector and

starts accumulating the counts of detected particles after a delay time. The pulse

counts are accumulated in the multichannel scaler (MCS) in the certain time bins cor-

responding to arrival time to the detector. Measurement time, width and the number

of time bins and delay time are set prior to the experiment depending on the required

resolution, velocity of atoms and the range of the energy loss spectra. Narrower time

bin means better energy resolution, but less signal-to-background ratio of the TOF

spectrum. Larger slit width increases the beam intensity, so that the measurement

time, but reduces the resolution of the TOF spectrum. The similar trade off is valid

in case of the variation of the target-detector length. It is sometimes worth optimizing

the slit width and target-detector length for a particular experiment. In TOF mea-

surements the intensity of beam should not exceed about 100 kcps. It is observed that

when the intensity is high an artificial shoulder is created in the TOF peak due to

the saturation of the channeltron. In Section 3.2 the characterization and calibration

experiments of the TOF apparatus are presented.

3.1.3 Target Chamber

The schematic side and top views of the target chamber are provided in Figures 3.5

and 3.6. The functional purpose of the target chamber is providing high and clean vac-

uum conditions that the sample surface has a negligible interaction with the residual

ambient gases over the course of a measurement run. The total pressure of the target

chamber reaches ultra high vacuum conditions in the 10−8 mbar range within several

hours after the pumping down and without baking out. These conditions guarantee

clean LiF(001) and Si(111):H(1×1) surfaces used in this work. The chamber can be
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3.1 The Apparatus

baked up to 150o C resulting in total pressures in the 10−10 mbar range. For a bake out

at higher temperatures, the parts with teflon sealing must be removed. The requisite

vacuum conditions depends not only on total pressure but also on both the species

present in the residual gas and their reactivity with the sample. The Si(111):H(1×1)

surface is particularly reactive with hydrocarbon compounds. For this reason all the

high vacuum pumps are turbomolecular pumps and for the target and its neighboring

chambers oil filters preceding the rotary pumps are installed. Although turbo pumps

have a relatively poor compression ratio for helium, they provide good vacuum condi-

tions free of pump oil vapors. But still some oil vapor can get into the vacuum chamber

through backstreaming during pumping down. To avoid this a gate valve6 is mounted

between the target chamber and the turbo pump so that the chamber can be vented

without turning the turbo pump off. The ”clean pumping down” is realized with, first,

pumping down the chamber with a membrane pump7. When a pressure of few mbar is

reached the gate valve (see also Figure 3.1) is opened slowly so that the turbo pump

continues running at full speed. This procedure guarantees pumping down the cham-

ber within half an hour without backstreaming of oil vapor and a simple alternative

to the load lock systems. A mass spectrometer8 is installed to check the cleanliness of

the vacuum in the target chamber.

As shown in Figures 3.5 and 3.6 the chamber has several ports for mounting nec-

essary devices for vacuum and surface characterization such as a cold finger and the

electrical feedthroughs and as well as for variable detector angle several beam ports

and a flexible bellow. A large glass window with Viton-sealing allows inserting and

removing samples and parts into and from the vacuum quickly.

3.1.4 Target Manipulator

The schematic diagrams of the target manipulator are shown in Figures 3.7, 3.8 and

3.9. The target (or crystal, sample) manipulator provides 6 degrees of freedom. The

convention and features of the coordinates of the target and the detector manipula-

tors are provided in Table 3.3. The manipulator is mounted on the top of the target

chamber and the samples can be mounted with a holder on the manipulator. The po-

lar angle rotation (θ) is realized by using differentially pumped seals (see Figure 3.7).

Three spring-loaded Teflon seals are used and the space between them is differen-

6MDC Vacuum Products Co., Hayward, CA, USA
7Sasika Hochvakuum und Labortechnik GmbH, Ilmenau, Germany. Model: MPC 601 T
8Balzers Model:QMG 551, FL-9496 Balzers, Liechtenstein
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3. The Apparatus and Experimental Details

Figure 3.5: The target chamber in side view. The target manipulator is mounted on the
top and the turbo pump is mounted at the bottom of the chamber. Between the turbo pump
and the chamber there is a gate valve allowing the clean pumping down.

40



3.1 The Apparatus

Figure 3.6: The target chamber in top view on the beam path plane. The seven beam
entrance ports enable setting the detector angle with 22.5o intervals. The reentrant bellow
allows the rotational freedom of the detector within 12o.
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3. The Apparatus and Experimental Details

Table 3.3: The coordinate convention of the target and the detector manipulator. The
corresponding steps to the 1 mm translation and 1o rotational movements are given. All
movements except the azimuthal rotation,φ are controlled by stepping motors.(∗) denotes
the corresponding rotation angle of the turning knob to 1o rotation of the sample.

Coordinate Definition Movement Limits

x-axis Parallel to surface 400 steps/mm ±12.5 mm

y-axis Upwards 3650 steps/mm ±50 mm

z-axis Perpendicular to surface 400 steps/mm ±12.5 mm

β-angle Around the x-axis 1834.9 steps/deg ±1.3o

φ-angle Around the z-axis 8.29o/deg ∗ 360o

θ-angle Around the y-axis 657.22 steps/deg 360o

θSD-angle Around the y-axis 151020.02 steps/deg 40-190o

tially pumped with the rotary pump of the target chamber. This setup is particularly

suitable to move heavy instruments in vacuum with a large diameter and allows a

rotational freedom of 360o. The estimated gas leakage under static conditions is about

10−13 mbar L/s and the pressure rise upon rotation is less than 10−10 mbar [136–138].

A stepping motor and an independent angle decoder control the polar rotation.

The backlash is about 1o and the angles should be measured in one direction. x, y,

z, and tilting (β) movement are enabled with a large bellows. A linear screw motion

controlled by the stepping motors is converted into two parallel linear motion of plates

which allow x- and z-movements. The tilting is realized in a similar way but the sliding

plate moving on a rounded surface (see Figure 3.8) . The center of the curvature of

the convex part corresponds to the center of the sample holder. The tilt movement

is used for adjustment purposes and has a narrow range. The y-movement moves the

base plate up and down through a spindle. The x, y, z, and tilting positions and angle

are controlled by the stepping motors. A conventional rotary feedthrough mounted

on the top of the tilting motion plate translates the rotational motion around the y

axis into the azimuthal rotation (see Figure 3.9). The azimuthal rotation is controlled

manually with a freedom of 360o.
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3.1 The Apparatus

Figure 3.7: The scheme of the manipulator with x, y and polar angle movements shown
in detail. (1) y-movement. (2) x-movement. (3) Spindle. (4) Ball bearings. (5) Spring-loaded
teflon seal. (6) Bellows. (7) Differentially pumped case. (8) Sliding plates.
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3. The Apparatus and Experimental Details

Figure 3.8: The scheme of the manipulator with z and tilt angle movements shown in detail.
(1) y-movement. (2) z-movement. (3) Tilt movement. (4) Sliding plate for x-movement. (5)
Sliding plate for z-movement. (6) Sliding plate on a convex surface resulting the tilting angle
in. The center of the convex curvature is the center of the target holder.
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3.1 The Apparatus

Figure 3.9: The scheme of the manipulator with azimuthal movement showed in detail.
(1) Manual turning knob for azimuthal rotation. (2) Rotary feedthrough. (3) Shaft. (4)
Connection tube. (5) U-joint. (6) CF-sealing. (7) O-ring. (8) Ball bearings. (9) Bevel gears.
(10) Pinion gear. (11) Target holder. (12) Beam line.
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3.1.5 Variable Detector Angle

Several beam entrance ports enable setting the source-to-detector angle (θSD) with

intervals of 22.5o (see Figure 3.6). The flexible bellows connection allow varying the

detector angle by ±12o. Thus, the set up give access any total angle from 40o to 190o.

Similar setups were used by two other groups [139, 140]. The angle encoder of the

θSD is mounted on the rotation center of the detector arm and requires no reset for

the whole angular range. A stepping motor fixed on the circular track pushes and

pulls the detector arm through a spindle. Changing the beam entrance ports needs

venting the chopper and the iris chambers (these chambers are not separated with a

valve, although it is in principle possible). To connect an new beam port the bolts

of the target chamber connecting with its base and the bolts of the stepping motor

base are loosened and target chamber and detector arm are moved to a new position

together. Finally the vented chambers are pumped down. The whole procedure can be

done by one person and takes half an hour. The requirement of the vacuum conditions

in vented chambers depends on the crystal to be investigated. As LiF(001) crystals

are rather inert and can be investigated even under poor vacuum conditions, a total

pressure of 10−7 mbar in the iris chamber can be reached in one hour and new series

of experiments can be carried out.

3.1.6 Crystal Holder

The crystal holder used in the LiF(001) experiments is shown in Figure 3.10. The

diameter of the holder is 32 mm. The holder is mounted by the back rod with three

screws onto a disk fixed on the manipulator. It is connected to liquid nitrogen trap

via a copper braid which prevents none of the degrees of freedom of the manipulator.

Three sapphire plates provide good thermal conduction at low temperatures and good

thermal isolation at high temperatures. The crystal is mounted on the molybdenum

plate with two clamps fastened with screws. A hole of 0.7 mm diameter and 3-5 mm

depth is drilled on the side of the crystal before the cleavage. A K-type thermocouple

(Ni-Cr/Ni-Al) with wires of 0.1 mm diameter is used. A thin ceramic stick was inserted

between the wires in order to prevent the shortcut and to make a good thermal contact

of the crystal and the thermocouple. The thermocouple was so tightly fixed within

the crystal that it was impossible to take it out without breaking the crystal. The

temperature of the crystal is controlled with a temperature controller similar to the

source temperature controller. This compact and thermally good isolated construction
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3.1 The Apparatus

Figure 3.10: The scheme of the crystal holder.

enables cooling the crystal to 110 K with liquid nitrogen and heating up to 900 K by

radiation from a filament at 100 Watt. After the cleavage in air the crystal is mounted

on the crystal holder, the connections of the thermocouple are fixed and the chamber

is pumped down. The whole procedure takes only 5 minutes.

3.1.7 The Detector

The home made detector incorporates the electron bombardment ionizer, extractor

and focusing optics, the 90o magnetic mass spectrometer, and the channeltron ion

detection. The detector was developed by Samelin and the detailed description of the

detector can be found in his master thesis [141]. The construction of the ionizer and

the ion extraction unit is given in Figure 3.11. The neutral atoms arriving at the

ionization region are ionized by the impacting electrons, which are emitted from a

hot cathode. The cathode is a 10 × 6 × 5 mm tungsten block coated with barium

oxide9. The effective ionization width, height and length are given as 4.6 mm, 6.6

mm, 4.6 mm, respectively and these values will change slightly at different settings of

the detector [141]. The emitted electrons are accelerated by the repeller voltage into

the inner grid. After ionization the ions are extracted and focused into the magnetic

deflection unit. Through the magnetic field, the particles are selected according to

9Spectra-MAT Inc., Watsonville, CA, USA
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3. The Apparatus and Experimental Details

Figure 3.11: The scheme of the detector. The electrons are emitted from the hot cathode
and repelled into the anode. The ionized molecules are extracted and focused into the mass
spectrometer.

their mass/charge ratio and detected by a channeltron10. The signal increases with

the increasing channeltron voltage and the best working range is where the signal

starts to saturate with increasing voltage (see Figure 3.12). The channeltron voltage

was set to 2.3 kV.

The settings of the detector are given in Table 3.4. These settings, however, used

for scattering experiments. To avoid the saturation of the channeltron in the case of

direct beam (θSD=180o) the detector efficiency is reduced by reducing the emission

current, IE and increasing UB3.

The signal measured by the detector has three parts: The true signal, IBeam is caused

by the molecular beam crossing the ionization region. Diffused helium background,

IDiff is caused by diffusion of He from preceding chambers into the detector chamber.

The background signal, IBG caused by detection of background gas in the detector

chamber. IBG has two contributions; the tail of the H2 peak and partial pressure of

10Model: DeTech-418, Detector Technology,Inc. Palmer, MA, USA
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Figure 3.12: The channeltron voltage dependence of the measured signal. The best working
region is where the signal tends to saturate.

Table 3.4: The settings of the detector.

UA UG UK UR UB1 UB2 UB3 UDP1 UDP2 UH IE

1.0 kV 97.4 V 160 V 4 V 960 V 814 V 0 V 0 V 0 V 8 V 4 mA

the helium when the valves are closed. The background mass spectrum of the detector

chamber is given in Figure 3.13. The background pressure is PDC = 2.5× 10−10 mbar.

As seen in the figure IBG is 100 cps and the main contribution is the partial pressure

of helium. This indicates a leak in the chamber. The leak was in the turbo pump and

could not be sealed easily, so that the background signal remained at about 100 cps

throughout this work. The helium background partial pressure can be estimated from

the detector’s background sensitivity and for a emission current of 4 mA the count

rate is given as [141];

IBG ≈ 0.66× 1016P . (3.1)

Here the IBG is in cps and P is the partial pressure of the helium in mbar. Hence, the

estimated partial pressure of the helium is then P ≈ 1.5× 10−14 mbar. A background

of 100 cps is low enough to do even most of the inelastic scattering experiments. How-

ever there is also contribution of diffused background which is reduced by differential
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Figure 3.13: The mass spectrum of the detector background gas. The detector valve is
closed. The total pressure is PDC = 2.5×10−10 mbar. Cathode voltage is 160 V and emission
current is 4 mA. The major peaks are labelled. He peak is due to a leak. HD peak is due to
the natural abundance of deuterium (1.4×10−4) in hydrogen.

pumping. This will be discussed below. The sensitivity of the detector for diffused

background is also expressed with Equation 3.1. The probability of the detection of a

He atom in the beam depends on the emission current [141] and the ionization proba-

bility11 is measured at 4 mA as W = 2.1× 10−6. The ionization probability of the D2

molecule is about 2.3 times higher than of the helium atom.

3.1.8 Differential Pumping System

It is a typical characteristic of molecular beam machines to use numerous differential

pumping stages along the beam path to reduce the diffusion of the beam gas into the

detector chamber. The He pressure in the source chamber is about 10−3 mbar and by

using several pumping stages with small apertures the diffused He background in the

detector chamber should be reduced to less than 10−14 mbar. The list of the chambers

and description of the pumps and the apertures are given in Table 3.1.

11In fact, the given probability is for room temperature beam and the ionization probability for
electron impact ionization detectors is inversely proportional to beam speed, vHe.
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3.1 The Apparatus

Since there are three pumping stages before the target chamber, the main contribu-

tion of diffused background in the detector comes from the beam load stopped in the

target chamber. The flux of the beam entering the source chamber is defined by the

iris aperture area σ from Section 4.2 and is

Ṅ = 0.16
P0

kT0

√
5kT0

mHe

(
d

x

)2

· σ , (3.2)

where P0 and T0 are stagnation pressure and temperature, x is the position of the iris

and d is the nozzle diameter. The partial pressure of helium in the target chamber is

then

PTC =
Q

STC

=
ṄkT

STC

, (3.3)

where STC is the pumping speed of the pump given in the Table 3.1. The helium

pressure at the target chamber effusively reaches through the apertures and chambers

to the detector chamber. The pressures in the down stream chambers can be calculated

with aperture conductance and pumping speed relations under the fiat of free molecular

flow. The conductance of a thin aperture plate of surface area A is [142] given by

CA =
1

4
v̄A , (3.4)

where v̄ is the mean speed of the molecules in room temperature. The apertures

of differential pumping stages between the target and detector chambers are copper

gasket tubes of 6.7 mm diameter and 15 mm length. The conductance of a tube of

length L and diameter D is given in terms of the aperture plate conductance as

C =
CA

1 + 3L
4D

. (3.5)

The gas flux from a chamber of pressure P to the next chamber through an aperture

of conductance C is given by

Q = C · P . (3.6)

Using the equations above the general expression of diffuse background in the detector

chamber can be derived as

PDC = PTC · CTC ·
∏
n

[
Cn

Sn

] · 1

SDC

, (3.7)

where Cn and Sn are the conductance of the apertures and pumping speed of the

pumps between the target and detector chamber, and SDC is the pumping speed
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of the detector chamber’s pump. For an iris diameter of 3 mm and source stagnation

conditions of 100 bar and 300 K the He partial pressure in target chamber is calculated

from Equations 3.2 and 3.3 as PTC = 4.1 × 10−8 mbar. The measured pressure was

4.0×10−8 mbar (corrected by the factor 6.9 for ionization probability of He). In the

earlier experiments of this work the pumping stages PT-1 and PT-2 were not installed

and in that case the calculated and measured diffused background intensity at the

detector were 8.4 kcps (from Equations 3.1 and 3.7) and 2.0 kcps, respectively. The

discrepancy is reasonable since the detector sensitivity can be slightly different than

the given value and the exact calculations of the conductance of apertures and the

effective pumping speed of the pumps depending on the geometry of chambers are

difficult. The diffused background was too high to carried out inelastic scattering

experiments so that we installed two chambers more (PT-1 and -2) were installed

making the diffused background insignificant.

3.1.9 D2 Recycling Unit

For use of the expensive D2 gas a recycling system was built in. The schematic de-

scription of the D2 recycling and the gas supply system for the high pressure nozzle

source is shown in Figure 3.14. A system of by-pass valves is designed to swap the

operation quickly with He and D2 without mixing of the two gases. In operation with

He gas, the valve V14 (see Figure 3.14) is opened. To start the recycling of D2 the

V14 is closed and V13 is opened. Secondly, the gas line between P4 and V11 and also

common used gas line between the nozzle and the by-pass valves are pumped out. The

recycling unit consists of a series of filters following the source chamber forevacuum

pump and separate the recycled D2 gas from oil and gaseous contaminants. The most

essential part of the purification process is represented by two Al2O3 filters cooled with

liquid nitrogen. After the purification stage the gas pressure is raised up to 130 bar by

a two-stage compressor12. A final filtering stage for both He and D2 is installed before

the nozzle with a cold trap with a 10 µ filter.

When the recycling system had a leak, the signal became lower, the speed and the

speed ratio of the molecular beam got smaller due to the contamination. After fixing

of the malfunction there is no contamination of the gas is noted within an operation

of more than a week. As the gas lines of the recycling unit are very long (about 50 m),

during the operation with the D2 gas it can run more than a week without a refill.

12SERA-5142: Seybert&Rahier GmbH + Co., Immenhausen, Germany
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3.1 The Apparatus

Figure 3.14: The scheme of the gas recycling and supply system of the Magie-2. The symbols
are in DIN 28401 Norm. The pumps of the source chamber P1, P2, P3, and P4 are described
in Table 3.1. F1 is an oil filter. F2 is an active carbon filter. F3 and F4 are liquid nitrogen
cooled Al2O3 filters.
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3.2 Data Analysis and Experimental Resolution

In this section the calibration and the resolution of elastic and inelastic scattering

experiments are discussed. The peak-centering accuracy of TOF experiments reached

by most of HAS experiments have not been particularly great and few percent of

precision in the incident energy is regarded as sufficient. The flexible flight length (LCD)

of the present apparatus allows in-situ calibration of flight path and time origin of the

TOF technique rather than a rudimentary estimation from construction schematics

which can change due to misalignment problems and time origin can shift due to the

trigger and detection electronics. The angular and energy resolution of the apparatus

is demonstrated by He scattering from the LiF(001) surface. LiF(001) is a well studied

(both experimentally and theoretically) surface and easy to work with. Therefore, LiF

had been chosen in test experiments of Magie-2.

3.2.1 Calibration of Elastic TOF Experiments

High energy resolution atomic helium scattering experiments are used to probe bound

state and phonon energies of surface as a precise method where an energy spread

of less than 1% has become achievable from supersonic free jet expansion. Since all

measurements scale with the incident beam energy, the uncertainty in the incident

energy of the elastic beam is a substantial issue limiting the precision. We present here

an in situ calibration method with a variable chopper frequency and flight path for fixed

experimental conditions which can be altered while mounting a new crystal or aligning

the crystal. Therefore in situ calibration is a substantial feature and improvement of

high resolution apparatus over conventional calibration procedures where the flight

distance is calibrated with a known crystal lattice or theoretically predicted value of

the beam speed [135].

The rotating disk chopper pulses the beam and triggers the detector electronic with

a timing pulse. Generally, the timing pulse is generated with a time offset, tc due to

the widths of the triggering LED and slit and triggering level and it depends also

on the chopper frequency. The trigger pulse starts a delay generator and sequentially

initiating after a delay time, td the multichannel scaler which accumulates the counts

in time intervals. The TOF spectrum of the direct He beam is shown in Figure 3.15.

The total counts collected in each channel of time is plotted as scattered data. A

typical TOF spectrum of the beam is a symmetric peak which is plausible to fit to
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Figure 3.15: Time of flight spectrum of direct He beam. P0=150 bar, T0=297 K. Channel
width is 2 µs, the number of channels is 200, the delay time is 1.15 ms, the chopper frequency
is 300 Hz, and the measurement time is 30 s. The detector position, LD=21.7 cm. The best-fit
Gaussian curve is also shown. The peak position fitted curve is 0.184 ms.

Gaussian type of curve13. The mean flight time of atoms given as

tF = td + tp + tc , (3.8)

tF = 1.150 + 0.184− 0.018 = 1.316 ms.

td is the set delay time and tp is taken as the peak position of the fit curve giving mean

flight time of the beam. tc is found in the following procedure. One can assume that if

the chopper frequency is infinite there is no delay. Thus the true tF is when 1/f = 0. In

Figure 3.16 it is shown that how the measured flight time with the chopper frequency

changes. The delay is found to be proportional to the inverse frequency; tc = a/f

where a = 5.26± 0.09 and for f = 300 Hz tc is tc = −0.018 ms.

A second source of the time offset tc occurs when the chopper is not perfectly aligned

with the beam. The simplest way of testing it is to rotate the chopper in the opposite

direction and see if there is a shift in the flight time. As the chopper can be rotated in

both directions, rotating the chopper in opposite direction at 300 Hz and measuring

13In fact, the beam spread incorporates a tail which can be represented by a broad Gaussian curve
[143]
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Figure 3.16: Total flight-time versus inverse chopper frequency for the same conditions as
in Figure 3.15. For f−1=0, the chopper delay time is zero.

TOF spectra at the same conditions resulted in flight time difference of, ∆tF = 0.006

ms. The actual offset is half of this value and changes when the beam path is changed.

The correction time and the delay time are taken into account in the measurement

program in all experiments in this work.

After determination of the time origin of the TOF flight path origin L0
CD can be

determined by varying the flight distance LCD where

LCD = L0
CD − LD , (3.9)

in which 7 cm ≤ LD ≤ 34 cm (in the current configuration). Flight-time, tF ver-

sus detector position, LD is a linear relation and extrapolation of this line intersects

with position axis indicating exact flight distance. It is also worthwhile to repeat this

measurement at a different (low) temperature and see whether extrapolated lines of

different temperatures intersect at the zero-flight-time axis. As seen in Figure 3.17,

extrapolation of tF versus LD intersects each other at zero axis within the confidence

bands of 95%.
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Figure 3.17: Flight time versus detector position of the beam at two stagnation tempera-
tures of 297 K and 96 K. Confidence bands of 95% are also shown. The intersections of the
extrapolated lines with the x-axis correspond to the L0

CD distance.

The results of these measurements are highly reasonable;

L0
CD = 2577± 40 mm (measured by 96 K beam),

L0
CD = 2569± 2 mm (measured by 297 K beam),

L0
CD = 2566 mm (estimated from the construction drawings).

The relative larger error of the cooled beam is due to the larger temperature fluctuation

at the given temperature. For the room temperature beam the error is smaller and this

value will be used in this work. Principally the accuracy can be improved by removing

the pumping stages and measuring the plot in Figure 3.17 for a broader range of LD.

Although the peak-centering accuracy is mostly more stringent for the precision of

the lattice constant and energy spectra experiments, the actual energy resolution of

the apparatus is highly of interest and even crucial for inelastic scattering experiments

in order to compare with theory and to understand some phenomena such as kinematic

focussing [125,144–150]. The TOF spectrum of direct beam in Figure 3.15 is fitted to

a Gaussian peak. The FWHM of the peak is, ∆ = 20.7 ± 0.3 µs. The width of the

peak is not only due to the velocity distribution of beam, but also due to the smearing
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effect of the finite chopper gate function and detector length14. The resulting time

spread of the TOF peak is a convolution of three separate broadening contributions

and approximately can be convoluted by adding the square of their widths (FWHM):

∆2 = ∆2
B + ∆2

D + ∆2
C , (3.10)

where ∆ is the measured width of the TOF spectrum and ∆B, ∆D, and ∆C are time

widths due to isolated smearing effects of velocity distribution, detector and chopper

gate function, respectively. To determine the exact velocity spread of the beam it is

necessary to know the values of ∆C and ∆D. They can be estimated by

∆B = LCD∆u/u2 , (3.11)

∆C = w/f2πr , (3.12)

∆D = XD/u , (3.13)

where LCD is the chopper-detector distance, u is the beam velocity, ∆u is the FWHM

of the beam velocity distribution, w is effective slit width15, r is the radius of the

chopper at the beam center, f is the chopper frequency, XD is the effective length of

the ionization region of the detector. To extract ∆u from a measured TOF spectrum in

Figure 3.15 the parameters given above are sufficient, where LCD = 2349 mm (for the

detector position LD = 217 mm, see Equation 3.9), w = 2 mm, f = 300 Hz, r = 65.3

mm XD = 4.6 mm16 and u = 1761 m/s, resulting ∆C = 16.3µs and ∆D = 2.6µs.

Hence the total instrumental TOF width is

∆M =
√

∆2
D + ∆2

C = 16.5 µs. (3.14)

As mentioned the chopper contribution normally requires a more precise treatment

to be estimated. Rather than a rudimentary estimation, we have the opportunity of

14The specific collimation geometry contributes also to the time spread. For instance, it causes a
broadening by leading a flight path distribution. Since, here, the collimation is narrow, this effect
is excluded. A narrow collimation geometry can have also dramatic effects. For instance, a narrow
collimation at the detector side monochromatize the diffracted beam.

15In general case, w=(wslit,wbeam); indicating the larger of the quantities of slit width or beam
cross-section width. A more accurate expression would be convolution of slit function and beam
cross-section.

16The total length of the filament is 10 mm, so that effective detector length can be assumed ap-
proximately half of this value. The given value is from ref. [141].
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Figure 3.18: Measured width of the TOF spectra (FWHM) as a function of inverse chopper
frequency. For f−1=0, the contribution of the chopper slit function is zero.

0 50 100 150 200 250
17,0

17,5

18,0

18,5

19,0

19,5

20,0

20,5

21,0

21,5
 

 

F
W

H
M

, ∆
   

[µ
s]

Detector position, L D  [cm] 

Figure 3.19: The dependence of the TOF spectrum on the detector position for the same
conditions as in Figure 3.15. The intersection of the extrapolated line with the y-axis on the
right hand side (which is the L0

CD) corresponds to the total instrumental width of the TOF
spectrum.
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finding the chopper contribution experimentally and more accurately. f can be varied

in the range of 75-500 Hz, where ∆C is proportional to 1/f , as given in Equation 3.12.

if the chopper were rotating with an infinite frequency there would have been no contri-

bution of chopper gate function to the broadening; thus, zero ∆C . The intersection of

the extrapolation of line to zero can in ∆ versus 1/f plot gives without ∆C . As shown

in Figure 3.18 zero gate opening time corresponds to ∆ = 6.9± 0.7 µs which is equal

to
√

∆2
B + ∆2

D. Hence, at f = 300 Hz the chopper contribution is ∆C = 19.5± 1.0 µs.

There is no way of straight measurement of ∆D and also it has very small effect. Us-

ing the approximately predicted value of ∆D in Equation 3.13, the total instrumental

contribution is equal to

∆M = 19.7± 1.0 µs. (3.15)

The variable flight path gives the opportunity to determine instrumental broadening

without any assumption. It allows in situ characterization of the instrumental broad-

ening and can be carried out easily for various instrumental and beam conditions. In

the ∆ versus flight distance graph, zero flight distance value of ∆ is equal to ∆M .

From Figure 3.19, ∆M is equal to

∆M = 18.1± 0.7 µs. (3.16)

This result is more reliable than the results of previous methods. After in situ calibra-

tion and characterization of TOF spectra, the velocity and velocity distribution of the

beam can be determined accurately. From the measured tF and ∆ the speed ratio is

calculated as

S = 1.65
u

∆u
= 1.65

tF
∆B

= 1.65
tF√

∆2 −∆2
M

. (3.17)

Thus, the determined speed ratio from the TOF spectrum in Figure 3.15 is S=216±23.

3.2.2 Inelastic TOF Experiments

One of the main purposes of building molecular beam scattering machines is to de-

termine the dispersion curves of surface phonons via inelastic scattering of He atoms.

Briefly, the energy loss/gain of the pulsed He beam is determined by measuring the

TOF spectrum of the scattered beam at a constant angle. The kinematics of the inelas-

tic scattering is discussed in the previous chapter. The energy resolution in the case

of inelastic scattering requires further consideration where the resolution not only de-

pends on the parameters of the scattering but also on the specific scattering geometry

and on the dispersion of surface phonons.
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Figure 3.20: TOF spectrum at θi= 61.48o for He of 120 bar and 98 K from LiF(001) in
the 〈100〉 direction. The channel width is 10 µs the time delay is 1.40 ms, The second peak
is the elastic peak, the first one is the energy-gain peak and the third one is the energy-loss
peak. θSD=90o.

In Figure 3.20 a TOF spectrum is given showing elastic and inelastic scattering from

the crystal surface at an incident angle of θi=68.48o. The flight time of elastic scattering

is measured from the specular peak TOF spectrum as tF =teCD=2.40 ms, corresponding

to ki=6.21 Å−1 and Ei=20.14 meV. It is a common practice transforming time-of-flight

spectra to energy-shift spectra. The TOF abscissa in Figure 3.20 can be transformed

to the energy-loss abscissa as shown in Figure 3.21 with a transformation formula

given as

∆E = Ei

[(uf

ui

)2 − 1

]
= Ei

[(teTD

tTD

)2 − 1

]
, (3.18)

where ui and uf are the initial and final velocities of the He atoms, respectively, and

teTD and tTD are the flight times of elastically and inelastically scattered atoms from

the target to the detector, respectively. In TOF experiments only the total flight time

from the chopper to the detector, tF is measured, which is equal to

tCD = tCT + tTD . (3.19)
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Figure 3.21: TOF spectrum in Figure 3.20 transformed into energy spectrum. The observ-
able peaks are diffuse elastic scattering and phonon creation and annihilation. The incident
beam energy is Ei = 20.14 meV. Note that intensity is not corrected.

Defining all quantities in terms of measured quantities, ∆E can be written as

∆E = Ei

[( LTD

LCD
teCD

tCD − LCT

LCD
teCD

)2 − 1

]
, (3.20)

where LCD, LCT , and LTD are the chopper-detector, chopper-target, and target-

detector distances, respectively.

In transformation of the abscissa from tCD to ∆E, the area under the given peak

stays constant. Thus, the relative amplitudes of the peaks should be rescaled when

the inelastic scattering probabilities are of interest. This scaling is simply given by the

Jacobian of the transformation. Defining ft(tTD) to be the TOF spectra distribution

of intensity and fE(∆E) to be the distribution as a function of energy shift,

fE(∆E) = ft[tTD(∆E)]
dtTD(∆E)

d(∆E)
, (3.21)

and from Equation 3.18 the Jacobian is calculated to be

dtTD(∆E)

d(∆E)
= − t3TD

L2
TD

. (3.22)
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Figure 3.22: Dispersion relation of the Rayleigh mode and its intersection with the scan
curve of the beam with an angle of θi= 61.48o and energy of Ei= 20.14 meV. LCD=2352
mm and the chopper frequency is 300 Hz. There are three potentially observable peaks for
this scan curve. Different scan curves reveal different points of the dispersion curve. In this
way it is possible to probe the dispersion curve in the whole Brillouin zone. In most studies
the incident angle is changed in small steps to get the entire picture of the dispersion curve.

Similarly, in order to get the momentum gain/loss of the scattered atoms ∆K given

as

∆K = ki

[
teTD sin θf

tTD

− sin θi

]
. (3.23)

In Figure 3.21, although, it is convention to transform the intensity by the appropri-

ate Jacobian, the intensity was not corrected because the Jacobian function given in

Equation 3.22 leads to a significant increase of the creation peak, which is already the

dominating peak, and a suppressing of the elastic and annihilation peaks. The peaks

in Figure 3.21 correspond to the energies of ∆E = -5.72 meV and ∆E = 22.76 meV,

which mean that a phonon of energy ∆E is created and annihilated, respectively, by

the scattering event. In Figure 3.22 the scan curve and sinusoidal approximation of

dispersion curves of Rayleigh mode are sketched. The intersection points of the scan

curve S(∆K) and Rayleigh mode dispersion curve D(∆K) determine the energies at

which peaks are expected to appear in the energy spectrum measured for the given

incident energies and angles. In this way, by repetitive measurements with different
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angles of scattering or beam energies, namely different scan curves it is possible to

plot the phonon dispersion curve in Brillouin zone. The intersection points of S(∆K)

and D(∆K) in Figure 3.22 are

A(E,K) = ( -12.69 meV, -3.69 Å−1 ),

B(E,K) = ( -5.28 meV, -2,94 Å−1 ) and

C(E,K) = ( 22.70 meV, -1.15 Å−1 )

These values are in good agreement with the measured phonon energy value from

energy-loss spectrum in Figure 3.22; ∆E = -5.72 meV at point B, and ∆E= 22.76

meV at point C, which is fairly observable with a broad and small peak. Point A is

not observed in the energy-loss spectrum.

Resolution of the TOF Spectra: As seen in Figure 3.21 the resolution of the peaks

deteriorates as the energy increases in the annihilation region. The resolution of the

energy-loss spectrum is an important issue in the measurements of surface phonon

dispersion curves and the optimization of the design of the He atom spectrometer

and extensively discussed elsewhere [140, 150]. The total resolution is determined by

both the time spread of the scattered beam pulse at the detector and finite angular

resolution of the apparatus. The angular resolution and TOF resolution of the appa-

ratus is coupled because of dispersive characteristics of phonon modes. Quite accurate

analytical expressions for the energy and wave-vector resolution for the single phonon

scattering case are derived including of both instrumental and kinematic smearing

effects [150].

Since the primary concern here is the effectiveness of the apparatus as an inelastic

phonon spectrometer, we will assume a nondispersive scattering mode. In this case the

energy and angular resolutions decouple, so that we can draw some general conclusions

concerning the energy resolution of phonon scattering. It is also necessary to note that

this approximation may have dramatic errors in case of kinematic focusing which

appears when the condition

∂S

∂K
=

∂D

∂K
, (3.24)

is satisfied. In this case the resolution is greatly reduced by kinematic smearing effects

[144].

The TOF width of the pulse that has undergone elastic scattering from the target

has been discussed above. The contributions of chopper, detector and the beam spread

also exist in the case of the inelastic scattering. The contribution from the chopper
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shutter function is unchanged in this case

∆C = ∆e
C , (3.25)

where the superscript e denotes elastic scattering. However there will be changes in

∆D and ∆B associated with phonon creation and annihilation, which are formulated

as

∆B = ∆e
B

[
LCT

LCD

+
LTD

LCD

(
1 +

∆E

Ei

)−3/2
]

, (3.26)

∆D = ∆e
D

[
1 +

∆E

Ei

]−1/2
. (3.27)

The effective energy resolution is then

δ(∆E) =
∂(∆E)

∂tCD

∆ , (3.28)

leading to
δ(∆E)

Ei

= −2
(
1 +

∆E

Ei

) ∆

teTD

. (3.29)

Under these conditions the main contributions are ∆C and ∆B, and ∆D is insignificant.

Thus we can assume that instrumental contribution is constant which is given above

as ∆m = 18.1 µs. So that the resolution of the peaks in Figure 3.21 are calculated as

δ(∆E) = 0.58 meV at ∆E = -5.72 meV and δ(∆E) = 1.47 meV at ∆E = 22.76

meV. The resolution is optimum in the creation side and it gets worse asymptotically

in the annihilation side with the increasing phonon energy. Namely, the slower the

atoms after the scattering event, the better resolution in energy-loss spectra. Note

that the actual widths of the peaks will be larger than the values calculated above

which indicate instrument-limited resolution. Finite angular resolution and dispersion

of phonon modes reduce the ultimate resolution.

The resolution is not only the limiting factor in an inelastic scattering experiment.

For instance, the time width of an inelastic scattering peak in the creation side in-

creases dramatically with the energy of the created phonon that the peak becomes

so broad as to not able to observed above background. In this case the TOF can be

optimized by reducing the chopper frequency and increasing the chopper slit width,

however at the expense of resolution in the annihilation side. There is always the

trade-off between the resolution and the intensity with clever adjustment of the TOF

parameters. The discussions above give some general considerations to be taken into

account in inelastic experiments and some general conclusions concerning the energy

resolution of single phonon scattering on LiF(001). More detailed discussion requires
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a complicated analysis of momentum and energy resolution in case of the dispersive

modes where TOF and angular resolution are coupled in which Monte Carlo simulation

techniques may be simpler than analytic techniques [150].

Constant-Q measurements, on the other hand, offers much simpler TOF data to

understand and to compare with theoretical measurements. As discussed in Section 3.1

constant-Q TOF measurements enable measuring phonons at a specific ∆K where

energy and momentum are decoupled. In contrast to the parabolic scan curves where

∆K is unknown until ∆E is determined, the constant-Q measurements have well

defined ∆K values and observed peaks are well separated. The resolution in ∆K axis

of the scan line can be expressed as

[δ(∆K)]2 = [δ(ki) sin θi]
2 + [ki cos θi∆θ]2 , (3.30)

where δ(ki) is the momentum spread of the incident beam and ∆θ is the angular

resolution of the apparatus. Similarly a simple energy resolution can be given as

[δ(∆E)]2 = [δ(∆ETOF )]2 + [
∂D

∂K
δ(∆K)]2 , (3.31)

where δ(∆ETOF ) is the nondispersive TOF resolution as given in Equation 3.29.

3.2.3 Angular Scan Experiments

The dependence of the diffraction peak widths on the angle of incidence is deter-

mined by a variety of factors. The instrumental factors are non-zero incident beam

divergence and detector aperture. In addition to these, the imperfections of the surface

under investigation, such as finite domain size, random terrace distributions, and finite

energy spread of the beam contribute to the broadening. The understanding of peak

shapes is substantial to deconvolute the nonideal instrumental effects in both diffrac-

tion and inelastic experiments [125, 149, 151]. Additionally, from the measurement of

peak broadening due to the finite domain size of the real surfaces actual domain size

can be extracted when the instrumental broadening is known and if the transfer length

(or coherence length) of the apparatus is in the same order with domain size of the

surface of interest. The transfer length is defined as the pure instrumental broadening

corresponding to the broadening from the same length of surface domains [151]. With

a precise treatment of peak shapes average domain size, terrace width or even distri-

bution of terrace widths can be determined [152–154]. An analytical description of the
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Figure 3.23: Typical angular distribution of diffraction peaks from LiF(001)in the 〈100〉
direction with He beam of 300 K and 100 bar. The slight discrepancy of the intensities of
the symmetric diffraction peaks is due the misalignment of the azimuthal angle. θSD =90o.

widths of the diffraction peaks for the case where θi + θf = 90o, is given as [125]

∆θ =
[
(δB cot θi)

2+(δB
LST

LTB

tan θi)
2+δ2

D+(
∆λ

λ
)2(1−cot θi)

2+(
λ

d sin θi

)2
]1/2(

1+cot θi

)−1
,

(3.32)

where δB is the incident beam divergence defined by the iris diameter, δD is the angle

subtended by the detector aperture seen by the crystal, d is the average domain size

and λ and ∆λ are, respectively, the mean value and the width of the distribution of the

wavelengths of the incident atoms. Note that this formula defines the width of the polar

angle for the case of a fixed source-detector angle geometry. Similar expressions can

be written for azimuthal angle or moving detector peak widths [125]. In Equation 3.32

the factors contributing to the broadening are given, respectively, as beam divergence,

spot size, the detector divergence, the energy spread of the beam, and average size of

the terraces on the surface.

In Figure 3.23 an angular distribution of the diffraction intensities from LiF(001)

along the 〈100〉 azimuthal direction is shown. The dominating structures are the elastic

diffraction peaks. The specular intensity in Figure 3.23 is significantly lower than

the first order diffraction peaks which is in accordance with theoretical results [144].

In Table 3.5, the peak positions and the peak widths from a scan with the source
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Table 3.5: The measured and expected widths of specular and diffraction peaks with a
beam of ki=11.23 Å−1 and S=94 (∆λ/λ=1.76%).

Peak (m,n) θi ∆θ(Exp.) ∆θ(Theo.)

(-2,-2) 21.83o 0.43o 0.44o

(-1,-1) 33.65o 0.22o 0.22o

(0,0) 45.00o 0.12o 0.12o

(1,1) 56.33o 0.27o 0.25o

(2,2) 68.14o 0.52o 0.47o

conditions of 100 bar and 300 K are listed. The iris diameter, RI is 1 mm and the

corresponding beam divergence is 0.050o. In the last column the predicted peak widths

from Equation 3.32 are listed, assuming the domain sizes are very large with respect

to wavelength of beam. Attention should be paid when defining the detector aperture.

Although the diameter of the detector aperture is 6.7 mm the effective ionization width

is narrower than the diameter of the detector aperture as mentioned in Section 3.1.7.

Elastic diffraction peaks are very sensitive to the beam energy broadening, especially

at higher orders. The specular peak width is limited by the absolute resolution of the

apparatus. In the current collimation, the greatest factor contributing to the resolution

is the detector aperture, where in case of infinitely narrow beam, the specular peak

width would have been 0.108o.

The instrumental resolution of the apparatus can be increased by inserting col-

limation slits defining the beam divergence and detector angle. For high resolution

experiments two slits of 0.2 mm are provided before the target and in the detector

arm (see Figure 3.4). The detector slit is installed in DPS-3 in order to prevent diffused

He background of the beam stopped by the slit. By inserting the two slits the trans-

fer length of the apparatus is increased to 2000 Å enabling to measure large terrace

widths.

3.3 Conclusions

In this chapter the recently built high resolution beam apparatus is presented. The

details of basic functional units are provided. The capabilities of the apparatus for

studying elastic and inelastic experiments have been demonstrated. The experiments
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have shown that, the current status of the apparatus is good enough to carry out sur-

face characterization experiments. Some of the many advantages of having a rotatable

detector angle are shown. The in situ characterization and calibration of the TOF

system are demonstrated.

In case of not sufficient resolution for inelastic scattering, chopper frequency can be

increased and slit width can be reduced. Target-detector length can be easily increased

by 27 cm that also improves the instrumental resolution. Magie-2 is not optimized to

carry out inelastic phonon scattering. Although it has rather long source-target and

chopper-target length, which reduce the intensity. The source-target can be shortened

without many disturbances by removing the iris or shortening the chopper chamber.

The required angular resolution can be changed with iris and for extreme angular

resolutions the micro-slits can be used which enhance the transfer length up to 2000

Å. This high angular resolution feature will be utilized in Chapter 6. The movable

detector angle feature will be used to investigate the dependence of the diffraction and

rotational transitions of the D2-LiF(001) on the incident angle in Chapter 7.
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4. Characterization of the Molecular

Beams

Free-jet expansion sources provide molecular beams of high intensity and well-defined

energy, which makes them an important tool for atomic and molecular physics and

surface science. The continuum-jet expansion of molecules from a high-pressure gas

source into a low-pressure ambient background leads to a nearly complete conversion

of the source enthalpy into directed flow energy resulting in beams with extremely

low internal temperatures. Consequently, atomic beams have high speed ratios (nar-

row velocity distributions), and beams of molecules with few occupied rotational or

vibrational states are attained. Under special conditions, weakly bound van der Waals

complexes and clusters are formed in such beams. In this chapter, firstly, the funda-

mental concepts and the nature of supersonic-expansion sources are described. Then

follows a description of the overall characteristics of the He and D2 beams, which

are used in the surface scattering experiments presented in the following chapters.

The ideal free-jet expansion of atoms is introduced first and then the influence of

real-gas effects is discussed briefly, leaving the details and deeper discussion to the

literature [13, 155] and reviews [143, 156–159]. Expansions of diatomic molecules and

the role of the relaxation of the internal degrees of freedom are illustrated for a D2

beam expansion. The experimental results on clustering and condensation of a normal

D2 (n-D2) beam are presented and discussed in the light of currently available theories.

4.1 General Properties of Supersonic Free-Jet Beams

The free-jet molecular beam is formed when a gas expands from a high-pressure source

at pressure P0 through a small nozzle of diameter d into a region of low pressure PB.

With P0 À PB, the gas is accelerated from the, so-called, stagnation state (P0,T0),

until it reaches the sonic speed (Mach number, M=1) at the narrowest point of the
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Figure 4.1: Continuum supersonic expansion of free-jet from P0 into an ambient of low
background pressure PB [143].

nozzle and then expands with increasing velocity and decreasing gas density, at some

distance, the flow changes from a continuum to a free-molecular flow without any fur-

ther intermolecular collisions. In the process the enthalpy of the stagnant gas in the

source is converted into translational energy according to the first law of thermody-

namics. This results in a beam with a low internal temperature T and narrow velocity

spread.

As the flow is in the supersonic regime it cannot sense the downstream external

conditions immediately and at some point the gas overexpands and eventually must

resolve this inconsistency with PB via shock waves [160]. These thin areas of high

pressure and temperature enclose the zone of silence, with the barrel shock at the

sides and the Mach-disc shock normal to the centerline, as shown in Figure 4.1. The

position of the Mach disc, xM , is given by [161]

xM =
2

3
d

(
P0

PB

)1/2

. (4.1)

Under the operating conditions of the present experiments, large pumps maintain
P0

PB
∼ 108, thus the Mach disk is located about a hundred millimeters downstream of

the nozzle exit. At these large distances the pressure in the expanding gas is so low

that the Mach disk does not exist. To reduce the gas load on the beam line vacuum the

beam is extracted by using a conical skimmer. Thus the pressure in the next chambers
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is sufficiently low to assure a long mean free path and the beam continues without

significant attenuation from the collisions with the background gas. The shape and

position of the skimmer is critical to prevent the formation of shock waves and the

reflection of scattered beam molecules inside and outside of the skimmer wall into the

centerline beam [158, 162–164]. Hence, the main features of the extracted centerline

beam can be approximated as an isentropic expansion with negligible viscosity and

heat conduction into the perfect vacuum. At some point the collisions cease to be

important and the velocities and the ambient temperature said to be frozen in.

For an isentropic ideal-gas expansion it is possible to compute the flow rate at the

narrowest point of the source nozzle which is ideally also the sonic point where M=1.

The flow rate at the exit is ṁ = ρuA , where ρ is the gas density, u is the velocity and

A is the area of the exit. Using thermodynamical relations of an isentropic expansion,

one can express the flow rate (number of molecules per second) as a function of source

conditions as [165]:

Ṅ = F (γ)n0

√
2kT0

m

(
πd2

4

)
, (4.2)

where T0 is the source temperature, n0 is the gas density in the source ( P0

kT0
) and F (γ)

is a constant given as 0.513 and 0.484 for monatomic and diatomic gases, respectively.

The ideal free-jet centerline intensity per steradian can be expressed in terms of the

flow rate and a peaking factor, κ as

I0(molecules /s ·sr) =
κ

π
Ṅ , (4.3)

where κ is 2.0 and 1.47 for monatomic and diatomic gases, respectively, for a sharp-

edged orifice [165]. For an ideal effusive source, in which the mean free path in the

source is greater than the nozzle dimensions, the peaking factor is 1.0. Another useful

quantity is the throughput of the source, which needs to be considered for the selection

of the source-chamber pump and the estimation of the background pressure, and using

Equation 4.2 is given by

Φ(torr · l/s) = C ·
(

Tc

T0

) √
300

T0

P0d
2 , (4.4)

where Tc is the temperature of the source chamber and C is a constant which is 45

and 42 (l·cm−2·s−1) for He and D2, respectively [143].

The main advantages of the nozzle molecular-beam technique are that it provides

higher intensities and narrower velocity distributions in comparison with the effusive

sources. As given in Equation 4.3, the peaking factor of the nozzle beams are at best
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Table 4.1: The centerline Mach-number and speed-ratio correlation parameters for different
γs. d is the effective source-orifice diameter. afrom ref. [161]; bfrom ref. [167]; cfrom ref. [165].

γ x0/d
a A a B b αc β c c2

d c3
d ν2

d ν3
d

5/3 0.075 3.26 3.22 0.527 0.545 0.0465 0.00630 11/9 23/9

7/5 0.4 3.65 3.64 0.783 0.353 0.0655 0.00785 17/15 41/15

9/7 0.85 3.96 3.95 1.022 0.261 0.0150 0.00051 23/21 59/21

two times higher than that of the effusive-beam sources. The high intensity reached

by free-jet sources is because it enables one to operate at very high P0d values. For the

high speed-ratio feature of the nozzle beam, a deeper inspection into the details of the

expansion process is needed. Just after the nozzle exit as the jet expands molecules

move with increasing Mach number along divergent hyperbolic paths. As a result the

density of the gas and the collision frequency drops rapidly. The earlier continuum

region of the expansion can be treated as an isentropic expansion in thermodynamic

equilibrium, and beam density, Mach number, beam temperature and collision rates

can be calculated with the following equations [166]:

T

T0

=

(
1 +

γ − 1

2
M2

)−1

, (4.5)

u = M

√
γkT0

m

(
1 +

γ − 1

2
M2

)−1/2

, (4.6)

P

P0

=

(
1 +

γ − 1

2
M2

)−γ/(γ−1)

, (4.7)

n

n0

=

(
1 +

γ − 1

2
M2

)−1/(γ−1)

, (4.8)

where u is the beam velocity and M is the Mach number defined as

M =
u√

γkT/m
. (4.9)

Hence, once M is known, all thermodynamical properties of the beam can be de-

termined. The centerline Mach number in the region between the source and the first

shock wave can be calculated by the method of characteristics (MOC) as [161]

M = Aζγ−1 − 1

2A

γ + 1

γ − 1
ζγ−1 , (4.10)
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where ζ is the reduced distance from the source given by

ζ =
x− x0

d
. (4.11)

The constants x0 and A are listed in Table 4.1. This equation is based on the assump-

tion that far out in the expansion, the streamlines of the beam are straight and appear

to be originating from a point source at x0. Knuth suggested [167] a simpler expression

for the Mach-number from either interpolating or extrapolating the MOC results for

large M numbers as

M = B ·
(x

d

)γ−1

, (4.12)

where B is listed in Table 4.1. The speed-ratio is related to the Mach-number and

internal temperature of the beam, T with

S =

√
γ

2
M =

√
mu2

2kT
. (4.13)

Experimentally it is frequently possible to determine only the parallel temperature,

namely the velocity distribution parallel to the beam direction by TOF and is related

to the speed ratio as given in Equation 3.17.

At some point in the expansion, the mean free path becomes large compared to

the dimension of the expansion. As a result the kinetic processes which depend on the

collision frequency first decrease and finally cease. Since the thermodynamic properties

of the beam along the centerline is known from the equations given above, the number

of collisions experienced by a gas particle can be estimated. The average number of

two-body collisions remaining in the expansion can be written as [168]

Z2(x/d) = 1540 · σ(T0)

(
P0d

T0

)
F

(2)
LJ (x/d, γ) , (4.14)

and for three-body collisions given as

Z3(x/d) = 8.39× 10−3 · σ(T0)
5/2

(
P 2

0 d

T 2
0

)
F

(3)
LJ (x/d, γ) . (4.15)

Here the cross section σ, pressure P0, temperature T0 and source diameter d are given in

Å2, torr, K, and cm, respectively. The collision integrals F
(2)
LJ (x/d, γ) and F

(3)
LJ (x/d, γ)

are given for a Lennard-Jones potential as

F
(2)
LJ (x/d, γ) = c2(γ)(x/d)−ν2 , (4.16)

and

F
(3)
LJ (x/d, γ) = c3(γ)(x/d)−ν3 , (4.17)
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where c2, ν2, c3 and ν3 are constants and given in Table 4.1.

An exact analysis of the transition from the continuum region to the collision-

free molecular-flow region where the translational relaxation continues until the beam

temperature and density decrease sufficiently, is not straightforward and requires the

solution of the Boltzmann equation for a quantitative analysis [169]. The thermody-

namic relations above hold for continuum flow in thermal equilibrium. In a useful

approximation, the expansion is divided by a ”quitting surface” into a continuum

isentropic regime of thermodynamic equilibrium and a collision-free molecular-flow

regime [165,170] .

Earlier theoretical works with classical models indicated that the terminal speed

ratio is [165]

S = α

(√
2

P0

kT0

d

(
53C6

kT0

)1/3
)β

, (4.18)

where the parameters α and β are given in Table 4.1. For He the onset of strong

quantum effects, when the expanded gas is cooled below about 1 K, complicate the

dependence of the speed ratio on P0d [171, 172]. As P0d increases the effect of the

enhanced quantum cross-section leads to a significant divergence from the classical

treatment and the achievable terminal speed ratios are significantly larger than for

other species. The theory predicts that the speed ratio can increase to 700 if conden-

sation does not occur [171]. Speed ratios greater than 1000 have been reported [173].

The experimental values [173] exceed the theoretically predicted values [171], probably

due to the inadequacies in the interaction potential assumed in the calculations, since

the speed ratio is extremely sensitive to the interaction potential.

An important point that must be considered in the free-jet design is the choice of

the pump and the source diameter. The flux rate, Φ is limited by the pumping speed

which is proportional to P0d
2 (see Equation 4.4). Whereas speed ratio is proportional

to P0d. Thus, for maximum attainable speed ratio with a limited pumping speed, d

must be as small as possible.

4.2 Characteristics of He Beams

As seen in the last section, the nozzle diameter is important not only for the intensity

and flow rate of the source but also the speed ratio of the beam. Therefore, the effective

nozzle diameter is an important quantity for comparison with theory. For instance it

is assumed above that the flow reaches to the sonic speed at the nozzle exit. In fact,
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Figure 4.2: The flow rate measurement of He gas in a water tank at the temperature of 297
K. The error increases as the flow rate increases because the measured time to fill a certain
volume decreases. The calculated effective orifice diameter is 9.9±0.4µ.

this is true only for an ideal converging nozzle and, although we keep on using the

term nozzle, the source used in this work is a sharp-edged orifice. Pitot tube studies

with different types of source geometry have shown that while a short converging

source provides a nearly uniform, ideal, planar sonic surface at the exit, a sharp-edged

orifice presents a convex surface at a distance of x/d ∼ 0.25 from the exit along the

centerline [174]. Secondly, the effective orifice diameter is slightly reduced because of

boundary layer effects in the entry section [161].

The effective diameter of the source can be determined by flow rate measurements.

The flow rate is measured with the nozzle outside the vacuum chamber by connecting

a tube to the nozzle and inserting the other end of the tube into a water tank. The

flow-rate through the nozzle at a constant pressure was determined by measuring the

time to replace a certain volume of water. In Figure 4.2 the measured flow-rate values

at different source pressures are plotted. Using the slope of the curve in the figure and

Equation 4.4 the effective nozzle diameter is calculated as 9.9± 0.4 µ. It is slightly less

than the nominal nozzle diameter (10 µ) as expected. However, the difference is small

and the error bars are large; hence, we will keep on using the nominal diameter as the

effective diameter.
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Figure 4.3: The measured and calculated speed ratios of He beam at T0=300 K as a function
of P0d. The calculated data (solid line) is from ref. [175].
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Figure 4.4: The pressure dependence of the measured and calculated terminal velocities of
a He beam with T0=300 K. The measured beam speed (-¨-) is compared with calculated
terminal velocities of the ideal-gas expansion from Equation 4.19 (dotted lines) and real gas
expansion from u =

√
2H0/m (-?-) and from Equation 4.21 (-•-). d=10 µ. PB=2.3×10−4-

2.0×10−3 mbar.
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In Figure 4.3 the speed ratios of He beam measured here are compared with pre-

dicted values [171] as a function of P0d. As P0d increases, the enhanced speed ratio

due to the increased quantum cross section becomes evident. The measured speed

ratios are systematically larger than the theoretical values. The reason is that we as-

sumed that the terminal velocity distribution is Maxwellian. However, the terminal

velocity distribution has a long tail and can be described more precisely with a sum

of two Boltzmann distributions, hence with two different speed ratios [176, 177]. For

a better approximation the weighted-average of two speed ratios can be used in order

to compare the theory and experiment with a better precision [178]. The reason of a

beam with two families of particles with different temperatures, so called ”bimodal

distribution”, is attributed to the strong collision energy dependence of the cross sec-

tion [178]. Since colder atoms experience larger cross sections, they expand faster and

thus become colder.

As seen in Equation 4.5, with increasing Mach number the internal temperature of

the beam approaches zero and the beam velocity reaches (see Equation 4.6) the value

of

u∞ =

√
2γkT0

(γ − 1)m
. (4.19)

This is the highest achievable terminal velocity of an ideal gas and a good approxima-

tion for high P0d values.

The terminal velocity of the beam can be described with the energy balance. The

total energy of beam takes the form

H0(P0, T0) =
1

2
mu2 +

3

2
kT‖ + kT⊥ , (4.20)

where H0 is the enthalpy of a molecule in the source, and u, T‖ and T⊥ are beam

velocity, the parallel and perpendicular temperature of the beam at any point in the

expansion, respectively. At large distances downstream, the perpendicular temperature

becomes negligibly small due to the geometrical cooling and some authors ignore

it in the energy balance [179]. A better approximation is to set the perpendicular

temperature T⊥ = T‖, which is valid for the sudden freeze point, since further cooling

of T⊥ does not contribute to the parallel speed and temperature [170,172,180]. Using

Equation 4.13 and 4.20, the terminal beam velocity can be expressed in terms of

measured speed ratio as

u∞ =

√
2H0

m

[
1 +

5

2
S−2

]−1/2

. (4.21)
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Note that for ideal gas enthalpy and very large speed ratios this equation is reduced

to Equation 4.19.

In Figure 4.4 the pressure dependence of the terminal beam velocity for the stagna-

tion temperature of 300 K is provided. In the figure the terminal velocities according to

Equation 4.21 are plotted for infinite and actual speed ratios. Since the enthalpy and

the speed ratio of the He beam increase with increasing pressure, the terminal velocity

increases. The realistic enthalpy values are taken from the ref. [175] . The calculated

and measured values agree well at high pressures. The discrepancy at low pressures can

be explained in addition to errors from the approximate definition of speed ratio and

stagnation temperature, with highly complicated realistic effects, such as perpendicu-

lar temperature, viscosity and thermal conductivity effects, source geometry, skimmer

effects, etc. Nevertheless the error is less than 0.5%.

In Figure 4.5 the dependence of the intensity on the vertical and horizontal positions

of the nozzle with respect to the skimmer are shown. The intensities are constant across

the skimmer. As the skimmer diameter is small (400 µ) with respect to the nozzle-

skimmer distance (10 mm), the offset angle of the beam from the centerline is only

20 mrad and can be neglected. As mentioned above the peaking factor of the free

jet sources is only about two and the angular density distribution is a broad cos2(θ)

distribution [161,170]. The width of the slope in the figure is defined by the collimation

and the diameter of the sudden freeze zone. The symmetric and well behaving intensity

profiles in the figure ensure the nonexistence of clogging and misalignment problems.

In earlier experiments asymmetric intensity profiles were observed and it turned out

to be due to the misalignment of an aperture downstream.

In Figure 4.6 the beam intensity as a function of the nozzle-skimmer distance from 2

mm to 15 mm for the stagnation temperatures of 297 K and 96 K is shown. When the

nozzle approaches the skimmer the intensities increase first, but when it gets too close

to the skimmer, beam-skimmer interactions become significant and the intensity drops.

Ideally, the measured beam intensity (beam density at the detector) is proportional

linearly to the beam density at the skimmer entrance, which is proportional inversely

to the square of the nozzle-skimmer distance, XNS. The exact prediction of measured

intensity is highly complicated and depends on many other factors such as skimmer in-

terferences, Mach-number focusing, and background attenuation. Several models have

been developed to predict the measured intensities which are valid at different and

only limited operating conditions [156, 162, 181]. At large nozzle skimmer-distances

the skimmer interference is rather minimal and inverse-square dependence of the in-

tensity on the XNS is valid. In addition to this, there is also the attenuation of the
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Figure 4.5: The beam intensity dependence of He beam on nozzle position in horizontal
(y-axis: squares) and perpendicular (z-axis: circles) directions. The diameter of the skimmer
orifice, ds=400 µ. d=10 µ. P0=100 bar, T0=297 K. XNS=10 mm. PB=2.2×10−3 mbar.
S=79.
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Figure 4.6: The dependence of the intensity of He beam on nozzle-skimmer distance at two
different source temperatures. For T0=96 K (triangles), PB=3.2×10−3 mbar and for T0=297
K (squares), PB=2.2×10−3 mbar. P0=100 bar. d=10 µ.
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Figure 4.7: Speed ratio (triangles) and intensity attenuation (squares) of He beam due
to the nozzle-skimmer distance. P0=100 bar, T0=297 K. The conditions are same as in
Figure 4.6.

beam at large XNS distances due to the background scattering. In Figure 4.6 the de-

crease of the intensity with increasing XNS for the cooled beam is steeper than for the

room temperature because the background pressure is higher and the average beam

velocity is smaller. The background gas attenuation simply obeys Beer’s law but the

effective total collision cross section needs a careful consideration [182]. In Figure 4.7

the dependence of the measured speed ratio on the nozzle-skimmer distance is shown.

The attenuation of the speed ratio is similar to the attenuation of the intensity. At

large distances, there is no effect of skimmer interference on the speed ratio and it

remains nearly constant. The background attenuation has also no effect on the speed

ratio. This is obvious that the scattering processes mostly remove the atoms out of

the central beam without affecting the velocity distribution of the rest beam.

The skimmer interference is the main problem to be avoided in beam experiments.

There are different approaches adopted to correlate the skimmer interference with the

beam parameters. It has been shown that the skimmer interferences are negligible if the

Knudsen number at skimmer entrance, Kns=λ/ds >2 [183], where ds is the diameter of

the skimmer and λ is the mean free path of the He atoms in the beam at the skimmer

entrance and can be calculated by using the isentropic beam expansion equations
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Figure 4.8: Stagnation temperature dependence of He beam intensity. P0= 100 bar.
XNS=10 mm (squares), XNS=5 mm (triangles). d=10 µ. The diameter of the iris is 1.0
mm. The intensities are corrected according to the normal operating conditions of the de-
tector (see Section 3.1.7).

given above. At the nozzle-skimmer distances where the intensities tend to decrease

significantly for the stagnation temperatures of 297 and 96 K, the Knudsen number

at skimmer entrance is equal to 5 and 4, respectively. An exact correlation requires

involving specific geometry of the skimmer. As a second approach [184,185], it has been

found that the skimmer-induced increase in perpendicular temperature is negligible

when Kns/Ms is greater than 0.3. Here Ms is the Mach number at the skimmer

entrance. In our case, at the skimmer distances where skimmer-induced intensity loss

become significant when Kns/Ms=0.03 (for 297 K at 5 mm) and Kns/Ms=0.02 (for

96 K at 8 mm).

In Figure 4.8 the dependence of the beam intensity on the source temperature for

a given source pressure and for two nozzle-skimmer distances is shown. Note that the

flow rate is inversely proportional to the square-root of the stagnation temperature (see

Equation 4.2) and the efficiency of the detector is inversely proportional to the beam

speed (see Section 3.1.7); thus measured intensity should be inversely proportional to

the stagnation temperature. However, due to the increasing background scattering and

skimmer interference with decreasing temperature, this is not observed in Figure 4.8.
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4. Characterization of the Molecular Beams

On the other hand, with a careful choice of the nozzle-skimmer distance it is possible

to have a beam which is insensitive to operating conditions. This is the main advantage

of using diffusion or turbomolecular pumps and operating at low background pressures

which is referred to as Fenn type of source [162]. A low cost alternative of this source

is the so-called Campargue source, which operates at high background pressures [158].

The main disadvantages of this the Campargue sources, are the critical design of the

skimmer, high sensitivity of operating conditions and the requirement of one extra

differential pumping stage.

The nozzle-skimmer distance of 10 mm is preferred for surface scattering experi-

ments and Figure 4.8 serves as a reference data for estimating the exact reflection

from surfaces in the following chapters. Therefore the measured intensities in Fig-

ure 4.8 are corrected for the normal operating conditions of the detector as given

in Section 3.1.7, although the measurements provided in Figure 4.8 like all direct

(θSD=180o) beam experiments were carried out with a reduced detector efficiency (see

also Section 3.1.7).

4.3 Internal Relaxation and the Overall Characteristics

of n-D2 Beam

In the free-jet expansion of polyatomic gases the internal degrees of freedom must

be considered. Since the temperature of the gas, T, rapidly cools and becomes much

lower than T0 vibrational and rotational degrees of freedom relax as long as the internal

degrees of freedom remains in contact with the translational thermal bath. The extent

of the coupling between the internal and translational temperatures will depend on

the number of collisions needed for relaxation and the number of collisions undergone

by a molecule during the expansion until the collisions become infrequent and the

vibrational and rotational relaxation processes are frozen in. The rate of rotational

cooling can be approximated by a linear relaxation model which states that the rate

of cooling from the rotational temperature TR to the translational temperature T is

given by [186]
dTR

dt
= −T − TR

τ
, (4.22)

where τ is the relaxation time which can be replaced by ZR·τhs, where τhs is the average

time between the collisions of hard sphere molecules and ZR is the adjustable param-

eter to be determined and represents the number of hard sphere collisions required for
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Figure 4.9: The number of two-body (squares) and three-body (circles) collisions remain-
ing in the expansion versus reduced distance along the beam centerline for D2 by using
Equations 4.14 and 4.17. Legend: For P0=120 bar and T0=300 K, Z2: -¥-, Z3:-•-. For P0=10
bar and T0=108 K, Z2: -¤-, Z3:-◦-. γ=5/3. d=10 µ. σ(T0) = 1.89πr2

m(ε/T0)1/3, where ε=38
K and rm=3.44 Å.

energy transfer from rotational energy quantum into the translational energy. The use

of isentropic equations decouples the kinetics from the flow properties. Then the first

part of Equation 4.22 can be replaced by u(dTR/dx) where u is the flow velocity and x

is the distance along the streamline. This equation can then be integrated in terms of

the isentropic expansion defined with Equations 4.5-4.11. From the measured terminal

rotational temperatures ZR values can be calculated with this model. If the relaxation

is efficient then the beam density, temperature, and velocity can be approximated with

isentropic equations for a fully relaxed diatomic gas with γ=7/5. Since in the case of

H2 or D2, the relaxation is inefficient, the expansion can be treated as a monatomic

gas [187]. A better approximation is to couple the relaxation and the flow properties.

In this case the energy balance is adjusted at each energy step and the deviation from

the isentropic equations is taken into account [179,188].

In Figure 4.9 the number of remaining two-body and three-body collisions of a

D2 expansion are plotted as a function of reduced distance (x/d) for two stagnation

conditions. As seen in the figure the significant part of the collisions occurs within a few
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Table 4.2: Rotational and vibrational energy values of the H2, HD and D2 molecules.
The rotational and vibrational energy levels are expressed as EJ = kθRJ(J + 1) and
Eν = ~ω0(ν + 1/2), where θR is the characteristic rotational temperature and ω0 is the
vibrational eigenfrequency. [189]. ZR is the collision number for rotational relaxation in the
room temperature beam [187,190].

J n-H2 (meV) HD (meV) n-D2 (meV)

0 0.00 0.00 0.00

1 14.69 11.06 7.41

2 43.94 33.11 22.20

3 87.47 66.00 44.29

4 144.90 109.51 73.60

~ω0 545.7 472.8 386.3

θR 85.4 K 64.2 K 43 K

ZR 300 30 150

diameters of the source. With increasing (x/d) the collision rates decrease rapidly. The

total number of binary collisions experienced during the expansion is typically of order

of 102 to 103. Hence, any kinetic process which requires this number of collisions (ZR)

will relax and approach equilibrium. Large polyatomic molecules generally have much

smaller vibrational relaxation numbers of only 1-10 collisions and so that for these

molecules vibrational cooling will be almost complete [179]. Rotational relaxation is

usually much faster due to the smaller energy level spacing. For H2, D2, and HD, where

the rotational energy spacing is the largest compared to all other molecules, at room

temperature about 300, 150, and 30 collisions are required for rotational relaxation,

respectively [187,190]. In Table 4.2 the rotational energy levels of hydrogenic molecules

are listed. Note that there is a direct correlation between the energy level spacings and

the collision number for rotational relaxation. Besides the smaller level spacings due

to the allowed transitions between the odd and even levels, the rotational relaxation

of the HD is favored by the displacement of the center of mass from the geometrical

center of the molecule. Since the first vibrational energy levels for hydrogenic molecules

are relatively high (see Table 4.2), the vibrational relaxation of a small diatomic like

hydrogen requires around 104 collisions and thus, the amount of vibrational cooling

will be negligibly small [191].
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Figure 4.10: Fractional populations of rotational levels for n-D2 as a function of tempera-
ture. n-D2 (2/3 o-D2 + 1/3 p-D2).

The rotational temperatures of the H2 and D2 beams can be determined experi-

mentally either by measuring the populations of the rotational states [192–194] or by

estimating the final rotational energy remaining in the molecules by comparing the

measured final velocity distributions of the beam [186, 187, 190, 195]. Similar to the

atomic case discussed previously, energy balance can be expressed for molecules in the

adiabatic expansion by

H0 =
1

2
mu2

∞ +
5

2
kT∞ + ER∞ , (4.23)

where H0 is the enthalpy of the gas at the source, u∞ is the terminal beam velocity, T∞
is the terminal translational temperature and ER∞ is the terminal rotational energy of

the beam. For ideal diatomic gas H0 is 7
2
kT and ER is kT . However, this is only valid

when T À θR, where θR is the characteristic rotational temperature of the molecule.

This is not the case for hydrogenic molecules in the medium temperature range which

have large rotational temperatures as seen in Table 4.2. At equilibrium the average

rotational energy of the molecules at a temperature of T is given by

ER(T ) =
∞∑

J=0

EJnJ(T ) , (4.24)
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where nJ is the fractional population of the molecules in the rotational level J given

by [196]

nJ =
(2J + 1) exp[−EJ/kT ]∑∞

J=0 (2J + 1) exp[−EJ/kT ]
. (4.25)

For n-D2 (n-H2) the average rotational level populations n
(n)
J must account for the

different contributions of the ortho and para species. The statistical weights of p-H2

(J=even) and o-H2 (J=odd) are 1/4 and 3/4; and of p-D2 (J=odd) and o-D2 (J=even)

are 1/3 and 2/3, respectively1. Thus average rotational level populations for n-D2

(n-H2) become

n
(n)
J = 2/3(3/4)n

(o)
J + 1/3(1/4)n

(p)
J . (4.26)

Here EJ in Equation 4.25 is defined with the lowest allowed rotational level. In Fig-

ure 4.10 the fractional populations (or occupation probability) of the rotational levels

for n-D2 as a function of temperature are shown. Note that at low temperatures almost

only the lowest energy levels are occupied.

The enthalpy of the gas in the source reservoir, H0 is the sum of translational energy

and rotational energy. The latter can be now easily calculated by using Equation 4.24,

and thus

H0 =
5

2
kT0 + ER(T0) . (4.27)

The enthalpies of different hydrogenic gases as a function of temperature are plotted

in Figure 4.11. Similarly the specific heat can be expressed as

cP =
5

2
k + k(dER/dT ) , (4.28)

and is plotted in Figure 4.12. As seen in both figures, the molecules have for T0 < θR

monatomic like behavior and for T0 À θR diatomic like behavior.

In Figure 4.13 the measured terminal velocity of the n-D2 beam as a function of

stagnation pressure at 300 K is shown. The solid line shows the maximum velocity,

namely the case where the whole initial enthalpy (obtained from Figure 4.11) con-

verted into the directed flow energy. The difference between the maximum and actual

velocity is due to the rotational and random translational energy of the beam and it

decreases with increasing stagnation pressure. The speed ratio of the D2 beam as a

function of pressure is plotted in Figure 4.14. Note that the cooling rate of D2 molecule

through supersonic expansion is relatively weak in comparison to He atom. At room

temperature and 120 bar He beam reaches a speed ratio of S=129 while D2 has S=41.

1HD has no ortho- or para-form so that all transitions are allowed and Equation 4.25 is sufficient.
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Figure 4.13: The terminal velocity of D2 beam versus stagnation pressure. Solid line shows
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√
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Figure 4.16: The speed ratio, S (in squares) and the intensity (in circles) of the D2 beam
between the beam energies of 20-120 meV. The stagnation pressure is 120 bar. Iris diameter
is 2.5 mm. XNS=7.5 mm. The intensity as a function of beam energy serves as a reference
data for absolute reflection probabilities from a surface in the following chapters.
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The measured speed ratios of n-H2 and p-H2 and calculated speed ratio by Winkel-

mann are shown for comparison [172, 195]. The theoretical speed ratio is calculated

quantum mechanically for a Lennard-Jones (12,6) potential with a well depth of 3.42

meV and an equilibrium distance of 3.10 Å and assuming that there is no rotational

relaxation. The speed ratios of hydrogen species are significantly lower than the theo-

retical values and the discrepancy becomes more evident for the D2 gas. This can be

explained in terms of rotational relaxation which heats the beam up and reduces the

terminal speed ratio. For D2 the relaxation rate is larger than for H2, thus the speed

ratio is lower.

Using the energy balance considerations above the rotational temperatures are cal-

culated as shown in Figure 4.15. In the expanded molecular beam the occupation of

the rotational states of the molecules show a nearly Boltzmann distribution, thus the

populations of the rotational states can be determined with Equation 4.25 or similarly

with the use of plots in Figure 4.10. Previous investigations demonstrated that the

rotational distributions can be characterized by an effective rotational temperature

TR, which can be expressed with an empirical fit for n-D2 as [197]

log(TR/T0) = −0.40 · log[P0d · Tref/T0] + 0.16 , (4.29)

and for para- and normal-H2 as

log(TR/T0) = −0.44 · log[P0d/
√

T0]− 0.32 , (4.30)

where Tref = 293 K is a reference temperature and P0d is given in units of Torr cm. For

comparison, in Figure 4.15, Equation 4.29 is also plotted The discrepancy between the

measured rotational temperature values and the empirical best fit line is reasonable.

Note that the best fit line given in Equation 4.29 estimates the rotational temperature

within 10% of error [197]. One of the error sources in our calculation of the rotational

temperature from the energy balance is that the enthalpy values (H0) for zero pressure

is used. At 120 bar and 300 K the enthalpy diverges from zero-pressure enthalpy by only

less than 2% [198] and will enhance the measured rotational temperatures by about

20% and for lower pressures it becomes rapidly insignificant. This explains why the

calculated rotational temperatures at high pressures decrease steeper in Figure 4.15.

From the figure, the rotational temperature, at stagnation pressure of 120 bar and

temperature of 300 K, is 72 K and using Figure 4.10 the fractional populations of the

rotational levels n0, n1, and n2 are 58, 33, and 8% , respectively.

In Figure 4.16 the speed ratio and the intensity of the D2 beam as functions of

stagnation temperature and translational energy are shown. As seen in the figure
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the speed ratio and the intensity decrease simultaneously when the energy is less

than 50 meV (T0< 190 K). This sudden ”worsening” of the beam is partly due to

the skimmer effects similar to the He case. At P0=200 K, Kns/Ms=0.02, which is

similar to the values at the onset of strong skimmer interferences for He gas (see also

Section 4.2). The second reason is that, unlike He under the similar conditions [199],

the cluster formation plays a significant role in the speed ratio and beam intensity due

to the surplus energy originating from clustering and also the energy balance given in

Equation 4.23 is not valid, which is the subject of the following section.

4.4 Cluster Formation in n-D2 Beams

With its strong cooling effect, the free-jet expansion is also suitable for creating weak

van der Waals complexes. The first observation of condensation was made by Becker

et al. [200]. They observed unexpected changes of the intensity, velocity and speed

ratio of H2, N2, and Ar beams with decreasing stagnation temperature and increasing

stagnation pressure and attributed their observation to condensation effects. At suf-

ficiently low temperatures and high densities, dimers form via three-body collisions.

The formation of trimers requires collisions between two dimers when there is sufficient

dimer density. Once sufficient dimers and trimers are formed two-body collisions are

sufficient to produce massive condensation. Our main interest in the present work is

on dimers and clusters of small sizes, in contrast to previous works on the formation

of large H2 [201–206] and D2 clusters [207]. The understanding of the dimerization

process in the free-jet expansion is of particular interest for a variety of motivations: It

provides a simple system for understanding of cluster growth. It is desirable to produce

dimer beams without larger complexes for surface scattering and reactive collisions. It

is sometimes desirable to avoid clustering at all, which limits the beam performance

in molecular beam experiments.

Several criteria were developed for correlating the onset of condensation [208, 209]

and different nucleation models have been proposed which provide empirical estimates

of dimer concentrations for specific cases [210,211]. Gordon et al. adapted a recombina-

tion model suggested by Bunker in order to predict terminal dimer concentrations [3].

The recombination model suggests a two-step mechanism for dimer formation where

a virtual orbiting intermediate complexes are first formed then stabilized by collisions

with a third body [212]. Knuth proposed a relatively simple model for extracting local

recombination coefficients from the measurements of the terminal dimer mole frac-
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4. Characterization of the Molecular Beams

tions from free jets of rare gases using a sudden-freeze model [1]. This model provides

straightforward scaling parameters which define the influence of thermodynamics and

kinetics on the terminal dimer concentration. For relatively low dimer concentrations,

the dimer concentration is given as [1, 213]

x2

x1

= 3.5CBΓC+1 , (4.31)

where x2 and x1 are, respectively, dimer and monomer mole fractions, B and C are

constants and Γ is the scaling factor given in the form

Γ = Kq
1K

1−q
2 , (4.32)

where q = C/(C +1) , K1 and K2 are kinetic and thermodynamic parameters, respec-

tively and are given by

K1 = n0σ
3 d

σ

(
ε

kT0

)5/4

, (4.33)

K2 = n0σ
3

(
ε

kT0

)3/2

. (4.34)

Here n0 is the number density in the source, σ is the zero-potential radius, and ε is the

well depth of the interaction potential. The value of the q may have values between

0 and 1 depending on the experimental conditions. For q=0, the terminal dimer mole

fraction is a function only of K2. Hence, only thermodynamic is relevant and there

is no dependence of x2

x1
on d. In other words, the terminal dimer mole fraction is the

same as in the source conditions. For the case q=1, the terminal dimer mole fraction

is dominated by production during the free-jet expansion and the initial concentration

of dimers is negligible. From the analysis of the available data of terminal dimer

concentrations from free-jet expansion of rare gases [209,210,214,215], it is found that

q=0.4.

The dimer concentrations in the source, for x1 '1, can be given by [217]

x2 = n0KD = n02
2/3

[
~2

2πmkT0

]3/2 ∑
J

(2J + 1) exp[− EJ

kT0

] , (4.35)

where KD is the equilibrium constant, m is the mass of the monomers and EJ is the

energy of rotational levels. The dimer concentrations in the source for the used source

conditions are provided in Table 4.3.
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4.4 Cluster Formation in n-D2 Beams

Table 4.3: The dimer mole fractions in the source calculated by using Equation 4.35. The
rotational eigenenergies of o-D2- o-D2, EJ for J=0, 1, 2 and 3 are, respectively, 8.75 K, 7.32
K, 4.60 K and 0.712 K [216].

P0 (bar) T0=108 K T0=140 K T0=160 K T0=180 K T0=220 K T0=300 K

10 7.0×10−5 3.7×10−5 2.7×10−5 2.0×10−5 1.2×10−5 5.6×10−6

20 1.4×10−4 7.3×10−5 5.3×10−5 4.0×10−5 2.4×10−5 1.1×10−5

30 2.1×10−4 1.1×10−4 8.0×10−5 5.9×10−5 3.6×10−5 1.7×10−5

40 2.8×10−4 1.5×10−4 1.1×10−4 7.9×10−5 4.8×10−5 2.2×10−5

50 3.5×10−4 1.8×10−4 1.3×10−4 1.0×10−4 6.0×10−5 2.8×10−5

60 4.2×10−4 2.1×10−4 1.6×10−4 1.2×10−4 7.2×10−5 3.3×10−5

70 4.9×10−4 2.6×10−4 1.9×10−4 1.4×10−4 8.4×10−5 3.9×10−5

80 5.6×10−4 3.0×10−4 2.1×10−4 1.6×10−4 9.6×10−5 4.5×10−5

90 6.3×10−4 3.3×10−4 2.4×10−4 1.8×10−4 1.1×10−4 5.0×10−5

100 7.0×10−4 3.7×10−4 2.7×10−4 2.0×10−4 1.2×10−4 5.6×10−5

110 7.7×10−4 4.1×10−4 2.9×10−4 2.2×10−4 1.3×10−4 6.1×10−5

120 8.4×10−4 4.4×10−4 3.2×10−4 2.4×10−4 1.4×10−4 6.7×10−5

4.4.1 Experiment

Mass-resolved intensity and velocity distributions of n-D2 beam were made at stagna-

tion temperatures of 108, 140, 160, 180, 220 K and at pressures between 10-120 bar.

Mass spectra were measured in the range 1-40 a.u. The nozzle-to-skimmer distance

was fixed at 7.5 mm. Figure 4.17 shows a typical mass spectrum for a stagnation pres-

sure of 120 bar and a source temperature of 140 K. The detector resolution decreases

as the mass number increases. The electron impact energy is 160 eV. Although the

background-mass spectrum was subtracted, there are still some small fingerprints of

the background vacuum. Also two satellite peaks around the D+
2 peak is due to the

defocusing of the ions which is caused due to the reduced efficiency of the detector

by worsening the ion optics. Since it is the largest peak and the resolution is high for

low masses, it is only observed for the D+
2 peak. As seen from the figure the odd ion

numbers are the greatest peaks, which is consistent with the most probable reaction

by electron impact [2]

(D2)n + e− → ((D2)n−1D)+ + D + 2e− . (4.36)
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Figure 4.17: Mass spectrum for n-D2 beam at P0=120 bar and T0=140 K. Ionization energy
is 160 eV. The background mass spectrum (see Figure 3.13) is subtracted. d=10 µ.

In the mass spectrum the mass-4 (D+
2 ), mass-6 (D+

3 ), mass 10 (D+
5 ), mass-14 (D+

7 ),

etc. peaks originate from the existing monomers (D2), dimers ((D2)2), trimers ((D2)3),

tetramers ((D2)4), etc., respectively. The reaction

(D2)n + e− → (D2)
+
n + 2e− , (4.37)

which leads to even ion numbers, has a probability of one to two orders of magnitude

less than the reaction in Equation 4.36 as seen in Figure 4.17. Another possible reaction

which may occur inside the detector is [2]

D2 + D+
2 → D + D+

3 . (4.38)

It is found that at the room temperature conditions where dimers are negligible (300

K and 10 bar) the intensity of D+
3 (mass-6) amounts about 0.8×10−4 of the monomer

peak intensity2. This measured intensity at mass-6 is partly due to the reaction and

partly due to the existing dimers in the beam. Thus, the reaction in Equation 4.38 is

negligible, provided that the dimer mole fraction in the beam is more than 10−4 of the

monomer.

2For 300 K and 120 bar dimer intensity is 7× 10−4 of the monomer peak intensity.
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Figure 4.18: The intensities of ions D+
m as a function of ion number. The intensities are

divided by the parent cluster size number n, where n=(m+1)/2. Since the resolution of mass
spectrum significantly changes in the given mass range, the peak areas are used to determine
the intensity. Circles stand for P0=120 bar T0=140 K and squares stand for P0=120 bar
T0=108 K. Vcathode=160 V. d=10 µ.

The ionization cross sections of small clusters are approximately equal to the cluster

size times the ionization cross section of a simple molecule [218]. In Figure 4.18 the

intensities of the ion peaks as a function of the ion number of D atoms (m) is plotted

for two mass spectra. Since these ions are mainly attributed to the reaction given

in Equation 4.36, the intensities are divided by the parent cluster size number n,

where n=(m+1)/2. At these conditions much larger clusters (massÀ40 a.u.) should

exist and for a small range of mass spectra mole fractions of clusters should not

change significantly unless a certain cluster is particularly stable. For T0=108 K the

intensities are less than for T0=140 K because at lower temperatures larger clusters

are possible so that the mole fraction of an individual cluster size is smaller. As seen

Figure 4.18 the intensities of ions D+
9 and D+

15 exhibit maxima. Experimentally [219]

and theoretically [220] it is reported that H+
9 (mass-18 for D2) is especially stable

forming an equilateral triangle (H+
3 ) with three H2 molecules positioned at the cutside

of the triangle on the lines from the center through the midpoints of the sides. Since the

ion D+
9 is particularly stable, the fragmentation of its parent cluster (D2)5 is favorable
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and has a larger ionization cross section. The reason for higher cross section of D+
15 is,

to our knowledge, not clear and should be investigated theoretically. Also the stability

of the clusters should be investigated for an unambiguous conclusion.

In Figures 4.19-4.22 the stagnation pressure dependence of intensities at constant

stagnation temperatures of 220 K, 180K, 160 K, 140 K and 108 K is shown. In these

figures only the intensities of the ion fragments D+
2 , D+

3 , D+
5 and D+

7 are plotted.

The pressure dependence of the intensities shows very different trends for different

temperatures. At low temperatures and high pressures, a ”saturation” of intensities

is observed. This effect appears when the all possible clusters reach at about same

intensity and not observed at high temperatures, for instance T0=220 and 180 K. The

monomer intensities saturate much earlier than of the clusters.

In order to calculated the mole fraction of dimers, the relative ionization efficien-

cies of monomers and dimers, and the dimer enrichment due to the Mach-number

focusing must be taken into account. Hence, the dimer mole fraction, for low cluster

concentrations, as a function of measured intensities given as

x2

x1

=
I(6)

I(4)

1

2α
. (4.39)

Here I(4) and I(6) are the measured intensities at masses 4 and 6 a.u. The relative

ionization probability of dimers is adjusted by the factor of 2. α is the effect of Mach-

number focusing which adjusts relative enrichment of the species at the detector to the

mole fractions at the skimmer which results from the unequal speed ratios of different

species in the beam. A simple analytical form of the α is given as [221]

α =
1− exp[−S2

⊥2ξ
2
max]

1− exp[−S2
⊥1ξ

2
max]

, (4.40)

where S⊥2 and S⊥1 are the perpendicular speed ratios of the dimer and monomer

at the skimmer3, and ξmax is the flow divergence (the skimmer radius divided by

the nozzle-skimmer distance). Under moderate conditions (where there is no massive

condensation) the value of α is found to be between 1.2 and 1.9.

In Figure 4.23 the terminal dimer mole fractions are plotted as a function of the

scaling parameter given in Equation 4.32. The only appropriate data for comparison

is H2 terminal dimer fractions measured by Van Deursen et al. [2,219,222] and is also

plotted4. As seen H2 and D2 dimer mole fractions show linear dependence with the

3We assumed that the S⊥ is the same as the parallel speed ratio, which is determined by TOF.
4There is also limited data of H2 dimer mole fractions reported by Winkelmann [172], however

according to the data dimer mole fractions decrease with increasing pressure even much before
the onset of massive condensation which cannot be true, and thus it is not shown here.
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(D+

5 :-N- ) at T0=220 K (solid lines) and 180 K (dashed lines). The intensities of the monomers
is divided by 10. d=10 µ.
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Figure 4.23: Mole fractions of H2 and D2 dimers as a function of scaling parameter, Γ,
defined in Equation 4.32. Hydrogen data is from refs. [2, 219, 222](the orifice diameter is 26
µ). The empirical fit of scaling factor for monatomic gases [1] is plotted as a straight dotted
line. For H2 and D2 (ε/k) is equal to 38.0 K; and σ is 2.915 Å and 2.948 Å, respectively [169].

scaling parameter unless there is massive condensation. The H2 dimer mole fractions

lie on the same curve whereas D2 dimer mole fractions increase, thus approach to

H2 values with decreasing stagnation temperature for the same scaling parameter

value. As discussed previously, the characteristic rotational temperature of the H2

molecule is 85.4 K whereas of the D2 molecule is 43 K. The stagnation temperatures

of H2 data are between 28 and 100 K, which are less than or comparable with the

characteristic rotational temperature of H2. Thus, no rotational relaxation of the H2

molecules during the expansion is expected at these low stagnation temperatures and

the H2 molecules behave like a monatomic gas. Whereas, since the D2 measurement are

at high stagnation temperatures rotational relaxation has a bigger effect by increasing

the temperature of the gas, thus reducing the formation of the dimers.

As seen in Figure 4.23 at high stagnation pressures the dimer mole fractions tend to

decrease or at least the increase slows down, due to the formation of trimers and larger
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Figure 4.24: Pressure dependence of the speed ratios (solid lines) and terminal velocities
(dotted lines) of the n-D2 monomers (-¥-) and dimers (-•-) at T0=220 K. The speed ratios
of monomers dimers have a constant ratio of S2/S1 =

√
2. The velocities of the dimers and
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Figure 4.25: Stagnation pressure dependence of the speed ratios of the n-D2 monomers
(D+

2 :-¥-), dimers (D+
3 :-•-), trimers (D+

5 :-N- ) at T0=140 K. d=10 µ.
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Figure 4.26: Stagnation pressure dependence of the speed ratios of the n-D2 monomers
(D+

2 :-¥-), dimers (D+
3 :-•-), trimers (D+

5 :-N- ) at T0=108 K. d=10 µ.

0 20 40 60 80 100 120
1180

1200

1220

1240

1260

1280

 
 

T0=140 K

 m4
 m6
 m10

ve
lo

ci
ty

  [
 m

s-1
 ]

Stagnation pressure, P0  [ bar ]
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clusters, namely at where massive condensation sets on. In Figure 4.23 the H2 dimer

mole fractions are plotted only up to where they start to diverge from linear behavior.

For D2, dimer mole fractions are plotted for all conditions in order to demonstrate the

effects of the massive condensation. For D2 data the plot lines are interrupted where

trimer to dimer ratios are more than 10% which also corresponds the conditions where

plots tend to diverge from the linear behavior. Hence we assign the onset of massive

condensation as trimers reach 10% of dimers which occur at Γ=0.4-0.8. Van Deursen

suggested a criterion for the onset of massive condensation as [219]

n0σ
3

(
d

σ

)0.55 (
ε

kT0

)5/4

< 0.5 . (4.41)

In the present case this factor is found to be less than 1.5 to avoid the formation of

trimers. The discrepancy is due to two reasons. Firstly, the D2 dimer fraction are less

than H2 dimer fractions which means also formation of trimers should be retarded.

Secondly, the value of this factor depends highly on the definition of what is ”negli-

gible”, where here it is found that up to 10% of trimer/dimer ratio (about 0.1% of

monomers), the dimer mole fractions are not affected by the trimer formation.

In Figure 4.24 the pressure dependences of the speed ratios and velocities of the

monomers and dimers for stagnation temperature T0=220 K are shown. Both monomers

and dimers have the same velocity and the speed ratios differ by about a factor of√
m(D4)/m(D2) which indicates that both have about the same beam temperature

(see Equation 4.13). Note that there is no saturation of the dimer intensity for this

stagnation temperature and the intensities of higher clusters are too low to be de-

termined accurately (see Figure 4.19). However, the features change dramatically for

the lower stagnation temperatures. In Figures 4.25 and 4.26 the speed ratios of the

beam at 140 K and 108 K, respectively, are shown. The speed ratios at 140 K (in Fig-

ure 4.25) decrease between 30 and 50 bar first, and then increase at higher pressures.

In Figure 4.26 at 108 K, for dimers and trimers speed ratios increase significantly with

the pressure increase; however, the speed ratio of monomers decreases. Hence, a signif-

icant beam temperature difference between monomers and clusters at high stagnation

pressures and low stagnation temperatures, namely a ”temperature lag” between the

beam species is observed.

Also similar to the beam temperature, an effect of ”velocity lag” between the

monomers and the clusters can be seen as shown in Figure 4.27. For all species the

velocities show increasing trend with increasing stagnation pressure, however, veloci-

ties decrease between 40 and 70 bar. Here there are two competing effects: The heat
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released in cluster formation leads to an increase in the velocities while the enthalpy

decreases with increasing pressure by about 2% [198]. The velocities of molecules and

clusters differ at high stagnation pressures, namely the clusters are slower than the mo-

lecules. This effect can be seen more clearly in TOF spectra given in Figures 4.28, 4.29

and 4.30. With decreasing stagnation temperature and increasing stagnation pres-

sure, the temperatures of the monomers, dimers and trimers are at equilibrium first,

then the monomers get hotter and faster and the dimers and the trimers get cooler

and slower whereas the dimers and the trimers differ also each other; and finally the

dimers and the trimers are in equilibrium and significantly slower and cooler than the

monomers.

These effects can be understood as follows: Dimers are formed in three-body colli-

sions where two partners get together and the third molecule carries away the surplus

energy of dimer formation. This leads to an increase in the velocity and internal tem-

perature of the monomers. With increasing stagnation pressure and decreasing stagna-

tion temperature the amount of the clusters formed in expansion increases, releasing

more surplus energy, which is transferred to the monomers. In the case of massive con-

densation, the dimers exist sufficiently. As the formation of or fragmentation of larger

clusters needs two-body collisions which freeze much later than three-body collisions,

clusters remain in thermal and kinetic equilibrium during the expansion. However,

after the formation of the clusters, their further acceleration by the monomers is not

effective compared with the self-acceleration of the monomers.

4.5 Conclusions

In this chapter the overall expansion properties of He and n-D2 gases are character-

ized. The knowledge of incident beam intensities for scattering experiments is highly

valuable in the surface scattering experiments for the determination of the surface re-

flectivity and of the diffractive and rotational transition probabilities. The estimation

of the actual incident beam intensities is highly complicated and the approximations

based on the source parameters and the apparatus geometry will lead mostly erroneous

results.

Maxima in the intensities of ion fragments originating from the clusters (D2)5 and

(D2)8 is observed. For (D2)5 this is attributed to the particular stability of ion D+
9 [220]

leading a larger cross-section of the reaction: (D2)5 + e− → D+
9 + D + 2e−. For (D2)8

it is not clear yet.
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Figure 4.28: TOF spectra of the n-D2 monomers (solid lines) and dimers (dotted lines) at
stagnation temperature of 220 K and at stagnation pressures of 20, 60, and 120 bars. The
flight distance is 2266 mm. d=10 µ.
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Figure 4.29: TOF spectra of the n-D2 monomers (solid lines), dimers (dotted lines), and
trimers (dashed lines) at T0=140 K and at pressures of 20, 50, 80, and 110 bars. The flight
distance is 2266 mm. d=10 µ.
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Figure 4.30: TOF spectra of the n-D2 monomers (solid lines), dimers (dotted lines), and
trimers (dashed lines) at T0=108 K and at pressures of 10, 60, and 120 bars. Note that at
pressures higher than 10 bar, massive condensation is observed. The flight distance is 2266
mm. d=10 µ.
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The formation of small clusters in n-D2 beam at relatively high stagnation temper-

atures and pressures is investigated. It is observed that with decreasing stagnation

temperature the dimer mole fractions increase systematically at the same scale pa-

rameter, which takes both thermodynamics and kinetics of isentropic expansion. At

stagnation temperatures of 160, 140, and 108 K the dimer mole fractions are similar

to the H2 data, which were carried out for lower temperatures. The lower amount

of terminal dimer mole fractions at higher stagnation temperature recalls the effect

of temperature lag (the decrease of the speed ratio) due to the rotational relaxation

diverging from the isentropic expansion of monatomic gases. Most of the rotational

relaxation [186] and also three-body collisions [143], thus dimer formation take place

within a few diameters of the nozzle downstream as shown in Figure 4.9. It is not

clear, how far relaxations affect the formation of dimers which requires solving cou-

pled equations of translational relaxation, rotational relaxation, and dimerization.

In the analysis of the terminal velocities and temperatures of individual species

by TOF spectra, it is observed that with increasing concentrations of the clusters,

velocity and temperature lag emerge between the monomers and the clusters. Such

a velocity and temperature difference, so called ”velocity and temperature slip” have

been also widely observed in free-jet of mixtures5 [223]. The kinetic theory analysis

of this phenomenon is rather complicated6 and requires collision time scales governed

by combinations of the collision cross sections of three pairs, namely inter and intra-

species pairs [143]. In a supersonic-expansion of a mixture the heavier species fail to

keep up with the rest due to insufficient collisions. In the case of the cluster formation,

the surplus heat from condensation is transferred from the heavier species to the lighter

ones, which increases firstly the beam temperature, which is next, up to some extend,

converted into the directed flow velocity of lighter species, which finally also leads to

acceleration of heavier species if the remaining number of collisions are sufficient; and

if not the clusters fail to keep pace with the lighter molecules.

In these studies the potential sources of error were not investigated. The possible

distortions of the dimer mole fractions by the skimmer interferences were neglected.

In the extreme case; for stagnation condition 120 bar and 108 K, Kns/Ms is equal to

0.01, which suggests a strong skimmer interference. How skimmer interference would

influence the final dimer mole fractions is unclear. For instance, the scattering of clus-

ters can lead to fragmentation of the clusters. Another source of error is the selective

5Since its origin is somewhat different, we preferred calling the difference ”lag” instead of ”slip”.
6For clusters it is even more complicated.
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attenuation by the background gas. The beam composition may change due to the

different cross sections for the background gas. Both skimmer interference and se-

lective attenuation by background gas should be investigated by measuring the final

dimer fraction by changing the nozzle-skimmer distance and changing the background

pressure.
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He-Microscopy

Atom optics has attracted considerable attention in recent years [45,224–226]. One of

the main challenges for further applications is the realization of optical elements for

neutral atom beams. Recent efforts to focus neutral beams of attempts have mainly

concentrated on atoms and molecules which can be manipulated by using static elec-

tromagnetic and optical fields [45,227]. These standard techniques cannot be used for

focusing neutral, ground state 4He atoms of thermal energies [140]. As mentioned in

Chapter 1, a HAS-scanning microscope will complement the existing surface probe

tools and focusing of thermal He atoms is of great technological and scientific interest.

Focusing of neutral He atoms has been accomplished by means of Fresnel zone

plates [47] and bent-crystal mirrors [48]. With Fresnel zone plates the focusing of a

beam of He atoms with a wavelength of ∼0.9 Å down to a spot size of 2 µ has been

reported [47]. The theoretical limits of the focused spot size are set by the chromatic

dispersion of the beam velocity distribution and diffraction limited resolution of zone

plate, which make nominally a few hundred nanometers [228]. The focused beam

intensity is limited by the transmissivity and the size of free standing Fresnel zone

plate. The total diameter of the zone plate used in the experiments [47,229] was 0.27

mm and the transmission was found to be about 34% [230]. Moreover, only one third

of the transmitted beam is focussed, while the undiffracted and defocused beam lead

to a broad background around the central maximum which is difficult to remove with

further collimation and reduces the intensity-to-background ratio.

The use of a bent-crystal surface can be the solution of this limitation where sev-

eral millimeters of diameters of incident beam can be focused. For instance, with the

focusing of an incident beam of 5 mm diameter with an ideal and perfect surface an

intensity gain with a factor of 3×103 can be realized compared to the Fresnel zone

plates. However, the principal disadvantages are intensity loss due to diffractive, ther-
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mal and inelastic effects. Additionally technical challenges have to be overcome, for

instance; bending a crystal accurately into an ideal Cartesian shape1, manufacturing

atomically flat surfaces with low defect densities and large domain sizes, being homo-

geneous over millimeters, preferably being unreactive to contaminants for wide-spread

applications and keeping it clean inside the apparatus for long periods of time [232].

Thin Si(111):H(1×1) crystal surface has emerged as a promising candidate satisfy-

ing the prerequisites of an atomic reflective mirror [233–237]. The successful focusing

of He atoms, by means of a 50-µ-thick hydrogen passivated Si(111) crystal bent with

an electric field, to a spot diameter of 210 µ has been reported [48]. Theoretical in-

vestigations concluded that a spot size of 200 nm can be achieved with single thin

crystals clamped with an elliptical frame and under electrostatic pressure generated

by electrodes of optimized geometry [129, 232] and with utilization of a one micron

diameter skimmer [133]. This approach is regarded as the best candidate for focusing

of a beam achromatically with a large aperture. The Si(111):H(1×1) crystals can be

prepared with in-situ hydrogenation [238, 239] and with ex-situ wet chemical etching

method [240, 241]. In contrast to in-situ method, the wet chemical etching provides

an atomically flat and low-defect density surface which is a prerequisite for focusing

purposes.

One of the main motivations in building this apparatus (see Chapter 3) was fo-

cusing of the neutral He atoms by means of an atomically flat Si(111):H(1×1) sin-

gle thin crystal. The apparatus was designed to be highly flexible in order to allow

an optimization of the best reflection geometry (scattering angle, beam divergence)

and a demagnification ratio of 5:1 (source-to-mirror: mirror-to-detector). Additionally,

special precautions were taken to ensure that the vacuum is free of hydrocarbon con-

tamination (see also Section 3.1.3). Only turbo-molecular pumps are installed for all

chambers providing an oil-free pumping and for the source chamber allowing the use

of micro-skimmers, since the minimum focused spot (image) size is also limited by the

skimmer (object) size.

In this chapter the first experiments of transportation, storage in the beam appara-

tus and testing the reflection quality of the crystals with He scattering are reported.

These experiments serve as prefatory experiments to test the reliability of ex-situ

prepared Si(111):H(1×1) crystals as a focusing element towards the realization of a

HAS-microscope.

1An ideal mirror without aberrations can be represented by an elliptical surface of revolution, so
called Cartesian ellipsoid, with object and image points at the foci [231].
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5.1 Experiment

The unreconstructed Si(111) surface is terminated by tetrahedrally coordinated silicon

atoms with one dangling surface bond and its termination is highly unstable. The

cleaved Si(111) surface reconstructs at room temperature to a (2 × 1) structure and

at higher temperatures to a (7 × 7) structure [242, 243]. Hydrogenation with the wet

chemical etching methods of the Si(111) surface passivates the surface with hydrogen

atoms yielding a surface structure of a simple bulk truncation with the exception

of the uppermost lattice sites which are capped with hydrogen atoms [240, 241, 244,

245]. Hence the dangling bonds are eliminated and the surface structure has the same

symmetry like the unreconstructed Si(111) surface which is shown in Figure 5.1.

The crystals used in this experiment are fabricated in Cambridge and transported

to Göttingen. The details of the fabrication and transportation are reported elsewhere

[232, 246, 247]. The experiments are conducted with polished, n-type silicon crystals

(0.5 × 10 × 10 mm) with a miscut angle of 0.1o. The optimized etching process and

cleaning protocols resulted, as observed by AFM, in a clean and passivated surface

with broad, zigzag shaped steps of about 200 nm spacing [232]. The samples are

put in a specially designed stainless steel box immediately after fabrication and the

box is evacuated with an oil-free membrane pump and flushed with pure argon2 gas

several times in a clean room. Finally it is filled with a slight over-pressure of Ar

and sealed. The AFM checks of samples kept in the transportation box for 25 hours

showed that the atomic terraces had retained their smoothness and the edges were

well defined [232].

After the chemical preparation in a clean room the samples are transported within

24 hours to Göttingen and mounted into the target chamber and the vacuum chamber

is subsequently pumped down within 30 minutes according to the clean-pumping down

procedures described in Section 3.1.3. The sample holder, shown in Figure 5.2, offers

a quick-fix connection with the target manipulator and with electrical and cooling

feedthroughs. It is designed for only these preliminary experiments. All pieces are

mounted onto a Vespel3 base plate. Vespel is chosen because it is vacuum compatible

and easy to machine. The crystal is pressed with four clamps onto the sapphire disk.

The sapphire provides both electrical and at high temperatures thermal isolation from

the copper head and a good thermal contact when the crystal is cooled. Upper fixing

2Messer Gresshiem; 99.999% purity, <2 vpm O2, <3 vpm H2O.
3Vespel r© (SP-1) is a high performance and vacuum compatible polyimide material manufactured

only by DuPont, DE, USA.
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Figure 5.1: The top view of the Si(111):H(1×1) surface. The filled circles represent hydrogen
atoms, large and small open circles show first layer and second layer Si ions, respectively. The
bonds between the neighboring atoms are shown with lines. High-symmetry directions are
marked with arrows. The reciprocal lattice vectors G along the 〈110〉 and 〈112〉 directions
are 3.27 Å−1 and 1.89 Å−1, respectively.

clamps also serve for contacting the thermocouple with the crystal surface. A tantalum

sheet is placed between the crystal and the sapphire plate. The 50 µ-thick, home-made

tantalum sheet with zigzag pattern is fixed and electrically connected with two separate

clamps. The sample cooling is realized with a copper braid with a copper block head

pressed onto the sapphire plate from the backside. A clamp fixing the copper plate

provides a quick fix ensuring a good thermal contact. A C-type (W5% Re:W26%

Re) thermocouple [248] is chosen because more conventional K-type thermocouple

contains nickel which causes a reconstruction of the silicon surface [138,249]. Although

the Si(111):H(1×1) surface is found to be inert, remaining clean over several months

at 10−6 mbar [48], the hydrocarbon compounds are highly reactive with the surface

chemisorbing to form Si-C bonds [232]. For this reason special precaution must be

taken in order to ensure an oil-free vacuum (see Section 3.1.3). The sample holder

is cleaned with detergent and acetone under ultrasonic agitation. Hot filaments in

the target chamber and neighboring chambers are turned off to protect the crystal

from electron emission and the glass windows are covered to avoid the UV-light in the

vacuum chambers. Exposure of UV light or electrons in the 2 to 10 eV energy range

is sufficient to break the Si-H bond, leading to reconstructions of the Si(111):H(1×1)
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Figure 5.2: Schematic top view and side view of the Si(111):H(1×1) sample holder. The
crystal is not depicted in the top view scheme to show the tantalum sheet. The thermocouple
(not shown in the figure) is pressed on the crystal with the clamps after the crystal is
mounted. The clamp on the backside serves to connect the cold head after the holder is
mounted onto the target manipulator.
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Figure 5.3: Angular scans of the specular peak for He-Si(111):H(1×1) in the 〈110〉 direction.
Crystal-B. P0=100 bar, T0=298 K, Iris=1 mm. When the beam entrance valve is kept open
the specular peak intensity deteriorates and when the valve is kept closed the intensity
recovers but not to the original value. Between the scans a and b the valve is left open for 2
hours and intensity decreased by 30% ; between b and c the valve is left open for 23 hours
and the peak was almost disappeared; between c and d the valve is left closed for 5 hours
and the intensity has recovered slightly; between d and e the valve is left closed for 15 hours
and the intensity reached 30% of the initial value.

surface [250,251].

Three samples have been tested in the course of this project and are labelled as

Crystal-A, B, and C. The first crystal (Crystal-A) showed no coherent reflection at

first. Upon slight heating (about 50 oC) a very small specular reflection is observed

(see also Table 5.1) and the specular peak intensity disappeared completely within two

days. This indicated that there was still some contamination in the target chamber.

To remove the contamination the manipulator and glass window with Viton sealing

were taken out and all pieces of the manipulator were cleaned with acetone and the

chamber was baked without the manipulator and the glass window up to 150 oC. A

mass spectrometer was mounted to the target chamber to check the vacuum quality.

The chamber was baked out again after the manipulator is remounted.

Crystal-B exhibited much better specular intensity (see Figure 5.3), however a signif-

116



5.1 Experiment

0 20 40 60 80
10000

20000

30000

40000

50000

60000

70000

 

 

SCNL237  
He-Si(111):H(1x1) <110>
stagnation:100 bar  298 K
iris: 4  mm

in
te

ns
ity

  [
cp

s]

Incident angle, θi  [deg.]

Figure 5.4: Angular scan of He diffraction from Si(111):H(1×1) along the 〈110〉 direction.
Crystal-C. P0=100 bar, T0=298 K, ki=11.19 Å−1. Iris= 4 mm. Ts=298 K. θSD=90o. The
incident intensity is given in Figure 4.8; note that the iris diameters are different.

0 20 40 60 80
10000

20000

30000

40000

50000

Incident angle, θi  [deg.]

 
 

SCNL231 
He-Si(111):H(1x1) <112>
stagnation:100 bar  298 K
iris: 4  mm

in
te

ns
ity

  [
cp

s]

Figure 5.5: Angular scan of He diffraction from Si(111):H(1×1) along the 〈112〉 direction.
Crystal-C. P0=100 bar, T0=298 K, ki=11.19 Å−1. Iris= 4 mm. Ts=298 K. θSD=90o.
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Figure 5.6: The stagnation temperature dependence of the specular peak reflectivity (peak
intensity/incident intensity) along the 〈110〉 direction. Crystal-C. θi=45o. P0=100 bar. In-
cident energies are found by interpolating several incident energy values at constant source
temperatures by TOF, which give the incident energy corresponding to a stagnation temper-
ature within an error of ±2 meV. The reflectivity is found by comparing the initial specular
peak intensity (within the 24 hours after the crystal put in) with the incident beam intensity
provided in Figure 4.8. Theoretical values are provided with dotted lines [233]. The sharp
peaks and dips at low incident energies are due to the selective adsorption resonances. Note
that the experimental values are multiplied by a factor of 103 for comparison and the SAR
peaks and dips are smoothed due to the energy spread of the incident beam.

icant and fast decay of the specular peak intensity was observed indicating impairment

of the crystal surface: As seen in Figure 5.3 leaving the beam entrance valve connecting

the iris chamber and the target chamber (see Figure 3.1) open between the measure-

ments leads to significant decrease of specular peak intensity, thus has a detrimental

effect on the crystal quality. When the valve was kept closed a slight recovery of the

crystal was observed. This indicated that iris and chopper chambers4 are leading to

a contamination. The iris and chopper chambers were cleaned and baked out with

cleaning procedures similar to that of the target chamber. Also the iris made of plastic

was replaced with a stainless steel one in order to avoid any possible organic contami-

4Both chambers are practically one chamber.
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nation from the iris. A separate mass spectrometer is installed in the chopper chamber

to check the cleanliness of the vacuum. The pressure of the chopper chamber after the

bake out was lower then 1 × 10−10 mbar and the mass spectrum showed no sign of

contamination.

Crystal-C showed high specular and diffractive intensity sufficient for further ex-

perimentation. The angular scans along the two high symmetry axes are shown in

Figure 5.4 and 5.5. To our knowledge these measurements are the best resolved diffrac-

tion profiles from the Si(111):H(1×1) surface. Along the 〈110〉 direction up to fourth

order diffraction peaks are observed. The surface corrugation leads maxima for zeroth

and third order peaks. Along the 〈112〉 direction only first order diffraction peaks

are clearly and second order diffraction peaks are barely observed. Strong surface

corrugation leads maxima for the first order diffraction peaks and suppresses higher

order peaks. In Figure 5.6 the beam stagnation temperature dependence of the spec-

ular peak reflectivity, R(00) is shown in the range of 100-330 K5. The observed sharp

peak and dips indicate selective adsorption resonances. The bound state energies for

He-Si(111):H(1×1) are given in ref. [252]. The theoretical values [233] calculated by

Buckland are also provided in the figure for comparison. The theory is done by CC-

calculations using a hybrid potential (Born-Meyer form + cubic polynomial + z−3)

with a well depth of 7.54 meV [233]. The discrepancy between the experimental and

theoretical values is about 103 and is due to the Debye-Waller factor whereas the cal-

culations are carried out for a rigid surface and due to the surface defects since HAS

is highly sensitive to the surface defects due to the large scattering cross sections [35].

The observed diffraction peaks and SAR features attest that the surface has a well

ordered (1× 1) symmetry with the lattice structure shown in Figure 5.1.

Nevertheless, there are three undesired features observed from the HAS measure-

ments:

• Firstly, the crystal was slightly deformed in shape. This is clear from the fact that

over the whole surface the angular position of the specular peak changes within 0.6o

in tilting angle (β) and 0.2o in polar angle (θi). The crystal deformation is due to the

strong pressure applied by the fixing clamps.

• Secondly, although the angles are optimized for each x-y positions, the measured

specular intensity varies over the surface. In Figures 5.7 and 5.8 the x and y scans

(moving the crystal in horizontal and vertical directions, respectively) of the specular

5R(00) is the ratio of the specular peak intensity and the incident beam intensity as given by
Equation 7.7.
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Figure 5.7: The intensity of the specular peak depending on x position for two cases where
one scan is carried out at fixed angle (–) and one scan carried out by optimizing the polar
and tilt angle at each x position (-¥-). Crystal-C. θi=45o. Note that the maximum of the
optimized scan is less than the maximum of unoptimized scan due to the detrimentation of
the crystal reflectivity. Iris diameter is 0.7 mm.
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Figure 5.8: The intensity of the specular peak depending on y position with optimized polar
and tilting angles and for α=0o (solid line) and α=180o(dashed line) . Crystal-C. Iris=0.7
mm. θi=45o.
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peak intensity are shown. The reflectivity of the crystal varies up to 50% over the

crystal surface on a x and y line indicating that the quality of the surface varies

significantly over the surface. When the crystal is rotated around the direction normal

to the surface by 180o it gives the same but mirrored profile (see Figure 5.8), indicating

that the varying intensity is not due to the misalignment and is purely an artifact of

the surface reflectivity 6.

The fabrication of Si(111):H(1×1) surface comprises long subsequent procedures of

wet-chemical cleaning, re-oxidation, etching and passivation which requires stirring

the solution to dislodge evolving bubbles in the solution which might have failed for

the particular sample and for a certain region of the surface [253,254]. Additionally, at

the final stage of anisotropic etch to smooth the surface the stirring of the etchant is

not performed as it is regarded to have disadvantageous effects [232]. In wet-chemical

methods the homogeneity of chemical processes over the entire surface of cannot be

always guaranteed and such problems may lead to a lack of homogeneity of the surface

defect density on the resulting surface. Although the AFM analysis indicated no clue

of inhomogeneity [232, 246], HAS experiments provide an ultimate test of the surface

quality over several millimeters with its superior sensitivity to surface defects and

roughness.

• Thirdly, a decrease of reflectivity 40% ± 10 per week is observed. This was a

surprising result since extreme precautions were taken for the cleanliness of the vac-

uum. When the crystal is heated at about 50 oC the specular intensity extinguished

within 30 minutes absolutely and when the heating is turned off it recovered partially

to about 50% of the intensity before the heating. The detrimental heating of a clean

surface, however, could only occur over 400 oC [232], leading to hydrogen desorption.

Hence, it indicates a source of contamination which is enhanced due to the heating

of the sample holder or an augmentation of the reactivity of the contamination which

already exists on the surface.

The mass spectrum of the target chamber showed no clue of contamination at first

look as provided in Figure 5.9. Although most of the potential organic contaminations,

such as pump oils, have much larger masses than the provided mass range, they exhibit

many ion fragments at low masses [255]. The sensitivity of the mass spectrometer is

about 4× 108 (V/mbar)7 and the minimum detectable partial pressure is about 10−12

6Both these effects are not observed with cleaved LiF crystals, i.e. see Figure 6.3, thus the effects
are purely due to the silicon crystal.

7The analog output of the mass spectrometer is in volts and read through a Keithley multimeter
and GPIB interface with computer.
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Figure 5.9: The mass spectrum of the target chamber with crystal holder in the range of
0-60 a.u. PTC=3.4×10−8 mbar.

mbar. The minimum detectable pressure is increased by a factor of 100 by reducing

the mass resolution and increasing the multiplier voltage of the spectrometer; and

measuring 60 points (1 sec/point) per mass unit and smoothing the measured curve

(averaging each point with 50 adjacent data points).

With this enhanced sensitivity additional small peaks indicating contamination in

vacuum are observed, as shown in Figure 5.10. The mass spectra of the vacuum with

and without the sample holder mounted but with same pumping histories showed

significant differences. The mass spectrum without the sample holder has small peaks

at 55 and 57 one day after the pumping down and they disappear after several days.

However the mass spectrum with the sample holder has large peaks at 58 and 55 one

day after the pumping down and they are observable even after 5 months of pumping.

The observed peaks are typical fingerprints of hydrocarbon compounds. This shows

that the sample holder made of Vespel is the source of contamination.

The observed peaks can be originating from the Vespel material itself or from species

absorbed from the air or contacting materials on the Vespel surface. For instance, the

Vespel piece was cleaned with acetone after it was machined and mass-58 ((CH3)2CO+)

is one of the main peaks of acetone in the mass spectrum. There is no data avail-

able for absorption and desorption rate of solvents for Vespel. Polyimide materials
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Figure 5.10: The mass spectra of the target chamber with enhanced sensitivity in the
range of 43-65 a.u. showing the fingerprints of contamination. Solid line: Mass spectrum
with sample holder after one day of pumping (PTC=1.9×10−7 mbar). Dashed line: Mass
spectrum with sample holder after 5 months of pumping (PTC=3.4×10−8 mbar). Dot line:
Mass spectrum of empty vacuum chamber after one day of pumping (PTC=1.6×10−7 mbar).

are characterized by a ring-shaped molecular structure containing Nitrogen. To our

knowledge there is no discrete mass spectrum data of the outgassing of Vespel to com-

pare with. The outgassing rate of the Vespel after a 12-hour bake out is about 10−10

torr·liters·s−1·cm−2 (less than of the Viton) and after 5-hour air exposure the out-

gassing rate is about 10−7 torr·liters·s−1·cm−2 (10 times more than of the Viton) [256].

The main outgassing species from Vespel are water and CO2 which are already exis-

tent in vacuum without the holder and slight increase in the total pressure with the

holder can be assigned to these. High temperature mass-spectra direct-probe analysis

showed a major peak at mass-59 at the temperature of 740o C [257]. However the major

volatile substances at room temperature can be pretty different. It is well known that

vacuum elastomers have high gas permeability and high desorption rates compared

with metal, glass and ceramics [258]. Mass integrated mass spectrum measurements

show that the outgassing rate of Vespel (after one hour bake at 100o C) for masses

larger than 41 a.u., which is predominantly volatile species, is less than 17 ppm/s but

significantly larger than for the Viton-A with the similar sample history [259].
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Table 5.1: The summarized results of three samples. The intensities are the very first
measurements of each crystal and for specular peak along the 〈110〉 direction, for iris diameter
of 1 mm and the inelastic background is subtracted.

Sample Intensity, I(00) Observation Conclusion

Crystal-A 400 cps upon

heating by 50 oC.

Fast deterioration of

the surface

Contamination from

the crystal chamber

Crystal-B 3000 cps. Deterioration of the

surface when the beam

entrance valve opened

Contamination from

the iris and chopper

chamber

Crystal-C 2500 cps Slow deterioration of

the surface

Contamination from

the Vespel piece.

The partial pressure of the contaminants is estimated from Figure 5.10 approxi-

mately8 as 10−14 mbar. This pressure corresponds to an exposure of 10−2 Langmuirs

per week [72]. The strong attenuation of the He beam is a well known process and

the cross-sections of adparticles are about 100 Å2 [23,260]. The observed degradation

of specular peak intensity by 40% per week is in good agreement with the predicted

exposure rate, if it is assumed that the intensity decrease is proportional to the adatom

density.

5.2 Conclusions

The observed effects and their reasons for the three investigated samples are sum-

marized in Table 5.1 in tabular form. These results are promising and indicate that

the cleanliness of the crystal surface can be maintained for long transportation and

short-term air exposure in ordinary laboratory conditions. The surface quality was

high and sufficient to carry out He scattering experiments. The He atom scattering

from surface showed intense diffraction peaks and sharp selective adsorption profiles.

All these indicate that the manufacturing and transportation steps, which are crucial

for the development of focusing mirror, are satisfactory.

It has been observed that the cleanliness of vacuum and the selection of materials

8The partial pressures are calculated from the ratio of total intensity of all peaks in the mass
spectrum and the total pressure measured by pressure gauge without taking the different ionization
probabilities of gas species into account.
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for use in vacuum parts is very crucial. Generally the use of polymers and rubbers,

although they are regarded as clean and vacuum compatible, should be avoided or

their use must kept at a minimum due to the extreme sensitivity of Si(111):H(1×1).

The indispensable parts such as Viton and Teflon sealings must be well outgassed. For

the sample holder Macor can be used instead of Vespel; it is more difficult to machine,

however less porous and has lower outgassing rates.

The reflectivity of the fresh crystal is measured to be about

R(00) =
I(00)

I0

' 1× 10−4 , (5.1)

for room temperature beam (Ei'65 meV). Here I(00) and I0 are the measured spec-

ular peak and incident beam intensities, respectively. This value is reasonable accord-

ing to theoretical considerations: The estimated transition probability of the specular

peak from CC-calculations is about P(00)=0.02 [234]. In addition to this, the ther-

mal attenuation of the elastic peaks must be considered since theoretical calculations

were carried out for a static surface. The thermal vibrations of the atoms at the

Si(111):H(1×1) surface have been theoretically investigated [261, 262]. The perpen-

dicular mean square amplitude of H atoms at room temperature at the surface is

determined as 〈u2
z〉=0.0177Å2 [261]. One can write the thermal attenuation in Equa-

tion 2.47 for specular reflections as

2W = 4k2
iz

〈
u2

z

〉
. (5.2)

Here kiz is the perpendicular component of the wave vector of the incident atoms. At a

first approximation acceleration of impinging atoms due to the potential well depth can

be ignored (see also Section 2.4). Assuming that the thermal attenuation of scattering

atoms is only due to the vibrations of surface H atoms, the thermal attenuation of the

specular peak is calculated to be about e[−2W ]=0.012 by using Equations 2.46 and 5.2

and for ki=11.2 Å−1. Thus the estimated reflectivity for an ideal surface is

R(00) = P (00)× exp[−2W ] = 2.4× 10−4 . (5.3)

Considering the further reduction of coherent intensity due to the effects of the surface

steps and defects the estimated reflectivity gets closer to the measured value. How-

ever, the theoretically estimated reflectivity can be erroneous. For instance, as shown

in Figure 5.6, for liquid nitrogen cooled beam (Ei'20 meV) the intensity is increased

only by a factor of 3, however the theory predicts an enhancement of the reflectivity

by a factor of 10 as shown in Figure 5.6. The discrepancy between the experimental
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5. Preparatory Experiments for He-Microscopy

and theoretical values is much larger for the low incident energies. Thus, the theoret-

ical calculations must be revised with a best-fit potential in the light of the angular

distributions of diffraction peaks and the incident energy dependent specular intensity

measurements provided above.

Compared to the other crystal surfaces the reflectivity of the Si(111):H(1×1) crystal

surface is rather poor. The specular reflectivity of the LiF(001) surface with a He

beam of incident energies of 65.8 meV and 18.2 meV was found to be 0.3% and 3%,

respectively (see Figures 6.6 and 6.8). For metal surfaces the specular reflectivity is

mostly higher than for the LiF(001) surface with a factor of 10 to 100, because the

corrugation sensed by the He atom on metal surfaces is small, resulting in negligible

diffraction peak intensities and the specular peak is the only dominating peak.

The obtained reflectivity of Si(111):H(1×1) surface can be improved with better

crystal preparation, transportation methods and vacuum conditions, particularly when

the use of vacuum elastomers are avoided. Also the theoretical reflectivity may be dif-

ferent than the estimated value here where a more realistic interaction potential can

lead to a higher or lower specular reflectivity. Taking the number of open channels

into account9, the theoretically calculated specular peak reflectivity of 2% (without

DW factor) [234] for the room temperature beam is reasonable unless there is a strong

rainbow effect. Also the actual DW factor can be somewhat higher than the estimated

value due to the contribution of heavier Si atoms. However, it is difficult to calcu-

late this contribution. Thus, although small improvements in the both theoretical and

experimental reflectivity of the Si(111):H(1×1) surface are possible, these are not ex-

pected to be more than by an order of magnitude. In the work reporting that the

specular intensity should be 20-30% of the incident beam [234] for the liquid nitro-

gen cooled beam, does not correspond to the reality where, partially, the interaction

potential should be refined and mainly the DW factor was simply overlooked.

Although the reflectivity decreased slowly due to the contamination in vacuum, the

given reflectivity here is the reflectivity of the freshly installed crystal. A much better

reflection or a more clean surface is not expected, unless the fabrication and transporta-

tion methods are improved or there was an unnoticed and accidental contamination

during the fabrication or transportation in the present experiments.

9The number of open channels can be estimated approximately as πk2
i

σ which gives the ratio of
accessible area and the area of Brilliouin zone (σ) on the reciprocal lattice plane. For a room
temperature beam ki '11 Å−1 and for Si(111):H(1×1) surface σ '6.3 Å−2. Thus the coherently
scattered intensity is distributed over about 60 open channels equally when the corrugation effects
are excluded.
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6. Thermal Expansion of the LiF(001)

Surface

Until now the attention paid to surface relaxation, thermal expansion and vibrations

focusses mainly on the direction normal to the surface [263–273]. At the surface, com-

pared to the bulk, it is expected that anharmonicity is enhanced due to the reduced

coordination and thus a relaxation normal to the surface plane is expected. The dif-

ference between the bulk and the surface phonons of alkali halides have already been

investigated [274–276]. However all these calculations are based on the harmonic ap-

proximation. Using the quasiharmonic approximation of an unrelaxed slab, Chen et.

al. calculated that the mean-square amplitudes (MSA) of thermal vibrations perpen-

dicular to the surface of the LiF(001) at crystal temperatures above 300 K are for

negative and positive ions, respectively, 65% and 35% higher than in the bulk [275].

The lattice-dynamical models with simple anharmonic model potentials showed that at

high temperatures the thermal expansion normal to the surface can be approximated

as1 [277–279]

αs

αb

=
3

4

< u2
z >surface

< u2
z >bulk

, (6.1)

where αs and αb are the thermal expansion coefficients of the surface and the bulk.

This is a simple consequence of the reduced coordination. Although this expression

mostly does not provide good agreement with the experiments [263, 278] due to the

lack a realistic potential and due to the surface relaxation and reconstruction, it gives

an idea of the enhanced surface vibrations and thermal expansion.

As a result of the reduced coordination the surface vibrations are also expected to

be anisotropic and mean-square amplitudes parallel to the surface are predicted to

be enhanced [274–277]. Similar calculations by Chen et al. showed that the MSA of

thermal vibrations along the surface of the LiF(001) are about 30% larger than the

1A general expression of the coefficient of linear expansion is given in Equation 6.9.
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6. Thermal Expansion of the LiF(001) Surface

bulk values [275], which are similar to the MSA in surface normal. In order to extend

such theoretical investigations to the thermal expansion parallel to the surface, a more

realistic treatment of the system is necessary in which vacancies and steps are included.

The calculations of surface distortions of stepped and kinked NaCl crystal surfaces

showed surface atom displacements in the order of 5-10% of the lattice constant parallel

to the surface [280–282]. Although these calculations are based on static potentials,

they given an idea about how a discrepancy between the surface lattice constant and

the bulk lattice constant may appear. Furthermore, the creation and annihilation

of surface defects and their rearrangement with increasing temperature can enhance

the static displacements of surface atoms, thus enhancing the thermal expansion of

the surface. Conversely, they may also compensate the lattice constant discrepancy

resulting from the enhanced anharmonicity of surface atoms.

The precise determination of surface lattice constants is necessary for the accurate

measurement of surface parameters which are G-vector dependent such as the bound

state energies, or the dispersion of surface phonons. Moreover, the knowledge of the

relaxation parallel of the surface, can provide a better insight into surface related

phenomena, such as adsorption and the relaxation perpendicular to the surface of

alkali halide surfaces, which is still in progress [60,61].

The surface anharmonicity parallel to the surface has been experimentally investi-

gated only in a few studies. Frank et al. measured the thermal expansion of surfaces us-

ing selective adsorption resonances of H and D atoms on NaF(001) and LiF(001) [4,57].

They observed a thermal shift of the selective adsorption resonance positions which is

related to the change in G vector and concluded that the thermal expansion surface

coefficients of surfaces (αs) were about two times larger than the bulk values (αb) at

high temperatures. Watanabe et al. measured the position of the diffraction peaks

of the LiF(001) by using HAS and concluded also that αs was higher by a factor of

3.6 than αb [5]. There are other reports mentioning that the αs for other surfaces are

somewhat different than the bulk values: Glebov has reported that the αs coefficient

of AgBr(001) measured with HAS was 13% larger than the bulk value [283]. Traeger

measured, also with HAS, αs coefficient of KCl(001) surface as 27% less than the bulk

value given in the literature [284]. Nestrenko et al. carried out LEED experiments on

Si(111), Ge(111) and Ga As(110) and reported that αss were larger than αbs by factors

of 8, 4 and 3, respectively [285].

In this chapter, the diffraction of He atoms on LiF(001) along the 〈100〉 and the

〈110〉 directions is measured by rotating the crystal and keeping the detector at a fixed

angle. The lattice constant is calculated from the elastic diffraction peaks observed by
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6.1 LiF(001) Surface

Figure 6.1: The geometrical structure of the LiF(001) surface. The bulk fcc lattice of the
rock salt crystals form a square checkerboard two-dimensional net of alternating Li+ cations
and F− anions. The x and y directions have been defined to lie along the 〈110〉 directions.

in-plane scattering of He atoms and determining the momentum of He atoms with

TOF. With careful consideration and control of the experimental precision, the lattice

constants at different surface temperatures, a(T ) and the thermal expansion coeffi-

cient of the surface lattice, α(T ) are determined with unprecedented accuracy. In the

next section, the properties of the LiF(001) surface are discussed first. Then, the ex-

perimental procedure and results are presented. Finally, the results are discussed and

compared with the previous results.

6.1 LiF(001) Surface

The LiF crystals were purchased from the company Korth Kristalle2. The crystals are

cleaved in air into 3-4 mm slices from larger slabs of cross-section of 10x10 mm. The

cleavage results in a clean ”almost” single-faceted surface of (100) orientation. The

structure of the LiF(001) surface is shown in Figure 6.1 and the general bulk and

surface properties are given in Table 6.1.

2Karl Korth Kristalle GmbH, Altenholz, Germany. To our experience, not all cleaved crystals have
a good surface quality, namely sometimes the cleavage ends up with several facets. The crystals
ordered in 2002 had bad quality after cleavage. The crystals used were purchased from the same
company but about ten years ago.
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6. Thermal Expansion of the LiF(001) Surface

Table 6.1: The properties of LiF crystal and its (001) surface. Remarks: (a) at room tem-
perature from ref. [286]; (b) from ref. [287]; (c) with He from ref. [288]; (d) with He from
ref. [289]; (d) without Armand correction [290]; (f) with H from ref. [76]; (g) with He from
ref. [291] (this is just the bulk value divided by

√
2); (h) with He in this work (Section 6.2.3)

; (i) with D2 in this work (Section 7.3); (j) for the untreated surface from ref. [292]. In the
Armand correction, the possibility of the interaction of the scattering atom with more than
one surface atom is taken into account and the Debye temperatures are corrected according
to the scattering geometry [290].

Density 2.635 ×103 kg m−3

Lattice constant 4.0262 Å a

Bulk Debye temperature 734 K b

Melting Temperature 1115 K

Surface Debye Temperature 335±33 K c, 350±50 K d (513 K e) ,

415±44 K f (610 K e), 520 K g , 478±10

K h, 577±50 K i

H2O adsorption energy 200±50 meV j

Surface Cleanliness: In the earlier years, the cleanliness of the alkali halide sur-

faces was a matter of question regarding both gas-surface and epitaxial growth stud-

ies [57, 69, 293]. The ellipsometric measurements of Bayh et al. on large single alkali

halide crystals indicated that on the LiF surface, cleaned under poor vacuum condi-

tions (10−6 torr), four layers of adsorbed water formed and the first monolayer was

still present at temperatures as high as 770 K [294]. These results led most of the

researchers working in the gas-surface field with alkali halides to believe that they

had actually probed the properties of thin epitaxial water films arranged in the same

structure as the surface and unrealistic gas-surface potentials were justified with this

argument [62, 69, 87, 295]. However, attempts to duplicate and extend these earlier

measurements subsequently failed and totally different results were obtained, report-

ing that no ellipsometric variations were observed for alkali halide surfaces exposed

to water partial pressures in the range of 1 to 10−6 torr and it has been concluded

that alkali halides have water-free surfaces after baking out at temperatures of 620-720

K and residual pressures of less than 10−9 torr [296]. More persuading and system-

atic evidence for the inertness of the LiF surface was supplied using secondary ion

emission spectroscopy (SIMS) by Estel et al. [292]. They investigated (001) planes of
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6.1 LiF(001) Surface

LiF, NaF and NaCl under UHV conditions with a variety of cases: air and vacuum

cleaved; with and without bake-out; and with and without exposure of water at vari-

ous crystal temperatures. They concluded that the cleaved crystal surfaces are free of

water and hydroxide layers under UHV conditions. Water can be adsorbed on unan-

nealed LiF surfaces at a partial pressure of 10−9 torr below 200 K. The adsorption

energy for LiF(001) is 200±50 meV [292]. Thicker layers of water will grow according

to the Volmer-Weber mechanism. Baked out crystals (18 hours at 700 K), however,

are found to be virtually inert to hydroxylation and water adsorption is possible only

under extremely forced conditions. The inertness of the annealed crystals is attributed

to the removal of active sites, such as surplus Li+ metal ions on the surface [292]. This

evidence is supported by other observations [297, 298], which had negated the previ-

ous opinion that alkali halide surfaces are hard to clean and showed that, particularly

water insoluble alkali halides (NaF, LiF), following a proper bake out, are hard to

contaminate.

Surface Relaxation: The clean alkali halide surface exhibits both relaxation and

rumpling, where the top layers of anion and cations do not lie in the same plane

but are separated from each other slightly in the direction of surface normal. The

relaxation is compatible with a (1×1) surface of rock salt type and no reconstruction

is reported for the LiF(001) surface3. Relaxation and rumpling of the (100) surface

of alkali halides were first predicted theoretically by Benson et al. [300–302]. They

predicted that at top layer of LiF(001) the lithium ions should relax by 0.12 Å inwards,

however the convergence of calculations involving the relaxation of more than one

layer failed and made the results doubtful. The first evidence came from the detailed

analysis of experimental results of McRae et al. [303] by Laramore et al. [304]. They

found that certain features of the LEED intensity profiles measured by McRae et al.

strongly suggest that the Li+ and F− subplanes in the uppermost layer are separated

by about 0.25Å at 573 K. Relative to the ideally terminated surface, the top Li+

and F− sublayers at 573 K are contracted about 0.35Å and 0.1Å towards the bulk,

respectively. Recently, Vogt et al. carried out LEED experiments on alkali halides

[60, 305] and concluded that the rumpling is rather small at the LiF(001) surface at

20 K [60], in contradiction to earlier results [304] but in agreement with theoretical

calculations [306–310]. The fluorine ions found to (with rather large error bars) remain

at their bulk positions and the lithium sublayer is contracted by 0.02±0.10 Å. However,

3An anomalous reconstruction of the NaCl(001) surface is observed only once [299]
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more recently and more precisely, Roberts et al. reported larger relaxation values from

a LEED analysis of multilayer LiF(001) thin films grown on Pt(111) at 115 K [61]. They

observed an ”intralayer” corrugation between the Li+ and F− subplanes as 0.24±0.04

Å in the uppermost layer and 0.07±0.04 Å in the second layer. The ”interlayer” spacing

between the top and the second layer was determined as 1.77±0.06 Å and the second

interlayer spacing is found to be same as the bulk value (=2.01 Å) within the error bars.

One possible explanation for the results of Robert et al. could be that the investigated

thin films are more relaxed than the cleaved surfaces of massive crystals. In contrast,

Mills et al., using low energy positron diffraction, reported that the surface ions remain

at positions similar to the bulk within the error bars of 0.01 Å [311]. Although all

theoretical and experimental works report, qualitatively, a rumpling at the LiF(001)

surface due to the asymmetric relaxation of Li+ ions towards the bulk, the magnitude

of the relaxation (both intralayer and interlayer) is still not clear.

Step and Defect Density: The dynamics of cleavage and the resulting morphology

of alkali halide surfaces has been studied extensively [312–318]. It is well known that

cleaved surfaces of alkali halides contain many steps of heights down to a few atomic

dimensions [313–316]. The dislocation density is estimated in the range 104− 105/cm2

[313, 314]. Flush-shaped step configuration of dimensions of 50-500 nm are observed,

however their appearance depends strongly on the cleavage conditions [314–316]. These

results are in agreement with the measurements of HAS experiments, in which terrace

widths broader than 30 nm were estimated [319, 320]. Mass spectrometer studies by

Gallon et al. showed that dissociation of surface atoms occurs upon cleavage of the

LiF, NaF and KCl, although different in character for each crystal [321]. The time de-

velopment of the partial pressure curves of surface atoms was assigned by the authors

to the non-stoichiometricity of the dissociation. This effect was most pronounced for

LiF, where the decay of the fluorine signal was much slower than of the lithium signal.

Although no quantitative analysis has been given, non-stoichiometric dissociation after

the cleavage indicates that there should be some advacancies and adatoms in consid-

erable density. In contrast, AFM studies on cleaved LiF surfaces have demonstrated

that the surface has defect-free terraces [322].
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6.2 Experiment

In the HAS scattering experiments, the diffraction profiles are measured at constant

surface temperatures. The fluctuation of the surface temperature was ±1 K during a

specific diffraction scan. Diffraction patterns are recorded between 110-720 K crystal

temperature in +20 K steps of a heating series and -20 K steps of a cooling series,

thus providing a(T ) values for ∆Ts=10 K. The lowest crystal temperature is limited

by the liquid nitrogen cooling of the sample. The upper temperature is limited by the

loss in peak intensity. Although it is possible to see diffraction peaks at 800 K, the

experiment is carried out only up to 720 K because of the reduced precision due to

the decreasing intensity at high temperatures. The lattice constant is calculated by

measuring the first order diffraction peaks and taking the mean value of the lattice

constant calculated from each diffraction peak. Second order diffraction peaks are not

taken into account because of their much lower intensities. Also the specular peak

position is determined at each measurement because the heating of the crystal holder

results in small shifts of the angular positions of the diffraction profile by up to 0.05o

as seen in Figure 6.2. According to the shift of the specular peak position, the values

of diffraction peak positions are corrected. When the crystal temperature is set to a

new value it takes several hours to stabilize the angular positions of the peaks because

the entire crystal holder temperature changes and the crystal normal according to

the target manipulator shifts. To avoid the long waiting times the angular scans for

the diffraction and the specular peaks are taken only in a small angular region, and

as quickly as possible so that the error due to the slow shift of the peak positions is

minimized.

6.2.1 Surface Preparation

The LiF crystals are cleaved in air and put into the vacuum chamber within 5 minutes

as described in Section 3.1.6. The cleavage in air results in a clean and atomically

flat surface so that the elastically scattered beam was good enough to do experiments

without any annealing. However a significant loss of the signal was observed when

the crystal was cooled under 200 K as a result of water adsorption at active sites.

The background pressure of the crystal chamber was between 1 × 10−9 and 3 × 10−8

mbar during the experiments depending on whether the crystal is cooled or heated.

Therefore, to anneal the defects the crystals were baked out for 15 hours at 800 K.

Although this treatment had little effect on the scattered signal at room temperature,
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Figure 6.2: The shift of the specular peak position during the measurement at different
crystal temperatures. The arrows show the sequential temperature direction of the experi-
ment. Namely, the crystal temperature is gradually (∆Ts=20 K)increased from 320 K up to
720 K, decreased down to 116 K and then increased again up to 340 K, and finally decreased
down to 130 K . The hysteresis of the specular peak depends on the cooling and heating rate
and the waiting time at a constant temperature.

it did lead to a significant increase in signal when crystal was cooled, which is in

accordance with previous works [292,297,298] and with discussions above.

Two crystals used in this thermal expansion experiments were labelled as LIF0302

and LIF0702. The quality of the cleavage, namely facets was tested by observing the

specular peak intensity as the crystal is moved in x- and y- directions (upwards and

sidewards on surface plane). In Figure 6.3, a x-scan of the specular peak is shown. The

intensity is almost constant when the whole beam spot falls onto the crystal surface.

Thus, it shows a single faceted surface. A multiple-faceted surface would result in

varying specular intensity with changing x-position due to the splitted specular peaks

at a constant x-position4 and would make it difficult to determine the peak positions

accurately.

As discussed in Section 3.2.3 the shape of the diffraction peaks is determined by both

the instrumental resolution (geometrical resolution and beam monochromaticity) and

4These effects were observed for a few samples.
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Figure 6.3: X-scan of the specular peak of the crystal LIF0302. The profile attests that the
cleavage resulted in a single-faceted surface. The iris diameter is 2 mm and the incident angle
is, θi=45o, leading to an elliptical spot of dimensions 2.7 mm and 3.7 mm on the surface,
along y and x axes,respectively.

the domain size of the surface probe. The broadening of the specular peak is, however,

independent of the beam monochromaticity. The specular peak width is determined by

introducing two 200 µ-wide slits defining the beam divergence and detector opening

as shown in Figure 6.4. The results of specular peak scans of both crystals and in

the 〈100〉 and 〈110〉 directions are listed in Table 6.2. The average domain sizes are

calculated using Equation 3.32. This model, however, is a rough estimate and presumes

that all contributions of broadening have Gaussian form. A more accurate method

would require defining a realistic slit function and deconvoluting the measured peak

with it. Moreover, since the surface domains on the surface are not well defined, a

more realistic analysis is difficult. Taking all these sources of error into account, it is

concluded that the average domain sizes of the cleaved LIF0302 and LIF0702 crystals

are about 140±40 nm and 230±80 nm, respectively. The results indicate that average

domain size may change from cleavage to cleavage and it is also possible that the

average domain sizes depend on the direction. These value are similar to the results

from electron microscopy studies of cleaved alkali halides [315,316].

135



6. Thermal Expansion of the LiF(001) Surface

44,8 44,9 45,0 45,1 45,2
0

500

1000

1500

2000

2500

3000

3500

4000

 

 

Model:Gauss
Chi^2/DoF = 7688.74859
y0 168.46185 ±9.69772
xc 45.00803 ±0.00018
w 0.02328 ±0.00037
A 103.84501 ±1.51347

LIF0302
He 80bar 300 K
LiF(001)<100> 

In
te

ns
ity

  [
cp

s]

Incident angle, θi  [deg.]

Figure 6.4: The profile of the specular peak with the 200 µ-wide beam and detector slits
with angular steps of 0.005o. Crystal:LIF0302 in the 〈100〉 direction. P0=80 bar and T0=300
K. Crystal temperature is 297 K. The fitted Gaussian peak is shown with dotted-lines and
its parameters are provided in the caption.

Table 6.2: The peak width results of specular peak scans and the calculated average domain
size for each peak width using Equation 3.32. Wavelength of the incident He beam is, λ=0.56
Å. The instrumental peak width is 0.015o, which is defined by the collimating slits.

Crystal Azimuth Peak width Av. Domain size

LIF0302 〈100〉 0.023o 130 nm

LIF0302 〈110〉 0.022o 150 nm

LIF0702 〈100〉 0.019o 210 nm

LIF0702 〈110〉 0.018o 250 nm
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6.2.2 Precision Considerations

The lattice constants are measured from the Bragg conditions of the elastic peaks

given in Equation 2.6, which can be expressed for a constant total scattering angle

θSD=90o as,

G =
2π

a
= ki[cos θi − sin θi] , (6.2)

where ki is the wave vector of the incident beam and θi is the incident angle where the

diffraction peak observed. Therefore, the exact determination of the lattice constant

requires the precise determination of both the wave vector of the atomic beam and

the angular positions of the elastic peaks and the error of the lattice constant can be

given as
δa

a
=

δki

ki

+ δθi
[sin θi + cos θi]

[sin θi − cos θi]
(6.3)

The precision of incident wave vector determined by TOF depends on the accuracy

of flight distance (LCD), the fluctuation of the source temperature and the accuracy of

the measured TOF peak position. The precision of the angular measurements depends

on the measurement of the total angle θSD, adjustment of the azimuthal and tilting

angles, the quality of the beam collimation and the accuracy of the determination

of the diffraction peak positions. The largest error sources are systematic (or static)

errors, such as the flight distance and adjustment of the azimuthal angle and the beam

collimation. The TOF spectra showed no systematic changes and also the diffraction

peak intensity ratios remained almost constant at different crystal temperatures. Thus

the azimuthal angle and the flight distance do not change upon heating and they

remain constant once the flight distance is calibrated and the beam collimation and

the azimuthal angle of the crystal are adjusted after mounting the crystal. Therefore

they do not contribute the error of the thermal expansion coefficient, α(T ). For the

latter only the relative changes and statistical errors are important. Hence, in the

discussion of the precision of the lattice constant, it is needed to discriminate the

”absolute” and the ”relative” error of the a(T ).

TOF Accuracy: The measurements are carried out at a constant source temperature

of 300.00± (< 0.05) K. In Figure 6.5 a typical TOF spectrum of the specular peak is

shown. During the experiments many TOF spectra are taken to observe the stability.

All measured values of the time-of-flight were determined to be within tF = 1.2718±
0.0002 ms. The error bar is due to the temperature fluctuation and goodness of the

fit. As discussed in Section 3.2 the flight length (chopper-to-detector distance) is given
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Figure 6.5: The TOF spectrum of the specular peak. The source temperature and pressure
are T0=300 K and P0=100 bar, respectively. The tF =1.2718 ms LCD=2266 mm and the
ki=11.2295 Å−1 and speed ratio is about 94. Although the TOF bins are 1µs (black squares),
the peak position can be determined with Gaussian fit curve with an error of 0.05 µs and
about a hundred TOF spectra taken during the experiments had the same peak position
within the error of 0.2 µs.

as LCD = 2266± 2 mm5. The incident beam wave vector is then given by

ki =
m

~
u =

m

~

(
LCD

tF

)
. (6.4)

Thus, the absolute and relative errors of the wave vector are given as
[
δki

ki

]

A

=
δLCD

LCD

= ±8.8× 10−4

[
δki

ki

]

R

=
δtF
tF

= ±1.6× 10−4 . (6.5)

Here δLCD = ±2 mm is the calibration error of the flight length and δtF = ±0.0002

is the accuracy of the peak position in TOF spectrum6.

5The detector position, LD is set to 300 mm and L0
CD is found to be 2566 mm (see Section 3.2)

when in situ TOF calibration is made for θSD=90o. Although this value is similar to the measured
L0

CD for θSD=180o within the error range, it can slightly change for the scattering configuration,
thus a new calibration is required.

6The finite detector length and chopper slit width contribute to the TOF width but has no direct
effect on the accuracy of TOF.
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Figure 6.6: Typical incident angular scan of LiF(001) in the 〈100〉 direction with a He beam
of ki= 11.2295 Å−1 (T0=300 K and P0=80 bar). θSD=90o. The corresponding m,n values of
each peak is given in parenthesis. Ts=297 K. Iris: 1 mm.

Angular Accuracy: The total scattering angle is determined by measuring the direct

beam position at 180o and rotating the detector to 90o. The detector angle decoder

is highly precise and one motor step correspond to an angular movement of 6.6×10−6

degrees, thus the error due to the detector angle is negligibly small. There can be small

errors due to the adjustment of the collimation which may change the total scattering

angle or distort the shape of the diffraction peaks. It is difficult to estimate the quality

of the collimation quantitatively. However, as the beam path is 3 meters long with

apertures of a few millimeters, in the worst case any misalignment can lead to very

few milliradians of error. The beam collimation is carefully adjusted and the observed

peaks are highly symmetric, thus the actual error should be much smaller.

The azimuthal angle, φ of the crystal surface symmetry axis is found by optimizing

the highest intensities of the diffraction peaks within an error of δφ = ±0.15o. The

misalignment of the azimuthal angle causes an offset between the scattering plane

and the symmetry axis of the surface. For a simple geometrical consideration where

scattering plane and scan plane have an azimuthal angular difference of δφ=0.15o and

leading an error of sin (φ) in the measured G value, the error of the lattice constant, due

to the adjustment of the crystal orientation is estimated to be [ δa
a
]A = ±2.6×10−3.
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Figure 6.7: Typical scans of the specular and first order diffraction peaks in the 〈100〉 di-
rection at a crystal temperature of 300 K. Although the angular step size is 0.01o, the fitting
of a Gaussian curve (dotted lines) gives the peak positions with an accuracy of 0.001o. The
positions of the (11), (00), and (-1-1) peaks are 33.688, 45.029, and 56.374 degrees, respec-
tively. The lattice constant from the (11) and (-1-1) peaks are determined to be a=4.0239 Å
and a=4.0225 Å, respectively, and the mean value is a=4.0232 Å.

In fact, the exact error from azimuthal angle is more complicated due to the finite

width of the peaks. The azimuthal movement of the crystal manipulator is not very

precise and the given value for the error of the azimuthal angle is the precision of

the scale of the target manipulator for azimuthal movement. Actually the azimuthal

angle adjustment of the crystal depends highly on experience and the measured data

from different crystals and along different symmetry axes indicate that the lattice

constant error is less than the given value above as will be seen below (for instance in

Figures 6.11). The reproducible error due to the adjustment of the azimuthal angle is

found to be as [
δa

a

]

A

= ±8× 10−4 . (6.6)

A typical angular distribution of the diffraction profiles in the 〈100〉 direction is

shown in Figure 6.6. The lattice constant measurement at a certain temperature is

done with a quick scan of the specular and the 1st order diffraction peaks as shown

in Figure 6.7. The incident angle decoder is highly precise. One tooth of the decoder
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Figure 6.8: Incident angular scan with the cooled beam He beam. LiF(001) 〈100〉. The selec-
tive adsorption resonances are strongly pronounced. P0=100 bar, T0=97.7 K; ki=5.91Å−1.
Ts=297 K. Iris: 1 mm. θSD=90o.

gearing corresponds to an angular interval of 5.36 × 10−4 degrees. One step of the

motor is about 1.5× 10−3 degrees and the step motor has a backlash of about 1o. All

angular scans are done increasingly in order to avoid the backlash. The resolution of

the apparatus can be changed by inserting slits and an adjustable iris aperture in the

beam path. As mentioned in Section 3.2.3 the specular peak FWHM can be changed

from 0.015o up to 0.30o, regarding to the desired intensity and resolution. Although

higher angular resolution was achievable, in the lattice constant measurements the

FWHM of specular peak is determined to be 0.12o. With this resolution the intensity

was enough to measure the peak positions up to 720 K precisely and quickly. It takes

about 15 minutes to measure three peaks (sequentially (11), (00), and (-1-1) peaks)

with angular steps of 0.01o. The averaging of the lattice constants determined from

two diffraction peaks somewhat compensates the shift of the specular peak within this

time. Although the angular steps are rather large, fitting a Gaussian curve to diffraction

peak profiles allows determining the peak positions with much higher accuracy: After

repeating several scans at same conditions, the reproducible error of the peak positions

are found to be about ±0.001o. The statistical error due to the angular precision, using
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Figure 6.9: Thermal attenuation of the specular peak intensity. θi=45oand Ei=65.9 meV.
A slight divergence from the exponential form is observed at crystal temperatures above 600
K.

Equation 6.3, is [
δa

a

]

R

= ±0.9× 10−4 . (6.7)

The measured lattice constant from the angular scan shown in Figure 6.7 at 300

K is a=4.0232 Å. The systematic or absolute error from the wave vector and angular

accuracies is δa=±0.0068 Å. And the total statistical error is δa=±0.0010 Å. The

lattice constant of the bulk crystal at room temperature is given in the literature as

a=4.0262 Å [286]. There is no error given for the bulk value. The given bulk value and

the measured surface value is in accordance within the experimental error range.

In addition to the angular and beam wave vector errors, there are other possible

error sources. The He is not an ”absolutely non-interacting” probe in determining the

surface structure. It can also interact with the surface potential and with the surface

phonons. In Figure 6.8 the angular scan with a He beam of low incident energy is

shown. Between the elastic peaks several selective adsorption resonance (SAR) peaks

and dips are observed. SAR interferences in the neighborhood of elastic peaks may

affect the shape and thus the determined position of the specular or a diffraction

peak. However, with the room temperature beam the SAR effects are not pronounced

significantly as seen in Figure 6.6.
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Figure 6.10: The (-1,-1) peak of the LiF(001) crystal at different crystal temperatures. The
effect of shifting of the peak towards smaller angles with increasing temperature is clearly
seen, which indicates that the lattice expands. The intensities are normalized. The real
intensities are 1.60×106 cps, 0.707×106 cps, 0.36×105 cps at Ts=120 K (-•-), 350 K (-N-),
and 650 K (-¥-), respectively. The increasing offset of the peaks with increasing temperature
is as a result of the increasing proportion of the background due to the inelastic scattering.

6.2.3 Debye-Waller Factor

In Figure 6.9 the thermal attenuation of the specular peak is shown. The intensity

profile fits to a straight line in log-scale rather well. As discussed in Section 2.4, the

Debye-Waller factor accounts for the decrease in the intensity with increasing crystal

temperature as a function of exp[−2W (Ts)]. From the plot in Figure 6.9 it is found to

be as −2W/Ts = 7.72(±0.05)× 10−3. However, this value is found to be reproducible

for different measurements within the error range of ±0.3×10−3. Using Equation 2.50

the measured surface Debye-Waller factor for the effective mass 25.9 amu, which is the

mass of the unit cell, and for the potential well depth of 8.03 meV [82], is determined

from the present He-LiF(001) experiments as

ΘD = 478± 10 K. (6.8)

This value is similar to the earlier values (without Armand correction) in Table 6.1.

Since the thermal attenuation of the reflectivity is highly in accordance with DW
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Figure 6.11: The lattice constants measured at different surface temperatures for both
crystals. The total error bars are also shown. The difference between two crystals is about
0.002 Å which is due to the adjustment error of the azimuthal angle. The lattice constant of
the bulk is also provided: It is obtained by fitting a second-order polynomial to the thermal
expansion coefficients provided in Figure 6.13 and integrating it with Equation 6.9 and by
using the reference point a(298 K)=4.02617 Å from ref. [325].

model, it is possible to make a further conclusion that the defect formation with the

increasing surface temperature is insignificant. Moreover, a broadening of the specu-

lar peak and an emergence of a broad tail around the elastic peaks with increasing

temperature are not observed in the present HAS experiments, which would have

indicated significant existence of defects [25, 323, 324]. Such a significant decrease of

the reflectivity diverging significantly from the thermal attenuation is reported by Vi-

tali et al. [288]. They observed a slight drop in the 550-750 K range, which can be

quantitatively assigned to anharmonic terms and which is also observed in Figure 6.9.

Moreover they observed a sudden drop in the specular peak intensity at temperatures

above 750 K which cannot be explained in terms of anharmonicity and assigned this

effect as the onset of surface disorder. Although they admitted that the results should

be considered rather preliminary and the conclusion is speculative, it supports the

conclusion that at least up to 750 K, the surface remains well-ordered and the defect

density does not increase significantly.
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Figure 6.12: The thermal expansion coefficient of the sample LIF0302 obtained from Fig-
ure 6.11 and Equation 6.9. The derivatives of the different fit functions to the a(T ) curve in
the previous figure are compared. The χ2-test gives third order polynomial as the best fit
function of the lattice constant. The differentiation of the a(T ) curve (∆a(T )/∆T ) is also
shown (-N-).

6.2.4 Thermal Expansion Coefficient

An example of typical profiles of a diffraction peak at different crystal temperatures

along the 〈100〉 direction are shown in Figure 6.10. The shift of the diffraction peak

(-1-1) at different crystal temperatures is clearly seen. The calculated lattice constants,

a(T ) from the average values of the lattice constant determined from the positions of

the (-1-1) and (11) diffraction peaks, are plotted in Figure 6.11. The experiment is

repeated for two different crystals. The offset of two a(T ) curves from two different

samples is about 0.002Å and is due to the adjustment error of crystal orientation as

discussed above. Also the lattice constant of the bulk is provided for comparison. The

bulk and surface values are in good agreement. Increasing slopes of two curves are

apparent which indicates increasing thermal expansion coefficient. The a(T ) curves in

Figure 6.11 can be fitted to different functions. These curves are smooth enough not

only to determine a constant value of the surface thermal expansion coefficient, but

also its temperature dependence, namely αs(T ). As the a(T ) changes only 2% in the
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Figure 6.13: The comparison of the surface thermal expansion coefficients αs and bulk
thermal expansion coefficients αb. αss for two independent crystals (solid lines) are obtained
from the derivatives of the best-fit third-order polynomials as in the previous figure. The
bulk values and their sources are: (¥) from ref. [326]; (•) from ref. [327]; (N) from ref. [328];
(H) from ref. [329]; and (F) from ref. [330]. For the details of specimens and used methods
see the references and for further data see ref [326, 331]. A second-order polynomial curve
(dashed-dotted line) is fitted to the bulk values shown in the figure. For comparison, the
surface thermal expansion coefficients measured by Watanabe et al. (dotted lines) [5] and by
Frank et al. (dashed lines) [4] are also provided. Note the αs value measured by Watanabe
et al. are scaled by factor two and the reported value is αs=124±17× 10−6/K.

whole temperature range, the α(T ) can be defined as

α(T ) =
1

a

da(T )

dT
, (6.9)

where a=4.05Å is the mean value of a(T) over the temperature range 100-800 K.

The α(T ) derived from the different fit functions are plotted in Figure 6.12. The fit

functions to the a(T ) and their goodness of the fit are given in the figure. Also the

differentiated curve of experimental a(T ) (∆a(T )/∆T from the Figure 6.11) is plotted.

Large fluctuations of the α(T ) obtained from the differentiation of a(T ) are due to

the small steps of ∆T (10 K). In Figure 6.13 best fit curves from two samples are

plotted in solid lines. The fit curves are 3rd order polynomial, which smooth the α(T )

without loosing the trend of the temperature dependence of the experimental thermal
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Figure 6.14: The comparison of the lattice constant measured from the different symmetry
directions. The lattice constant curves measured in the 〈110〉 directions diverge from the one
in the 〈100〉 direction al low temperatures significantly. Only the statistical error bars are
shown. T0=300 K.
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Figure 6.15: The comparison between the lattice constant measured from (1,0) and (-1,0)
diffraction peaks. There is a discrepancy at low crystal temperatures. Only the statistical
error bars are shown. T0=300 K.
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Figure 6.16: The lattice constant vs. crystal temperature curves with two different stag-
nation temperatures. ki values at T0=300 K and T0=380 K are 11.26 Å−1 and 12.77 Å−1,
respectively. The anomaly is only observed along the 〈110〉 when the stagnation temperature
is, T0=300 K.

expansion coefficients. The difference of the curves are rather small indicating that the

results are reproducible within error bars of ±5× 10−6 K−1. In order to compare the

surface thermal expansion the bulk values from different works are also provided in

the figure. The bulk and surface thermal expansion curves in the given temperature

region are identical within the experimental error.

The thermal expansion results presented above are from two scattering experiments

along the 〈100〉 symmetry axis for two sample crystals. Also scattering experiments

along the 〈110〉 direction are carried out for both crystals. An anomaly was observed

along this direction at low temperatures for both samples. As shown in Figure 6.14 the

curve of a(T ) measured along the 〈110〉 direction diverges at low crystal temperatures

from the one measured along the 〈100〉 direction by about 0.015 Å. Not only the mean

value of a(T ) (mean value obtained from the (10) and (-1-0) diffraction peaks) but also

the a(T )s measured from the (-1,0) and (1,0) diffraction peaks diverge from each other

by about 0.01 Å, when they are plotted separately as in Figure 6.15. Nevertheless,

if the incident beam energy is changed the discrepancy disappears. In Figure 6.16

the measured lattice constants in both symmetry axis measured with different beam
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energies are compared. The divergence is observed only along the 〈110〉 direction at the

stagnation temperature of 300 K. There is no clear explanation for this effect yet. The

effect emerges at low crystal temperatures and it is incident energy dependent, so that

it may be due to the selective adsorption resonances (SAR), which are less smeared

out and more clearly seen when the inelastic scattering background is reduced, namely

at low surface temperatures. SAR of a certain bound state can correspond to the

neighborhood of the 1st order diffraction peaks and can shift the measured position of

the diffraction peaks. Often SAR lead to strong peaks and dips distorting the shape of

the elastic peaks, however in this case a very shallow bound state can cause broader

effect, which remain unnoticed but shifts the position of elastic peak determined by a

Gaussian curve fit.

6.3 Conclusions

The lattice constant of the LiF(001) surface is determined with a precision of δa =

±0.0078 Å. The measured temperature dependence of the lattice constant is found to

be agree with the bulk value within the experimental error. The main sources of errors

are due to the flight path distance calibration and the azimuthal angle adjustment. As

the statistical error of the measured lattice constant is much smaller (δa = ±0.0010

Å) it is possible to determine not only an average value of the thermal expansion

coefficient, but also its temperature dependence. The best-fit lines of the thermal

expansion coefficients measured from two different crystals are similar to the fitted

line of the bulk values within an error of 10%. The results have demonstrated that

the thermal expansion of the LiF(001) surface is identical to the expansion of the

bulk in contradiction with the earlier reports of a greater thermal expansion on the

LiF surface [4, 5]. The sample preparations of earlier reports are similar to this work.

The discrepancy with the present results can be attributed to the lack of precision in

previous results: Frank et al. [4] obtained two average thermal expansion coefficients

from only three measured lattice constant values at surface temperatures of 150 K,

405 K, and 610 K by observing rather broad selective adsorption minima (see also

Figure 6.13). Watanabe et al. [5] determined an average thermal expansion coefficient

in the temperature range of 300-450 K. Although the best-fit straight line to the data

resulted in the thermal expansion coefficient as αs=124±17× 10−6/K, which is larger

than the bulk value by a factor of 3.6, the measured data range is small (150 K) and

the measured lattice constants are scattered within an error band of 0.1 Å, so that
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it is also even possible to plot a straight line which would result a thermal expansion

coefficient which is less than the bulk value.

Additionally, in the HAS from surfaces, the scattered atoms are not only probe

particles but also an object of the surface scattering phenomena at the same time,

inelastic effects can lead to erroneous results, as observed in the scattering along the

〈110〉 with the room temperature beam, which has not been clarified yet.

The cleaved (001) surface of LiF crystals have smooth surfaces of sufficiently large

terraces with low defect density and the LiF crystal is rather hard, thus the surface

cannot be distorted in a convex shape. These features rule out any possible enhanced

anharmonicity parallel to the surface and the positions of the surface atoms along the

surface plane remain in consistent with the positions of the bulk atoms.
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After the pioneering reports of the observation of well-defined diffraction of H2 from

LiF, NaCl, and NaF by Stern and his coworkers in the early 1930’s [50,51], comparative

studies of the scattering of H2 and D2 from LiF were reported only much later in 1970

by O’Keefe et al. [69,332]. In both works diffractive scattering and selective adsorption

resonances (SAR) were observed. In their experiments O’Keefe et al. observed an

increasing inelastic-scattering background in going from He to H2, and to D2 and

attributed this to the rotational excitation of the molecules. Rotational transitions

were first observed in angular distributions for H2, HD and D2 from MgO by Rowe et

al. [333, 334] and subsequently for H2 from LiF(001) by Boato et al. [295]. Later, H2

scattering from MgO(001) by Kolodney et al. [335] and D2 scattering from LiF(001) by

Brusdeylins et al. [336] were reported. Recently Traeger carried out extensive angular

distributions and TOF experiments of n-H2 and p-H2 from LiF, NaCl, KCl, and MgO

[284]. The comparative analysis of the diffractive scattering of normal- and para-H2

have demonstrated that magnetic-quantum number transitions play an important role

in the scattering process of hydrogenic molecules from alkali halides [54] confirming

the earlier predictions [7, 70].

Compared to atomic scattering from a surface, the scattering of molecules is ex-

perimentally more difficult due to the increased background and the additional open

channels related to the rotational excitation of the scattered molecules. From the theo-

retical point of view, the understanding and the analysis of the molecular scattering is

much more challenging since internal states and the anisotropy of the molecule affect

the scattering process. On the other hand, the study of molecule scattering from sur-

face can provide the basis for understanding the much more complicated chemisorption

interaction in molecular scattering from reactive metal surfaces.

The first prediction of the existence of the rotational transitions was reported by

Logan [337] wherein a simple quantum mechanical treatment of a rigid-rotator was

described. With the advances in theoretical understanding, and computational tech-
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niques and power, various methods have been developed: Reflection of a prolated

ellipsoid from a flat surface was studied by Halbritter [338]. Garibaldi et al. extended

the Eikonal approximation for scattering from a hard corrugated surface [78] to the

scattering of H2 and HD from LiF(001) [64]. Goodman et al. applied the CCGM

method [339] to the molecular case [340]. Close-coupling calculations of the scattering

of hydrogenic molecules were first made by Wolken [62, 63] and later by Drolshagen

et al. [68] and Brusdeylins et al. [336]. Gerber et al. investigated the scattering of

H2-LiF(001) for relatively high impact energies using the sudden approximation [90].

Recently, a time-dependent Hartree method was applied to H2-LiF(001) by Capellini

et al. [341] and also by Ehara et al. [342].

In all the methods mentioned above, the magnetic quantum number transitions in

the scattering and rotational state transitions are either forbidden or only weakly al-

lowed and the effect of the quadrupole-electrostatic interactions is overlooked. The

hard corrugated wall approximation [64] is only valid for low corrugation and po-

tential well depth and electrostatic term cannot be represented in the interaction

potential. These assumptions hold better for molecular scattering from metallic sur-

faces and the model is highly effective for the interpretation of the experiments [88].

In the close-coupling calculations which were historically the most influential one,

the ∆mj transitions were forbidden [62]. Furthermore, Boato et al., without a de-

tailed analysis, concluded from their experimental results that mj is approximately

conserved [295]. However, Hill’s calculations pointed out that the scattering and rota-

tional transitions processes for H2-LiF(001) are strongly affected by the interactions

between the quadrupole moment of the molecule and the electric field of ions at the

crystal surface [65], which can cause a reorientation of the molecules thereby leading to

∆mj transitions. Recently, extensive calculations of Kroes and his coworkers based on

the close-coupling wave packet method (CCWP) demonstrated that the quadrupole-

electrostatic interactions contribute significantly to the scattering and RID transition

probabilities and, moreover, that mj transitions make a large contribution [7,70]. The

experimental evidence came from the observation of strong differences in the diffraction

peaks of n- and p-H2 [54].

In this chapter the scattering experiments of D2 from LiF(001) are presented. Firstly,

the experimental details and the procedures for the analysis of the experimental results

and the data reduction are explained. Drift-TOF experiments are presented in Sec-

tion 7.2 for the detailed investigation of the interaction potential. The so determined

experimental potential-well depth will be used in the next section where scattering

experiments with different crystal temperatures are carried out in order to gain more
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insight into the effect of thermal attenuation of the surface. In Section 7.4 the effects

of the incident beam energy on the diffraction and RID transition probabilities are

discussed. The experiments are carried out with a fixed source-to detector (or total

scattering) angle, θSD=90o. In Section 7.5 the scattering experiments with changing

total scattering angle are presented. From the angular scans the developments of the

probabilities with changing incident angle are determined, which is a novelty in ”high

resolution” molecule-surface scattering experiments. In Section 7.6 the results of scat-

tering of D2 dimers from LiF(001) are presented.

7.1 Experiment

The crystal preparation is described in Chapter 6. The experiments are carried out

with n-D2 at stagnation pressure of 120 bar and stagnation temperature of between

100 and 400 K. The incident beam intensity and the beam energy spread at differ-

ent stagnation temperatures are described in Figure 4.16. The initial distributions of

internal rotational states can be determined by estimating the terminal rotational tem-

peratures from Equation 4.29 and using Equation 4.25 or Figure 4.10 which give the

occupation probabilities of internal states corresponding to a rotational temperature.

An iris diameter of 2.5 mm is used, which leads to a beam divergence of 0.12o and

a specular peak width (FWHM) of about 0.15o in the incident angular distributions.

Angular scans are carried out with angular steps of 0.05o. Such a scan with finite

angular steps cannot fully follow the shapes of the especially narrow peaks such as

the specular and some RID peaks and the measured peak heights may vary signifi-

cantly as data points do not correspond mostly the peak maxima. Thus, to determine

peak intensity the points were interpolated by fitting them to a Gaussian peak shape.

This procedure was tested by repeating the measurements at the same conditions with

smaller angular steps. Integration times of 0.5 seconds were used to measure the signal

at each angular step. When the intensities were found to be too low the integration

times were increased to 1 second per step. All the signal intensities in this chapter

were converted to counts per second (cps).

Typical scans for a constant total scattering angle of θSD=90o are shown in Fig-

ures 7.1 and 7.2 in the 〈100〉 and 〈110〉 scattering directions, respectively. The peaks

are always observed at the predicted positions when both the population of the initial

states and the transition probabilities are sufficiently large. And also if the peaks do

not overlap with another peak and if they are not too broad to be resolved. In the 〈100〉
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Figure 7.1: The incident angular scan for D2-LiF(001) along the 〈100〉 direction. Ts=130
K, T0=300 K and P0=120 bar. Ei=85.3 meV (ki=12.8 Å−1) and θSD=90o.
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K, T0=300 K and P0=120 bar. Ei=85.3 meV (ki=12.8 Å−1) and θSD=90o.
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Figure 7.3: Typical angular scan lines and the kinematical conditions of the major observed
peaks for initial and final angles for D2-LiF(001) with an incident beam wave vector of
ki=12.8 Å−1(Ei=85.3 meV) along the 〈100〉 direction. Constant-θSD incident angular scan
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and rotational transitions to higher states lie at lower incident angles with respect to their
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θi=θf=90o the incident beam, I0 is observed.
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narrower than the elastic peak because the inelastic peak depends very little on the incident
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direction more than 17 peaks are clearly resolved and several more appear as shoul-

ders. In the 〈110〉 direction there are about 27 peaks. The greater density of the peaks

is due to the smaller G and the overlapping of peaks is more likely. All peaks can be

identified by the kinematical conditions given in Equations 2.6 and 2.7. A qualitative

identification of the peaks in the angular scans reveals that the elastic peaks of plus

and minus order lie symmetrically with respect to specular peak and inelastic peaks for

transitions to higher rotational levels lie at lower incident angles with respect to their

parent elastic peaks. In Figure 7.3 the elastic peaks and major RID peaks for scatter-

ing from LiF(001) along the 〈100〉 direction are plotted according to the kinematical

equations. According to Figure 7.3 the peaks are expected whenever the scan line for

θSD=90o intersects with a kinematical line. Note that the peaks (00:20) and (-1-1:13)

and the peaks (33) and (22:13) are at the same angles for the θSD=90o-scan line so

that observed peaks at about 48o and 14o in Figure 7.1 are each the sums of two peaks.

In both scattering directions, some (2→0) deexcitation rotational transitions are also
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observed. Note that the fractional population of the level ji=2 in the incident beam

is only 8% percent at the given stagnation conditions so that the deexcitation peak

intensities are low but the transition probabilities are comparable with the transition

probabilities of (0→2) and (1→3).

It is also seen that the peak widths are very different. Even some peaks are as nar-

row as the specular peak (such as the (-1-1:02), (11:20) or (-20:13) peaks). This can

be understood by examining the kinematical conditions for the peaks. In Figure 7.4

the incident energy dependence of the incident angles for some elastic and RID peaks

is illustrated. It is seen, for instance, that the position of the (-1-1:02) peak becomes

almost independent of wave vector (like the specular peak) when the ki greater than

about 8.5 Å−1. Therefore, despite the energy spread, these peaks appear to be very

sharp. This effect is called kinematic rotational focusing [334,343]. Kinematical focus-

ing is also seen for phonon excitations [146].

7.1.1 Calculation of Probabilities

In order to compare the experiment with the theory some considerations must be

taken into account such as the external and the instrumental effects which affect the

measured data in addition to the investigated physical phenomenon. In the case of the

molecular scattering from the surface, the influences of the instrumental broadening,

finite crystal temperature, the energy spread of the beam, and initial distributions of

the internal states on the measured intensities of diffraction and rotational transitions

must be extracted, since the theoretical analysis provides diffraction and transition

probabilities at ideal conditions and for a static surface.

As seen in the previous section the peaks demonstrate quite different widths as-

sociated with their dependence on incident beam energy. Secondly, as discussed in

Section 3.2.3 and provided with Equation 3.32, the instrumental broadening signifi-

cantly changes for different scattering geometries. Thus, principally, all peaks must be

deconvoluted from the broadening due to the finite instrumental resolution and the

beam energy spread. However, this is a very time consuming procedure when many

peaks are observed and the scattering geometry is changed frequently, and deconvo-

luting of each peak requires independent treatment. Therefore, in this work another

method is adopted: The effects of the instrumental and chromatic broadening of the

peaks can be circumvented by taking the area of the peaks instead of peak heights.

This is a reasonable approximation so long as the beam divergence is kept constant

and unless the intensity fluctuates abruptly within the energy spread of the incident

157



7. The Scattering of D2 from LiF(001)

beam. Thus, the intensities given in this chapter, except the angular scans, are defined

as the peak areas determined by Gaussian fitting and subtracting the background.

Similarly, the incident intensity on the crystal should be corrected according to the

finite beam divergence, whereas the incident intensities given in Figure 4.16 are taken

at constant angle of θSD=180o. The peak area intensity of the incident beam I0 is

calculated by scanning the incident beam with the detector angle. The obtained peak

area is divided by a factor of two, while scattered beam intensities are obtained by

changing the incident angle, since one degree of the incident angle corresponds to two

degrees of the detector angle. Thus, the peak intensities in Figure 4.16 must be divided

by a factor of 7.2, which is the ratio of the peak height to the peak area, to obtain the

peak area intensity of the incident beam.

Because of the finite size of the crystal, at high incident angles the whole beam which

passes through the iris does not reflected from the crystal since the crystal surface has

a finite size of 8 mm1. Therefore, the intensity of peaks with incident angles higher

than 66 degrees must be corrected with a geometrical factor, η which describes the

ratio of the beam that falls on the crystal surface to the total incident beam2.

As discussed in Section 3.1.7 the detection probability of the detector is inversely

proportional to the particle velocity. Although the incident beam intensity at different

beam energy is directly measured and can be used for the comparison of the intensity of

the elastic peaks, the intensities of the inelastic peaks must be corrected because those

molecules which undergo a rotational transition have different final velocities, thus

different detection probabilities. As mentioned above, since the theoretical treatments

for the calculation of the diffraction and RID probabilities are carried out with a static

lattice, the thermal attenuation of the scattered beam at the finite surface temperature

must also be taken into account. The simplest way is correcting the intensities with

Debye-Waller factors as discussed in Section 2.4. The validity of the DW analysis for

D2-LiF(001) system is investigated in Section 7.3.

Taking all of the above considerations into account the probabilities of diffraction

and RID peaks are calculated for comparison with the theory. For instance, if the

measured peak area intensities for a rotational transition (ji→jf ) related with a re-

1In fact, the crystal size is 10x10 mm, but along 〈100〉 direction two supporting clamps cover 2 mm
length of the crystal surface.

2This is not the same commonly used constant, α which accounts for the ratio of the beam spot on
the surface seen by the detector at a constant initial and final angle [42]. As in the present case the
crystal is rotated the finite beam spot size on the crystal surface contributes in the instrumental
broadening and, thus, is taken into account by integrating the peak area.
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ciprocal lattice vector Gmn is defined as I(mn:jijf ), the transition probability from an

initial rotational state ji to a final rotational state jf correlated with the G-vector is

calculated as

P (mn : jijf ) =
I(mn : jijf )

I0 · n(ji) · η ·
√

Ei + ∆E

Ei

· exp [2W (θi, Ei, Ef , Ts)] , (7.1)

where ∆E (=Ef -Ei) is energy loss due to the rotational transition. The first term

stands for the ratio of the measured beam intensity to the incident beam intensity

with the corrections of ratio of the incident beam falling onto the crystal and fractional

population of the rotational state ji in the incident beam. The second term corrects

the different detection probability of the RID peaks. The third term takes the thermal

attenuation of the beam into account.

However, it should be kept in mind that this equation provides an experimental

probability averaged over the magnetic quantum number (mj), since the molecules are

not state-selected and changes in the mj of the molecules cannot be detected. Thus,

for inelastic peaks the P (mn:jijf ) can be obtained theoretically by averaging over mji

and summing over mjf
:

P (mn : jijf ) =
1

2ji + 1

∑
mji

,mjf

|S[00, jimji
→ mn, jfmjf

]|2 , (7.2)

where S is the transition matrix element. For the elastic diffraction peaks the proba-

bilities are a weighted average of all initial rotational states. So that it is necessary to

define a general transition probability for elastic diffraction peaks in order to compare

the experimental values with the theory:

P (mn) =
∑

ji

P (mn : jiji) · n(ji) . (7.3)

The equations above are used in the following sections, however, mostly the ratio

of the probabilities will be used because of the following reasons. Firstly, using DW

approximation is only an approximate method as will be discussed in Section 7.3 and

taking the ratios of the peaks somewhat cancels the DW factors. The second and the

most important reason is that the measured intensities can be significantly reduced

due to the surface defects and steps. Although the step and the defect densities of

the LiF(001) surface are relatively low (see Section 6.1), the defects have large cross-

sections and may reduce the intensities significantly and it is very difficult to estimate

this reduction in the present case.
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It is useful and commonly preferred method to compare a RID peak with the asso-

ciated elastic peak (m,n), which can be defined as

R(mn : jijf ) =
I∗(mn : jijf )

I(mn) · nj

, (7.4)

where the ratio of the peak intensity with respect to elastic peak intensity I(mn) is

taken. Here both inelastic and elastic diffraction intensities are peak area intensities.

The asterisk denotes that the RID intensities are corrected due to the different de-

tection probability of the RID peaks. The theoretical correspondence of this equation

is

R(mn : jijf ) =
P (mn : jijf )

P (mn)
. (7.5)

Similarly, for elastic peaks we define,

R(mn) =
P (mn)

P (00)
, (7.6)

where P(mn) is defined in Equation 7.3. In the investigation of selective adsorption

resonances (also used in Chapter 5), the intensity of the specular peak is compared

with the incident beam intensity by defining reflectivity as

R(00) =
I(00)

I0

, (7.7)

which gives a comparison of the specular peak with the incident beam without any

detailed correction of intensities.

7.2 Selective Adsorption Resonances

As discussed in Section 2.5, the molecules can be resonantly trapped in the well of the

molecule-surface interaction potential. This results in an effective attenuation of the

reflected beam when kinematical conditions, given in Equation 2.51, corresponding

to resonant trapping, are satisfied. The experimental data for selective adsorption

resonances (SAR) of H2 on LiF(001) were first reported by Frisch and Stern [51]

but their interpretation remained unclear at that time. An analysis of their data by

Tsuchida yielded three bound states (see Table 7.1) [344]. Later O’Keefe et al. reported

SAR observations both for H2 and D2 [69]. The results of both groups were reanalyzed

by Le Roy and the observed values of H2 and D2 were assigned to certain eigenenergies

as given in Table 7.1 [6]. Le Roy concluded that the measurements of both groups and
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Table 7.1: Survey of experimental values of bound state energies, |εν |(in meV) taken from
the literature. The footnotes denote (a) the experimental values measured by Frisch and
Stern [51] and corrected by Tsuchida [344]. (b) The experimental results of O’Keefe et
al. [69]. Both results have been reanalyzed by Le Roy and the reported values were assigned
to the eigenstates as listed here [6]. From the |εν | he calculated the best fit well depth
to be D=37.7(±4.4). (c) The theoretically calculated values by Wolken where he used the
experimental values marked with ∗ and Equations 2.20and 2.21 resulting in the parameters
of D=38 meV and α=1.18 A−1 [63, 345].

ν (H2)
a (H2)

b (H2)
c (D2)

b (D2)
c

0 30(±6) 30.9 31(±6) 32.9

1 -17(±1) 19(±4)∗ 19.0 19(±4) 23.8

2 -10(±1) 10(±2)∗ 9.9 16.2

3 -4(±1) 3.8 11(±2) 10.1

4 0.5 5.4

for both molecules agree with each other when isotope effect is taken into account and

he calculated a best-fit well-depth of D=37.7(±4.4) meV. Although these results were

doubtful, where particularly for D2 any maxima and minima were barely observed and

the obtained eigenenergies were similar to the H2 [69], they are used for the empirical

potentials in the theoretical works [63,345].

In this section the investigation of SAR of D2 molecules on LiF(001) surface by drift-

TOF measurements are presented. Because of the broad energy spread of the incident

D2 beam it is difficult to observe the resonances without TOF resolution. In the drift-

TOF technique where the incident beam energy is resolved with TOF technique and

the beam energy is changed in a broad band, the energy resolution is not limited by

the energy spread of the primary beam [121]. The energy dependence of the reflection

coefficient of the specularly scattered beam, R(00) is measured as the temperature

of the source is changed from T0=100 K up to 180 K. The total measurement time

is 3000 seconds and the stagnation temperature is increased linearly by 0.1 K steps

during the TOF run. The direct beam TOF spectrum is also measured as a function of

temperature under the conditions, thus incident energy dependent reflection coefficient

can be calculated using Equation 7.7.

In Figure 7.5 the drift-TOF spectra of the specular peak for θi=45o in the 〈100〉
direction (φ=45o) and the direct beam (where θSD=90o) are shown. One can imagine
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as if a beam of a broad and smooth velocity distribution represented by the dashed-line

is incident on the surface and the velocity distribution of the reflected beam is given

by the solid-line which is quite different and shows strong fluctuations presumably

due to the resonances at certain incident energies. At these energies where kinematical

conditions are satisfied the molecules may be trapped into the bound states of the

attractive potential well, mediated with a diffraction or rotational transition and be

delayed or inelastically scattered out of the specular peak leading to dips and peaks

in the intensity profile.

Identifying the energy levels is not simple because there are several possible G-

vectors and which may be responsible for the resonance. Secondly, since it is an inter-

ference effect, especially when the rotational transitions are allowed [121, 346], there

is no qualitative way of predicting whether the resonance is a peak or a dip and it is

not easy to identify, for instance, whether a dip is a real resonance or an artifact of

the neighboring peaks. Thirdly, a molecule can be trapped into a bound state with the

help of a simultaneous rotational transition. In this case the determined energy level

will be as if it is |εν | + ∆Erot instead of |εν | as given in Equation 2.51. Furthermore,

with increasing incident energy, the opening of new diffraction and rotational transi-

tion channels can also lead to sudden changes of the specular peak intensity. Therefore,

it is necessary to change other parameters leading to different kinematic conditions

for a certain bound-state energy, such as, incident angle or azimuthal angle of the

scattering plane. Hence, principally, the evaluation of the positions of the peaks and

dips in the energy spectra can be followed, the fake peaks and dips can be excluded

and the G-vector and ∆Erot can be identified and |εν | can be calculated. In Figure 7.6

the drift-TOF spectra for incident angles of 40o, 45o, and 50 o are plotted as a function

of incident energy. The R(00) values are obtained by dividing the drift-TOF spectra

of specular peaks with the drift-TOF spectrum of the direct beam. As it is seen the

profiles of the intensities change strongly and it is difficult to follow the shift of any

peaks. This is due to the more than a hundred possible channels3 and presumably

their strong coupling with each other.

Therefore, an indirect method is carried out for estimating the resonance energies:

Firstly, the bound state energies, ε values from all peaks and dips in Figure 7.6 using

3For instance, the number of open channels can be estimated approximately as πk2
i

σ which gives the
ratio of accessible area and the area of Brilliouin zone (σ) on the reciprocal lattice plane. For a
trapping into a bound state energy level of 30 meV with an incident energy of 40 meV, there are
86 open channels where k2

i = 2m
~2 (Ei + |εν |). This number is enhanced by a factor 2 due to the

accessible rotational transitions of (0→2) and (1→3).

162



7.2 Selective Adsorption Resonances

1,4 1,6 1,8 2,0 2,2 2,4

0

10000

20000

30000

40000

50000

 

 

C
ou

nt
s

Flight time, tF  [ms]

  Direct Beam
 Specular peak for:

          θi=450, ϕi=450

x10-3

Figure 7.5: Drift-TOF spectra of the direct beam (dashed line) and specular peak (solid
line) at incident angle of 45o for D2-LiF(001) along the 〈100〉 direction. The source stagnation
pressure is 120 bar and the source temperature is changed linearly between 100-180 K. Total
TOF measurement time is 3000 s. Note that the direct beam is multiplied by the factor of
10−3.

20 25 30 35 40 45
0

2

4

6

8

10

12

14

16

18

20

 

 

R
(0

0)
 x

10
4

Ei  [meV]

 θi=450

 θi=500

 θi=400

Figure 7.6: R(00) values at the incident angles of 40o (dotted line), 45o (solid line), and
50o (dashed line). These R(00) values were obtained by dividing the drift-TOF spectra of
the specular peaks (for θi=45o shown in Figure 7.5) with drift-TOF spectra of the direct
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time scale is converted into incident energy scale.
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Equation 2.51 for all G which can involve in the SAR process are calculated in the

range of (m,n)=(±3,±3). Then frequency distributions of calculated ε values for energy

bits of 0.5 meV are plotted as given in Figure 7.7. There are some clustering of data

in Figure 7.7 at certain energies. Naturally, bound state energies less than zero is

nonsense and also energies higher than about 30 meV are also not expected where

the potential well depth should not be much greater than 40 meV. The most frequent

energy is identified at about 28 meV which should be probably the most observable or

significant bound state, namely ε0. One remarkable point is that peaks higher than 28

correspond to lower energy peaks with a difference of 22.2 meV (which is the ∆Erot for

(0→2) transition). In the figure these peaks and their corresponding energy of -22.2

meV are shown. When these peaks are shifted by -22.2 meV they overlap with other

peaks.

In Figure 7.8 the frequency distribution spectrum of the energies obtained by shifting

the part of the spectrum in Figure 7.7 above 31 meV by -22.2 meV is plotted. There are

5 peaks which are explicitly distinguished, namely: at (1)28.7, (2)23.4, (3)16.8, (4)11.6,

(5)9.0 meV. Comparing the results with the ones in Table 7.1, the values are slightly

lower than the previous measurements. These peaks can be used to calculate the

parameters of interaction potentials. For a Morse potential the calculated parameters

are listed in Table 7.2. Identifying the first peak as binding energy ε0 is reasonable. The

second peak cannot be identified as ε1 when the first one identified as ε0 so that it must

be skipped. There are three cases considered where the observed peaks are identified

as different eigenvalues of the potential well in Table 7.2. In Case-A, peaks at 28.7

meV and 16.8 meV are assigned to the bound state levels ε0 and ε1, respectively.

In Case-B, peaks at 28.7 meV, 16.8 meV and 11.6 meV are ascribed to the bound

state levels ε0, ε1 and ε2, respectively. In Case-C, peaks at 28.7 meV, 16.8 meV and

9.0 meV are assigned to the bound state levels ε0, ε1 and ε2, respectively. From the

assigned bound states (εexp
ν ) the best fit parameters α and D of the Morse potential is

obtained. Using the obtained Morse potential parameters, their bound energy levels

(εtheo
ν ) are calculated. The bound states to a given set of parameters were compared

to the experimental values, and the best-fit potential parameters are estimated by the

standard deviation factor,

σ =
1√
N

√∑
ν

[εexp
ν − εtheo

ν ]2 (7.8)

Although Case-A fit very well, Case-C is also reasonable and is preferred where the

1., 3., and 5. peaks are identified as ε0, ε1 and ε2. The potential depth calculated for
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Figure 7.7: The density of bound state energies calculated from all the dips and peaks in
Figure 7.6 and for all G-vectors within the range of (m,n)=(±3,±3) by using Equation 2.51.
The peaks higher than 30 meV and corresponding to lower energy peaks with a difference
of 22.2 meV are marked with arrows.
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Figure 7.8: Density of calculated energies after shifting the part of the spectrum in Fig-
ure 7.7 above 31 meV by -22.2 meV. The peaks are at (1)28.7, (2)23.4, (3)16.8, (4)11.6,
(5)9.0 meV.

165



7. The Scattering of D2 from LiF(001)

Table 7.2: The comparison of different cases A, B, and C where the peaks assigned to
bound states and compared with the Morse potential by using Equation 2.21. The case C is
preferred.

Parameters A B C

εexp
0 (meV) -28.7 -28.7 -28.7

εexp
1 (meV) -16.8 -16.8 -16.8

εexp
2 (meV) -11.6 -9.0

D(meV) 35.8 33.7 35.3

α(A−1) 1.74 1.41 1.65

εtheo
0 (meV) -28.7 -28.0 -28.6

εtheo
1 (meV) -16.8 -18.3 -17.2

εtheo
2 (meV) -7.5 -10.6 -8.8

εtheo
3 (meV) -2.0 -1.6 -1.9

σ 0.03 1.09 0.29

the case is D=35.3 meV. This agrees well in the error bars with estimated D value

by Le Roy. The determined resonance energies and resulting potential depth is about

2-3 meV less than the previously predicted and measured values with the exception

of Kroes potential, which has a depth of 31 meV for H2 [7].

The excluded peaks, such as 2. and the 4. peak may indicate a splitting of the

resonances due to the different rotational states. The anisotropic potential should lead

to resonances which depend on the ji and mi of the incoming molecules. Such a energy

level splitting is observed in the SAR studies of H2-Ag(110) [347] and should also be

observed for LiF. The 1., 3., and 5. peaks probably belong to ji=0. Note that 2/3 of

the beam is in ji=0. Hence, the obtained potential well is the laterally and angularly

average interaction-potential. The unidentified peaks may belong to ji=1, mi=±1,

which makes the second largest population of the incident beam. Thus, bound state

energy levels at 23.2 meV (2.peak) and 11.6 meV (4. peak) can be assigned to the ε0

and ε1 levels of rotational state ji=1, mi=±1.

7.3 Debye-Waller Factor Analysis

The theoretical methods used for elastic surface scattering calculations mostly assume

a static surface model where the surface atoms are at rest and rigid, while experi-
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Figure 7.9: The surface temperature dependence of the intensities (peak area) of the peaks
(00)(-¥-), (00:02)(-•-),(-1-1)(-N-) and (-1-1:02)(-H-) for D2-LiF(001) along the 〈100〉 direction.
Ei=85 meV (ki=12.8 Å−1). θSD=90o.

ments are carried out usually with crystals at room or liquid nitrogen temperatures.

When the experimental and the theoretical elastic and RID probabilities are com-

pared, zero-point and thermal vibrations of the surface atoms have to be taken into

account. Debye-Waller analysis provides a simple method to investigate the attenu-

ation of peak intensities by thermal attenuation due to the vibrations of the surface

atoms as discussed in Section 2.4. Once DW factor is known, it is possible to estimate

the peak intensities from surface of zero temperature from the measured peak intensi-

ties from a surface of finite temperature. DW factors for He and atomic hydrogen on

LiF(001) are listed in Table 6.1. Moreover, the coupling of the rotational transitions

with surface phonons is an important point [343,348]; if the rotational transitions are

enhanced with phonons significantly, a static model would not suffice to explain the

observed RID intensities. In this section, the crystal temperature dependence of peak

intensities is investigated in order to obtain Debye-Waller factors and also phonon

inelastic effects on the rotational transitions are discussed.

Constant-θSD scattering experiments were carried out similar to the angular scans in

Figures 7.1 and 7.2 in 〈100〉 and 〈110〉 scattering directions for surface temperatures

between 130 K and 600 K. High signal-to-background ratios allow determining the
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7. The Scattering of D2 from LiF(001)

major peak intensities up to the given temperatures. In Figure 7.9 the temperature

dependence of the intensities of some sample peaks is given. The thermal attenuation

is similar for other peaks. The lines are not first-order exponential which would be the

case for an ideal DW analysis. Thus, the attenuation of the intensities with temperature

do not agree with the DW model very well. At surface temperatures higher than 300

K the slope of the curve increases. This is probably due to the influences of multi-

phonon effects and anharmonicity of the surface vibrations [290]. In Tables 7.3 and 7.4

the best-fit curve slopes 2W(Ts)/Ts of all peaks for two surface temperature ranges

are given. The extrapolated intensities at 0 K, I0 are found with using the slope of the

curves are calculated only from data points between Ts=130-310 K. Surface Debye

temperatures are calculated using the well depth measured in the previous section

(D=35.3 meV) and Equations 2.46 and 2.50. The average value of Debye temperature

ΘD is obtained, by excluding the values with high uncertainty (marked with †), as

ΘD = 577± 50 K; for 130 K ≤ Ts≤ 310 K,

ΘD = 479± 24 K; for 330 K ≤ Ts≤ 600 K. (7.9)

Here the error bars are the standard deviation of the scattered ΘD values and actual

full ranges of the ΘD values are about two times larger than the given error bars.

Thus, in the analysis to compare the theory and the experiment, calculating back

the zero temperature intensities from experimental results due to the obtained Debye

temperature with high error bars, is not better than taking the peak ratios unless

the peaks have a large incident angular difference. For instance, using the intensities

measured from a room temperature surface, the exact probabilities to be determined

by using Equation 7.1 have errors up to 100% , whereas the ratios to be determined

by using Equation 7.4 will have errors of less than 50% .

As the temperature increased there is no significant broadening of peaks. Also for

RID peaks there is no observation of a shifting of peak positions or much different

DW factor which would have indicated a significant role of the surface temperature in

rotational excitation as observed in molecular scattering from metal surfaces [349,350].

Allison et al. has reported that rotational transitions of D2 and H2 on LiF(001) are

dissipative rather than diffractive [348]. However, after extensive TOF analysis of

D2 from NaF, Brusdeylins et al. concluded that phonon excitations with and without

rotational transition involvement have about the same probability [343]. The similarity

of DW factors of all peaks in the present experiments supports this argument. Hence,

a scattering model independent of phonon inelastic transitions using a static lattice is

a good approximation for D2-LiF(001).
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7.3 Debye-Waller Factor Analysis

Table 7.3: The surface temperature dependence of the peak intensities for D2-LiF(001)
along the 〈100〉 direction with θSD=90o. The peak positions and the probabilities are also
given. The probabilities (P=P(mn : jijf )) are obtained by using the extrapolated intensities
to 0 K (I0). At the peak (-1-1:13) there is also a small contribution of (00 : 20). The
incident beam energy is Ei=85 meV and incident intensity is I0=28.4×106 cps.deg. The
Debye temperatures (ΘD) are obtained for two temperature ranges of the -2W/Ts values by
using Equation 2.46. The values marked with † have large errors due to the low intensity of
the peaks.

(mn:jijf ) θi[deg] I0[cps·deg] P×103 -2W×103/Ts(Ts range[K]) ΘD[K]

(22:13) 13.94 12874 1.0 15.6(130-190) 445†
(22:02) 19.03 60964 3.2 13.0(130-330) 490†
(22) 24.83 260676 9.2 12.5(130-310):14.5(330-450) 510:473†
(11:02) 30.03 433314 23.0 10.8(130-310):13.9(330-510) 540:476

(11) 35.04 461632 16.2 9.26(130-310):14.7(330-600) 600:476

(00:13) 37.02 82962 6.7 7.83(130-310):16.1(330-510) 653:455

(11:20) 38.95 8044 4.0 9.04(130-360) 626†
(00:02) 40.70 520290 26.6 8.65(130-310):13.0(330-600) 602:491

(00) 45.00 196474 6.9 7.90(130-310):12.7(330-600) 652:514

(-1-1:13) 48.29 35082 2.8 8.65(130-310):11.2(330-510) 580:510

(-1-1:02) 51.38 71780 3.8 6.91(130-310):10.3(330-600) 666:546

(-1-1) 54.96 294562 10.4 7.21(130-310):12.7(330-600) 679:512

(-1-1:20) 57.66 11370 5.1 9.18(130-310) 627

(-2-2:13) 60.00 5710 0.4 6.46(130-310) 653†
(-2-2:02) 62.44 56570 2.8 7.95(130-310):13.5(330-480) 608:467

(-2-2) 65.19 106774 3.7 8.89(130-310):14.9(330-420) 604:466†
(-3-3:02) 74.84 15262 1.5 9.15(130-250) 552†
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7. The Scattering of D2 from LiF(001)

Table 7.4: The surface temperature dependence of the peak intensities for D2-LiF(001)
along the 〈110〉 direction with θSD=90o. The peak positions and the probabilities are also
given. The probabilities (P=P(mn : jijf )) are obtained by using the extrapolated intensities
to 0 K (I0). The Debye temperatures (ΘD) are obtained for two temperature ranges of the
-2W/Ts values by using Equation 2.46. The values marked with † have large errors due to
the low intensity of the peaks.

(mn:jijf ) θi[deg] I0[cps·deg] P×103 -2W×103/Ts(Ts range[K]) ΘD[K]

(30:02) 17.02 19145 1.0 11.9(130-210) 512†
(30) 23.50 67292 2.4 13.6(130-330) 489†
(20:02) 25.46 70284 3.7 14.6(130-330) 464†
(10:13) 29.28 85061 6.8 13.8(130-270) 472†
(20) 30.87 341771 12.0 12.3(130-300):14.7(330-480) 518:474

(10:02) 33.25 216887 11.4 12.8(130-300):15.0(330-450) 498:459

(00:13) 37.05 237304 19.0 9.69(130-300):12.8(330-450) 558:485

(10) 37.98 826819 29.0 11.6(130-300):15.2(330-540) 537:469

(00:02) 40.70 715597 37.5 11.5(130-300):14.4(330-540) 523:467

(10:20) 41.69 6239 2.8 8.02(130-210) 667†
(00) 45.00 376451 13.3 9.51(130-300):13.1(330-540) 594:506

(-10:02) 48.23 289034 15.2 9.28(130-300):13.4(330-540) 577:480

(-10) 52.01 918901 32.1 10.5(130-300):14.7(330-540) 564:477

(-20:13) 53.02 140506 11.3 9.55(130-300):13.5(330-540) 547:459

(-20:02) 55.90 341218 17.9 11.1(130-300):14.7(330-540) 522:453

(-20) 59.13 361785 12.7 10.7(130-300):15.6(330-540) 555:460

(-30:13) 61.46 60588 4.9 9.38(130-300):13.4(330-450) 540:452

(-30:02) 63.74 99010 5.2 9.13(130-300):14.2(330-480) 566:454

(-30) 66.54 68337 2.4 9.30(130-300):13.5(330-390) 589:490†
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7.4 Scattering with Different Incident Beam Energies

7.4 Scattering with Different Incident Beam Energies

In this section experiments with a constant source-to-detector angle and with different

incident beam energies are discussed. In all the following results, the detector angle

θSD=90o, the surface temperature Ts=297 K and the stagnation pressure P0=120 bar.

In Figures 7.10 and 7.11 some of the angular distributions of intensity vs. angle of in-

cidence in the directions of 〈100〉 and 〈110〉, respectively, are presented for several

incident energies and wave vectors. The complete presentation of the angular scans

can be found in Appendix-B. The relative populations of the rotational states in the

incident beam are listed in Table A.1. In the 〈100〉 direction for an incident energy of

Ei=21.3 meV there are only specular and first order diffraction peaks. The diffraction

peaks are significantly broad and even slightly asymmetric due to the broad energy

spread of the incident beam and strong dependence of the peak positions on the wave

vector as seen in Figure 7.4. Note that also the background is much higher at lower

angles. Probably a small portion of beam has an energy of more than ∆E(0→2)=22.2

meV and goes through rotational transitions which appears as a very broad back-

ground a lower incident angles. With increasing incident energy rotational transitions

are observed as far as the incident energy slightly above the transition energy. For

instance, in the 〈110〉 direction and incident energy of 23.3 meV the (-20:02) peak is

observed. For higher incident energies (1→3) rotational transitions are also observed

(∆E(1→3)=36.9 meV) where 1/3 of the incident beam is in ji=1. (2→4) transitions

can be observed only with the highest incident energy because of the high transition

energy (∆E(2→4)=51.4 meV) and low population of ji=2 in the incident beam. For

the angular scans -c and -d in Figures 7.10 and 7.11, respectively, 5% and 17% of

the incident molecules are in ji=2. In the scattering process from a surface, not only

rotational excitations, but also rotational deexcitations are possible. Although (2→0)

transitions are principally possible at all incident energies, they are only observed at

high energies, because at low energies (low stagnation temperatures) the population

of the ji=2 state is negligible. (3→1) rotational transition is never observed since even

at the highest stagnation temperature T0=400 K (Ei=116 meV) the population of the

rotational state ji=3 is only 2%.

The relative intensities of the diffraction peaks with respect to the specular peak

intensity, R(mn) for both symmetry directions are shown in Figures 7.12 and 7.13 as

a function of incident beam energy. Since the (m,n) and (-m,-n) peaks are kinemati-

cally symmetric, their intensities must be identical. Slight differences of 10-20% in the

intensities of symmetric diffraction peaks are observed due to the inaccurate adjust-
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ment of azimuthal and tilt angles. The average intensities of the symmetric peaks are

plotted in the figures in order to reduce the alignment uncertainties. For all diffraction

peaks, the ratio R(mn) first increases as the Ei increases, then reaches a maximum

and subsequently decreases. This is due to two competing processes. Firstly, as the

Ei increases the corrugation ”seen” by the molecules increases, which leads, generally,

to an increase of the intensities of the diffraction peaks. Secondly, with increasing Ei

the number of open channels increases and the outgoing flux is distributed over more

channels thereby leading to a decrease in the intensities of the individual diffraction

peaks. To compare the diffraction ratios between the two symmetry directions, in 〈110〉
the diffraction ratios are slightly larger than in 〈100〉. This is something against the

intuition where along 〈100〉 also Li ions are lined! This demonstrates that such qual-

itative explanations like above are crude and mostly invalid, particularly when the

interaction potential is deep and the corrugation is strong.

As the simplest quantitative approach, the Eikonal approximation provides for the

estimation of peak intensities, explicit Bessel functions of corrugation and perpendic-

ular momentum change which leads oscillatory behavior of intensities with changing

perpendicular momentum change, ∆kz. Thus at certain conditions the peak intensities

exhibit strong fluctuations and maxima, so called rainbow effects.

Similar rainbow effects are also observed for H2-LiF(001) [284]. Traeger observed

that R(11) for p-H2 along the 〈100〉 direction reaches a maximum value of about 6 at

about incident energy of 60 meV. The position of the maximum is remarkably similar

to the one for D2-LiF(001). On the other hand, she observed in the 〈110〉 direction

that the R(mn) were significantly lower and the energy dependence smoother. R(11)

for p-H2 was in the range of 0.5 to 1.0 for the incident energies between 20-90 meV.

p-H2 (ji=0 is 100%) is more likely to be compared with n-D2 (ji=0 is 2/3). Although

the interaction potential for H2 and D2 is identical, it is very difficult to compare

qualitatively both species due to the difference in mass where effective corrugation is

related with incident energy for a soft potential and the number of open diffraction

channels is related to the wave vector. Secondly and the most importantly, for D2-

LiF(001) RID peaks are as intense as the elastic peaks whereas for H2-LiF(001) the

rotational transition energies are two times larger and RID peaks are relatively much

smaller and even mostly negligible. In order to compare the diffraction intensities in

both cases, the diffraction intensities can be summed over the inelastic peaks, however

this method is based on the presumption that the rotational transitions are decoupled

from the diffraction which is not valid for D2-LiF(001) as will be discussed below.
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Figure 7.10: The incident angular scans at four different incident energies for D2-LiF(001)
along the 〈100〉 direction. θSD=90o. The incident beam energy spread and initial relative
populations of the rotational states are provided in Table A.1.
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Figure 7.11: The incident angular scans at four different stagnation temperatures for D2-
LiF(001) along the 〈110〉 direction. θSD=90o.The incident beam energy spread and initial
relative populations of the rotational states are provided in Table A.1.
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Figure 7.12: Ratios of diffraction peaks as a function of incident energy for D2-LiF(001)
along the 〈100〉 direction. As the peak intensities the average peak-area intensities of sym-
metric peaks are taken. θSD=90o.
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Figure 7.13: Ratios of diffraction peaks as a function of incident energy for D2-LiF(001)
along the 〈110〉 direction. As the peak intensities the average peak-area intensities of sym-
metric peaks are taken. θSD=90o. Note that R(30) is multiplied by a factor of 5.
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Figure 7.14: Incident beam energy dependence of the rotational transition ratios for D2-
LiF(001) along the 〈100〉 direction. Ratio of the inelastic to elastic peaks R(00:02) and
R(00:13) transition ratios are given. Note that (0 → 2) transition probability is 2 times
larger than for (1→3). θSD=90o.
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Figure 7.15: Incident beam energy dependence of the R(00:02) and R(00:13) transition
ratios for D2-LiF(001) along the 〈110〉 direction. θSD=90o.
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The incident energy dependence of the rotational transition ratios are plotted in Fig-

ures 7.14 and 7.15. The transition probabilities along the 〈100〉 azimuth for both the

(0→2) and (1→3) transition reach a maximum at about Ei=70 meV where R(00:02) is

two times larger than R(00:13). The rotational rainbow structures are clearly observed.

It is remarkable that both transitions have maxima at the same incident energy. How-

ever this is not a general rule. In 〈110〉 the transition probabilities are in the same

order. But especially for R(00:13) the energy dependence is very different. As seen

in Figure 7.15 the R(00:13) seems to have a maximum, if there is, at higher incident

energies, however it is overlapped with other peaks at high incident energies.

In Figures 7.16 and 7.17 some of the ratios of the diffraction mediated rotational

transitions with their parent diffraction peaks are shown. As seen apparently there

is no correlation between the same rotational transitions of different diffraction and

specular peak. The diffractive rotational transition ratios are found to be, mostly, less

than the rotational transition ratios of the specular peak. This can be explained by

the increased energy transfer from the normal motion for the diffraction peaks which

competes with the energy exchange due to the rotational transition.

Therefore, it can be concluded that the rotational transition and diffraction are

strongly coupled, where the decoupling should have had the following consequences:

(a) R(mn:jijf ) for different (mn) should be the same; (b) the rotationally summed

R(mn) should be independent of molecular anisotropy; (c) the diffractionally summed

transition probabilities should be independent of surface corrugation.

One more evidence and an interesting implication of the strong coupling of diffrac-

tion and rotational transitions comes from the comparison of H2 and D2 scattering. As

mentioned above, for H2-LiF(001) in the 〈110〉 there is no rainbow effect in diffraction

observed [284], whereas for D2 as seen in Figure 7.13 there is a strong rainbow effect

is observed. This shows how rotational transitions significantly alter the diffractive

features.
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Figure 7.16: The ratios of diffractionally mediated RID peaks with their parent elastic peaks
for D2-LiF(001) along the 〈100〉 direction as a function of incident beam energy. θSD=90o.
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Figure 7.17: The ratios of diffractionally mediated RID peaks with their parent elastic peaks
for D2-LiF(001) along the 〈110〉 direction as a function of incident beam energy. θSD=90o.
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7.5 Constant Incident Angle Measurements

The rotatable detector feature of the apparatus allows for a variety of different possible

molecular scattering experiments as discussed in Chapter 3. Not only the absolute

reflectivity can be determined, thus, exact probabilities of the diffractive and rotational

transitions, but also these can be measured at any initial and final angles. In principle,

it is possible to rotate the detector while keeping the incident angle constant; or the

final angle can be kept constant by rotating the detector and the crystal simultaneously.

Although the latter technique could be useful for special purposes, the first one is highly

desired and appreciated by theoreticians whereas previously most of the high resolution

scattering data was taken for a constant total angle, θSD (θi+θf = θSD). Additionally,

observing the development of peaks with changing incident angle (decoupled from

total angle restriction) will provide more insight into the scattering process. Hence,

the flexibility of final and incident angles allows one to get the full picture of the

scattering processes from a crystal. This can be done with the present apparatus in

a variety of different ways. In Figure 7.3 constant-θSD and constant-θi scan lines are

shown as a function of initial and final angles. Also the elastic peaks and major RID

peaks for scattering from LiF(001) along the 〈100〉 direction are plotted according to

kinematical conditions given in Equations 2.6 and 2.7. For instance, the detector can

be rotated while keeping the incident angle constant which gives the intensities of

all elastic and/or RID peaks for a given incident angle. However the rotation of the

detector arm is too slow and it is necessary to break the vacuum during the scan to

change the beam ports several times. Thus it would take several days to get one scan

for a constant incident angle.

Another possible way would be to rotate the detector in small angular steps(0.1o-

0.2o) and at each step taking an angular scan by rotating the crystal; namely a incident

angular (θi) scan which takes only about 15-20 minutes. The result would be a large

matrix of intensity [θi,θSD], which can be easily converted to the intensity matrix

of [θi,θf ] providing a complete picture of the scattering process from the surface for

all initial and final angles. With this three-dimensional data the development of the

intensity of a certain peak can be analyzed or the intensities of all peaks at a constant

incident angle can be extracted for theoretical comparison for any incident angle.

Apart from the required time of several weeks for carrying out such an experiment and

the problems of dealing with a huge amount of data, the problems of maintaining the

required mechanical stability over such a long time finally led to abandoning this mode

of operating. The following easier and more economic method, which also provides the
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Figure 7.18: Incident angular scans at different constant total angles for D2-LiF(001) along
the 〈100〉 direction with total angles of θSD=57.5o, 118o, 150o, and 168.5o. P0=120 bar and
T0=300 K. Ei=85.3 meV and ki=12.8 Å−1. The projection lines on the initial-final angle
plane are also shown, which represent the scan lines as shown in Figure 7.3.
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Figure 7.19: Incident angular scans at different total angles for D2-LiF(001) along the 〈100〉
direction. The scans are the same measurements in Figure 7.18. P0=120 bar and T0=300 K.
Ei=85.3 meV and ki=12.8 Å−1.
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Figure 7.20: Incident angular scans at different total angles for D2-LiF(001) along the 〈110〉
direction. P0=120 bar and T0=300 K. Ei=85.3 meV and ki=12.8 Å−1.
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same whole picture was adopted. By taking several incident angular scans at constant

detector angle in the range of θSD= 57.5o and 168.5o with angular steps of 3o-5o, it

is possible to get the intensities of peaks at different incident angles (see Figure 7.3).

The peak intensities for all peaks at a constant incident angle can the be calculated

by an interpolation of the intensity-incident angle plot. This is a reasonable method

provided that the peak intensities change slowly and do not exhibit strong resonant

features.

In this section the angular distribution of intensities with a variety of total scattering

angles (θSD) are presented. The stagnation conditions were kept constant at 120 bar

and 300 K, leading Ei=85.3 meV and ki=12.8 Å−1and the populations of the rotational

states of n(ji = 0)=58% , n(ji = 1)=33%, and n(ji = 2)=8. The surface temperature

was Ts=297 K.

In Figure 7.18 three-dimensional plots of intensities for four different total angles

as functions of initial and final angles are given. With changing incident angle, the

final angle also changes. The observed peaks can be identified with Figure 7.3. For

clarity, only four angular scans are presented in the figure to give an overview of what

constant-θSD angular scans mean. As the number of observed peaks changes from 1

to 20 and the peak intensities vary in a range of order of 3, it is difficult to get a

physical insight and would be even more difficult when all the measured data had

been presented.

The plots of intensity distributions as a function of incident angle only are more

useful. In Figures 7.19 and 7.20 some of the measured angular scans in both symmetry

axes are presented. The rest of the angular scans at all measured total angles are

provided in Appendix-B. At the highest θSD angles only specular peak is observed

and at the initial angles where the crystal surface ”sees” the beam (θi<90o) and the

detector(θf<90o) there is an inelastic background observed. Although there are some

RID peaks kinematically possible at the highest detector angle in both directions, -

for instance, as seen in Figure 7.3 the peak (-1-1:13), they are not observed due to

the overlapping of peaks and, probably due to the their low transition probabilities.

With decreasing detector angle, the number of open channels and observed peaks

increases and, as a consequence, the peak intensities decrease. However for the highest

detector angles in both figures, the peak intensities are less than the ones for total

angle of 150o. As discussed in Section 7.1.1, the reason is that at high incident angles,

the actual amount of incident intensity decreases. For the lowest detector angles the

RID peaks are not labelled in the figures where all RID peaks lie on the left of their

parent elastic peaks. The RID peaks of (-2-2), (-3-3), and (-30) are merged with their
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Figure 7.21: The peak-area intensities of specular peak and the rotational transitions for
D2-LiF(001) along the 〈100〉 direction (φ=45o). P0=120 bar and T0=300 K. Ei=85.3 meV
and ki=12.8 Å−1. The dashed and dotted vertical lines show the critical angles for the (00:02)
and (00:13) rotational transitions, respectively.

elastic peaks which is clearly seen in Figure 7.3. The reason is that the molecules

scattered with large minus G vectors bounce from the surface almost perpendicular.

When they go through rotational transition they do not need to change their final

angle significantly to compensate their total momentum change in order to conserve

the parallel momentum.

Since each constant-θSD scan provides the intensities of individual peaks for differ-

ent incident angles, the intensities of individual peaks can be extracted and plotted

as a function of incident angle. In Figure 7.21 the measured intensities of specular

peak and its rotational transitions in the 〈100〉 direction are plotted as a function of

incident angle. All intensities increase with increasing incident angle due to the de-

creasing number of channels and decreasing DW factors. The intensity of the (0→2)

transition peak decreases abruptly as it approaches to the incident angle of about 60o.

According to kinematical conditions (00:02) is not allowed above the incident angle

of 59.4o which can be also seen in Figure 7.3. The critical angle for the (00:13) peak

is 49.0o. At incident angles higher than the critical angle, the rotational transitions

are not observed, since the momentum and energy conservation cannot be satisfied
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Figure 7.22: The probabilities of specular peak and the rotational transitions for D2-
LiF(001) along the 〈100〉 direction (φ=45o) obtained from the data presented in Figure 7.21
using Equation 7.1. Theoretical values of P(00) are presented as dotted lines. Ei=85.3 meV.
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Figure 7.23: The ratio of experimental and theoretical probabilities of specular peak deter-
mined from the data in Figure 7.22 represented with filled squares. Solid line is the best-fit
curve of Equation 7.11 resulting L=6.9 H. Dashed line is the best-fit curve of Equation 7.10
resulting nsπh2=0.25. Dotted line is the best-fit curve of the equation of multiplication of
both Equations 7.11 and 7.10 resulting L=18.2 H and nsπh2=0.21.
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Figure 7.24: The ratios of inelastic transitions for D2-LiF(001) along the 〈100〉 direction
(φ=45o) obtained from the data in Figure 7.21 using Equation 7.4. Theoretical values are
connected with dotted lines. The empty symbols represent the theoretical values (in the figure
multiplied by a factor of 10) calculated without electrostatic term of the Kroes potential.
Ei=85.3 meV.

simultaneously without phonons. Thus the region beyond the critical angle is kine-

matically forbidden zone. Unfortunately the (00:13) peak is overlapped with another

peak for higher incident angles than 40o, so that its intensity cannot be extracted up

to the critical angle. The specular peak intensity decreases at incident angles higher

than 75o. This is mainly due to the decreasing actual amount of the incident beam on

the crystal, namely decreasing factor η.

In Figure 7.22 the probabilities calculated from the intensity distributions in Fig-

ure 7.21 using Equation 7.1. Also theoretical values for only P(00) are presented. The

theoretical values are calculated by using the Kroes potential and the CCWP method

as described briefly in Sections 2.2.2 and 2.3 and in detail in refs. [7, 93]. For the cal-

culations only ji=0 and 1 states are taken into account because ji=2 makes only 8%

of the incident beam and it is computationally much more costly. Note that in the

figure the theoretical probability values are about 2 times larger than the experimental

ones. Of course, prediction of thermal attenuation of the surface with DW factor is

poor as discussed previously. However, the discrepancy between the experimental and

theoretical values is much larger than can be explained by the error of the DW factors.
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Figure 7.25: The peak-area intensities of specular and the associated rotational transition
peaks for D2-LiF(001) along the 〈110〉 direction (φ=0o). P0=120 bar and T0=300 K. Ei=85.3
meV and ki=12.8 Å−1.
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Figure 7.26: The ratios of the intensities of the rotational transition peaks to the specular
peak for D2-LiF(001) along the 〈110〉 direction (φ=0o) obtained from the data in Figure 7.25.
Theoretical values are connected with dotted lines. Ei=85.3 meV.
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Figure 7.27: The peak-area intensities of specular and diffraction peaks for D2-LiF(001)
along the 〈100〉 direction (φ=45o). P0=120 bar and T0=300 K. Ei=85.3 meV and ki=12.8
Å−1.
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Figure 7.28: The ratios of diffraction peak intensities to the specular peak intensities for D2-
LiF(001) along the 〈100〉 direction (φ=45o) obtained from the data in Figure 7.27. Theoretical
values are connected with dotted lines. Ei=85.3 meV.
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The explanation is that even on the LiF(001) surface which has relatively low defect

density and is an inert surface, there is still a significant amount of defects such as

vacancies, steps, dislocations, adatoms, surplus ions, etc. These defects generally have

very large scattering cross sections, diminishing a significant portion of the coherent

intensity [35,36]. Assuming that the defects are isolated and randomly distributed on

the surface with a density of ns and have cross sections approximated with hemispheres

of radius of h, the experimental probabilities can be estimated as [23]

Pexp = Ptheo

[
1− nsπh2

cos θi

]
, (7.10)

where cos θi accounts for influence of the incident angle for the specular peak for the

”shadowed” clean surface4. For regular surface steps the measured probabilities of the

specular peak will be [351]

Pexp = Ptheo

[
1− 2H

L
tan θi

]
, (7.11)

where H is the effective step height and L is the average step length5. Note that in

Figure 7.22 the discrepancy between the experimental and theoretical values increases

with increasing incident angle and P(00) decreases beyond θi=75o even though the

η factor has been taken into account. Both of these effects are in accordance with

Equations 7.10 and 7.11. In Figure 7.23 the ratio of the experimental and theoretical

probabilities of the specular peak ( Pexp

Ptheo
) is plotted. Assuming that the discrepancy of

the theoretical and experimental values are due to the steps a best-fit value of step

length of L=6.9 H is estimated. This result is unrealistic since steps heights should

be a few angstroms and the average step width is several hundred angstroms (see

also Chapter 6). The Equation 7.10 is also fitted to the data and a best-fit value

of nsπh2=0.25 is obtained. Assuming the cross-section of the defects is 10 Å2, the

defect density should be 40 Å−2. By taking contributions of both defects and steps

into account, best-fit values of L=18.2 H and nsπh2=0.21 are obtained. These results

are still not satisfactory since the best-fit curve predicts that the intensities should

not be observed above the incident angle of about 75o whereas the intensities could

be measured at least up to 85o. The probable reason is that Equation 7.11 presumes a

regular and well defined steps. Moreover, the experimental and theoretical probabilities

can have significant errors. The estimation of defect or step density would be more

4For cos θi < nsπh2, Pexp=0
5For tan θi > L

2H , Pexp=0. In the equation the interference effect is not taken into account.
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feasible with He atoms where estimating DW factor and theoretical calculation of

probabilities are much more precise and easier. Since the estimation of the effects of

the defects and steps is difficult, as mentioned above, it is more reasonable to work

with peak ratios (R) instead of probabilities (P) for the comparison of the theory and

the experiment.

In Figure 7.24 the ratios of the rotational transition peaks to the specular peak

determined by Equation 7.4 are given. The R-values are almost insensitive to the

incident angle until they approach the kinematically forbidden zone. Theoretical values

for the R(00:02) are in reasonably good agreement with the experimental values. For

(00:13) there is a discrepancy of 50% at 30o which is not significant. At 55o R(00:13)

is calculated as zero where it is kinematically also not allowed. In the figure at the

incident angle of 45o, the calculated R-values without the electrostatic term of the

interaction potential are shown. The rotational transitions are reduced by a factor

of about 20 when the molecule quadrupole-surface electrostatic field interaction is

ignored. This demonstrates the significant role of the electrostatic interaction in the

rotational transitions.

In Figure 7.25 the intensities of the specular peak and its RID peaks in the 〈110〉
direction are shown. At incident angles of greater than 40o the RID intensities do not

increase and even become almost constant or decrease. They decrease steeply as they

approach their kinematically critical angles. The specular peak intensity exhibit a dip

at the incident angle of 79o. As it can be seen in Figure 7.20 and in Appendix-B, the

angular distribution of the intensities always show a dip at the incident angle of 78o.

This is only observed in the 〈110〉 direction. Not only the intensity of the elastic and

RID peaks, but also the inelastic background intensity is suppressed at this angle.

The reason is unclear. In Figure 7.26 the ratios of the measured rotational transitions

peak intensities to the specular peak intensity in the 〈110〉 direction are presented. The

ratios for both (0→2) and (1→3) transitions show a strong dependence on the incident

angle, unlike in the 〈100〉 direction, and have maxima at about 37o. The theoretical

values are in agreement within 50% of error at 30o and above 45o. At 37o the observed

enhancement in R-values cannot be reproduced by the theory.

The observance of maxima for both rotational transitions is a strong evidence of ro-

tational rainbow effect. Diffractive rainbows are well-known features of atom-surface

scattering and have been studied extensively within classical and quantum mechanical

approximate methods [40,78,352,353]. They arise from the extrema of the diffraction

probability functions with respect to incident angle or energy. For the molecule-surface

scattering rotational rainbows are also investigated [67,354]. Similarly the extrema of
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the excitation function lead to strong transition probabilities. However these methods

are based on assumptions such as the interaction potential being independent of az-

imuthal angle of the molecule and/or rotational transitions being weak or decoupled

from the diffraction. Indeed, rotational rainbows are separately treated from surface

rainbows [67]. Whereas the former are assigned to the excitation of the rotational

transitions due to the anisotropy of the molecule, the latter are related to the extrema

of the diffraction intensities due to the corrugation of the surface.

In Figure 7.27 the intensities of the diffraction peaks in the 〈100〉 direction are plot-

ted as a function of incident angle. The specular peak is also plotted for comparison.

The diffraction peaks with positive G-vectors decrease dramatically when they ap-

proach to the kinematically forbidden angle and finally disappear. The intensities of

the diffraction peaks (-1-1) and (-2-2) tend to decrease at high incident angles relative

to the specular peak. The intensity ratios extracted from Figure 7.27 are compared

with the theoretical calculations in Figure 7.28. The R(11) ratio is almost constant

at incident angles below 32o. The theory also predicts the same behavior and is in

good agreement within 25% of error. However with increasing incident angles R(11)

exhibits a strong rainbow effect, which the theory cannot reproduce. For other diffrac-

tion peaks there is no rainbow effect observed and the theoretical values fit rather well.

For R(-1-1) the experimental values are about 50% less than the theoretical values and

for R(-2-2) the theoretical and experimental values are in agreement within 30% .

In Figure 7.29 the diffraction peak intensities along the 〈110〉 direction are presented.

The behaviors of the diffraction peaks are similar to the one in the 〈100〉 direction. At

78.2o the (-10) diffraction peak shows a strong minimum and it was barely observed and

identified. As discussed before, this is due to the strong suppression of peak intensities

at 78o. The attenuation of the specular peak is not as strong as the attenuation of (-10)

peak because the specular peak is at 79o. In Figure 7.30 the measured and calculated

R-values of the diffraction peaks are provided. The attenuation at 78o is ignored in

determining the peak ratios. The R(10) exhibits a rainbow effect at about 40o. At the

incident angles of 30o and 55o the agreement of the theoretical and experimental values

is good, however the theory fails to reproduce the extremum between these angles. The

agreement of theoretical and experimental R(20) values is rather poor. R(20) could be

determined in a small angular region and seems to show also a rainbow effect below

30o. The behaviors of diffraction peaks with minus G-vectors are smooth and the

theory predicts reasonably similar values.

The diffraction peak ratios in both symmetry axes, generally tend to decrease with

increasing incident angle. Qualitatively this can be explained as follows: With increas-
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Figure 7.29: The peak-area intensities of specular and diffraction peaks for D2-LiF(001)
along the 〈110〉 direction (φ=0o). P0=120 bar and T0=300 K. Ei=85.3 meV and ki=12.8
Å−1.
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Figure 7.30: The peak ratios of the diffraction peaks for D2-LiF(001) along the 〈110〉
direction (φ=0o) obtained from the data in Figure 7.29. Points connected with dotted lines
are the calculated values. Ei=85.3 meV.
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ing incident angle the perpendicular component of the incident energy is decreases,

thus the penetration of the molecules into the repulsive region of the potential de-

creases (for instance, see Equation 2.23). The effective corrugation felt by the incident

particle is thus reduced. Secondly, with increasing incident angle, for diffraction peaks

the difference between the incident angle and final angle increases as can be seen in

Figure 7.3. Since the initial and final states of the scattering particle become more

separated the transition probabilities of the diffraction peaks decrease with increasing

incident angle.

The rainbow effect is more pronounced for the (11) diffraction peaks. Although

the Eikonal approximation is not valid for this case, it can be used for a qualitative

explanation. Within this approximation the probability of elastic diffraction with G-

vector of indices (m,n) is given by [78]

Pmn =
cos θf

cos θi

J|m|(
ζ0

2
∆kz)J|n|(

ζ0

2
∆kz) , (7.12)

where J|m| and J|n| are the Bessel functions of order |m| and |n|, ∆kz the change

of the perpendicular component of the wave vector (kiz + kfz) and ζ0 is the surface

corrugation amplitude as described in Section 2.2.1. With increasing ∆kz the Bessel

functions, thus the diffraction probabilities, increase monotonically for small ∆kz. For

large ∆kz, provided that the corrugation is large, they oscillate and exhibit minima

and maxima. For the same incident angle, the perpendicular component of the initial

wave vector (kiz) is the same for all diffraction peaks, however the diffraction peaks

with positive G-vector scattered with larger final angles as seen in Figure 7.3, thus

they have larger perpendicular part of the final wave vector (kfz). Since ∆kz is larger

for positive m and n values, diffraction probabilities of positive indices must show have

more extremal conditions.

In Figure 7.31 the intensities of the (-1-1) diffraction peak and of the associated ro-

tational transitions and in Figure 7.32 the ratios of the RID peaks with respect to the

diffraction peak in the 〈100〉 direction are presented. For the (1→3) rotational tran-

sition the theory shows reasonable agreement at low incident angles. At the incident

angles of 55o and 70o the discrepancy is about a factor 3 and 2, respectively. For the

(0→2) rotational transition the discrepancy is much more significant at low incident

angles. Probably the (0→2) transition exhibits rotational rainbow effect with a maxi-

mum at lower angles which, again, cannot be reproduced by the theory. Similar plots

for the 〈110〉 direction are provided in Figures 7.33 and 7.34. For the (1→3) transition

the theory and the experiment are in good agreement within an error of 30% . At 70o
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the theoretical value is zero as expected since the (1→3) transition is forbidden above

69o. For the (0→2) transition the theoretical value is similar to the experimental value

at 45o but a factor 2 larger than the experimental value at the incident angle of 55o.

The experimental R(-10:02) values at high incident angles increase significantly. Also

the theoretical values increase, however much earlier and faster. This is due to the fact

that both the (-10:02) and (-10) peak intensities decrease at high incident angles but

the intensity of the (-10) decreases faster (see Figure 7.33).

Comparing the ratios of the rotational transitions associated with the (-10) diffrac-

tion and specular peaks in both symmetry axes, there is no correlation of ratios ob-

served. This is an obvious evidence of the strong coupling of the diffraction and rota-

tional transitions, since, as discussed in Section 7.4, in the case where diffraction and

rotational transitions are decoupled, the ratios of the rotational transitions associated

with different elastic peak must be identical.
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Figure 7.31: The peak-area intensities of (-1-1) diffraction peak and its related rotational
transitions for D2-LiF(001) along the 〈100〉 direction (φ=45o). P0=120 bar and T0=300 K.
Ei=85.3 meV and ki=12.8 Å−1.

30 35 40 45 50 55 60 65 70 75 80
0,0

0,4

0,8

1,2

 

 

θi [deg.]

R
(m

n:
j ij f)

 R(-1-1:02)
 R(-1-1:13)

Figure 7.32: The calculated ratios of R(-1-1:02) and R(-1-1:13) peaks for D2-LiF(001) along
the 〈100〉 direction (φ=45o) obtained from the data in Figure 7.31. The calculated values
are given with dotted lines. Ei=85.3 meV.
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Figure 7.33: The peak-area intensities of (-10) peak and its rotational transition peaks for
D2-LiF(001) along the 〈110〉 direction (φ=0o). P0=120 bar and T0=300 K. Ei=85.3 meV
and ki=12.8 Å−1.
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Figure 7.34: The ratios of the rotational transition peaks of the (-10) peak for D2-LiF(001)
along the 〈110〉 direction (φ=0o) obtained from the data in Figure 7.33. Points connected
with dotted lines are the calculated values. The experimental R(-10:02) at 82o is 4.32 and
the theoretical R(-10:02) at 70o is 9.46. Ei=85.3 meV.
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7.6 Scattering of D2 Dimers from the LiF(001) Surface

As seen in Section 4.4, there is a significant amount of dimers and larger clusters in the

incident beam. Observing a coherent scattering of the dimers from the surface would

be an interesting experiment to investigate the dimer-surface interaction, which will

bring more insight into inelastic energy transfer and thin film growth and adsorbate

processes. Naturally, most of the weakly-bound dimers with an interaction potential

of a few meVs will fragment when the surface temperature is high and the impact

energy of dimer is significantly higher than the binding energy. However, similar to

atomic and molecular scattering where most of the intensity is inelastically scattered

from the room temperature surface, the small amount of elastically scattered fraction

is coherent and lead to specular and diffraction peaks which provides information

about the interaction potential. Indeed, coherent scattering of hydrogen dimers from

LiF(001) has been reported by Tepper and Miller [355, 356]. They observed specular

and first order diffraction peaks of the hydrogen dimers with an incident energy of 48

meV (T0=110 K) scattering from a LiF(001) surface at 150 K. They estimated the

surface corrugation as about 0.15 Å.

In this section, scattering of D2 dimers from LiF(001) is investigated. As discussed

in Section 4.4 stagnation conditions of T0=180 K and P0=120 bar provide the highest

incident dimer intensity without any significant concentrations of trimers and larger

clusters, ensuring that the observed scattered dimer beam is results purely from the

incident dimer beam. In Figure 7.35 the angular scan of the specular peak of the

dimers measured on mass 6 amu (for the D+
3 fragment ion) is shown at an incident

angle of 75o from a LiF(001) surface at 150 K. In order to reduce the background at

mass-6 originating from C++ emitted from the hot cathode, the emission current is set

to 1 mA and the cathode voltage is set to 40 V. Since the C++ signal is from double

ionization peak, its intensity decreases faster than the single ionization probabilities

with decreasing cathode voltage and 40 V was found to be providing an optimum

signal-to-background ratio.

As seen in the figure the specular peak is barely observed. Note that the angular scan

is 100 seconds per step. Under these circumstances it is impossible to observe diffrac-

tion peaks. Repeating the experiment at T0=110 K did not increase the measured

intensity. Although the incident energy is less at lower stagnation temperature which

should lead to an increase in the survival probability of dimers during the impact,

the incident dimer intensity gets also lower. The measured intensity of the specular

peak of scattered dimers is 1 cps. The present construction of the apparatus (see also
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Figure 7.35: Angular scan of specular peak for (D2)2-LiF(001). θSD=150o, T0=180 K,
P0=120 bar and Ts=150 K. Detector settings: mass-6, VKat=40 V, Ie=1 mA. Incident dimer
beam intensity, I0=4.8×106 cps.

Chapter 3) is not optimum for intensity measurements due to the long source-to-

detector distances (∼3 m). Tepper and Miller’s apparatus was more compact (∼60

cm) and had more beam divergence (0.5o) providing more incident intensity. On the

other hand, they had no differential pumping stages where there is much more normal

and diffused background at mass-3 originating from the natural abundance of D in

hydrogen. Secondly, the binding energies of (H2)2 and (D2)2 are 0.37 and 0.85 meV,

respectively [357], thus fragmentation of D2-dimer should be less probable. Neverthe-

less, they reported that they could observe the dimer diffraction peaks up to crystal

temperatures of 300 K and also at source stagnation temperatures of 165 K. They

estimated the survival probability of dimer (ratio of total elastically scattered dimers

intensity with the incident beam intensity) as 5%. In our case, the incident intensity

of the dimer beam is about 80×103 cps from Figure 4.19. In fact, taking the beam

divergence (iris diameter) and detector settings into account it should be multiplied

by a factor of 60 for the comparison. The survival probability of dimers during the

scattering from fragmentation is estimated as about 10−7. Hence, Tepper and Miller’s

results [355,356] could not be reproduced.
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7.7 Conclusions

Experiments with various techniques and the comparative theoretical analysis sup-

plied valuable physical insights into the scattering and rotational transitions of D2

from LiF(001). The theory with the Kroes-potential and the CCWP method is highly

successful in predicting the probabilities of the diffractive and the rotational transi-

tions. However, when strong rainbow effects are observed, the theoretical agreement

is poor, thus Kroes-potential cannot predict rainbow effects. The reason is that the

rainbow effects are highly sensitive to the surface corrugation and the anisotropic part

of the potential.

For approximate methods molecular anisotropy or surface corrugation are the fit

parameters, thus successful in reproducing the rainbow structures. However these ap-

proximate methods are not appropriate for the D2 and H2-LiF(001) where either the

coupling is ignored or weak [64], the magnetic quantum number transitions are forbid-

den [62] or an electrostatic term cannot be represented which is found to be playing

a significant role in rotational transitions. Thus, the only way to further theoretical

understanding is the further improvement of the used ab-initio interaction potential.

The ambiguous components of the interaction potential should be improved, which is

in progress.

The experiments with changing incident energy and, more unambiguously, with

changing incident angle demonstrated that the rotational transitions and diffractive

scattering are strongly coupled for D2-LiF(001) (at least, within the thermal incident

energy range). The decoupling of diffraction and rotational transitions in the molecule-

surface scattering has been discussed extensively and found to be quite well fulfilled in

several approximate methods [66,89,107]. Drolshagen et al. investigated the decoupling

conditions and concluded that for incident energies of 0.5-0.7 eV, the decoupling is valid

if the corrugation (β) is small and at the same time corrugation anisotropy coupling

(λ ·β) is smaller than the corrugation; and for small values of incident energies simple

energetical threshold effects dominated over dynamical considerations [68]. Thus, the

reason for the strong coupling in D2 or H2-LiF(001) is the strong corrugation and low

incident energy.

Although for D2-LiF(001) the separation of the surface and rotational rainbows is

meaningless due to the strong coupling, some cautious conclusions can be drawn from

the experiments: For instance, the diffraction rainbow is not observed for H2 scattering

in the 〈110〉 direction [284] whereas for D2 scattering a diffraction rainbow in the same

direction and similar conditions observed in Figure 7.13. Such an effect can be called
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as rotationally mediated diffraction rainbow, which means the diffraction rainbow is

caused by the rotational transitions. In general there is no correlation between the

probabilities of the (0→2) and (1→3) rotational transitions, however remarkable simi-

larities are observed in two cases. For changing incident energy, R(00:02) and R(00:13)

in the 〈100〉 direction (see Figure 7.14) have maxima at the same incident energy. For

changing incident angle R(00:02) and R(00:13) in the 〈110〉 direction (see Figure 7.26)

have maxima at the same incident angle. Simultaneous maxima of excitation proba-

bilities of different rotational transitions can be interpreted as corrugation mediated

rotational rainbow.

Thermal attenuation of the diffraction and RID intensities showed that the Debye-

Waller approximation has relatively poor agreement in comparison to He-LiF(001) and

D2 scattering from metal surfaces [88, 358]. There are several assumptions on which

DW model is based on are not necessarily valid: The DW approximation is derived

from the Born approximation whereas for D2-LiF(001) the interaction potential is

strong and the corrugation is large. Secondly, multi-phonon exchange is very likely.

As seen in Figure 7.9 the slope of the thermal attenuation increases with increasing

surface temperature because multi-phonon excitations become significant at high sur-

face temperatures. The scattering particle may simultaneously interact with several

surface atoms which is more probable for molecule scattering.

The thermal attenuation of RID intensities are not different from the attenuation

of the elastic peak intensities. This demonstrates than the contribution of phonons in

rotational transitions is not significant. Significant coupling of phonons and rotational

transitions are observed in molecular scattering from metal surfaces [349,350] and for

alkali halides in I2 scattering from MgO(001) [359]. Allison and Feuerbacher carried

out TOF analysis for D2 and H2-LiF(001) and concluded that the rotational transi-

tions should be dissipative rather than diffractive and directly coupled with phonon

exctiations [348, 360]. However, an extensive TOF analysis of D2 from NaF(001) by

Brusdeylins et al. indicated that phonon processes appear to take place with about the

same probability, regardless of whether a rotational excitation takes place [343]. In this

work, the angular distributions of diffraction and RID peaks are measured at different

surface temperatures of a wide range. If the phonon participation were significant in

rotational transitions, the rate of the decrease of the RID intensities with increasing

surface temperature should have been somewhat less than the decrease of the elastic

peaks and with increasing surface temperature the RID peaks should have become

broader and shifted to smaller final angles due to the increased final energy. Hence, for

D2-LiF(001) phonon and rotational excitations or deexcitations are decoupled, and a
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rigid-surface treatment is valid and successfully accounts for the rotational transition

probabilities.

Selective adsorption resonances are observed by measuring the drift-TOF spectra of

the specular peak at different incident angles. Remarkable correspondences between

several peaks with an energy difference of ∆E(0→2) are observed and this is inter-

preted as rotationally mediated selective adsorption. With a reasonable assignment of

the observed bound state energies -28.7, -16.8, and -9.0 meV to the zeroth, first, and

the second bound state levels of a Morse potential, a potential well depth of 35.3 meV

is obtained. Since the interaction potential is anisotropic, the bound states above be-

long to ji=0 whereas the excluded bound states -23.4 and 11.6 meV, probably, belong

to the initial states ji=1, m=±1. This is the first observation of the m-splitting of

the SAR on alkali halides, nevertheless more direct and clear results are required for

an obvious evidence. The estimated potential well is shallower than the previously

estimated one which is 37.7 meV [6] and deeper than the well depth of the Kroes po-

tential which is 31 meV [7]. Although, following the tradition, Morse potential is used,

it is not necessarily the best one of the simple model potentials given in Section 2.2.1.

Thus, a direct comparison of the obtained potential well with the Kroes potential is

not feasible. The comparison can be made only by theoretically reproducing the se-

lective adsorption resonances. Although it is difficult and computationally costly, this

would be the ultimate test of the quality of the ab-initio potential.

The D2-dimer scattering experiments showed that the coherent scattering probabil-

ity of dimers are much lower than previously estimated [355,356]. Much lower surface

temperatures and incident energies should be a prerequisite for a significant coherent

scattering of dimers. The thermal attenuation of the elastic and the diffraction peaks

cannot follow a simple DW behavior as asserted in ref. [356], and the coherent scat-

tering should be rather strongly coupled with the surface phonons in a dissociative

manner.
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8. Summary and Outlook

In this work, a molecular beam apparatus with the novel concepts was developed.

Its functionality was successfully demonstrated with the characterization experiments

of the free-jet expansion of He and D2 beams, investigation of clustering properties

of the D2 expansion and scattering experiments of He atoms and D2 molecules from

Si(111):H(1×1) and LiF(001) crystal surfaces. The results were discussed at the end of

the each chapter in detail. The most important results and conclusions are summarized

and proposals for the future-work based on these are made as follows:

Clustering properties of the D2 beam: In the case of massive condensation, where

the mole fractions of the clusters should be a smooth function, maxima were observed

in the intensities of ions D+
9 and D+

15. The enhanced intensity of D+
9 was ascribed to the

high stability of the ion [220]. For D+
15 signal it is not clear whether the ion is partic-

ularly stable or the parent cluster (D2)8 has an enhanced stability. This phenomenon,

so called magic numbers, is highly interesting and can be investigated by transmission

grating experiments [361] more systematically.

It was observed that with the terminal D2 dimer mole fractions were reduced for high

stagnation temperatures. This reduction became negligible at lower stagnation tem-

peratures below 160 K and the dimer mole fractions at the same scaling parameter,Γ

(in Equation 4.32) were similar to the H2 dimer mole fractions which were measured at

the stagnation temperature below 100 K. The reduction of the dimer mole fractions at

high stagnation temperatures was attributed to the rotational relaxation, which heats

up the beam. A quantitative investigation on the role of rotational relaxation in the

clustering is complicated and requires solving coupled equations of the translational

relaxation, rotational relaxation, and dimerization.

It was observed that with increasing mole fractions of the clusters, velocity and

temperature lag emerged between the monomers and the clusters. This is in accordance

with a two-step dimer formation mechanism [3] where the dimers form with the transfer
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of the condensation heat to a third body, thus increasing the temperature and the

velocity of the monomers.

The velocity lag can be used to create a beam of clusters without monomers by

selectively chopping the beam.

Preparatory experiments with the Si(111):H(1×1) surface: In this work, it was

demonstrated that it is possible to transport ex-situ prepared Si(111):H(1×1) crystals

over the continent and to install in a HAS apparatus successfully for its implementation

as an optical element for atom optics. The crystal surface exhibited high reflection

sufficient for further experimentation. Diffractive scattering and selective adsorption

resonances were observed, indicating that the crystal had an ordered surface with a low

defect density. The reflectivity of the crystal for room temperature beam (Ei'65 meV)

was found to be about 1× 10−4 which is comparable with the theoretical predictions

based on both diffractive scattering calculations from a rigid surface [233] and the

thermal attenuation with a DW analysis [261]. It has been shown that, although

Si(111):H(1×1) surface is relatively inert, extreme precautions must be taken for the

cleanliness of the vacuum not only in the crystal chamber, but also in the neighboring

chambers.

The intensity and the spot size of the focused beam are the most import issues

when the focusing mirror to be used as the heart of a HAS scanning microscope. The

reflectivity of the crystal can be increased in three ways: By cooling the beam, by

cooling the crystal and by using reflection at higher incident angles. Using incident

beam of lower energies does not increase the specular intensity significantly as seen

in Figure 5.6. Cooling the mirror can be also used to increase the reflectivity by

minimizing the DW factor. However, it will have the detrimental effect of increasing

the adsorption of residual gas species on the surface. At higher incident angles the

intensity of the specular peak will increase significantly due to the reduction of the

number of open channels and the DW factor. However in that case the focusing will

be technically difficult.

To compare the focusing of the He beams with the Si(111):H(1×1) crystal and with

the Fresnel zone plate: Although the bent-crystal can focus a much broader intensity

(about 103) than Fresnel zone plates, the gained intensity will be compensated with the

poor reflectivity of the crystal. Apart from the technical difficulties of the realization

of an ideal Cartesian surface of several millimeters for optimum focusing at later

stages, other effects can reduce the achievable spot size. One problem for the focusing

will be the finite domain sizes. Even extremely large steps sizes of several hundred
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nanometers will be a limiting factor when a focusing of submicron spot size is intended.

For instance, if the average surface domain size is d=1000 nm (which is an optimistic

assumption), the wavelength of the atom is 0.05 nm ( for the room temperature beam),

and the mirror-to-detector distance is 30 cm (the shortest distance achievable for the

present apparatus); then the broadening of the focussed spot (∼ λ/d) will be 15 µ.

Additionally, when infinitesimal angular deflections are in consideration the effective

cross sections of the defects can increase significantly, leading to an additional blurring

of the focused spot. Hence, taking these considerations into account and the extreme

necessary precautions for preserving the crystal which will limit its applications, the

novelty of the method as an alternative to Fresnel zone plates is questionable.

Thermal expansion of the LiF(001) surface: The lattice constant of the LiF(001)

surface and its temperature dependence were measured by the precise determination of

the positions of the diffraction peaks. The results have demonstrated that the thermal

expansion of the LiF(001) surface is identical to the expansion of the bulk which is in

contradiction to the earlier reports on the LiF surface [4, 5]. This was attributed to

the poor precision and/or narrow temperature range of these works.

In this study it was successfully demonstrated that the high resolution HAS can

be used for the precise determination of lattice constants and the investigation of

the surface anharmonicity; namely new application fields of the HAS. The lateral

displacements of the surface atoms was measured with an error of 0.2% and this can

be improved by a factor of 10 with small precautions, such as a better TOF calibration

and implementation of a more precise target manipulator. Extending high resolution

HAS experiments to other surfaces, especially, to the strongly relaxed, highly defected

and reconstructed surfaces, multilayers and, adsorbates will supply significant insight

into the structural and dynamical properties. Particularly interesting experiments will

be observing how the surface lattice constant changes with increasing temperature

before and after the surface reconstruction, i.e. [362–364] or lateral contraction of

growing thins films with respect to the substrate, i.e. [365]

Scattering of D2 from the LiF(001) surface: It was found that the theory with the

Kroes-potential and the CCWP method is highly successful in predicting the prob-

abilities of the diffractive and the rotational transitions. Particularly, neglecting the

electrostatic term of the interaction potential led to low rotational transition proba-

bilities. However, when rotational and diffractive rainbow effects were observed, the

theoretical agreement was rather unsatisfactory. This was attributed to the fact that
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the rainbow effects are highly sensitive to the surface corrugation and the anisotropic

part of the potential.

The parts of the Kroes potential to be improved at the first stage are as follows [93]:

• Repulsive pair potentials: the parameters of the repulsive pair potential for the

Li+-H2 repulsion energy were obtained from the self-consistent field (SCF) calculations

on the interaction of Li+-H2 in the gas phase. This is a reasonable approximation since

it has been shown that the surface Li+ behave similar to the one in gas phase [94].

For the F−-H2 interaction the parameters were obtained using a combination rule by

using the parameters of the interactions for He-Ar, H2-Ar and F−-He in the gas phase.

However the surface F− can behave quite differently than in the gas phase. A more

accurate method would be determining the parameters from Hartree-Fock + Møller-

Plesset calculations [366], using a model in which a F− ion is surrounded by its nearest

neighbor Li+ ions, which are then embedded in a grid of point charges [94]

• Attractive pair potentials: The parameters of the induced dipole-induced dipole

terms of the attractive pair potential were obtained from static polarizabilities in

combination with the Slater-Kirkwood rule [95]. However, they can be determined

more precisely using Hartree-Fock + Møller-Plesset calculations as discussed above.

Theoretical comparison of the data for scattering with different incident energies

has not been done yet. The calculations require more computation times since for

each data point two calculations at different incident angles must be made. This can

be made after the refinement of the interaction potential.

A strong coupling between the rotational transitions and the diffractive scatter-

ing were observed, which led to interesting phenomena such as rotationally mediated

diffraction rainbows and corrugation mediated rotational rainbows. The strong cou-

pling was ascribed to the high corrugation of the interaction potential surface and

relatively low incident energies. The existence of a possible decoupling at high inci-

dent energies should be investigated.

It was observed that the phonon and rotational excitations were decoupled which is

in consistence with the conclusions of the Brusdeylins et al. [343].

Selective adsorption and also rotationally mediated selective adsorption resonances

were observed. The determined bound state energies -28.7, -16.8, and -9.0 meV were

assigned to the zeroth, first, and the second bound state levels of a Morse potential

with a potential well depth of 35.3 meV.

The determined bound states of -23.4 and 11.6 meV were assigned to the initial

rotational states of ji=1. This is the first evidence of the rotational level splitting of

the bound states for the D2 or H2- LiF(001) system. However, the method of the de-
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termination of the bound-energy levels was indirect and more clear results are awaited

for the exact determination of the SAR levels. Particularly, repeating the similar ex-

periments with lower incident beam energies (T0<100 K) where there is much less

open channels of resonances or no rotational transitions would provide better results.

A direct comparison of the obtained eigenenergies can be made with the Kroes

potential by theoretically reproducing the selective adsorption resonances, however,

this should be done after the improvement of the Kroes potential.

In the D2-dimer scattering experiments from the LiF(001) surface, it was observed

that the coherent scattering probability of dimers were much lower than previous

results [355,356]. Experiments with lower source stagnation temperatures and surface

temperatures should give much more coherent scattering of dimers which will allow

interesting experiments such as the observation of the diffractive scattering and a

systematic analysis of the dissociative scattering.
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A. Complete Data for D2-LiF(001)

The complete data of angular distributions for different incident beam energies and

detector angles in the 〈100〉 and 〈110〉 directions for n-D2-LiF(001) are listed below.

The common parameters: Ts=297 K, P0=120 bar. The angular distributions with

different detector angles are carried out at the stagnation temperature,T0=300 K. The

rotational populations of the incident beam at some different stagnation conditions are

given in Table A.1.

The legend of the rotational transitions: a is (0→2), b is (1→3), c is (2→0) and d

is (2→4).

Table A.1: The fractional populations (nj) of the rotational states, ji (in %), the energy
spread ( ∆Ei/Ei) (in %), and the peak-area intensity (I0) of the incident n-D2 beam at dif-
ferent stagnation temperatures and energies. P0=120 bar, d=10 µ. The beam energy and its
spread is found by TOF measurements. The rotational temperatures (TR) and distribution
of rotational states are found by using Equations 4.29, 4.25 and 4.26.

T0(K) Ei(meV) ∆Ei/Ei(%) I0 (106cps·deg) TR(K) ji=0 ji=1 ji=2 ji=3

400 115 8.8 24.8 108 46 32 21 1.3

360 103 8.0 26.3 93 51 33 16 0.7

300 85 7.9 28.4 72 58 33 8.1 0.2

250 70 7.0 31.4 56 63 33 3.2 -

210 56 7.1 32.8 44 66 33 0.9 -

180 47 6.8 30.0 35 66 33 0.2 -

120 27 16 12.7 20 67 33 - -
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A. Complete Data for D2-LiF(001)

0 10 20 30 40 50 60 70 80 90

103

104

105

1b

ki=12.8 Å-1 

Ei=85.4 meV

  

Incident angle, θi  [deg.]

2 1a
0b

0a1

-1b

0

-1a

-2b
+
-1

-2a
-2

-3a
-3b

-3

SCNL3356

3  2a

2 1a
0b

0a1

-1b

0

-1a

-2b
+
-1

-2a
-2

-3a
-3b

-3

SCNL3356

3  2a

SCNL3357

2
1a

0b

0a
1

-1b

0

-1a

-2b
-1

-2a
-2

-3a
-3b

-3
3  2a

103

104

105

-4a+b
1b

2 1a
0b

0a1

-1b

0

-1a

-2b
+
-1

-2a
-2

-3a
-3b

-3

ki=12.0 Å-1 

E i=74.5 meV

SCNL3356

 

In
te

ns
ity

 [c
ps

]

3  2a

103

104

105

-3

-3b  -3a

-1b

-1a
-2a

-2

0b

2
1a

1

-1

0ki=11.2 Å-1 

Ei=65.3 meV
SCNL3355

 

  

0a

-2b

3  

+3a
+2a

103

104

105

3

-1

 

 

 

 

SCNL3354ki=10.5 Å-1 

Ei=57.4 meV

Parameters: <110> (φi = 0o) ,  θ
SD

 = 90o

01

-2

-2a-1a

-1b

0a1a
2 -2b

2a

0b

-3b  -3a

-3

214



0 10 20 30 40 50 60 70 80 90

103

104

-1c

ki=15.0 Å-1 

Ei=116 meV
SCNL3361

  

Incident angle, θi  [deg.]

-1d

2 1a

0a
1

-1b

0
-1a

-2b

-1

-2a
-2

-3a
-3b

-3
3  

103

104

-1d -2d

ki=14.4 Å-1 

Ei=108 meV

SCNL3360

 

In
te

ns
ity

 [c
ps

]

2 1a

0a
1

-1b

0 -1a
-2b
-1

-2a
-2

-3a
-3b

-33  

103

104

-2d

ki=13.9 Å-1 

Ei=100 meV
SCNL3359

  

2 1a

0a
1

-1b

0

-1a

-2b
-1

-2a
-2

-3a
-3b

-33  
2a

103

104

105

-4a-2d

 

 

 

SCNL3358ki=13.4 Å-1 

Ei=93.1 meV

Parameters: <110> (φi = 0o) ,  θ
SD

 = 90o

1b

2 1a
0b

0a
1

-1b

0 -1a

-2b
-1

-2a
-2

-3a-3b
-33  

2a

215



A. Complete Data for D2-LiF(001)
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A. Complete Data for D2-LiF(001)

0 10 20 30 40 50 60 70 80 90
103

104

105 θ
SD

 = 118o

  

Incident angle, θi  [deg.]

SCNL3593

0c

-101

-2a

-1a

-1b

0a

1a
-2b

103

104

105
θ

SD
 = 112.5o

SCNL3592

 

In
te

ns
ity

 [c
ps

]

0c

-101

-2
-2a

-1a

-1b

0a

1a

2

-2b

0b

103

104

105
θ

SD
 = 107o

SCNL3596

  

0c

-101

-2
-2a

-1a

-1b

0a

1a
2

-2b0b

104

105

0c -3a

 

 

 

SCNL3606

θ
SD

 = 100o

Parameters: <100> (φi = 45o) , ki=12.8 Å-1   (Ei=85.3 meV)

2a

-101

-2
-2a

-1a

-1b

0a

1a

2

-2b0b

218



0 10 20 30 40 50 60 70 80 90
103

104

105

106
0

0a

Parameters: <100> (φi = 45o) , ki=12.8 Å-1   (Ei=85.3 meV)

  

Incident angle, θi  [deg.]

SCNL3589

θ
SD

 = 146.25o

103

104

105

106

-1a

0c
-1b

 

In
te

ns
ity

 [c
ps

]

SCNL3587

θ
SD

 = 140o

0c

0

-1a
-1b

0a

103

104

105

106

  

SCNL3581

θ
SD

 = 135o

0c
-1

0

1

-1a
-1b

0a

103

104

105

106

  

SCNL3585

θ
SD

 = 129o

0c

-1
0

1 -1a
-1b

0a

-2b

103

104

105

106

 

 

 

SCNL3595

θ
SD

 = 123.75o

0c

-101

-2a

-1a

-1b
0a

1a
-2b

219



A. Complete Data for D2-LiF(001)
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A. Complete Data for D2-LiF(001)
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A. Complete Data for D2-LiF(001)
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A. Complete Data for D2-LiF(001)
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