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Chapter 1

Introduction

We consider the set of SU(2)-instantons on R4 with finite energy, which are anti-
self-dual connections of SU(2)-bundles over R4 (see [DK]). Since such a connec-
tion can be extended to a connection on S4 due to the removeable singularities
theorem of Uhlenbeck, the famous ADHM-construction [DK] shows that there is
a 1-to-1 correspondence between SU(2)-instantons of charge n with framing at
the fibre at infinity (the fibre resulting from compactifying R4 to S4) and

Mreg(n) =


(i) [A,B] + ij = 0

(A,B, i, j)| (ii) [A,A∗] + [B,B∗] + ii∗ − j∗j = 0
(iii) StabU(n)(A,B, i, j) = 1

 /U(n),

where A,B ∈ End(V ), i ∈ Hom(W,V ) and j ∈ Hom(V,W ) with V and W
hermitian vector spaces of dimension n and 2 respectively and U(n)-action, which
is given by the GL(n)-action

g(A,B, i, j) = (g−1Ag, g−1Bg, g−1i, jg) for g ∈ GL(n).

One can show that these U(n)-orbits of ADHM data are in 1-to-1 correspondence
to GL(n)-orbits of tuples (A,B, i, j) satisfying

[A,B] + ij = 0

and the two stability conditions
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(S1) @ proper subspace S ⊂ V such that A(S) ⊂ S;B(S) ⊂ S and im(i) ⊂ S

(S2) @ proper subspace S ⊂ V such that A(S) ⊂ S;B(S) ⊂ S and S ⊂ ker(j)
(1.0.1)

(see §3). An action of G, the group of regular automorphism of C2, arises in
two natural ways: through the action on the above matrix data and through the
action on locally free sheaves on P2. Since G = A2 ∗Γ E, where A2 are the affine,
E the elementry transformations and Γ = A2 ∩ E, the first action is given by

a(A,B, i, j) = (µ0A+ µ1B + µ21, ν0A+ ν1B + ν21, det(a)i, j),

ep(A,B, i, j) = (A,B + p(A), i, j),

where a ∈ A2 and ep ∈ E with p ∈ C[t]. To get the second action one has to
consider an inclusion A2 ↪→ P2 which implies an inclusion of G into Cr(P2), the
set of biregular automorphism on P2, and identify SU(2)-instantons with the
set of locally free sheaves E on P2 trivial at l∞ := P2 \ A2, satisfying c1(E) =
0, c2(E) = n (see §4). Then for g ∈ G one defines g(E) := g∗(E) (more in §7).
Considering these two actions one has

Theorem 1.0.1 The bijection between the set of locally free sheaves E on P2

trivial at l∞, satisfying c1(E) = 0, c2(E) = n and the set of GL(n) × GL(2)-
orbits of ADHM data is G-equivariant.

(see §7).
In this work we investigate the G-action for charge n ≤ 4. The basis for this
is a lemma of Artamkin [A1], which states that in the set of pairs (A,B),
such that their commutators are equal up to a factor, there is a dense G-orbit,
which includes the pairs having no common invariant subspace and a reduced
spectral scheme. The spectral scheme of a pair (A,B) is the subscheme of
P2 = Proj(C[λ0, λ1, λ2]), which is given by the homogeneous ideal generated
by det(λ0A+ λ1B − λ21).
In §3 we show that SU(2)-instantons can be described as stable GL(n)-orbits of
tuples (A,B, i, j) satisfying [A,B] + ij = 0, give the G-action and show that it
is well defined. In §4 we show that by dropping stability condition (S2) in 1.0.1
we extend the moduli space Mreg(n) to include torsion free sheaves on P2, with
trivialisation on l∞.
In §5 we consider the space of SU(2)-instantons of charge n modulo framing
at infinity, which we denote by M̃reg(n). We show, that there is no instanton
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with ADHM datum (A,B, i, j) such that rk[A,B] = 1. We therefore get a
decomposition as disjoint union

M̃reg(n) = M̃reg
c (n) t M̃reg

nc (n)

where M̃reg
c (n) denotes the GL(n)×GL(2)-orbits of ADHM data with [A,B] = 0

and M̃reg
nc (n) those with [A,B] 6= 0. Furthermore we show that an element of

M̃reg
nc (n) is uniquely determined by a pair (A,B), and that up to a factor there are

n− 1 conjugation classes of the commutator [A,B] for n ≤ 4 and 3 conjugation
classes for n > 4. Therefore Artamkins theorem implies that there are at least
n − 1 G-orbits in M̃reg

nc (n) for n ≤ 4. Before answering the question, if there
are more then these orbits in §6, §8, we investigate in the second part of §5 the
G-action on M̃reg

c (n). Since for (A,B, i, j) with [A,B] = 0 the GL(2)-orbit of i, j
is not uniquely determined by the pair (A,B) we only consider the G-action on
the set of conjugation classes of so called stable pairs (A,B), denoted by S(n),
which are those pairs, that can occur in an ADHM datum. We show

Theorem 1.0.2 There are 2, 3 respectively 6 G-orbits in S(2),S(3) and S(4).

In §6 we show that for a pair (A,B) representing an element of Mreg
nc (n), n ≤ 4

there is no invariant subspace of A and B, and investigate the spectral schemes
for charge 2 and 3. We prove that the spectral scheme of any element ofMreg

nc (2)
and Mreg

nc (3) is reduced. Thus with Artamkins lemma we get

Theorem 1.0.3 There is one G-orbit in M̃reg
nc (2) and two orbits in M̃reg

nc (3).

In §7 we sketch the proof of theorem 1.0.1 and show that the locally free sheaves
corresponding to instantons are G-semistable. Because of this G-semistability we
can associate in §8 so called coherent systems, introduced by LePotier in [LP1],
to instantons of charge 4 and investigate with their help the spectral schemes.
It turns out, that also any element of Mreg

nc (4) has a reduced spectral scheme.
Therefore we get

Theorem 1.0.4 There are 3 G-orbits in M̃reg
nc (4).
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Chapter 2

Tools and notations

We give a short summery of definitions and facts about sheaves of modules on a
smooth projective variety X over C, that we will need in this text.

2.1 support, setsupport and Fitting scheme

Let X be of dimension n and G a coherent sheaf on X. Then the rank of G,
denoted by rg(G) is the dimension of Gχ over OX,χ at the generic point χ ∈ X
(Considering X as the associated integral scheme). The support of G, denoted
by supp(G) is the scheme, which restricted to an open affine set U is given by
Spec(O|U/ann(G|U)), where ann(G|U) ⊂ O|U is the annihilator of G|U . With
setsupp(G)) we denote the underlying set of supp(G). We say G is of dimension
d if dim(setsupp(G)) = d. Furthermore one can associate the following schemes
to G:
For every point x ∈ X there is a neighborhood U of x such that

φ
O|⊕rU → O|⊕sU → G → 0

Let φ be given by a r× s matrix. Then the k− th Fitting scheme of G denoted
by Fittk(G) is the scheme, that is locally the spectrum of the quotient of the
structure sheaf of X by the sheaf of ideals generated by the minors of φ of order
r − k.
The advantage of Fitt0(G) is that in opposite to supp(G) it ”counts” the mul-
tiplicities of a sheaf in the right way. For example let Y = Spec(C[x]/x2) and
consider the sheaves OY and Oy⊕Oy, then supp(OY ) = Y and supp(Oy⊕Oy) =
(y,Oy) but both have Y as their 0-th Fitting scheme.
A scheme S is called regular or nonsingular at a point x, if the dimension of the
local ring OS,x is equal to the dimension of the Zariski tangent space TS,x of S
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at x. Note that in contrast to a variety the closed points of a scheme can be all
singular. An example is Spec(C[x, y]/(y2).

2.2 Torsion sheaves

For any open U ⊂ X, G(U) is an O(U) module. The torsion module of G(U) is
given by

T (G(U)) := {m ∈ G(U) : ∃a ∈ O(U) s.t a 6= 0 and a ·m = 0}

These torsion modules form a presheaf, whose sheafification is the torsion sheaf
T (G) of G. A coherent sheaf is called torsion free, if its torsion sheaf vanishes. G
is a torsion sheaf if T (G) = G.

Since a coherent sheaf is uniquely determined by its restrictions to basic open
subsets and the generic point of X also belongs to the basic open subsets of X,
the restrictions of a coherent sheaf of rank 0 to the basic open subsets are also
of rank 0. Therefore for a coherent subsheaf F ⊂ G of rank 0, one has

F ⊂ T (G).

Therefore a torsion free sheaf cannot have a subsheaf of rank 0.

The dual of a coherent sheaf G is defined as G∗ = Hom(G,OX), thus on an
open set U ⊂ X one has G∗(U) = HomOX(U)(G(U),OX(U)). There is a natural
homomorphism σG(U) : G(U)→ G∗∗(U) given by

(σG(U)(m))(g∗) = g∗(m) ∀g∗ ∈ G∗(U)

and this maps extends to σG : G → G∗∗. One has

ker(σG) = T (G).

Therefore G is torsion free if and only if σG is injective. G is called reflexive if
it is an isomorphism . The set of points, where a reflexive sheaf is not locally
free is of codimension ≥ 3, therefore a reflexive sheaf on a projective surface is
already locally free. For more details see for example [K].
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2.3 Duality, Ext and Ext

Let G be a sheaf of modules on X, Exti(−,G) and Exti(−,G) be the right derived
functors of Hom(−,G) and Hom(−,G) respectively. For the proof of the next
lemma see [H] III.6, 7.

Lemma 2.3.1 Let G be sheaf of modules on X

1. Exti(OX ,G) = 0 for i > 0;

2. Exti(OX ,G) = H i(X,G) for i ≥ 0;

3. For a locally free L and a sheaf of modules F one has

Exti(G ⊗ L,F) ' Exti(G,F ⊗ L∗)

Exti(G ⊗ L,F) ' Exti(G,F ⊗ L∗) ' Exti(G,F)⊗ L∗

4. (Duality for Pn) For X = Pn and G coherent one has

Exti(G, ωPn) ' Hn−i(Pn,G)∗

where ωPn = O(−n− 1) is the canonical sheaf of Pn.

5. 2,3 and 4 together give

H i(Pn,L) ' Hn−i(Pn,L∗ ⊗ ωPn)∗

.

6. If Y is a closed subvariety of Pn of codimension d and F a sheaf of OY -
modules, then

HomY (F , ωY ) ' ExtdPn(F , ωPn)

7. For x ∈ Pn one has

Exti(G,F)x ' ExtiOx(Gx,Fx)
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2.4 Torsion and duality for sheaves of rank 0

The following can be found in [LP1] chapter 8.

Lemma 2.4.1 Let G be a coherent sheaf of codimension c on a smooth projective
variety X of dimension n. Then Extq(G, ωX) = 0 for q < c, Extc(G, ωX) is of
codimension c and Extq(G, ωX) is of codimension ≥ q for q > c.

There is also a concept of torsion subsheaves and duality for sheaves of rank
0: A sheaf is called torsion free on its support if there is no subsheaf of lower
dimension. Setting G ˇ := Extc(G,OX) for G of codimension c, one also has a
canonical homomorphism G → G ˇ̌ , which is injective if G is torsion free on its
support, and in case of an isomorphism G is called reflexive on its support. One
has

Lemma 2.4.2 Let G be a coherent sheaf of codimension c on a smooth projective
variety X of dimension n. G is torsion free on its support if and only for all q > c
the support of Extq(G, ωX) is of codimension ≥ q + 1.

and

Lemma 2.4.3 Let G be a coherent sheaf of codimension c on a smooth projective
variety X of dimension n. G is reflexive on its support if and only for all q > c
the support of Extq(G, ωX) is of codimension ≥ q + 2.

Therefore if X is a surface and G is of codimension 1 and torsion free on its
support one has

G ' G ˇ̌

2.5 Further tools

Let Tori(−,G) be the i-th left derived functor of − ⊗ G. Considering the ho-
mological dimension of the stalk of a sheaf G on X, which is the length of the
shortest free resolution, one can show using point 7 of lemma 2.3.1 and a similar
isomorphism for Tori (see [K])

Lemma 2.5.1 Let G be a torsion free sheaf on X. Then G is locally free at x if
and only if one of the following two equivalent conditions is satisfied:

1. Tori(G,O|x) = 0 for i > 0.
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2. Exti(G,OX)x = 0 for i > 0.

where O|x is the structure sheaf of the reduced scheme supported at x. The next
two statements can be found for example in [OSS].

Theorem 2.5.2 (Theorem A of Serre) Let G be a coherent sheaf on Pn.
Then there is k0 ∈ Z such that G(k) is generated by global sections for k ≥ k0

Theorem 2.5.3 (Theorem B or vanishing theorem of Serre) Let G be a
coherent sheaf on Pn. Then there is a k0 ∈ Z such that for q > 0 and k ≥ k0 one
has

Hq(G(k)) = 0

Furthermore we will use monads. A monad is a complex

a b
0 → F → G → H → 0

of sheaves, which is exact at F and H. The sheaf E := ker(b)/im(a) is called
the cohomology of the monad.

2.6 Grothendieck and Chern classes

The Grothendieck group of a smooth projective algebraic variety X of dimension
n, denoted by K(X), is the quotient of the free abelian group generated by
all coherent sheaves on X by the subgroup generated by short exact sequences.
That is, an element G − G ′ − G ′′ vanishes in K(X), if there is an exact sequence
0 → G ′ → G → G ′′ → 0. We denote the equivalence class of a sheaf G in K(X)
by g(G) and call it the Grothendieck class of G.
For X = Pn, K(Pn) is freely generated by ki := O|P(Li); i = 0, 1, . . . , n as abelian
group, where Li is a linear subspace of Cn+1 of codimension i. Thus we write
the Grothendieck class of a coherent sheaf G on Pn as

g(G) =
n∑
i=0

gi(G)ki

The Grothendieck group also has a ring structure given by

g · g̃ =
n∑
i=0

(
∑
j+m=i

gj g̃m)ki

Considering it with this additional structure we call it the Grothendieck ring.
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Definition 2.6.1 For a coherent sheaf G on Pn of codimension d the multiplicity
of G is given by

m(G) := gd(G).

The Chow ring A(X) is the graded object

A(X) =
n⊕
i=0

Ai(X)

where Ai(X) is the set of cycles
∑
mjYj with Yj irreducible subvarieties of X

of codimension j and mj ∈ Z modulo rational equivalence (see [H] p. 426). It
comes with a map Ar × As → Ar+s which generalizes the intersection of two
divisors on a surface and implements a ring structure on A(X).
The Chow ring of Pn, A(Pn), as a group is freely generated by n + 1 elements
1, h, h2, · · ·hn:

A(Pn) = Z[h]/hn+1,

where h is the Chow class of a hyperplane. The Chern character of a coherent
sheaf G on P2, which is an element of A(P2), is given by

ch(G) = rk(G) + c1(G)h+
1

2
(c1(G)2 − 2c2(G))h2 (2.6.1)

and with Hirzebruch-Riemann-Roch one gets

χ(E) = rk(G) +
3

2
c1(G) +

1

2
(c1(G)2 − 2c2(G)) (2.6.2)

We compute the Chern characters of the generators of K(P2):

O(i): With 2.6.1 we have

ch(O(i)) = 1 + ih+
i2

2
h2

O|l(i): We consider the resolution of O|l(i):

0→ O(i− 1)→ O(i)→ O|l(i)→ 0
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and get

ch(O|l(i)) = ch(O(i))− ch(O(i− 1)) = h+
2i− 1

2
h2

O|p: There is the resolution:

0→ O|l(−1)→ O|l → O|p → 0.

Thus ch(O|p) = h2.

Notation: Since we will not be working with the local ring at a point p in this
text, we will often denote O|p by Op.

The image of a generic element of K(P2) is

ch(g) = ch(g0 + g1k + g2k
2) = g0 + g1h+ (g2 −

g1

2
)h2 (2.6.3)

This formula shows, that g1 = c1 for a sheaf on P2, therefore for a sheaf θ of
codimension 1 on P2 one has m(θ) = c1(θ).
We compute the Hilbert polynomial of a coherent sheaf G on P2. By definition
PG(n) = χ(G(n)). To apply 2.6.2, we need the Chern classes of the twisted sheaf
G(n) in terms of the Chern classes of G: One has

ch(G(n)) = ch(G)ch(O(n)) =

= (rk(G) + c1(G)h+ 1
2
(c1(G)2 − 2c2(G))h2)(1 + nh+ 1

2
n2h2) =

= rk(G) + (c1(G) + rk(G)n)h+ (1
2
c1(G)2 − c2(G) + 1

2
rk(G)n2 + c1(G)n)h2

Thus c1(G(n)) = c1(G) + rk(G)n and

1
2
c1(G(n))2 − c2(G(n)) = 1

2
c1(G)2 + rk(G)c1(G)n+ 1

2
rk(G)2n2 − c2(G(n)) =

= 1
2
c1(G)2 − c2(G) + 1

2
rk(G)n2 + c1(G)n

giving 2c2(G(n)) = rk(G)(rk(G)− 1)n2 + 2(rk(G)− 1)c1(G)n+ 2c2(G)

Using this with 2.6.2 gives:

PG(n) = rk(G) + 3
2
c1(G) + 3

2
rk(G)n+ 1

2
(c1(G)2 − 2c2(G)) + 1

2
rk(G)n2 + c1(G)n

= 1
2
rk(G)n2 + (3

2
rk(G) + c1(G))n+ χ(G)

(2.6.4)
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2.7 The Grothendieck spectral sequence

A (cohomology) spectral sequence is a sequence of double complexes Epq
r , r ∈ N

with differentials

dpqr : Epq
r → Ep+r,q−r+1

r

such that Epq
r+1 is the cohomology of (Epq

r , d
pq
r ). We say Epq

r is bounded if for any
n ∈ Z there is a r0 such that for all p, q with p+q = n one has Epq

r0
= Ep,q

r0+j =: Epq
∞

for j ∈ N. We say Epq
r converges to H∗ in any object Hn has a filtration

0 = F tHn ⊆ · · ·F p+1Hn ⊆ F pHn · · · ⊆ F sHn = Hn s.t Epq
∞ ' F pHp+q/F p+1Hp+q

In this case we write Epq
r ⇒ Hp+q.

Now we come to the Grothendieck spectral sequence. Let A,B, C be abelian
categories with A,B having enough injectives and left exact functors G : A →
B;F : B → C such that G sends injective objects of A to acyclic objects of B
(that is RiF (G(a)) = 0 for i > 0 and a any injective object), then for each object
a ∈ A there is a spectral sequence with

Epq
2 = (RpF )(RqG)(a)⇒ Rp+q(FG)(a)

The maps

Rp(F )(G(a))→ Rp(FG)(a) and Rq(FG)(a)→ F (RqG(a))

are natural transformations. Furthermore one has the so called exact sequence
of low degree

0→ (R1F )(G(a))→ R1(FG)(a)→ F (R1G(a))→ (R2F )(G(a))→ R2(FG)(a).
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Chapter 3

The action of the group of
biregular automorphism of the
affine plane on instantons

We give three equivalent descriptions of Mreg(n), the space of framed regular
SU(2) instantons of charge n over R4 and define an action of the group of bireg-
ular automorphism of C2 on Mreg(n).
It is known [Sh1], that the group of biregular automorphism of the complex affine
plane, which we denote by G, is the amalgamated product

G = A2 ∗Γ E,

where the subgroups A2,Γ,E are given by

A2 =

{
(x, y)→ (µ0x+ µ1y + µ2, ν0x+ ν1y + ν2)| det(a) = det

(
µ0 µ1

ν0 ν1

)
6= 0

}

E = {(x, y) 7→ (x, y + p(x))|p ∈ C[x]}, Γ = A2 ∩ E.

The following actions of A2 and E canonically induce an action of G on the set
of pairs of matrices. For (A,B) ∈ gl(n)× gl(n), a ∈ A2 and ep ∈ E let

a(A,B) = (µ0A+ µ1B + µ21, ν0A+ ν1B + ν21),

ep(A,B) = (A,B + p(A)).
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We want to extend this action to an action of G on framed instantons, these are
anti self dual SU(2)-connections on bundles over R4. Their original description by
ADHM data, as it can be found in [DK], states that the space of these connections
with charge n can be described as

Mreg(n) =


(i) [A,B] + ij = 0

(A,B, i, j)| (ii) [A,A∗] + [B,B∗] + ii∗ − j∗j = 0
(iii) StabU(n)(A,B, i, j) = 1

 /U(n)

(3.0.1)

where A,B ∈ End(V ), i ∈ Hom(W,V ) and j ∈ Hom(V,W ) with V and W
hermitian vector spaces of dimension n and 2 respectively and U(n)-action, which
is given by the GL(n)-action

g(A,B, i, j) = (g−1Ag, g−1Bg, g−1i, jg) for g ∈ GL(n)

Definition 3.0.1 We call a tuple (A,B, i, j) stable if it satisfies the following
conditions

(S1) @ proper subspace S ⊂ V such that A(S) ⊂ S;B(S) ⊂ S and im(i) ⊂ S

(S2) @ proper subspace S ⊂ V such that A(S) ⊂ S;B(S) ⊂ S and S ⊂ ker(j)

Remark: (A,B, i, j) 7→ (Bt, At, jt, it) is an involution on the set of tuples
(A,B, i, j). It preserves stability. For a tuple (A,B, i, j) the condition (S1)
respectively (S2) is violated if and only if the condition (S2) respectively (S1)
is violated for (Bt, At, jt, it). Therefore to show stability of (A,B, i, j) it suffices
to show condition (S1) for (A,B, i, j) and (Bt, At, jt, it).

For the proof of the next lemma we will need a lemma of Mumford [MFK]

Lemma 3.0.2 Let G be a finite dim. Lie group acting symlecticly on a symplec-
tic manifold X with moment map µ : X → g∗. Suppose µ(x) = 0 for an x ∈ X
and StabG(x) = 1. Then for the action of GC induced by the action of G one
has StabGC(x) = 1.
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Lemma 3.0.3 Mreg(n) is bijective to each of the following two set
(i) [A,B] + ij = 0

(A,B, i, j)| (ii)GL(n)(A,B, i, j) is closed
(iii) StabGL(n)(A,B, i, j) = 1

 /GL(n); (3.0.2)


(i) [A,B] + ij = 0

(A,B, i, j)|
(ii) (A,B, i, j) is stable

 /GL(n). (3.0.3)

Proof:

Consider the vector space V of tuples (A,B, i, j) with the hermitian metric in-
duced from the metrics on V and W and canonical symplectic form. The U(n)-
action given by

u(A,B, i, j) = (u−1Au, u−1Bu, u−1i, ju)

is symplectic. The corresponding moment map is

µ : V → u(n)∗; (A,B, i, j) 7→ [A,A∗] + [B,B∗] + ii∗ − j∗j.

The Lie group U(n) is semisimple and its complexification is GL(n). By a theo-
rem of Kempf and Ness ([N], Th.3.12) there is a bijection

µ−1(0)/U(n)→ {closed GL(n)-orbits in Ṽ } (3.0.4)

Since condition (ii) of 3.0.1 for an ADHM datum is µ(A,B, i, j)) = 0, we get (ii)
of 3.0.2 by applying 3.0.4, applying lemma 3.0.2 to U(n) gives (iii) of 3.0.2 thus
we have shown the first equivalence.
The Hilbert-Mumford criterion states that every point in the closure of an GL(n)-
orbit O is in the closure of a 1-parameter family, we use this to show the equiv-
alence of 3.0.2 and 3.0.3.

Let GL(n)(A,B, i, j) be closed and StabGL(n)(A,B, i, j) = 1. Assume (A,B, i, j)
does not satisfy (S1) then ∃ S ⊂ V such that V = S ⊕ S⊥ with

A =

(
∗ ∗
0 ∗

)
B =

(
∗ ∗
0 ∗

)
i =

(
∗
0

)
.

Choose λ(t) :=

(
1 0
0 t−11

)
, then
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limt→0A
λ(t) =

(
∗ 0
0 ∗

)
, limt→0B

λ(t) =

(
∗ 0
0 ∗

)
,

limt→0 λ(t)i =

(
∗
0

)
, limt→0 jλ(t)−1 =

(
∗ 0

)
.

Thus g =

(
1 0
0 τ1

)
∈ StabGL(n)(limt→0 λ(t)(A,B, i, j)) 6= 1 ⇒

StabGL(n)(A,B, i, j) 6= 1, which is a contradiction thus (A,B, i, j) must satisfy
(S1).

Since (A,B, i, j) ∈Mreg(n) if and only if (Bt, At, jt, it) ∈Mreg(n), and (S1) for
(Bt, At, jt, it) is (S2) for (A,B, i, j), the conditions ”GL(n)(A,B, i, j) is closed”
and StabGL(n)(A,B, i, j) = 1 also induce (S2).

Let (A,B, i, j) be stable. Suppose GL(n)(A,B, i, j) is not closed, then by the
Hilbert-Mumford criterion there exists a 1-parameter family λ : C∗ → GL(n)
such that limt→0 λ(t)(A,B, i, j) is not in GL(n)(A,B, i, j). Consider the weight
decomposition of V with respect to λ, which has real weights only: V =⊕

α V (α). Because of the existence of the limit we must have

A(V (α)) ⊂
⊕
β≥α

V (β), B(V (α)) ⊂
⊕
β≥α

V (β),

im(i) ⊂
⊕
α≥0

V (β),
⊕
α>0

V (α) ⊂ ker(j).

If there is a positive weight, then with S = V (α), where α is the highest weight,
(S2) is violated and therefore (A,B, i, j) would not be stable.

If there is a negative weight, then with S =
⊕

α≥0 V (β) (S1) would be violated
and the tuple therefore not stable.

Thus λ(t) can only have the weight 0, but that means λ(t) = const, and that
contradicts that limt→0 λ(t)(A,B, i, j) is not in GL(n)(A,B, i, j). Thus stability
induces a closed orbit.

Finally we show, that stability also induces a trivial stabilizer: Sup-
pose (A,B, i, j) is stable but StabGL(n)(A,B, i, j) 6= 1. Then let s ∈
StabGL(n)(A,B, i, j). We have to consider two cases:

1. V is a generalized eigenspace of s. Then s−1i = i and js = j imply
i = j = 0. That means [A,B] = 0, therefore it exists an at least one
dimensional common eigenspace S of A and B. This S violates (S2).
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2. Otherwise let V1 be a generalized eigenspace of S, which is not an
eigenspace, or an eigenspace with eigenvalue 6= 1 which is also a gener-
alized eigenspace. Then with V = V1⊕V2 and a basis of V such that s has
Jordan normal form one computes that s ∈ StabGL(n)(A,B, i, j) implies

A,B =

(
∗ ∗
0 ∗

)
, j =

(
0 ∗

)

Thus V1 violates (S2).

This completes the proof.

Lemma 3.0.4 The following actions of A2 and E on Mreg(n) are well defined
and induce therefore a G-action on Mreg(n).

a(A,B, i, j) = (µ0A+ µ1B + µ21, ν0A+ ν1B + ν21, det(a)i, j)

e(A,B, i, j) = (A,B + p(A), i, j)

Proof:

We use 3.0.3.

(i) This action, which is defined on V , commutes with the GL(n)-action. The
G-action therefore descends to V/GL(n).

(ii) One has

[µ0A+ µ1B + µ21, ν0A+ ν1B + ν21] + det(a)ij =

= (µ0ν1 − µ1ν0)[A,B] + det(a)ij = det(a)([A,B] + ij) = 0,

and [A,B + p(A)] + ij = [A,B] + ij = 0.

Therefore the G-action preserves condition (i) of 3.0.3.
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(iii) Suppose a(A,B, i, j) is not stable. Then there exists S ( V such that

(µ0A+ µ1B)(S) ⊂ S (ν0A+ ν1B)(S) ⊂ S

Therefore

1

det(a)
(ν1(µ0A+ µ1B)− µ1(ν0A+ ν1B))(S) = A(S) ⊂ S,

and one shows in the same way that B(S) ⊂ S. Thus if a(A,B, i, j) is not
stable then (A,B, i, j) is not stable, which means that the action of A(2)
preserves condition (ii).

If ep(A,B, i, j) is not stable, then there exists S ( V such that

A(S) ⊂ S (B + p(A))(S) ⊂ S

But A(S) ⊂ S implies p(A)(S) ⊂ S, and therefore B(S) = (B + p(A) −
p(A))(S) ⊂ S. Thus the G-action preserves condition (ii) of 3.0.3.

This completes the proof.
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Chapter 4

Instantons as vector bundles on
P2

Now we will show, that there is a 1-to-1 correspondence between Mreg(n) and
the set of locally free sheaves of rank 2 on P2 with (c1, c2) = (0, n), which are
trivial on a fixed line l∞ ⊂ P2. We start with

Theorem 4.0.5 (Nakajima [N])
Let M(n) be the set of torsion free sheaves F of rank 2 on P2 with
(c1(F), c2(F)) = (0, n), trivial at l∞ with framing of H0(F|l∞). There is a bijec-
tion of M(n) to

(i) [A,B] + ij = 0
(A,B, i, j)|

(ii) (A,B, i, j) satisfies (S1)

 /GL(n) (4.0.1)

Thus using this bijection and 3.0.3 we can identify

Mreg(n) ⊂M(n)

with ”trivial at l∞” we mean that F is locally free at any p ∈ l∞ and that
F|l∞ = Ol∞ ⊕Ol∞ .

We divide the proof into a couple of lemmata.

Lemma 4.0.6 Let F be a torsion free sheaf of rank 2 on P2 with (c1, c2) = (0, n)
trivial at l∞ then

1. H0(F(−1)) = H0(F(−2)) = 0
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2. H2(F(−1)) = H2(F(−2)) = 0

3. H0(F(−1)⊗ Ω(1)) = H2(F(−1)⊗ Ω(1)) = 0

Proof:

We consider the resolution of Ol∞ :

0→ O(−1)→ O → Ol∞ → 0

We tensor it with F(−k): Since Tor1(F(−k),O) = 0 and F is torsion free one
has Tor1(F ,Ol∞) = 0, thus we get

0→ F(−k − 1)→ F(−k)→ F|l∞(−k)→ 0

The resulting long exact sequence of cohomology is

0 → H0(F(−k − 1)) → H0(F(−k)) → H0(F|l∞(−k)) →
→ H1(F(−k − 1)) → H1(F(−k)) → H1(F|l∞(−k)) →
→ H2(F(−k − 1)) → H2(F(−k)) → 0

(4.0.2)

Now

H1(P2,F|l∞(−k))∗ ∼= Ext1P2(F|l∞(−k), ωP2)
∼=

∼= Homl∞(F|l∞(−k), ωl∞) ∼= H0(l∞,Ol∞(k − 2)⊕Ol∞(k − 2))

Thus H1(F|l(−k)) = 0 for k < 2. Therefore 4.0.2 gives

H2(F(−k − 1)) ∼= H2(F(−k)) for k < 2 (4.0.3)

Now Serres vanishing theorem says that there is a j0 ∈ Z such that ∀j > j0

H2(F(j)) = 0, therefore by 4.0.3

H2(F(k)) = 0 for k ≥ −2

which is 2. This is also true for (F∗∗)∗ = F∗. But since F∗∗ is locally free we can
use Serre duality for it:
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H0(F∗∗(−k)) ∼= H2(F∗(k − 3))∗

Together with the natural inclusion H0(F(−k)) ↪→ H0(F∗∗(−k)) we get 1.
To show 3. we tensor the resolution of Ol∞ with F(−k) ⊗ Ω(1). The resulting
long exact sequence of cohomology is

0 → H0(F(−k − 1)⊗ Ω(1)) → H0(F(−k)⊗ Ω(1)) →
→ H0(F(−k)⊗ Ω(1)|l∞) → H1(F(−k − 1)⊗ Ω(1)) →
→ H1(F(−k)⊗ Ω(1)) → H1(F(−k)⊗ Ω(1)|l∞) →
→ H2(F(−k − 1)⊗ Ω(1)) → H2(F(−k)⊗ Ω(1)) → 0

(4.0.4)

The restriction of the tangent sheaf TP2 to any line (in particular to l∞) splits as
follows (see [OSS] p.27)

TP2|l∞ = Ol∞(2)⊕Ol∞(1)

Therefore with Ext1(Ol∞(i),O) = Ol∞(1− i) we get

Ω(1)|l∞ = Ω⊗Ol∞(1) = Ω⊗ Ext1(Ol∞ ,O) =

= Ext1(Tl∞ ,O) = Ext1(Ol∞(2)⊕Ol∞(1),O) = Ol∞ ⊕Ol∞(−1)

With this we find H1((F(−k)⊗ Ω(1))∗|l∞) = 0 for k < 1 and 4.0.4 gives

H2(F(k − 1)⊗ Ω(1)) ∼= H2(F(k)⊗ Ω(1)) for k > −1

which gives with Serres vanishing theorem H2(F(−1) ⊗ Ω(1)) = 0. Since this
is also true for (F(−1) ⊗ Ω(1))∗∗ we get with Serre duality for this locally free
sheaf and the natural inclusion of a sheaf into its double dual 3.

This completes the proof.

We will use this result in an application of a Beilinson spectral sequence, which
is

Theorem 4.0.7 [OSS] Let F be a torsion free sheaf of rank r over P2, then there
is a spectral sequence with

Gp.q
1 = Hq(F ⊗ Ω−p(−p))⊗O(p)

which converges to F in degree 0 and to 0 otherwise.
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Lemma 4.0.8 Let V and Ṽ be vector spaces of dimension n and W a vector
space of dimension 2n + 2. There is a bijection from M(n) to the set of pairs
(M,Fr(F)), where M is a monad of the form

a b

0 → V ⊗O(−1) → W ⊗O → Ṽ ⊗O(1) → 0

F the cohomology of M and Fr(F) a framing of H0(F|l∞).

Proof:

Let F be a torsion free sheaf of rank 2 on P2 with (c1, c2) = (0, n) trivial at l∞.
We apply theorem 4.0.7 to F(−1). Because of lemma 4.0.6 there are only 3 non
vanishing entries:

0→ H1(F(−2))⊗O(−2)→ H1(F⊗Ω)⊗O(−1)→ H1(F(−1))⊗O → 0 (4.0.5)

Thus G2
p,q = G∞p,q , therefore 4.0.5 is a monad and F(−1) is its cohomology.

We tensor 4.0.5 with O1, denote the first arrow by a, the second by b and set
H1(F(−2)) = V,H1(F⊗Ω) = W and H1(F(−1)) = Ṽ , then the monad becomes

a b

0 → V ⊗O(−1) → W ⊗O → Ṽ ⊗O(1) → 0
(4.0.6)

Because of lemma 4.0.6 one has χ(F(−i)) = −h1(F(−i)) for i = 1, 2. Further-
more one has (c1(F(−i))(, c2(F(−i))) = (−2i, i2 + n), which gives with 2.6.2
−h1(F(−i)) = χ(F(−i)) = −n This shows dim(V ) = dim(Ṽ ) = n. The same
kind of computation shows dim(W ) = 2n + 2. On the other hand a monad of
the form 4.0.6 is uniquely defined by its cohomology (see [OSS]). Therefore the
only thing left to be shown is that the cohomology F of any monad of the form
4.0.6 is torsion free with (c1(F), c2(F)) = (0, n). This means ch(F) = 2 − nh2.
That can be verified by computing ch(ker(b)) = (n+ 2)− nh− n

2
h2 from

0→ ker(b)→ W ⊗O → Ṽ ⊗O(1)→ 0 (4.0.7)

and then computing ch(F) out of

0→ V ⊗O(−1)→ ker(b)→ F → 0 (4.0.8)
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And F is also torsion free: With 4.0.7 one shows, that Extj(ker(b),O) = 0 for
j > 0, therefore ker(b) is locally free. With 4.0.8 one gets Ext2(F ,O) = 0.
Furthermore since F is trivial at l∞ one has setsupp(Ext1(F ,O))∩ l∞ = ∅, thus
setsupp(Ext1(F ,O)) is of codimension 2, and therefore F torsion free due to
lemma 2.4.2.

This completes the proof.

The final step of the proof of theorem 4.0.5

Lemma 4.0.9 Let V and Ṽ be vector spaces of dimension n and W a vector
space of dimension 2n + 2. There is a bijection from the set pairs (M,Fr(F)),
where M is a monad of the form

a b

0 → V ⊗O(−1) → W ⊗O → Ṽ ⊗O(1) → 0,
(4.0.9)

F the cohomology of M and Fr(F) a framing of H0(F|l∞), to
(i) [A,B] + ij = 0

(A,B, i, j)|
(ii) (A,B, i, j) satisfies (S1)

 /GL(n) (4.0.10)

Proof:

We choose homogenous coordinates z0, z1, z2 of P2 such that l∞ = {z0 = 0}. One
has a ∈ Hom(V ⊗O(−1),W ⊗O) = H0(O(1))⊗ V ∗ ⊗W . Thus choosing zi as
basis of H0(O(1)) we write a =

∑2
i=0 ziai, where ai ∈ Hom(V,W ). Furthermore

b =
∑2

i=0 zibi, where bi ∈ Hom(W, Ṽ ). We show, that b2a1 is an isomorphism:
4.0.8 tensored with Ol∞ is still short exact, since F is trivial on l∞:

0→ V ⊗Ol∞(−1)→ ker(b)|l∞ → F|l∞ → 0 (4.0.11)

By applying H0 we get

W̃ := H0(ker(b)|l∞) ∼= H0(F|l∞) (4.0.12)

We choose a basis of W̃ to set the framing. Now let s ∈ W̃ be a nonvanishing
section. Since 4.0.7 induces W̃ ↪→ W we get s(p) = w ∈ W ∀p ∈ l∞, s̃ ∈
H0(F|l∞) corresponding to s under the isomorphism of 4.0.12. Then s̃ has a zero
at (0 : 1 : 0) if and only if there is a v ∈ V such that
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a1(v) = w.

But this is equivalent to im(a1) ∩ W̃ 6= ∅ and since W̃ = ker(b1) ∩ ker(b2) that
means im(a1) ∩ ker(b2) 6= ∅. Now F|l∞ is trivial, therefore no nonvanishing
section has a zero, thus we have

im(a1) ∩ ker(b2) = ∅. (4.0.13)

Tensoring 4.0.11 with O(0:1:0) and O(0:0:1) shows that a1, a2 are injective. Fur-
thermore b1, b2 are surjective, therefore 4.0.13 gives b2a1 is an isomorphism. We
identify V and Ṽ via this map.
The monad condition becomes with a =

∑2
i=0 ziai and b =

∑2
i=0 zibi

(i) b0a0 = 0 (ii) b0a1 + b1a0 = 0
(iii) b1a1 = 0 (iv) b1a2 + b2a1 = 0
(v) b2a2 = 0 (vi) b0a2 + b2a0 = 0

These equations lead us to 4.0.10: We found im(a1)∩W̃ = ∅. The same argument
shows im(a2) ∩ W̃ = ∅. And since im(ai) ⊂ ker(bi) we can decompose W =
im(a1)⊕ im(a2)⊕ W̃ . Identifying im(ai) with V via ai we get

W = V ⊕ V ⊕ W̃

Thus we have

a1 = (1, 0, 0)t a2 = (0,1, 0)t

and with (iii), (v), b2a1 = 1 and (iv)

b1 = (0,1, 0) b2 = (−1, 0, 0)

Now we set

a0 = (B,A,−j)t b0 = (C,D, i)

The equations (ii) and (vi) give us C = −A and B = D. Thus (i) becomes

[A,B] + ij = 0
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Now lemma 2.7 of [N ] says that having a tuple (A,B, i, j) and related maps a, b
as above, then ker(a) = 0 and b is surjective if and only if @S ⊂ V s.t A(S) ⊂ S,
B(S) ⊂ S and im(i) ⊂ S. Thus a tuple (A,B, i, j) gives rise to a monad if and
only if it satisfies (S1). Furthermore we see that two tuples giving the same
monad if and only if they belong to the same GL(n)-orbit.

This completes the proof.

Now we show that under the identification of theorem 4.0.5Mreg(n) corresponds
to the locally free sheaves in M(n).

Lemma 4.0.10 Let E ∈ M(n) with corresponding tuple (A,B, i, j), then E is
locally free if and only if (A,B, i, j) satisfies (S2).

Proof:

Consider

a
0 → V ⊗O(−1) → ker(b) → E → 0

(4.0.14)

By lemma 2.5.1 E is not locally free if and only if there is a point z ∈ P2 such
that Tor1(E,Oz) 6= 0. Since ker(b) is locally free we see by tensoring 4.0.14 with
Oz that Tor1(E,Oz) 6= 0 is equivalent to the existence of a point z such that
az is not injective. But that means b̂ the map resulting from (Bt, At, jt, it) is
not surjective and by lemma 2.7 of [N] that means, that (Bt, At, jt, it) does not
satisfy condition (S1), which is equivalent to condition (S2) for (A,B, i, j).

This completes the proof.
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Chapter 5

The G-action on Mreg
c (n) for n ≤ 4

From now on we will consider the unframed versions of Mreg(n) and M(n). We
set

M̃reg(n) :=Mreg(n)/GL(2), M̃(n) = M(n)/GL(2)

Note that the G-action descents to M̃reg(n).

5.1 M̃reg
c (n) and M̃reg

nc (n)

We will show, that there is no element of M̃reg(n) such that for the corresponding
(A,B, i, j) one has rk[A,B] = 1. Therefore we can decompose

M̃reg(n) = M̃reg
c (n) t M̃reg

nc (n),

where M̃reg
c (n) denotes the set of instantons such that for the corresponding

(A,B, i, j) we have [A,B] = 0, and M̃reg
nc (n) denotes the set of instantons such

that for the corresponding (A,B, i, j) we have rk[A,B] = 2.
Furthermore we show, that an element of M̃reg

nc (n) is already uniquely defined
by the corresponding (A,B).

Lemma 5.1.1 There is no element of M̃reg(n) such that for the corresponding
(A,B, i, j) one has rk[A,B] = 1.

Proof:

Due to lemma 4.0.10 an element of M̃reg(n) corresponds to a locally free sheaf
E, thus the conditions of [OSS] p.279 Corollary 2 are satisfied. Therefore the
adjoint of the monad of E is also the monad of E, since E = E∗. This implies
rk(i) = rk(j).
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So if rk[A,B] = 1, one must have rk(j) = rk(i) = 1. Now we choose a basis of
V such that [A,B] has Jordan normal form. Since it must be trace free one has

[A,B] =


0 1 0 · · · 0
0 0 0 0
...

...
...

...

0 0 0 · · · 0


and taking the suitable basis of W̃

i =


1 0
0 0
...

...
0 0

 , j =

(
0 1 0 · · · 0
0 0 0 · · · 0

)
.

Now let C be any word in A and B. We show by induction on the length
of C, that jCi = 0. But that means, since j 6= 0 that the subspace S =
span{Ci(W̃ )| C is a word in A,B} contradict condition (S2).
If C is of length 0 one computes ji = 0. Now let C be of length k. Then one has

jCi =

(
c21 0
0 0

)
, Cij =


0 c11 0 · · · 0
0 c21 0 0
...

...
...

...

0 cn1 0 · · · 0


So we have to show, that tr(jCi) = tr(Cij) = 0. The proof of that is taken
from [N] p.24: We denote for the moment A,B by D1, D2. So we can write
C = Dα1 · · ·Dαk where αl = 1 or = 2. If there is a l such that Dαl−1

= B,
Dαl = A, we have

jC = jDα1 · · ·BA · · ·Dαk

= jDα1 · · · ([B,A] + AB) · · ·Dαk

= (jDα1 · · · i)j · · ·Dαk + jDα1 · · ·AB · · ·Dαk

= jDα1 · · ·AB · · ·Dαk

(5.1.1)

where the last equality results from the induction hypothesis. So it suffices to
proof tr(iCj) = 0 for C = Ak−lBl:
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tr(jCi) = tr(Cij) = −tr(Ak−lBl[A,B])
= −tr([Ak−lBl, A]B]) = −tr(Ak−l[Bl, A]B)

= −
∑p=l−1

p=0 tr(Ak−lBp[B,A]Bl−p−1B)

= −
∑p=l−1

p=0 tr(Bl−pAk−lBp[B,A])

= −
∑p=l−1

p=0 tr(Bl−pAk−lBpij)

= −
∑p=l−1

p=0 tr(jBl−pAk−lBpi)

Thus with 5.1.1 we get

tr(jCi) = −l · tr(jCi)

This completes the proof.

A commutator has a vanishing trace, therefore for n = 2 there is up to a factor
only one possible conjugation class of C = [A,B]. For n = 3 there is also
the possibility that C is nilpotent and for n ≥ 4 a nilpotent C can be either
satisfy C2 = 0 or C2 6= 0. Therefore for n ≥ 4 up to a factor there are 3
possible conjugation classes of C. We give 3 examples for n = 4 to show that all
possibilities occur.

Let A always be

A =


0 1 0 0
0 0 1 0
0 0 0 1
0 0 0 0


• with

B =


0 0 0 0
1 0 0 0
0 1 0 0
0 0 1 0


Then

C =


1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 −1

 i =


1 0
0 0
0 0
0 1

 j =

(
1 0 0 0
0 0 0 −1

)
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This tuple is stable: One has

A(im(i)) = C


0
0
1
0

 B(im(i)) = C


0
1
0
0



and since span{im(i), A(im(i)), B(im(i))} is of dimension 4 (S1) is satis-
fied. The same is true for the transposed tuple, thus (S2) is also satisfied,
and C is not nilpotent.

• with

B =


0 0 0 0
0 0 0 0
0 0 0 0
1 0 0 0


Then

C =


0 0 0 0
0 0 0 0
1 0 0 0
0 −1 0 0

 i =


0 0
0 0
1 0
0 1

 j =

(
1 0 0 0
0 −1 0 0

)

This tuple is stable since dim(span{im(i), A2(im(i))}) = 4 and
dim(span{im(jt), A2(im(jt))}) = 4. One has C2 = 0.

• with

B =


0 0 0 0
0 0 0 0
1 0 0 0
1 0 0 0


Then
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C =


0 0 0 0
1 0 0 0
1 −1 0 0
0 −1 0 0

 i =


0 0
1 0
1 −1
0 −1

 j =

(
1 0 0 0
0 1 0 0

)

This tuple is stable: One has

A2(im(i)) = span




1
0
0
0

 ,


−1
−1
0
0




thus span{im(i), A2(im(i))} is of dimension 4 and (S1) is satisfied. As in
the previous case also the transposed tuple satisfies (S1). One has C2 6= 0
but C3 = 0.

Lemma 5.1.2 Let A,B ∈ gl(V ) s.t. rk[A,B] = 2. If A,B is part of two
ADHM data (A,B, i, j) and (A,B, i′, j′), then there is an s ∈ GL(2) such that
(1, s)(A,B, i, j) = (A,B, ĩ, j̃).

Proof:

Consider 2 data (A,B, i, j) and (A,B, ĩ, j̃). Let C = [A,B] we show the claim
for C having Jordan normal form

C =


η 0 0 · · · 0
0 −η 0 · · · 0
0 0 0 · · · 0
...

...
...

. . .

0 0 0 · · · 0

 ,

for the other at most 2 Jordan normal forms one proves the claim in the same
way. In a basis where C has Jordan normal form we have

i =


i11 i12

i21 i22

0 0
...

...
0 0

 j =

(
j11 j12 0 · · · 0
j21 j22 0 · · · 0

)
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and ĩ, j̃ are of the same form. Let

ǰ =

(
j̃11 j̃12

j̃21 j̃22

)
and set ĵ =


ǰ−1

0
...
0


Then with s := jĵ we have (1, s)(A,B, i, j) = (A,B, ĩ, j̃), since j̃ĵ = 1.

This completes the proof.

5.2 Stable pairs

We show that (A,B, i, j) ∈ M̃reg
c (n) is not uniquely determined by the pair

(A,B). We therefore introduce the set of stable pairs S(n) and compute the
number of G-orbits in S(n) for n ≤ 4.

Lemma 5.2.1 If (A,B, i, j) represents an element of M̃reg
c (n), then rk(i) =

rk(j) = 1

Proof:

Since we know, that rk(i) = rk(j), see lemma 4.0.10, there are only two possi-
bilities. If rk(i) = rk(j) = 0, then the span of the common eigenvector of A and
B violates (S2).
This completes the proof.

Definition 5.2.2 Let (A,B) ∈ gl(n) × gl(n). Then (A,B) is called stable if it
satisfied the following two conditions:

(s1) There is no common eigenspace of At, Bt of dimension ≥ 2.

(s2) There is no common eigenspace of A,B of dimension ≥ 2.

We denote the set of conjugation classes of stable pairs of size n by S(n).

Lemma 5.2.3 For a given pair of matrices (A,B) with [A,B] = 0 there exists
i, j such that the ADHM datum (A,B, i, j) is stable if and only if (A,B) is stable.
In this case the GL(2)-orbit of i, j is not uniquely defined by (A,B).
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Proof:

Let (A,B) such that there are i, j such that (A,B, i, j) is stable. Suppose (A,B)
does not satisfy (s2), then since due to lemma 5.2.1 dim(ker(j)) = n − 1, S ∩
ker(j) =: S̃ 6= ∅, and S̃ violates (S2) for (A,B, i, j), which is a contradiction.
Now let (A,B) satisfy (s2), then the number of invariant subspaces of (A,B) is
finite. Therefore we can choose j such that non of these invariant subspaces is a
subspace of ker(j) and this choice is not unique.
(s1) is (s2) for (Bt, At). Thus (s1) is equivalent to (S2) for (Bt, At, jt, it), which
is equivalent to (S1) for (A,B, i, j).

This completes the proof.

Remark: Because of lemma 5.2.3 for a given stable pair (A,B) there are families
of pairs (i, j) such that (A,B, i, j) represents an instanton. Furthermore for a
generic choice of (i, j) and (i′, j′), (A,B, i, j) and (A,B, i′, j′) do not belong to
the same G-orbit. Therefore we will investigate the G action on stable pairs.

Lemma 5.2.4 There is a dense G-orbit in S(n). It consists of all diagonalizable
stable pairs.

Proof:

Let (A,B) = (diag(a1, · · · , an), diag(b1, · · · bn)). We show that we can map it to
(Ã, B̃) = (diag(1, 2, · · ·n), diag(−1,−2, · · · ,−n)). Since (A,B) is stable there is
a λ ∈ C such that A+λB = diag(ã1, ...., ãn) has no two dimensional eigenspace.
Let

p(x) :=
n∑
k=1

pk(x) =
n∑
k=1

(−k − bk)
n∏

i=1;i 6=k

x− ãi
ãk − ãi

and a = (x, y) 7→ (A + λB,B). Then ep(a(A,B)) = (A + λB, B̃). Now we map
(A+ λB, B̃) to (B̃, A+ λB) which is mapped by ep̃ to (B̃, Ã) where

p̃(x) :=
n∑
k=1

pk(x) =
n∑
k=1

(k − ãk)
n∏

i=1;i 6=k

x+ i

i− k

Since the G-action preserves the condition of being diagonalizable there are no
further pairs in this orbit

This completes the proof.
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5.3 M̃reg
c (2) and M̃reg

c (3)

Definition 5.3.1 Let (A,B) ∈ gl(n) × gl(n) and consider P2 as the scheme
Proj(C[λ0, λ1, λ2]). The subscheme Σ(A,B) ⊂ P2 given by homogeneous ideal
generated by

det(λ0A+ λ1B − λ21)

is called the spectral scheme of (A,B). We set supp(Σ(A,B)) =: Σ̃(A,B) and called
it the spectral curve.

Since Σ(A,B) is invariant under conjugation of (A,B) this is a well defined object
for (A,B)GL(n), the GL(n)-orbit of (A,B).

Lemma 5.3.2 There are two G-orbits in S(2). They are characterized by the
spectral curves of their elements: One orbit consists of classes of stable pairs such
that their spectral curves consist of two non identical lines (the dense orbit), the
other one of classes of stable pairs with a line as spectral curve.

Proof:

If AGL(2) and BGL(2) of a class (A,B)GL(2) have only one eigenvalue each, then
one of them must not be a multiply of the identity, say AGL(N), since otherwise
the pair would not be stable. Thus (A,B)GL(2) has a representative

A =

(
a α
0 a

)
B =

(
b β
0 b

)
with α 6= 0, and we can assume a 6= 0. We perform the following mappings:
(x, y)→ (x, y + 1− b

a
x) and (x, y) 7→ (x, y + (1− (β

α
− b

a
)(x− a)) then we get((

a α
0 a

)
,

(
1 1
0 1

))

then we act with (x, y) 7→ (y, x) and use mappings like above to get((
1 1
0 1

)
,

(
1 1
0 1

))
This completes the proof.

Lemma 5.3.3 There are three G-orbits in S(3). They are characterized by the
degree of the spectral curve.
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Proof:

If A and B have both one eigenvalue only, we have to consider the following
cases:

1. One of the two classes AGL(3), BGL(3) say AGL(3) has only one Jordan block,
then there is a representative of (A,B)GL(3) of the form

A =

 a α δ
0 a α
0 0 a

 , B =

 b β γ
0 b β
0 0 b

 .

with α 6= 0. All these classes belong to the same orbit: We perform the
following mappings: (x, y) 7→ (x, y + (1− b

a
x)); (x, y) 7→ (x, y + (1− (β

α
−

a
b
)(x− a)) and (x, y) 7→ (x, y + (1− ( γ

2δ
− b

a
)(x− a)2) to get a α δ

0 a α
0 0 a

 ,

 1 1 1
0 1 1
0 0 1

 .

After an interchange of the matrices we perform similar mappings to get 1 1 1
0 1 1
0 0 1

 ,

 1 1 1
0 1 1
0 0 1

 .

2. One of the two classes AGL(3), BGL(3) say AGL(3) has 2 Jordan blocks, then
there is a representative

A =

 a 0 0
0 a 1
0 0 a

 B =

 b 0 γ
α b β
0 0 b


of (A,B)GL(3). If α = 0 then with S = span{e1, e2} we violate condition
(s2). If γ = 0 we violate condition (s1) with S = span{e1, e3}. The
equation

B(v) = b · v +

 γv3

αv1 + βv3

0


therefore shows that B has only one eigenvector. Thus if we permute A,B
and bring B in Jordan normal form, we are in situation 1).
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If one of the matrices A,B has two different eigenvalues, we can assume that

A =

 a1 0 0
0 a2 1
0 0 a2

 B =

 b1 0 0
0 b2 β
0 0 b2


with a1 6= a2. By multiplying the polynomials, that we used for charge 2 with
(x−a1) and then acting with the appropriate multiply of (x−a2)2, interchanging
the matrices and repeating the same process, we reach 2 0 0

0 1 1
0 0 1

 ,

 2 0 0
0 1 1
0 0 1

 .

The G-action preserves the common invariant subspaces of A and B. Therefore
these pairs form a second orbit. The third is the dense one.

This completes the proof.

5.4 M̃reg
c (4)

In charge 4 the spectral curve does not suffice to characterize the existing G-orbits
in S(4):

Lemma 5.4.1 Let ∆ ⊂ S(4) be the set of classes of stable pairs that have a line
as spectral curve. Then there are two G-orbits in ∆.

Proof:

We have to consider the following cases:

1. One of the two classes AGL(4), BGL(4) say AGL(4), has only one Jordan block,
then we act as we did in the case of charge 3: A representative of (A,B)GL(4)

is

A =


a 1 0 0
0 a 1 0
0 0 a 1
0 0 0 a

 B =


b α β γ
0 b α β
0 0 b α
0 0 0 b

 .

We can always map (A,B) to
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
1 1 0 0
0 1 1 0
0 0 1 1
0 0 0 1

 ,


1 1 0 0
0 1 1 0
0 0 1 1
0 0 0 1



by acting with (x, y) 7→ (x+ (1− a), y + (1− b)) and (x, y) 7→ (x, y + (1−
α)(x − 1) − β(x − 1)2 − γ(x − 1)3). Thus all these classes of pairs belong
to one orbit O1.

2. One of the two classes AGL(4), BGL(4) say AGL(4) has a Jordan block of size
1 and a Jordan block of size 3, then there is a representative

A =


a 0 0 0
0 a 1 0
0 0 a 1
0 0 0 a

 B =


b 0 0 η
τ b β δ
0 0 b β
0 0 0 b



Stability implies τ 6= 0 and η 6= 0. By using (x, y) 7→ (x, y − β(x − a1) −
δ(A− a1)2) followed by a conjugation with diag(1, τ, τ, τ), which is in the
stabilizer of A, we get

B̃ =


b 0 0 ξ
1 b 0 0
0 0 b 0
0 0 0 b

 .

with ξ = τη 6= 0. We will show after considering the last case, that these
pairs belong to a second orbit O2.

3. One of the two classes AGL(4), BGL(4) say AGL(4) has two Jordan blocks
of size 2. Since the choice of B is unique only up to conjugation with
StabGL(4)A, we can choose a representative

A =


a 1 0 0
0 a 0 0
0 0 a 1
0 0 0 a

 B =


b α δ γ
0 b 0 δ
0 η b β
0 0 0 b


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Because (A,B) has to be stable we need δ 6= 0. The equation

B(v) = b · v +


αv2 + δv3 + γv4

δv4

ηv2 + βv4

0

 .

shows that B has a 2 dimensional eigenspace if and only if η = 0. Therefore
(A,B)GL(4) ∈ O1 if η 6= 0. So let η = 0. A,B have a two dimensional
eigenspace each, and the intersection of these eigenspaces is of dimension
one. These eigenspace conditions are preserved by the G-action. Therefore
(A,B)GL(4) cannot belong to O1. So we have found that there is at least
one other orbit. We show, that all pairs of this form belong to one orbit:

A conjugation with

g =


1 γ

δ
0 0

0 1 0 0
0 0 δ−1 0
0 0 0 δ−1



which is in StabGL(4)A and an action of (x, y) 7→ (x, y − α(x− a)) maps B
to

B̃ =


b 0 1 0
0 b 0 1
0 0 b ξ
0 0 0 b

 .

If ξ = 0 which means α = β, then A and B have both two Jordan blocks
of size 2. By acting with (x, y) 7→ (x− a, y − b) we can map any such pair
to the class having the representative


0 1 0 0
0 0 0 0
0 0 0 1
0 0 0 0

 ,


0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0

 .
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Thus they belong to one orbit O2. If ξ 6= 0 then B̃ has a Jordan block of
size 3, since (B̃ − b1)2 6= 0. Therefore after permuting A and B̃ we have
mapped (A,B)GL(4) to a class of 2).

Now we show, that we can map

A =


a 1 0 0
0 a 0 0
0 0 a 1
0 0 0 a

 B =


b 0 1 0
0 b 0 1
0 0 b 0
0 0 0 b


to 

a 0 0 0
0 a 1 0
0 0 a 1
0 0 0 a

 ,


b 0 0 ξ
1 b 0 0
0 0 b 0
0 0 0 b

 .

For any given ξ 6= 0. That shows, that all classes of 2. and 3. belong to O2.
At first we map (A,B) to (Cλ, D) := (A− λB,A+B). For the moment we only
assume λ 6= 0. Let

M :=


0 1 0 0
λ 0 1

2
λ

1 0 − 1
2λ

1
0 0 0 − 1

2λ

 ,

then we have with cλ = a− λb and d = a+ b

CM
λ =


cλ 0 0 0
0 cλ 1 0
0 0 cλ 1
0 0 0 cλ

 ; DM =


d 0 0 −1+λ

4λ2

1 + λ d λ−1
2λ

1 + λ
0 0 d λ−1

2λ

0 0 0 d

 .

Thus (CM
λ , D

M) is of the form 2. Using the same maps as there we can map
(CM

λ , D
M) to 


a 0 0 0
0 a 1 0
0 0 a 1
0 0 0 a

 ,


b 0 0 − 1

4λ2

1 b 0 0
0 0 b 0
0 0 0 b


 .
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Thus for a given ξ we have to choose λ = i
2
ξ−

1
2 .

This completes the proof.

As explicitly done in the proof of charge 3 one can ”manipulate” the matrices A
and B in each common generalized eigenspace separately. Therefore we get

Corollary 5.4.2 There are 6 G-orbits in S(4): One s.t. a pair belonging to it
has 4 lines, one s.t. a pair belonging to it has 3 lines, two s.t. a pair belonging
to it has 2 lines and two s.t. a pair belonging to it has 1 line as spectral curve.
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Chapter 6

The G-action on Mreg
nc (2) and

Mreg
nc (3)

6.1 A dense orbit in Mreg
nc (n)

The adjoint action of GL(n) on gl(n)×gl(n) is a symplectic action with moment
map m : gl(n)× gl(n)→ gl(n); m((A,B)) = [A,B].
In [A1] Artamkin shows the following lemma:

Lemma 6.1.1 Let 0 6= C ∈ gl(n). Then there is a dense G-orbit OC∗C in
m−1(C∗C). If a pair (A,B) ∈ gl(n)× gl(n) satisfies

(i) [A,B] ∈ C∗C,

(ii) Σ(A,B) is reduced,

(iii) there is no common invariant subspace of A and B,

then (A,B) ∈ OC∗C.

Considering conjugation classes Artamkins lemma becomes

Corollary 6.1.2 Let 0 6= CGL(n) ∈ gl(n)/GL(n). There is a dense G-orbit
OC∗CGL(n) in {(A,B)GL(n)|∃k ∈ C∗ such that [A,B]GL(n) = kCGL(n)} containing
the conjugation classes of pairs satisfying

(i) Σ(A,B) is reduced,

(ii) there is no common invariant subspace of A and B.
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This lemma is the key for our further investigations. Since one easily obtains,
that a pair (A,B) corresponding to an element of M̃reg

nc (n) for n ≤ 4 satisfies
condition (ii) of corollary 6.1.2 (see the end of the next subsection), everything
of what follows is done in order to show that there is no instanton of charge ≤ 4
having a spectral scheme, which is non reduced. This together with the examples
of chapter 5.4 will show that there are exactly n−1 G-orbits in M̃reg

nc (n) for n ≤ 4.

6.2 The spectral scheme

The restriction of a locally free sheaf E of rank 2 on P2 with (c1, c2) = (0, n) to
a generic line is trivial (see [OSS]). The dual of the lines, for which this is not
the case, so called jumping lines, form a curve in P∗2, the jumping curve, which
we denote by Σ̃E. It is the support of the scheme ΣE called the jumping scheme
defined below. We show, that the jumping curve of a locally free sheaf E is the
same as the spectral curve Σ̃(A,B) of the corresponding (A,B, i, j), considered as
a curve in P∗2. Therefore the spectral scheme of a locally free sheaf E is non
reduced if and only if the jumping scheme is. Furthermore we sketch how one
shows that even ΣE = Σ(A,B).
In chapter 5 we considered the spectral scheme as a subscheme of P2 and we
chose an arbitrary coordinate ring C[λ0, λ1, λ2], which induced homogeneous co-
ordinates (λ0 : λ1 : λ2) on P2. But when we considered the relation between
instantons an torsion free sheaves we fixed coordinates (z0 : z1 : z2) on P2 and we
set l∞ = {z0 = 0}. Therefore we define the spectral scheme as the subscheme of
P∗2 = Proj(C[ν0, ν1, ν2]) corresponding to the dual coodinates (ν0 : ν1 : ν2) given
by the ideal generated by

det(−ν01 + ν1A+ ν2B).

Lemma 6.2.1 Let E be a locally free sheaf of rank 2 on P2 with (c1, c2) = (0, n)
trivial at l∞ and ADHM datum (A,B, i, j) and l a line in P2 such that ľ = (ν0 :
ν1 : ν2). Then l is a jumping line of E if and only if det(−ν01 + ν1B+ ν2A) = 0.

Proof:

l is a jumping line if and only if there is a s ∈ H0(E|l) that has a zero. In the
proof of lemma 4.0.9 we have seen that there is an isomorphism φ : H0(E|l) →
H0(ker(b)), an inclusion H0(ker(b)) ↪→ W , and that if φ(s) = w ∈ W then s
vanishes at p ∈ l if and only if there is a v ∈ V such that ap(v) = w. But for any
point q ∈ l one has bq(w) = 0, thus s vanishes at p if and only if
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bq(ap(v)) = 0 ∀ q ∈ l (6.2.1)

Furthermore we have the monad condition bq(aq(v)) = 0 and since a and b are
linear in q, 6.2.1 is equivalent to

bq(ap(v)) = 0 for any two points p, q ∈ l; p 6= q (6.2.2)

So let ľ be given by (ν0 : ν1 : ν2) such that ν0 6= 0. Then with p = (−ν1
ν0

: 1 : 0)
and q = (−ν2

ν0
: 0 : 1) we get

b(p2)a(p1) =
(

ν2
ν0
A− 1, −ν2

ν0
B, −ν2

ν0
i
) −ν1

ν0
B + 1

−ν1
ν0
A

ν1
ν0
j

 =

= −ν1ν2
ν20
AB + ν1

ν0
A+ ν2

ν0
B − 1 + ν1ν2

ν20
BA− ν1ν2

ν20
ij =

= ν1ν2
ν20

([A,B] + ij) + ν1
ν0
A+ ν2

ν0
B − 1 = ν1

ν0
A+ ν2

ν0
B − 1

If ν0 = 0 we can choose two other points to show the result.

This completes the proof.

Consider the standard construction

q
D ⊂ P2 × P∗2 → P2

↓ p
P∗2

In general for a torsion free sheaf F the net of F (see [B1]), which is the second
arrow in

0→ H1(F(−2))⊗OP∗2(−1)→ H1(F(−1))⊗OP∗2 → R1p∗(OD ⊗ q∗F(−1))→ 0

defines the jumping scheme

ΣF := Fitt0(R1p∗(OD ⊗ q∗F(−1)))

While the Kronecker modul of F , which is given by −ν01+ν1A+ν2B, see [OSS]
pp. 322 and [LPH], the second arrow of
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0→ H1(F(−2))⊗OP∗2(−1)→ H1(F(−1))⊗OP∗2 → Exp1

p
(q∗(F(1)),OD)→ 0

where Ext1p(−,H) = R1(p ◦Hom(−,H)) defines the spectral scheme of the pair
(A,B) corresponding to F , i.e.

Σ(A,B) = Fitt0(Exp1

p
(q∗(F(1)),OD)).

For a locally free E the sheaves R1p∗(OD ⊗ q∗E(−1)) and Exp1

p
(q∗(E(1)),OD)

are isomorphic:
The exact sequence of low degree for the Grothendieck spectral sequence of p∗ ◦
Hom(−,OD) applied to a coherent sheaf H is

0→ R1p∗(Hom(H,OD))→ Ext1p(H,OD)→ p∗Ext
1(H,OD)→

But for a locally free E, q∗(E(1)) is locally free as well and therefore

Ext1(q∗(E(1)),OD) = Ext1(O,OD)⊗ (q∗(E(1)))∗ = 0,

because Ext1(O,OD) = 0, which one deduces from applying Hom(O,−) to the
resolution of D

sD
0 → OP2×P∗2(−1,−1) → OP2×P∗2 → OD → 0.

Therefore

Ext1p(q
∗(E(1)),OD) ∼= R1p∗(Hom(q∗(E(1)),OD)) ∼= R1p∗(q

∗(E(−1))⊗OD)
(6.2.3)

since E is selfdual in this case. Thus for a locally free sheaf E the two sheaves are
isomorphic and therefore the net and the Kronecker module of E are the same.
For a not locally free F these sheaves do not have to be isomorphic but since
we have shown that setsupp(Ext1p(q

∗(F(1)),OD))) = setsupp(R1p∗(q
∗(F(−1))⊗

OD))) and R1p∗(q
∗(F(−1))⊗OD) and Ext1p(q

∗(F(1)),OD) have the same Chern
class, one has

Fitt0(R1p∗(q
∗(F(−1))⊗OD)) = Fitt0(Exp1

p
(q∗(F(1)),OD)).
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see [LPH].
The net of a locally free E ∈ M(4), which in our notation is (A,B,1) has no
invariant subspace of dimension or codimension 1 (see for example [A2], thm.
1). Therefore for n ≤ 3 condition (ii) of corollary 6.1.2 is trivially satisfied. For
n = 4 the only possibility for a pair (A,B) corresponding to E not to satisfy (ii)
of corollary 6.1.2 would be to have a two dimension invariant subspace, i.e.

A =

(
A1 A2

0 A3

)
, B =

(
B1 B2

0 B3

)

with Ak, Bk 2× 2 matrices. The commutator [A,B] = C is also of such a form,
and since C = −ij stability implies that rk(C1) = rk(C3) = 1. Considering
A1 in Jordan normal form the equation C1 = [A1, B1] together with rk(C1) = 1
induces that B1 is also upper triangular. Therefore we would have a invariant
subspace of dimension one, a contradiction. So a pair (A,B) representing an
element ofMreg

nc (4) satisfies condition (ii) of corollary 6.1.2 and we only have to
investigate whether there are elements of Mreg

nc (n) for n ≤ 4, that have a non
reduced spectral scheme.

6.3 Spectral schemes of elements of M̃reg
nc (2) and

M̃reg
nc (3)

Now we will show, that there is one G-orbit inMreg
nc (2) and two orbits inMreg

nc (3).
To do that, we need the following lemma:

Lemma 6.3.1 Let F be a coherent sheaf on P2 that is the quotient of two locally
free sheaves L1, L2 of rank k:

φ
0 → L1 → L2 → F → 0.

(6.3.1)

Let p ∈ supp(Fitt0(F)) but p /∈ supp(Fitt1(F)) and U ' C2 an open neighbor-
hood of p with coordinates (x1, x2) and p = (0, 0). Then Fitt0(F) is singular at
p if and only if

∂φ

∂xi
(p)(kerφ(p)) ⊂ im(φ(p)) for i = 1, 2

Proof:
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One has codim(F) = 1, because applying Hom(−,O(−3)) to 6.3.1 gives
Ext2(F ,O(−3)) = 0, which is due to 2.4.1 a contradiction to codim(F) = 2.
So Fitt0(F) is singular at p if and only if TFitt0(F),p is of dimension 2. Let
U = Spec(C[x1, x2]). Then p corresponds to the maximal ideal (x1, x2) and
T ∗Fitt0(F),p is isomorphic to (x1, x2)/(x1, x2)2 as a C vector space. A subscheme

of U given by an ideal (f) with f ∈ C[x1, x2] is singular a p if and only if
f ∈ (x1, x2)2, therefore dimC(TFitt0(F),p) = 2 if and only if

∂ det(φ)

∂xi
(p) = 0 for i = 1, 2

For i = 1 this means

det(φ)(ε, 0) = O(ε2) (6.3.2)

for infinitesimal ε. Since p /∈ supp(Fitt1(F)) one has rk(φ(p)) = k−1. Therefore
6.3.2 is equivalent to

∃v ∈ V s.t φ(ε, 0)v = O(ε2) (6.3.3)

where we identify the fibers of L1 and L2 at p with the vector space V . Let
v = u+ εũ with u ∈ ker(φ(p)) then 6.3.3 becomes

φ(ε, 0)(u+ εũ) = φ(0, 0)u+ εφ(0, 0)ũ+ ε
∂φ

∂x1

(0, 0)u+O(ε2) (6.3.4)

So 6.3.3 is satisfied if and only if ∂φ
∂x1

(p)(kerφ(p)) ⊂ im(φ(p)). The same is true
for i = 2

This completes the proof.

Proposition 6.3.2 The action of G on M̃reg
nc (2) is transitive.

Proof:

a ∈ A2 maps a non reduced component to a non reduced component and A2 acts
transitive on the set of lines in P2, therefore we can assume that the non reduced
spectral scheme is given by (ν2

0). That means rk(ν1A+ν2B) ≤ 1 ∀(ν1, ν2) 6= (0, 0),
and since rk(A) = 0 or rk(B) = 0 would be a contradiction to [A,B] 6= 0 we
have rk(A) = rk(B) = 1. Therefore the points (0 : 1 : 0) and (0 : 0 : 1) do
not belong to Fitt1(F), where F is the sheaf corresponding to the instanton
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uniquely defined by (A,B), so we can apply lemma 6.3.1 at these 2 points. With
φ = −ν01 + ν1A+ ν2B we get for p = (0 : 0 : 1)

dφ

dν1

= A
dφ

dν0

= −1

and for p = (0 : 1 : 0)

dφ

dν2

= B
dφ

dν0

= −1

Since dφ
dν0

= −1 lemma 6.3.1 induces ker(A) ⊂ im(A). So with a basis such that

span{e1} = ker(A) and dφ
dν2

= B we get

A =

(
0 ∗
0 0

)
, B =

(
∗ ∗
0 ∗

)

Which is a contradiction to rk[A,B] = 2.

This completes the proof.

Proposition 6.3.3 There are two G-orbits in M̃reg
nc (3).

Proof:

As in the proof of lemma 6.3.2 we can assume that the non reduced component of
the spectral scheme is given by the ideal (ν2

0), so rk(ν1A+ ν2B) ≤ 2 ∀(ν1, ν2) 6=
(0, 0). rk(ν1A + ν2B) ≤ 1 ∀(ν1, ν2) 6= (0, 0) is impossible since rk[A,B] = 2,
rk(ν1A + ν2B) = 2 for a generic (ν1, ν2). The subgroup of A2 that preserves
the line ν2 = 0 moves the points on this line, therefore we can assume rk(A) =
rk(B) = 2. This means that the points (0 : 1 : 0) and (0 : 0 : 1) do not belong to
Fitt1(F), therefore we can apply lemma 6.3.1 at these 2 points. One again with
φ = −ν01 + ν1A+ ν2B we get

dφ

dν1

= A
dφ

dν2

= B
dφ

dν2

= −1

Since dφ
dν0

= −1 lemma 6.3.1 induces ker(A) ⊂ im(A) and ker(B) ⊂ im(B). We

show, that a regular instanton with Proj(C[ν0, ν1, ν2]/(ν2
0)) ⊂ Σ(A,B) does not

exist: We have to consider 2 cases.

1. ker(B) ⊂ im(A):
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• ker(B) = ker(A)

We choose a basis of V such that span{e1} = ker(A) and
span{e1, e2} = im(A): Thus

A =

 0 ∗ ∗
0 ∗ ∗
0 0 0

 B =

 0 ∗ ∗
0 ∗ ∗
0 ∗ ∗


then

[A,B] =

 0 ∗ ∗
0 ∗ ∗
0 ∗ ∗


But this means, that j1 = 0. Therefore by setting S = span{e1} the
stability condition (S2) is violated.

• ker(b) 6= ker(A) :

Then we choose e1, e2 such that span{e1} = ker(A), span{e2} =
ker(B) and span{e1, e2} = im(A). Since dφ

dν2
= B we need b31 = 0

due to lemma 6.3.1:

A =

 0 ∗ ∗
0 ∗ ∗
0 0 0

 B =

 ∗ 0 ∗
∗ 0 ∗
0 0 ∗


then

[A,B] =

 ∗ ∗ ∗∗ ∗ ∗
0 0 0


But this means, that i3 = 0. Therefore by setting S = span{e1, e2}
the stability condition (S1) is violated.

2. ker(B) * im(A):

Then we choose a basis such that span{e1} = ker(A), span{e3} = ker(B)
and span{e1, e2} = im(A).

A =

 0 ∗ ∗
0 ∗ ∗
0 0 0

 B =

 ∗ ∗ 0
∗ ∗ 0
0 ∗ 0


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We compute the generator of the Fitting ideal:

det(φ) = ν0(ν0 + ν2b11)(ν0 + ν2b22 + ν1a22) + ν1ν
2
2a13b21b32

−(ν0 + ν2b11)ν1ν2a23b32 − ν0ν2b21(ν2b12 + ν1a12)
(6.3.5)

ker(B) ⊂ im(B) implies b32 6= 0. To get a spectral scheme with component
given by (ν2

0) the first summand of 6.3.5 must have a factor ν2
0 and the

other summands have to vanish. There are two possibilities for a factor ν2
0

in ν0(ν0 + ν2b11)(ν0 + ν2b22 + ν1a22):

• b11 = 0:

The third summand of 6.3.5 vanishes only if a23 = 0. Therefore the
second summand of 6.3.5 vanishes if a13b21 = 0. But if b21 = 0 then
rk(B) < 2, and if a13 = 0 then rk(A) < 2.

• b22 = a22 = 0:

The last three summands again only vanish if a23 = 0 and a13b21 = 0
and one gets the same contradiction as before.

This completes the proof.
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Chapter 7

Stability of locally free sheaves
corresponding to instantons

7.1 Stability of torsion free sheaves

We will introduce the notation of µ- and G- (semi)stability for a torsion free
sheaf on Pm and show, that in the case P2 for a locally free E of rank 2 with
(c1(E), c2(E)) = (0, n), (which means, that E corresponds to a regular instanton
due to lemma 4.0.10) the conditions rk[A,B] = 2, µ-stable and G-semistable are
equivalent.

7.1.1 Stability on curves

Consider a smooth plane curve C and let F be a torsion free and therefore locally
free sheaf on it, then the degree of F is defined as

d(F) := χ(F)− rk(F) · χ(OC)

This just extends the definition of the degree of a line bundle on C, since for a
given divisor D one has d(LD) = deg(D)

Definition 7.1.1 In the above setting we define the slope of F :

µ(F) := d(F)
rk(F)

F is called (semi)stable if and only if for any coherent F ′ ⊂ F one has

µ(F ′) < µ(F) resp. µ(F ′) ≤ µ(F)
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We can express this in terms of the Hilbert polynomial PF(n) := χ(F(n)). On
the curve one has

PF(n) = rk(F) · degC · n+ χ(F)

Therefore
0 ≤ µ(F)−µ(F ′) = χ(F)

rk(F)
−χ(OC)−( χ(F ′)

rk(F ′)−χ(OC)) = χ(F)
rk(F)

− χ(F ′)
rk(F ′)±degC ·n =

PF (n)
rkF −

PF′ (n)

rkF ′ := pF(n)− pF ′(n)

where pF(n) is the reduced Hilbert polynomial of F . Thus the semistability
condition is equivalent to

pF ′(n) ≤ pF(n).

7.1.2 Stability on Pm
Because of that two equivalent conditions for stability on curves there are two
kinds of generalizations of stability for a torsion free sheaf F on P2:

(1) µ-semistability: µ(F ′) ≤ µ(F) for any coherent F ′ ⊂ F .

(2) G-semistability: i.e. pF ′(n) ≤ pF(n) for any coherent F ′ ⊂ F .

where we define µ(F) := c1(F)
rk(F)

, since d(F|l) = c1(F) for a general line l ⊂ P2.
These are also the definitions of stability on P2. The reduced Hilbert polynomial
for a sheaf F on P2 reads

pF(n) = τ1n
2 + (µ(F) + τ2)n+ χ(F)

with constants τ1, τ2 (see [LP3]). Thus we can easily compare these two stabilities:

G−semistable ⇒ µ-semistable
⇑ ⇑

G-stable ⇐ µ-stable

Furthermore there is a characterization of µ-(semi)stability for sheaves of rank 2
on Pn by cohomology: For a sheaf F set kF s.t. c1(F(kF)) is 0 or −1. We call
F(kF) the nomalization of F .

Lemma 7.1.2 ([OSS] Ch.2, Lemma 1.2.5) Let F be a torsion free sheaf of rank
2 on Pn. Consider the conditions

1. F is µ-stable.
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2. H0(Fnorm) = 0.

Then we have the implication 1)⇒2). If F is furthermore reflexive one also has
2)⇒1). The same is true for the conditions

1. F is µ-semistable.

2. H0(Fnorm(−1)) = 0.

Lemma 7.1.3 For a torsion free sheaf F of rank 2 on P2 with (c1, c2) = (0, n)
and corresponding tuple (A,B, i, j) one has rk[A,B] = 2 if and only if H0(F) =
0.

Proof:

From the sequence (which comes from the monad of F)

0→ V ⊗O(−1)→ ker b→ F → 0

we get since H0(O(−1)) = H1(O(−1)) = 0

H0(ker b) ∼= H0(F)

Applying the cohomology functor to

b
0 → ker b → W ⊗O → V ⊗O(1) → 0

we get

b∗
0 → H0(ker b) → H0(W ⊗O) → H0(V ⊗O(1))

Thus H0(ker b) = H0(F) = 0 if and only if b∗ is injective. With the notation
of the proof of 4.0.9, W = V ⊕ V ⊕ W̃ , b =

∑
zibi, H

0(W ⊗ O) = W and
H0(V ⊗O(1)) = V ⊗H0(O(1)) we get

b∗(v1 ⊕ v2 ⊕ w) = (Bv2 − Av1 + iw)⊗ z0 + v2 ⊗ z1 − v1 ⊗ z2

Thus b∗ is not injective if and only if there is a w ∈ W̃ such that iw = 0. But
that means, that rk(i) < 2, which implies rk(ij) < 2 and therefore rk[A,B] < 2
if and only if H0(F) 6= 0.

This completes the proof.
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Lemma 7.1.4 [OSS] Let E be a locally free sheaf of rank 2 on P2 with (c1, c2) =
(0, n) with n > 0. Then E is µ-stable if and only if it is G-semistable.

Proof: We only have to show, that G-semistability induces µ-stability. For any
F ∈ M̃(n) one has H0(E(−1)) = 0. Suppose E is not µ-stable, i.e. H0(E) 6= 0.
Let s be a global section of E. Since H0(E(−1)) = 0, Lemma 2 of [B1] implies,
that the zeros of s must be of codim. 0 or 2. Since E is locally free an almost
everywhere vanishing section must vanish identically. Therefore we only have to
consider codim. 2. Set Y := (s)0. We have

s
0 → O → E → K → 0

(7.1.1)

If Y is empty then the restriction of 7.1.1 to any point p ∈ P2 is exact, which
means Tor1(K,Op) = 0, thus by lemma 2.5.1 K is locally free: K = O(i). But
from 7.1.1 we get as well ch(K) = 1 − n2h2 which can only be satisfied with
i = n = 0. This contradicts the assumption n > 0.

If Y is not empty, we get K = JY , the ideal sheaf of Y . Then the G-semistability
gives:

χ(O(k)) = PO(k) ≤ PE(k)
2
≤ PJY (k) = χ(JY (k)) = χ(O(k))− χ(OY (k))

⇒ χ(OY (k)) ≤ 0

But for k � 0 this is H0(OY (k)) due to Serres vanishing theorem, and due to
his theorem A OY (k) is then generated by global sections, which implies the
contradiction H0(OY (k)) > 0.

This completes the proof.

Corollary 7.1.5 There are bijections between the following sets:

• Locally free G-semistable sheaves of rank 2 on P2 with (c1, c2) = (0, n)
trivial at l∞.

• Locally free µ-stable sheaves of rank 2 on P2 with (c1, c2) = (0, n) trivial at
l∞.

• M̃reg
nc (n)
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7.2 G and the Cremora group

Let Cr(P2) denote the group of biregular automorphism of P2 with homogeneous
coordinates (z0 : z1 : z2). Under the identification C2 = {(1 : z1 : z2)} with affine
coordinates (x, y) the elements of G uniquely extend to elements of Cr(P2) in
the following way:

((x, y) 7→ (µ0x+µ1y+µ2, ν0x+ν1y+ν2))→

 1 0 0
µ2 µ0 µ1

ν2 ν0 ν1

 ∈ PGL(3) ⊂ Cr(P2)

((x, y) 7→ (x, y + xm))→ ((z0 : z1 : z2) 7→ (zm0 : zm−1
0 z1 : zm−1

0 z2 + zm1 ))

Therefore one can consider G as a subgroup of Cr(P2). Artamkin shows in [A2]
the following:

Theorem 7.2.1 There is a well defined action of G ⊂ Cr(P2) on the set of µ-
stable locally free sheaves E with c1(E) = 0, c2(E) = n trivial at l∞. The bijection
between µ-stable locally free sheaves and its Kronecker modules given by theorem
4.0.5 is G-equivariant.

We give a sketch of the proof: Since a ∈ A2 is a bijection of P2 preserving l∞,
a∗(E) is well defined and locally free. Since a is just a coordinate transformation
a look at the monad of E, that defines A,B shows the A2-equivariance.
The non trivial part is the E-action. exm is not a bijection of P2, therefore we
cannot consider the push forward of E under exm . But since it is a birational
map, there is a projective surface X and a diagram

X
ξ ↙ ↘ η
P2 → P2

exm

with regular maps ξ, η (See [Sh2],p.210). Thus one defines (exm)∗(E) :=
η∗(ξ

∗(E)). ξ consists of the following 2m − 1 σ-processes: 1. blow up the point
(0 : 0 : 1), denote the exceptional divisor by C1. 2. blow up the intersection point
of C1 and the proper preimage of l∞ with exceptional divisor C2. 3. blow up
the intersection point of C2 and the proper preimage of C1. . . m. blow up: blow
up the intersection point of Cm−1 and the proper preimage of C1. Let X̃ be the
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surface resulting from this m σ-processes and D the zero set divisor of the map
X̃ → P2 resulting from (z0 : z1 : z2) 7→ zm−1

0 z2 + zm1 . The following σ-processes
are blow ups of D resp. its proper preimage and the exceptional divisor of the
blow up before.
η consists of the blow downs of the preimages of the following divisors in the
following order: l∞, C1, C2, . . . , C2m−2. Since the blow ups and blow downs com-
mute one can perform after the first blow up, which makes P2 to the rational
ruled surface F1 the second blow up followed by the first blow down, which leads
to F2. In this way one can factor exm through Fm:

Fm
ξ̃ ↙ ↘ η̃
P2 → P2

exm

with regular maps ξ̃, η̃ and (exm)∗(E) = ξ̃∗(η̃
∗(E)). Let ψi : Fi−1 → Fi be the

birational map resulting from a blow up blow down process. Now Artamkin
shows that there is an isomorphism between the set of stable bundles on Fi and
Fi−1 respectively the stable bundles on F1 and P2 trivial on certain divisors, and
a 1-to-1 correspondence of those stable bundles and stable nets, which are linear
maps

V ⊗H0(OFi(C + (i)f))→ V ∗

with n dimensional vector spaces V, V ∗ and C, f being generators of the Pi-
card group of Fi. Furthermore he shows that under the natural inclusion
H0(OFi−1

(C + (i− 1)f)) ↪→ H0(OFi(C + if)) for a stable bundle E on Fi−1 with
net (γ0, γ1, γ2) the restriction of the net of (ψi)∗(E) to H0(OFi−1

(C + (i− 1)f))
and the net of E coincide and that the net of (ψi)∗(E) is uniquely determined
by its restriction to H0(OFi−1

(C + (i− 1)f)).
Because of these facts and the circumstance that the lines z0 = 0 and z1 = 0 are
invariant under the resolution of emx one get exm(γ0) = γ0 = 1 and exm(γ1) = γ1 =
A. exm(γ2) is obtained in the following way: One has η∗(Sz2) * ξ∗(H0(OP2(1))),
where Sz2 ⊂ H0(OP2(1)) consist of the section with {z2 = 0} as zero set divisor.
But for a representative s2 ∈ Sz2 one gets η∗(s) = ξ∗(s)+t where t ∈ H0(OFi(C+
(i)f)) has a zero set divisor of the form C + mf2. Furthermore for s1 ∈ Sz1 the
zero set divisor of ξ∗(s1) is C+mf1, where f1 and f2 are two different fibers of Fm,
and ξ∗(E) is trivial on f1. Now Artamkin shows that under this circumstances
one has γC+mf2 = γmC+mf1

= Am (see [A2] Prop. 5). Therefore exm(γ2) = B+Am,
which shows the equivariance of the E-action.
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Remark: It seems that this G-equivariance extends to the whole M̃(n). To
prove this, one has to ensure, that for torsion free sheaves on Fi trivial on the
exceptional divisors of the blow ups and blow downs one has a monad uniquely
determined by a datum (A,B, i, j) (for locally free sheaves those monads have
been investigated in [Bu]) and that even for non stable nets the formula of [A2]
Prop. 5 is true.
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Chapter 8

M̃reg
nc (4)

In this chapter we will show, that there is no element in M̃reg
nc (4) that has a

non reduced spectral scheme. In order to do that, we will consider the space of
certain coherent systems, which is a blow up of MGss(4) the set of G-semistable
torsion free sheaves with (c1, c2) = (0, 4), which includes under the identification
of theorem 4.0.5 M̃reg

nc (4).

8.1 Coherent systems

We give a summary of coherent systems and coherent cosystems without proofs.
They were introduced by LePotier in [LP1].

Definition 8.1.1 A coherent system (Γ,F) on Pn of dimension d consists of a
coherent sheaf F with dim(F) = d and a subspace Γ ⊂ H0(F).
A morphism of two coherent systems (Γ′,F ′) → (Γ,F), is a map f : F ′ → F
such that f∗(Γ

′) ⊂ Γ. (Γ′,F ′) is called coherent subsystem of (Γ,F) if there is a
morphism f : (Γ′,F ′)→ (Γ,F) of coherent systems that is injective.

Definition 8.1.2 Let F be a coherent sheaf on Pn of codimension d and let PPn
be the Hilbert polynomial of OPn and PF the Hilbert polynomial of F . We define
the reduced Hilbert polynomial of a coherent system (Γ,F) as follows:

p(Γ,F) :=
dim(Γ)PPn + PF

m(F)

where m(F) is the multiplicity of F .

Definition 8.1.3 A coherent system (Γ,F) is called semistable if and only if
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a) F is a torsion free sheaf on its support.

b) ∀(Γ′,F ′) ⊂ (Γ,F) we have

p(Γ′,F ′) ≤ p(Γ,F).

(Γ,F) is called semistable concerning (Γ′,F ′) if b) is satisfied for this fixed sys-
tem.

As it is shown in [LP1] one can define families of coherent systems over algebraic
varieties such that every fibre of such a family is a coherent system with a given
Chern character ch. In particular one can define a functor Syst(ch) from the
category of algebraic varieties to the category of sets for which there is a coarse
moduli space Syst(ch). Due to [LP1, Th. 4.12.] Syst(ch) is a projective algebraic
variety. It decomposes into the disjoint union of Syst(ch,m), where m = dim(Γ).

Dualizing the concept of coherent systems leads to so called coherent cosystems:

Definition 8.1.4 A coherent cosystem (Λ, E) of dimension d on Pn consists of a
coherent sheaf E of dimension d and a subspace Λ ⊂ Extc(E ,OPn) with c = n−d.
A morphism of coherent cosystems (Λ, E) → (Λ′, E ′) of dimension d is a map
f ∗ : Extc(E ′,OPn) → Extc(E ,OPn) induced by a map f : E → E ′ such that
f ∗(Λ′) ⊂ Λ, in particular if a map f induces a commutative diagram

Λ′ → Extc(E ′,OPn)
↓ ↓
Λ → Extc(E ,OPn)

.

Once again we define a reduced Hilbert polynomial and a stability condition for
them:

Definition 8.1.5 Let (Λ, E) be a coherent cosystem of dimension d on Pn. We
set

p(Λ,E) :=
dim(Λ)PPn − PE

m(E)
.

We call the cosystem semistable if

a) E is torsion free on its support.
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b) For any coherent cosystem (Λ′, E ′) E ′ of dimension d torsion free on its sup-
port such that there is a surjective f : E → E ′ that induces a morphism of
coherent cosystems (Λ, E)→ (Λ′, E ′) one has

p(Λ′,E ′) ≤ p(Λ,E).

We shall need the following results.

Lemma 8.1.6 (LP1, Lemma 5.8) A coherent cosystem (Λ, E) of dimension 1
on Pn is semistable if and only if the coherent system (Λ, Extn−1(E ,OPn)) is.

Lemma 8.1.7 (LP1, Prop 4.4) Let (Γ,F) be a semistable coherent system of
dimension d on Pn with Γ 6= 0. Then the evaluation map

Γ⊗OPn → F

has a cokernel of dimension < d.

Lemma 8.1.8 (LP1, Prop 5.3) Let (Γ, E) be a semistable coherent cosystem
of codimension d with Γ 6= 0. Then the cokernel of

Γ⊗OPn → Extd(E ,OPn)

is of codimension > d.

Furthermore in the special case of n = 2 one can reduce the semistability of the
coherent system (Γ,F) to the G-semistability of F :

Lemma 8.1.9 (LP1, Lemma 6.6) Let (Γ,F) be a coherent system on P2 with
dim(Γ) = rk(F). Then (Γ,F) is semistable if and only if F is G-semistable.

8.2 Instantons and coherent systems

Now we consider torsion free sheaves F on P2 with (c1, c2) = (0, 4). One has
ch(F(1)) = 2 + 2h− 3h2 and χ(F) = 2. And since h2(F(1)) = 0 (see the proof
of 4.0.6) we find that Syst(2 + 2h− 3h2) 6= ∅. The following theorem is based on
[LP1], Theorem 5.11.

Theorem 8.2.1 There is a bijection

Syst(2 + 2h− 3h2, 2) ∼= Syst(2h+ 3h2, 2)
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Proof:

We construct two maps:

Ψ : Syst(2 + 2h− 3h2, 2)→ Syst(2h+ 3h2, 2)

Φ : Syst(2h+ 3h2, 2)→ Syst(2 + 2h− 3h2, 2)

and show Φ ◦Ψ = id and that Φ is injective.

Construction of Ψ :
Take (Γ,F(1)) ∈ Syst(2 + 2h − 3h3, 2). Because of lemma 8.2.5 the evaluation
map is injective. Let θ̌ be the quotient of F(1) by ev(Γ⊗O):

0→ Γ⊗O → F(1)→ θ̌ → 0 (8.2.1)

One has Hom(F(1),O) = H0(F∗(−1)). By lemma 8.1.9 F is G-semistable and
therefore µ-semistable, so F∗ is µ-semistable as well, thus H0(F∗(−1)) = 0.
Therefore applying Hom(−,O) to 8.2.1 gives

0 → Γ∗ → Ext1(θ̌,O)

Thus (Γ,F(1)) defines a coherent cosystem (Γ∗, θ̌). Since Hom(θ̌,O) = 0 the
extact sequence of low degree of the Grothendieck spectral sequence applied
to H0 ◦ Hom(−,O) = Hom(−,O) gives H0(Ext1(θ̌,O) ' Ext1(θ̌,O). Thus
(Γ,F(1)) also defines a coherent system (Γ∗, θ) with θ := Ext1(θ̌,O). We set

Ψ((Γ,F(1))) := (Γ∗, θ).

Chern character of θ:
Since Ext2(θ̌,O(−3)) = 0 we have

H i(θ(n)) = H i(Ext1(θ̌,O(n))) = Exti+1(θ̌(−n),O) =

= Exti+1(θ̌(−n− 3),O(−3)) = Hn−i−1(θ̌(−3)⊗O(−n)).

where the second equality again results from the Grothendieck spectral sequence
applied to H0 ◦Hom(−,O = Hom(−,O). Therefore

Pθ(n) = −Pθ̌(−3)(−n).

Thus to compute ch(θ) we compute its Hilbert polynomial by computing the
Hilbert polynomial of θ̌, read out its Chern classes and use them to compute the
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Chern character of θ. With the help of 2.6.4 we find PF(1)(n) = n2 + 5n+ 2 and
PΓ⊗O(n) = n2 + 3n+ 2. Therefore with the additivity of Hilbert polynomials on
short exact sequences 8.2.1 leads to

Pθ̌(n) = 2n⇒ Pθ(n) = −Pθ̌(−3)(−n) = −Pθ̌(−n− 3) = −2(−n− 3) = 2n+ 6.

Thus c1(θ) = 2 and 2.6.2 gives 3
2
c1(θ)+ 1

2
(c1(θ)2−2c2(θ)) = 3+ 1

2
(c1(θ)2−2c2(θ)) =

6, which is equivalent to 1
2
(c1(θ)2 − 2c2(θ)) = 3, giving

ch(θ) = 2h+ 3h2.

Stability of (Γ∗, θ):
Due to lemma 8.1.6 the semistability of (Γ∗, θ) is equivalent to the semistability
of the coherent cosystem (Γ∗, θ̌). Therefore we verify the semistability of the
coherent cosystem:
To see, that θ̌ is torsion free on its support, we apply Hom(−, ωP2) =
Hom(−,O(−3)) to 8.2.1. Since Exti(Γ⊗O,O(−3)) = 0 for i = 1, 2, we find

Ext2(θ̌,O(−3)) ∼= Ext2(F(1),O(−3)).

Now F(1) is a torsion free sheaf, that is a sheaf with support of codimension 0,
torsion free on its support. By lemma 2.4.2 Ext2(F(1),O(−3)) = 0 and therefore
Ext2(θ̌,O(−3)) = 0 which due to lemma 2.4.2 means that θ̌ is torsion free on its
support.

Let f : θ̌ → Ě → 0 be given and Ě of codimension 1 and torsion free sheaf on
its support. Since f ∗ : Ext1(Ě,O) → Ext1(θ̌,O) is injective, Λ∗ := (f ∗)−1(Γ∗)
is the maximal subspace of Γ∗ such that f induces a commutative diagram

Λ∗ ↪→ Ext1(Ě,O) = H0(E)
↓ ↓ f ∗
Γ∗ ↪→ Ext1(θ̌,O) = H0(θ).

(8.2.2)

Let i be the element of Ext1(Ě,Λ⊗O) that corresponds to the upper inclusion
and ĩ the element of Ext1(θ̌,Γ ⊗ O) that corresponds to the lower inclusion.
Let Ǩ be the kernel of f and C∗ the cokernel of Λ∗ ↪→ Γ∗. We can form a

63



cross out of the two sequences that result from applying Hom(−,Λ ⊗ O) to
0→ Ǩ → θ̌ → Ě → 0 and Hom(θ̌,−) to 0→ C ⊗O → Γ⊗O → Λ⊗O → 0:

↓
Ext1(θ̌,Γ⊗O)

β ↓ α

0 → Ext1(Ě,Λ⊗O) → Ext1(θ̌,Λ⊗O) →
↓
0

.

The commutativity of 8.2.2 means that α(̃i) = β(i). Since ĩ corresponds to the
extension 8.2.1, we get a map from 8.2.1 to an element of Ext1(Ě,Λ ⊗ O), in
particular a commutative diagram

0 → Γ⊗O → F(1) → θ̌ → 0
↓ ↓ ↓

0 → Λ⊗O → J → Ě → 0
(8.2.3)

where the right vertical arrow is f and therefore surjective and so is the left
vertical arrow, which is just restriction. Thus the middle vertical arrow is a
surjection as well. Now we can use the G-semistability of F(1), which is

PJ ≥
rk(J )

rk(F)
PF(1). (8.2.4)

By the additivity of the Hilbert polynomial on short exact sequences, since
PO(n) = 1

2
n2 + 3

2
n+ 1, we get from 8.2.3

PJ (n) = PĚ(n) + rk(J )(
1

2
n2 +

3

2
n+ 1)

PF(n) = Pθ̌(n) + rk(F)(
1

2
n2 +

3

2
n+ 1)

Plugging this into 8.2.4 leads to

PĚ(n) + rk(J )(1
2
n2 + 3

2
n+ 1) ≥ rk(J )

rk(F)
(Pθ̌(n) + rk(F)(1

2
n2 + 3

2
n+ 1)) =

= rk(J )
rk(F)

Pθ̌(n) + rk(J )(1
2
n2 + 3

2
n+ 1)

Thus
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PĚ ≥
rk(J )

rk(F)
Pθ̌. (8.2.5)

Now since θ̌ and Ě are both of codimension 1, their multiplicity is the leading
coefficient in their Hilbert polynomial and therefore this inequality implies

m(Ě)

m(θ̌)
≥ rk(J )

rk(F)
=
dim(Λ)

dim(Γ)
=
dim(Λ∗)

dim(Γ∗)
,

where the first ’=’ results from the injectivity of the evaluation maps in 8.2.3.
Thus

dim(Λ∗)

m(Ě)
≤ dim(Γ∗)

m(θ̌)

which in case of inequality means that (Γ∗, θ̌) is stable concerning (Λ∗, Ě). In

case of equality we have m(Ě)

m(θ̌)
= rk(J )

rk(F)
and therefore 8.2.5 becomes

PĚ ≥
m(Ě)

m(θ̌)
Pθ̌.

which means that (Γ∗, θ̌) is semistable concerning (Λ∗, Ě). Thus the semistability
is proved.

Construction of Φ:
The constuction of this map is simple: Since a coherent system (Γ∗, θ) corre-
sponds to a coherent cosystem (Γ∗, θ̌), and (Γ∗ ↪→ Ext1(θ̌,O)) ∈ Ext1(θ̌,Γ⊗O),
a coherent system (Γ∗, θ) induces an extension

0→ Γ⊗O → F(1)→ θ̌ → 0. (8.2.6)

We define

Φ(Γ∗, θ) := (Γ,F(1)).

The computation of the Chern character from above works in the other direction
as well, thus we find that the Chern character of F(1) is as stated.
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Stability of (Γ,F(1)) :
By dualizing 8.2.6 we find

0→ F∗ → Γ∗ ⊗O → Ext1(θ̌,O)→ Ext1(F(1),O)→ 0,

and Ext2(θ̌,O(−3)) ∼= Ext2(F(1),O(−3)). θ̌ is torsion free on its support,
therefore Ext2(F(1),O(−3)) = 0, furthermore by lemma 8.1.8 the codimension
of supp(Ext1(F(1),O(−3))) is ≥ 2. Thus by lemma 2.4.2 F(1) is torsion free.

Now let (Γ′,F ′) ⊂ (Γ,F(1)). That means, we have a commutative diagram

0 0
↓ ↓

Γ′ ⊗O → F ′
↓ ↓

0 → Γ⊗O → F(1)

(8.2.7)

Because of the injectivity of the lower horizontal and the two vertical arrows, the
upper horizontal is injective as well, and we can extend the diagram to

0 → Γ′ ⊗O → F ′ → θ̌′ → 0
↓ ↓ ↓

0 → Γ⊗O → F(1) → θ̌ → 0
.

The first two vertical arrows are injective, therefore so is the third, thus we have
constructed an injective morphism 0→ θ̌′ → θ̌.
Since for a sheaf of rank > 0 on P2 the rank is the same as the multiplicity, it
follows from diagram 8.2.7 that

dim(Γ′)

m(F ′)
=

dim(Γ)

m(F(1))
= 1.

Therefore the semistability of (Γ,F(1)) concerning (Γ′,F ′) is equivalent to pF ′ ≤
pF(1). If dim(Γ′) = rk(F ′) = 2 this is true, since in that case pF ′ ≤ pF(1) is
equivalent to PF ′ ≤ PF(1), the map F ′ → F(1) is an injection and the Hilbert
polynomial is additive on short exact sequences. Thus we only have to consider
the case of dim(Γ′) = rk(F ′) = 1. Now we use the semistability of the coherent
cosystem: Since we have an injection 0 → θ̌′ → θ̌, the semistability of (Γ∗, θ̌)
implies
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dim(Γ′)

m(θ̌′)
≥ dim(Γ)

m(θ̌)
. (8.2.8)

The right hand side is 1. For that inequality to hold, we need m(θ̌′) = 1, which
means that ?? is an equality, thus the semistability of (Γ∗, θ̌) concerning ((Γ′)∗, θ̌′)
induces pθ̌′ ≤ pθ̌. That is

pθ̌′ =
Pθ̌′

m(θ̌′)
=

Pθ̌′

dim(Γ′)
=
PF ′ − PΓ′⊗O

dim(Γ′)
= pF ′−PO ≤ pθ̌ =

PF(1) − PΓ⊗O

dim(Γ)
= pF(1)−PO.

Thus

pF ′ ≤ pF(1),

and the semistability of (Γ,F(1)) concerning (Γ′,F ′) is shown. Thus (Γ,F(1))
is semistable.

Φ ◦Ψ = id :
We have a 1-to-1 correspondence between coherent systems (Γ,F(1)) and short
exact sequences

0→ Γ⊗O → F(1)→ θ̌ → 0 (8.2.9)

The image of (Γ,F(1)) under Ψ is the coherent system (Γ∗, θ), which uniquely
determines an inclusion Γ∗ ↪→ Ext1(θ̌,O), which corresponds to an element of
Ext1(θ̌,Γ⊗O). The image of (Γ∗, θ) under Φ is defined via this extension, thus
to show Φ ◦ Ψ = id, we have to show, that the extension that corresponds to
Γ∗ ↪→ Ext1(θ̌,O) is 8.2.9.
If we apply Hom(−,Γ⊗O) to 8.2.9, we get

0→ Γ∗ ⊗ Γ→ Ext1(θ̌,Γ⊗O)→ Ext1(F(1),Γ⊗O)→ 0.

It is known, that the image of the identity of Γ∗ ⊗ Γ under this construction
is the extension that one has started with. But the image of the identity in
Ext1(θ̌,Γ ⊗ O) = Ext1(θ̌,O) ⊗ Γ is the inclusion Γ∗ ↪→ Ext1(θ̌,O). Therefore
the extension that corresponds to Γ∗ ↪→ Ext1(θ̌,O) is 8.2.9.

Φ is injective:
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Assume that Φ(((Γ′)∗, θ′)) = Φ((Γ∗, θ)). First of all that would imply θ̌′ = θ̌
and therefore θ′ = θ. Thus if ((Γ′)∗, θ′) 6= (Γ∗, θ) they represent two different
extensions of θ̌ by V ⊗ O, where V is a 2 dimensional vector space, as Ext1

classifies the set of extensions up to an isomorphism. Thus the resulting sheaves
F(1) and F ′(1) cannot be the identical.

That completes the proof.

In the proof of lemma 4.0.6 we have seen that h2(F(1)) = 0, furthermore in [LP1]
it is shown that h1(F) ≤ 1 and since χ(F(1)) = h0(F(1)) − h1(F(1)) = 2 one
has 2 ≤ h0(F(1)) ≤ 3.
The sheaves with h1(F(1)) = 1, so called special sheaves, are locally free, form
a set of codimension 3 and have a unique jumping line of order 3. In fact
Syst(2 + 2h − 3h3, 2) is a blowup of MGss(4) along the set of special sheaves.
(See [LP1])

For (Γ, θ) ∈ Syst(2 + 2h − 3h3, 2) we denote the map, that evaluates a section
s ∈ Γ in θ by ev : Γ ⊗ O → θ. We apply Hom(−,O) to the standard sequence
of the coherent system 8.2.1:

ev
0 → F∗(−1) → Γ⊗O → θ → Ext1(F(1),O) → 0.

Ext1(F(1),O) is the obstruction for F to be locally free, thus we found the
following lemma:

Lemma 8.2.2 Let (Γ, θ) ∈ Syst(2h + 3h2, 2) and Φ((Γ, θ)) = (Γ∗,F(1)). Then
F is locally free if and only if the evaluation map

ev : Γ⊗O → θ

is surjective.

Definition 8.2.3 Let (Γ, θ) ∈ Syst(2h + 3h2, 2). A point p ∈ P2 such that the
restriction of ev to the stalks at p is not surjective, is called base point of the
coherent system. If (Γ, θ) has no base point, we call it base point free.

Corollary 8.2.4 In the above setup p is a base point if and only if p ∈
setsupp(Ext1(F(1),O)).

Lemma 8.2.5 A coherent system (Γ, θ) ∈ Syst(2h + 3h2, 2) has a base point if
and only if there is a ϑ ⊂ θ such that Γ ⊂ H0(ϑ).
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Proof:

If there is a ϑ ⊂ θ such that Γ ⊂ H0(ϑ), then ev(Γ ⊗ O) ⊂ ϑ, since Γ ⊗ O is
globally generated.
Suppose (Γ, θ) has a base point, that is Ext1(F(1),O) 6= 0. Thus there is a
subsheaf ϑ ⊂ θ, such that Ext1(F(1),O) is the quotient of θ by ϑ and we have

0→ F∗(−1)→ Γ⊗O → ϑ→ 0.

Since F is torsion free and stable its dual is stable as well and has the same
first Chern class, therefore H0(F∗(−1)) = 0 and the long exact sequence of
cohomology gives

0→ Γ→ H0(ϑ).

This completes the proof.

8.3 Spectral schemes and coherent systems

In chapter 6.2 we found that the spectral scheme of an instanton can be described
in terms of the associated G-semistable sheaf F , in particular

ΣF = Fitt0(Exp1

p
(q∗(F(1)),OD)).

We computed the Fitting scheme by using the resolution

0→ H1(F(−2))⊗OP∗2(−1)→ H1(F(−1))⊗OP∗2 → Exp1

p
(q∗(F(1)),OD)→ 0

Now we will show that there is a second resolution of Exp1

p
(q∗(F(1)),OD) only

using sheaves, that are related to a corresponding coherent system (Γ, θ). For
a non special sheaf F(1) this system is unique but even for a special F(1) we
get for any Φ(Γ∗,F(1)) with Γ∗ ⊂ H0(F(1)) a resolution of Exp1

p
(q∗(F(1)),OD).

Therefore the notations of spectral scheme and spectral curve of a coherent sys-
tem, which we denote by Σ(Γ,θ) respectively Σ̃(Γ,θ), are well defined.

Consider ev : Γ⊗O → θ. When we apply p∗(q
∗(−)⊗OD) we get a map

ev : Γ⊗OP∗2 → Gθ := p∗(q
∗(θ)⊗OD)

Note that if Sθ := {ľ ∈ P∗2 : l ⊂ supp(θ)} then Gθ is locally free of on P∗2 \ Sθ by
the base-change-theorem and that the induced map of fibres evľ maps a section
s ∈ Γ to s|l ∈ H0(θ|l) = (Gθ)ľ
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Theorem 8.3.1 ([LP2])
Let (Γ, θ) ∈ Syst(2h + 3h2, 2) and Φ(Γ, θ) = (Γ∗,F(1)). The evaluation map ev
is injective. The Fitting scheme of its cokernel is ΣF .

0→ Γ⊗OP∗2 → Gθ → Ext1p(q
∗(F(1)),OD)→ 0 (8.3.1)

Proof:

Step 1: We show that Gθ ∼= Ext1p(q
∗(θ),OD).

Consider the resolution of OD. Since the supports of q∗(θ) and OD are transver-
sal, we have Tor1(q∗(θ),OD) = 0, thus after tensoring with q∗(θ) the resolution
remains short exact:

·sD
0 → q∗(θ)(−1,−1) → q∗(θ) → q∗(θ)⊗OD → 0.

(8.3.2)

We apply p∗:

0→ H0(θ(−1))⊗O(−1)→ H0(θ)⊗O → Gθ → H1(θ(−1))⊗O(−1)

We show, that H1(θ(−1))⊗O(−1) = 0. Consider

0→ Γ⊗O(−i− 3)→ F(1− i− 3)→ θ̌(−i− 3)→ 0.

Applying the cohomology functor gives

H0(F(1− i− 3))→ H0(θ̌(−i− 3))→ Γ⊗H1(O(−i− 3)).

Since we are on P2, H1(O(−i−3)) = 0. Due to the µ-semistability of F we have
H0(F(1− i− 3)) = 0 for 1− i− 3 ≤ −1, which is i ≥ −1. Thus

H0(θ̌(−i− 3)) = 0 for i ≥ −1.

Now Serre duality gives

H1(θ(i))∗ ∼= Ext1(θ(i),O(−3)) = H0(Ext1(θ(i),O(−3)) = H0(θ̌(−i− 3)).
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Thus

H1(θ(i)) = 0 for i ≥ −1, (8.3.3)

and we have found a resolution of Gθ

·(sD)∗
0 → H0(θ(−1))⊗O(−1) → H0(θ)⊗O → Gθ → 0

(8.3.4)

Now we show, that Ext1p(q
∗(θ̌),OD) has the same resolution and is therefore

isomorphic to Gθ. To show that, we will need the natural isomorphism

Exti(q∗(θ̌),O) ' q∗(Exti(θ̌,O)). (8.3.5)

To see this consider the two functors Hom(−,OP2×P∗2)◦q∗ and q∗ ◦Hom(−,OP2).
By their very definition they are the same and since q∗ is exact, the corresponding
Grothendieck spectral sequences have only nonzero entries in the first column and
row respectively. Therefore we find 8.3.5.
Since θ̌ is torsion free on its support one has

R2p∗(Hom(q∗(θ̌),O(−1,−1)) = 0,

R1p∗(Ext
1(q∗(θ̌),O(−1,−1)) = R1p∗(q ∗ (Ext1(θ̌,O)⊗O(−1,−1))) =

= H1(θ(−1))⊗O(−1)) = 0

p∗(Ext
2(q∗(θ̌),O(−1,−1)) = p∗(q

∗(Ext2(θ̌,O)⊗O(−1,−1))) = 0,

with the help of the Grothendieck spectral sequence Ext2p(q
∗(θ̌),O(−1,−1)) =

0, therefore applying Homp(q
∗(θ̌),−) to the resolution of OD gives with

Homp(q
∗(θ̌),OD)

(sD)∗
0 → Ext1p(q

∗(θ̌),O(−1,−1)) → Ext1p(q
∗(θ̌),O) → Ext1p(q

∗(θ̌),OD) → 0
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Furthermore because of the vanishing of Hom(q∗(θ̌),O(−1,−1)) and
Hom(q∗(θ̌),O) we have natural isomorphisms

Ext1p(q
∗(θ̌),O(−1,−1)) ' p∗Ext

1(q∗(θ̌),O(−1,−1)),

Ext1p(q
∗(θ̌),O) ' p∗Ext

1(q∗(θ̌),O),

and get therefore

(sD)∗
0 → p∗Ext

1(q∗(θ̌),O(−1,−1)) → p∗Ext
1(q∗(θ̌),O) → Ext1p(q

∗(θ̌),OD) → 0

which becomes with 8.3.5 and the isomorphism Ext1(q∗(θ̌),O(−1,−1)) '
Ext1(q∗(θ̌),O)⊗O(−1,−1)

(sD)∗
p∗(q

∗(θ)⊗O(−1,−1)) → p∗q
∗(θ) → Ext1p(q

∗(θ̌),OD) → 0.

Therefore

Gθ ∼= Ext1p(q
∗(θ̌),OD).

Step 2:

The resolution of Extp(q
∗(F(1)),OD):

We apply Homp(−,OD) to 0→ Γ∗ ⊗O → q∗(F(1))→ q∗(θ̌)→ 0 :

0 → p∗Hom(q∗(F(1)),OD) → Γ⊗O →
→ Ext1p(q

∗(θ̌),OD) → Ext1p(q
∗(F(1)),OD) → 0

o ‖
Gθ

Γ ⊗ O and Gθ are torsion free sheaves of rank 2 and the cokernel of the third
arrow of rank 0, therefore p∗Hom(q∗(F(1)),OD) is also of rank 0, which means
that is must be 0, since otherwise it would be a torsion subsheaf of Γ⊗O. Thus
we have our resolution

γ
0 → Γ⊗O → G → Ext1p(q

∗(F(1)),OD) → 0
(8.3.6)
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Step 3:
We show that γ = ev. If F is locally free, Ext1(q∗(F(1)),OD) =
Ext1(O,OD) ⊗ (q∗(F(1)))∗ = 0, since Ext1(O,OD) = 0 (which one gets by
applying Hom(O,−) to the resolution of OD). Therefore Ext1p(q

∗(F (1)),OD) '
R1p∗(Hom(q∗(F(1)),OD)) and 8.3.6 becomes

0→ Γ⊗O → G → R1p∗(Hom(q∗(F(1)),OD))→ 0.

In this locally free case there is a second way to construct 8.3.6 out of the standard
sequence of the coherent system: Since Ext1(F(1),O) = 0 the dual sequence of
0→ Γ∗ ⊗O → F(1)→ θ̌ → 0 is still exact:

0→ F(−1)→ Γ⊗O → θ → 0.

Here the third arrow is the evaluation of a section of Γ in θ. Then we apply q∗,
tensor with OD and apply p∗ to get 8.3.6. Here one can directly see that γ = ev.
If F is not locally free, consider ϑ = ker(θ → Ext1(F(1),O)) and

0→ F∗(−1)→ Γ⊗O → ϑ→ 0. (8.3.7)

Applying p∗(q
∗(−)⊗OD) we get

evϑ : Γ⊗O → Gϑ.

Furthermore we have the following diagram (we set EF = Ext1(F(1),O)):

0 0 0
↓ ↓ ↓

0 → Γ∗ ⊗O → F(1) → θ̌ → 0
‖ ↓ ↓

0 → Γ∗ ⊗O → F∗∗(1) → ϑ̌ → 0
↓ ↓ ↓
0 → EF = EF → 0

↓ ↓
0 0

Now we apply Homp(q
∗(−),OD). We get
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Ext1p(q
∗(EF),OD) = Ext1p(q

∗(EF),OD)
↓ γϑ ↓ ↓

0 → Γ⊗O → Gϑ → Ext1p(q
∗(F∗∗(1)),OD) → 0

‖ γθ ↓ i ↓
0 → Γ⊗O → Gθ → Ext1p(q

∗(F(1)),OD) → 0
↓ ↓ ↓
0 → Ext2p(q

∗(EF),OD) = Ext2p(q
∗(EF),OD) → 0

↓ ↓
(8.3.8)

An application of Hom(q∗(EF),−) to the resolution of OD gives (since q∗(EF) is
of codimension 2 and torsion free on its support)

0 → Ext1(q∗(EF),OD) → Ext2(q∗(EF),O)⊗O(−1,−1) →
→ Ext2(q∗(EF),O) → Ext2(q∗(EF),OD) → 0

(8.3.9)

where the middle arrow is (sD)∗ and Hom(q∗(EF),OD) = 0. In the same way as
one shows 8.3.5 one can show that there is a natural isomorphsim

Ext2(q∗(EF),O) ' q∗(Ext2(EF ,O)) = q∗(ĚF)

Thus 8.3.9 becomes

0 → Ext1(q∗(EF),OD) → q∗(ĚF)⊗O(−1,−1) →
→ q∗(ĚF) → Ext2(q∗(EF),OD) → 0

(8.3.10)

from which we read

Ext1(q∗(EF),OD) = Tor1(q∗(ĚF),OD) = 0

and Ext2(q∗(EF),OD) ' q∗(ĚF) ⊗ OD, therefore by the Grothendieck spectral
sequence Ext2p(q

∗(EF ,OD)) ' q∗(ĚF)⊗OD and diagram 8.3.8 becomes
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0 0
↓ γϑ ↓ ↓

0 → Γ⊗O → Gϑ → Ext1p(q
∗(F∗∗(1)),OD) → 0

‖ γθ ↓ i ↓
0 → Γ⊗O → Gθ → Ext1p(q

∗(F(1)),OD) → 0
↓ ↓ ↓
0 → p∗(q

∗(ĚF)⊗OD) = p∗(q
∗(ĚF)⊗OD) → 0

↓ ↓
(8.3.11)

Since F∗∗ is locally free we have γϑ = evϑ, thus γθ = i ◦ evϑ. Now we apply
p∗(q

∗(−)⊗OD) to

0 0
↓ ↓

Γ⊗O → ϑ
↓ ↓

Γ⊗O → θ
↓ ↓
0 EF

↓
0

Then we get the left part of 8.3.11 with γθ replaced by evθ. Therefore evθ =
i ◦ evϑ = γθ.
This completes the proof.

8.4 Detecting the spectral scheme

For a sheaf θ torsion free on its support with ch(θ) = 2h+ 3h2 one has ch(θ|l) =
2h2 for all lines l such that Tor1(θ,Ol) = 0, since in that case the resolution of Ol
tensored with θ is still exact and ch(θ(−1)) = ch(θ)ch(O(−1)). The condition
Tor1(θ,Ol) = 0 is satisfied for all lines, which intersect setsupp(θ) transversal,
thus for a generic line l, l ∩ setsupp(θ) consists of one or two points, and since θ
is torsion free on its support, setsupp(θ) must be a conic or a line, since it is a
closed subvariety.
We want to get to know, whether there is a base point free (Γ, θ) ∈ Syst(2h +
3h2, 2) such that its spectral scheme has a non reduced component. Our main
tool will be the following lemma of LePotier [LP2].
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Lemma 8.4.1 Let (Γ, θ) ∈ Syst(2h + 3h2, 2) and l a line in P2 with l *
setsupp(θ)). Then

1. ľ ∈ Σ̃(Γ,θ) if and only if there exists a section s ∈ Γ with

s ∈ lH0(θ(−1)).

2. If (Γ, θ) is furthermore base point free, Σ(Γ,θ) is singular on its support at ľ
if and only if there exists a section s ∈ Γ with

s ∈ l2H0(θ(−2)).

Proof:

Due to theorem 8.3.1 Σ(Γ,θ) = Fitt0(Ext1p(q
∗(F(1)),OD)), which in a local neigh-

borhood U of ľ can be computed by using 8.3.1. Restricted to U , Γ ⊗ O and
Gθ are locally free of rank 2. The fibre of Gθ over ľ is isomorphic to H0(θ|l),
and using this isomorphism ev maps a section s ∈ Γ at the point ľ to s|l. Thus
ľ ∈ Σ(Γ,θ) if and only if there is a section in Γ, that vanishes when restricted to l
and this is equivalent to 1.
If (Γ, θ) is base point free we have

0→ F(−1)→ Γ⊗O → θ → 0 (8.4.1)

Since l * setsupp(θ), setsupp(θ|l) consists of one or two points. Let p be such a
point, then if all sections of Γ vanish when restricted to l they also vanish when
restricted to p. But that is a contradiction to 8.4.1 tensored with Op since θp 6= 0.
Therefore if (Γ, θ) is base point free there can only be a one dimensional subspace
of Γ, whose restriction to l vanishes and this means that ľ does not belong to
Fitt1(Ext1p(q

∗(F(1)),OD)), thus we can use lemma 6.3.1. We will use another

resolution of Ext1p(q
∗(F(1)),OD) to show 2.: We can extend the resolution of G

by ev to a commutative diagram, since Ext1(Γ⊗O, H0(θ(−1))⊗O(−1)) = 0

0 0 0
↓ ↓ ↓

H0(θ(−1))⊗O(−1) → (H0(θ(−1))⊗O(−1))⊕ (Γ⊗O) → Γ⊗O
‖ ↓ ψ ↓

H0(θ(−1))⊗O(−1) → H0(θ)⊗O → G
↓ ↓ ↓
0 Ext1p(q

∗(F(1)),OD) = Ext1p(q
∗(F(1)),OD)

↓ ↓
0 0

(8.4.2)
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with columns of zeros at the left and at the right. Now we apply lemma 6.3.1 to
the middle column to show 2. Let ľ ∈ Fitt0(Ext1p(q

∗(F(1)),OD)). Due to 1. that
means, that there is a s1 ∈ Γ and a s̃1 ∈ H0(θ(−1)) such that s1 = ls̃1. Choose
homogeneous coordinates (µ̃1 : µ̃2 : µ̃3) of P∗2 such that ľ = (0 : 0 : 1) and let
U := {(µ̃1 : µ̃2 : µ̃3) : µ̃3 6= 0} with affine coordinates (µ1, µ2). Restricted to U ψ
is a map between the two trivial bundles U × (H0(θ(−1)) ⊕ Γ) and U × H0(θ)
which at a point (µ1, µ2) that corresponds to a line l̃ is given by (s̃⊕ s) 7→ l̃s̃+ s.
So ker(ψ(0,0)) = span{s̃1 ⊕ (−ls̃1)}. We compute the differentials of this kernel:
One has

ψ(ε,0)(s̃1 ⊕ (−ls̃1)) = (m− l)s̃1

where m = εx+ z. Since m− l = εx ∈ H0(O(1)) we get

∂ψ

∂µ1 (0,0)

(s̃1 ⊕ (−ls̃1)) = xs̃1

and in the same way ∂ψ
∂µ2 (0,0)

(s̃1 ⊕ (−ls̃1)) = ys̃1. By lemma 6.3.1 ľ is a singular

point if and only if

∂ψ

∂µi (0,0)

(s̃1 ⊕ (−ls̃1)) ⊂ im(ψ(0,0)) for i = 1, 2 (8.4.3)

with s2 ∈ Γ such that span{s1, s2} = Γ one has

im(ψ(0,0)) = span{s2} ⊕ lH0(θ(−1))

Now if s1 = l2ŝ1 then s̃1 = lŝ1 and therefore xs̃1 = l(xŝ1) ∈ lH0(θ(−1)) and
ys̃1 ∈ lH0(θ(−1)), thus Σ(Γ,θ) is singular on its support at ľ. If on the other hand

Σ(Γ,θ) is singular on its support at ľ, 8.4.3 is satisfied and therefore

dim(span

{
∂ψ

∂µ1 (0,0)

(s̃1 ⊕ (−ls̃1)),
∂ψ

∂µ2 (0,0)

(s̃1 ⊕ (−ls̃1))

}
∩ l ·H0(θ(−1))) ≥ 1

thus there are c1, c2 ∈ C such that

∂ψ

∂(c1µ1 + c2µ2) (0,0)

(s̃1 ⊕ (−ls̃1)) = (c1x+ c2y)s̃1 ∈ lH0(θ(−1)
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But that means that s̃1 = lŝ1, which is s1 = l2ŝ1.

This completes the proof.

Now we will investigate the spectral schemes of all (Γ, θ) ∈ Syst(2h + 3h2, 2).
Since θ is a sheaf of codimension 1, one has Tor1(Ol, θ) = 0 for a general line
l. Because of c1(θ) = 2 one gets from tensoring the resolution of Ol with θ that
ch(θ|l) = 2h2. Therefore l intersects setsupp(θ) in at most 2 points. Therefore
we have to consider the three cases, where setsupp(θ) is either a nonsingular
conic or a singular conic or a line.

8.4.1 Nonsingular conics

Let C ⊂ P2 be a nonsingular conic. C is isomorphic to P1. Let i : C → P1 be such
an isomorphism. If for a sheaf θ of codimension one, torsion free on its support
ch(θ) = 2h+ rh2 and setsupp(θ) = C, supp(θ) is reduced, therefore θ is also an
OC-modul of rank 1, and since θ is torsion free on its support, it is even locally
free over OC . Therefore there is a j ∈ Z such that θ = i∗(OP1(j)). We compute
j, such that ch(i∗(OP1(j))) = 2h + 3h2. For even j, i∗(OP1(j)) = i∗(OP1(2k)) is
a restriction of OP2(k):

f
0 → O(k − 2) → O(k) → OC(k) → 0

(8.4.4)

where f ∈ H0(O(2)) such that C = {p ∈ P2| f(p) = 0}. SoOC(k) = i∗(OP1(2k)).
Any inclusion OP1(2k − 1) ↪→ OP1(2k) induces an inclusion i∗(OP1(2k − 1)) ↪→
OC(k). With this map we can extend 8.4.4 to a diagram

0 0 0
↓ ↓ ↓

0 → O(k − 2) → Jp(k) → i∗(OP1(2k − 1)) → 0
‖ ↓ ↓

0 → O(k − 2) → O(k) → OC(k) → 0
↓ ↓
Op = Op → 0
↓ ↓
0 0

where p is a point depending on the choices of the inclusion OP1(2k − 1) ↪→
OP1(2k) and the isomorphism i. We compute

ch(i∗(OC(k)) = ch(O(k))− ch(O(k − 2)) = 2h+ (2k − 2)h2,
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ch(i∗(OP1(2k − 1))) = ch(OC(k))− ch(Op) = 2h+ (2k − 3)h2.

Thus the only θ supported on a nonsingular conic that can occur in a (Γ, θ) ∈
Syst(2h+ 3h2, 2) is θ = i∗(OP1(5)).

Since C is isomorphic to P1, we can reformulate the conditions of lemma 8.4.1
using i∗θ on P1:

Lemma 8.4.2 Let θ = i∗(OP1(j)) with j > 0.

1. Let l be transversal to C such that l ∩C = p ∪ q. Then s ∈ lkH0(θ(−k)) if
and only if i∗(s) has a zero of multiplicity at least k at i(p) and i(q).

2. Let l be tangent to C, such that l ∩ C = p.Then s ∈ lkH0(θ(−k)) if and
only if i∗(s) has a zero of multiplicity at least 2k at i(p).

Proof:

l is a section of OP2(1) and therefore a representative of a section l̃ of OC(1).
i∗(l̃) is a section of OP1(2). If l is transversal to C i∗(l̃) has single zeros as i(p)
and i(q), if l is tangent to C it has a double zero at i(p). Thus if s = lks̃ with
s̃ ∈ H0(θ(−k)) i∗(s) has zeros of order k at i(p) and i(q) or a zero of order 2k at
i(p) respectively.

This completes the proof.

Proposition 8.4.3 Let (Γ, θ) ∈ Syst(2h + 3h2, 2) be base point free. If
setsupp(θ) = C is a nonsingular conic, then Σ(Γ,θ) is reduced.

Proof:

Since (Γ, θ) is base point free, the evaluation map ev is surjective:

ev
0 → F∗(−1) → Γ⊗O → θ → 0,

and therefore its restriction to any point q ∈ C as well: evq : Γ⊗Oq → θq → 0.
Since C is a nonsingular conic one has θq = Oq, thus up to a factor there is a
unique section sq ∈ Γ such that evq(sq ⊗ Oq) = 0. The pullback i∗(Γ) is a 2
dimensional subspace of H0(OP1(5)), the zero divisors of the projectivisation of
i∗(Γ) form a pencil of divisors. The theorem of Bertini (see [GH],p.137) states,
that a general element of such a pencil consists of 5 different points. Thus for a
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general point q ∈ C, i∗(sq) has 5 zeros of multiplicity 1. Since this sq is unique up
to a factor, there is no line l through q such that Σ(Γ,θ) is singular on its support

at ľ due to lemma 8.4.2. But that means, that Σ(Γ,θ) restricted to q̌ consists of
nonsingular points only and that contradicts, that Σ(Γ,θ) is non reduced.

That completes the proof.

8.4.2 Singular conics

Now we investigate coherent systems (Γ, θ) ∈ Syst(2h + 3h2, 2) such that
setsupp(θ) is a singular conic C = t1 ∪ t2, t1 6= t2 with t1 being the zero set of
g1 ∈ H0(O(1)) and t2 the zero set of g2 ∈ H0(O(1)) respectively. Let p = t1 ∩ t2.
We will see that any such θ is either Ot1(i) ⊕ Ot2(4 − i) or a sheaf locally free
over OC , the structure sheaf of the scheme given by the ideal (g1g2). Finally we
show that there is no base point free (Γ, θ) with setsupp(θ) = C such that Σ(Γ,θ)

is non reduced.

Lemma 8.4.4 Let θ be coherent sheaf on P2 torsion free on its support with
ch(θ) = 2h+ 3h2 and setsupp(θ) = t1∪ t2 = C a singular conic, then there exists
ij ∈ Z for j = 1, 2 such that

0→ Ot3−j(ij)→ θ → Otj(4− ij)→ 0

with max{i1, i2} ≥ 2.

Proof:

Consider the restriction of θ to tj. This map is surjective, since it results from
tensoring the resolution of Otj with θ. Denote its kernel, which is supported on
t3−j, by Kj:

0→ Kj → θ → θ|tj → 0. (8.4.5)

If we apply Hom(−,O) to this sequence, we find

Ext2(θ,O)→ Ext2(Kj,O)→ 0

By lemma 2.4.2 Kj is torsion free on its support since θ is, so Kj = Ot3−j(mj).
Furthermore the only point, where θ|tj can have torsion is p, because any other
subsheaf of θ|tj supported on a Hilbertscheme of points on tj \ p would also be a
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torsion subsheaf of θ. Let T j be the torsion subsheaf of θ|tj . The map T j ↪→ Otj
extends 8.4.5 uniquely to the diagram

0 0 0
↓ ↓ ↓

0 → Ot3−j(mj) → Ot3−j(mj + |T j|) → T j → 0
‖ ↓ ↓

0 → Ot3−j(mj) → θ → θ|tj → 0
↓ ↓ ↓
0 → Otj(kj) = Otj(kj) → 0

↓ ↓
0 0

where |T j| is given by ch(T j) = |T j|h2. Taking kj = 4 − ij, the middle column
is the sequence we are looking for, since ch(Ot3−j(mj + |T j|)) + ch(Otj(kj)) =
2h+ 3h2.
Now suppose max{i1, i2} < 2. Then ch(Ot1(m2)) ≤ h+ 1

2
h2 and the middle row

of the diagram for j = 2 gives and ch(θ|t2) ≥ h+ 5
2
h2. But tensoring

0→ Ot2(i1)→ θ → Ot1(4− i1)→ 0

with Ot2 gives

0→ Ot2(i1)→ θ|t2 → Op → 0

and therefore max{i1, i2} < 2 would imply ch(Op) ≥ 2h2.

This completes the proof.

Lemma 8.4.5 dim(Ext1(Otj(4− ij),Ot3−j(ij))) = 1 and any θ ∈ Ext1(Otj(4−
ij),Ot3−j(ij)) is torsion free on its support for j = 1, 2, ij ∈ Z.

Proof:

If we dualize the resolution of Otj(4 − ij), we find that Ext1(Otj(4 − ij),O) =
Otj(ij − 3). Then we apply Hom(Otj(4 − ij),−) to the resolution of Ot3−j(ij)
and find since Hom(Otj(4− ij),Ot3−j(ij)) = 0

Ext1(Otj(4− ij),Ot3−j(ij)) = Op.

Using the Grothendieck spectral sequence of H0 ◦Hom(Otj(4− ij),−) gives
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dim(Ext1(Otj(4−ij),Ot3−j(ij))) = h0(Ext1(Otj(4−ij),Ot3−j(ij))) = h0(Op) = 1.

Any θ ∈ Ext1(Otj(4− ij),Ot3−j(ij)) is torsion free on its support: Dualizing

0→ Ot3−j(ij)→ θ → Otj(4− ij)→ 0

leads to

Ext2(Otj(4− ij),O)→ Ext2(θ,O)→ Ext2(Ot3−j(ij),O)→ 0

But Ot3−j(ij) and Otj(4− ij) are torsion free on their support, thus Ext2(Otj(4−
ij),O) = Ext2(Ot3−j(ij),O) = 0 by lemma 2.4.2 and therefore θ is torsion free
on its support as well.

This completes the proof.

As in the nonsingular case some of the sheaves locally free over OC are quotients
of sheaves locally free over OP2 :

g1g2

0 → O(k − 2) → O(k) → OC(k) → 0
(8.4.6)

with ch(OC(k)) = 2h+ (2k − 2)h2. We can extend 8.4.6 to

0 0 0
↓ gj ↓ ↓

0 → O(k − 2) → O(k − 1) → Otj(k − 1)) → 0
‖ g1g2 ↓ g3−j ↓

0 → O(k − 2) → O(k) → OC(k) → 0
↓ ↓

Ot3−j(k) = Ot3−j(k) → 0
↓ ↓
0 0

Thus OC(k) ∈ Ext1(Ot3−j(k),Otj(k − 1)) is a nontrivial extension for j = 1, 2.
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Lemma 8.4.6 Let θ be a coherent sheaf on P2 torsion free on its support with
ch(θ) = 2h+ 3h2 and setsupp(θ) = t1 ∪ t2 = C a singular conic, then θ is either
Ot1(k) ⊕ Ot2(4 − k) with k ∈ Z or a sheaf locally free over OC, for which there
is a i ∈ Z and a Hilbert scheme of points η with ch(η) = (2i− 3)h2 either on t1
or on t2 and η ∩ p = ∅ such that

0→ θ → OC(i+ 1)→ Oη → 0 (8.4.7)

Proof:

Due to lemma 8.4.4 we have

0→ Ot1(i2)→ θ → Ot2(4− i2)→ 0

Assume i = i2 ≥ 2. Consider

0→ Ot1(i)→ OC(i+ 1)→ Ot2(i+ 1)→ 0 (8.4.8)

A choice of a Hilbert scheme η with ch(η) = (2i − 3)h2 on t2 defines a unique
inclusion Ot2(4− i) ↪→ Ot2(i+ 1), which extends the sequence 8.4.8 uniquely to
a commutative diagram :

0 0
↓ ↓

0 → Ot1(i) → E → Ot2(4− i) → 0
‖ ↓ ↓

0 → Ot1(i) → OC(i+ 1) → Ot2(i+ 1) → 0
↓ ↓
Oη = Oη
↓ ↓
0 0

(8.4.9)

Due to lemma 8.4.5 there is only one nontrivial extension of Ot2(4− i) by Ot1(i).
If η∩p = ∅ we see, that E is this nontrivial extension, since tensoring the middle
column with Op gives Ep = Op. If η ∩ p 6= ∅ we get the trivial extension: We
tensor the whole diagram 8.4.9 with Op and get

0 0
↓ α ↓

0 → Op → Op →
↓ ↓ ↓ β

0 → Op → Tor1(E ,Op) → Op →
↓ ↓ ↓

(8.4.10)
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Since β ◦ α is injective Tor1(E ,Op) must be unequal to Op, therefore we ob-
tain from tensoring the middle column of 8.4.9 with Op that Ep 6= Op. That
contradicts that E is the nontrivial extension.
The nontrivial extension is locally free over OC : since η ∩ p = ∅ there is a open
neighborhood Up of p with Up ∩ η = ∅. Thus θ|Up ' OC |Up . For any other
point q ∈ C there open neighborhood Uq such that OC(i+ 1)|Uq = Otj |Uq . Thus
restricted to Uq 8.4.7 becomes

0→ θ|Uq → Otj |Uq → Oη|Uq → 0

Therefore θ|Uq ' OC |Uq , so θ is locally free over OC .

This completes the proof.

Remark: Since in the above proof two Hilbert schemes η, ξ with η ∩ p = 0
ξ ∩ p = 0 and |Oη| = |Oξ| define the same sheaf θ, we will denote such a
nontrivial extension by J j

|Oη |(i+ 1) if η ⊂ tj. Note that if for θ not a direct sum
of line bundles with i1, i2 ≥ 2 there are Hilbert schemes ηj on tj for j = 1, 2 such
that θ = J 1

|Oη1 |
(i1 + 1) = J 2

|Oη2 |
(i2 + 1)

To show that there is no base point free coherent system (Γ, θ) ∈ Syst(2h+3h2, 2)
supported on a singular conic such that Σ(Γ,θ) has a non reduced component we
need the following

Lemma 8.4.7 Let (Γ, θ) ∈ Syst(2h+ 3h2, 2) with setsupp(θ) = C = t1 ∪ t2 and
θ torsion free on its support. If (Γ, θ) is base point free, then for the sequences
of coherent systems

0→ (Γ′j,Ot3−j(ij))→ (Γ, θ)→ (Γ′′j ,Otj(4− ij))→ 0

induced by the sequences of lemma 8.4.4 one has dim(Γ′′j ) = 2.

Proof:

Γ′j and Γ′′j are defined as follows: Denenoting the maps from lemma 8.4.4 by f ′J :
Ot3−j(ij)→ θ and f ′′j : θ → Otj(4− ij) then Γ′J = (f ′∗)

−1(Γ) and Γ′′j = f ′′∗ (Γ). The
short exact sequences of coherent systems means, that we have a commutative
diagram

0 → Γ′j ⊗O → Γj ⊗O → Γ′′j ⊗O → 0
↓ ↓ ↓

0 → Ot3−j(ij) → θ → Otj(4− ij) → 0
(8.4.11)
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Since (Γ, θ) is base point free, the middle down arrow is surjective and therefore
the right one as well. Let E be its kernel:

0→ E → Γ′′j ⊗O → Otj(4− ij)→ 0 (8.4.12)

By dualizing 8.4.12 we see that Ext1(E,O) = Ext2(E,O) = 0, thus E is locally
free of rank 2, therefore dimOqEq = 2 for any q ∈ P2. Now we tensor 8.4.12 with
Oq with q ∈ tj:

0→ Oq → Eq → Γ′′j ⊗Oq → Oq → 0

Since dimOqEq = 2 we must have dim(Γ′′j ) = 2.

This completes the proof.

dim(Γ′′) = 2 implies, that we can only have those θ, such that the sheaves
θ/Ot3−j(ij) have at least a 2 dimensional space of global sections, which means
ij ≤ 3 for j = 1, 2. Thus we get:

Corollary 8.4.8 Let C = t1 ∪ t2 be a singular conic. Then there are only 7
sheaves θ, that can occur in a base point free (Γ, θ) ∈ Syst(2h + 3h2, 2) with
setsupp(θ) = C. These are:

J j
1 (3), J j

3 (4), Ot1(2)⊕Ot2(2), Otj(1)⊕Ot3−j(3).

with j = 1, 2.

Proposition 8.4.9 For any base point free (Γ, θ) ∈ Syst(2h + 3h2, 2) with
setsupp(θ) = C = t1 ∪ t2 a singular conic, Σ(Γ,θ) is reduced.

Proof:

We have to consider the 7 sheaves of corollary 8.4.8. If Σ(Γ,θ) has a non reduced
component, then there is a line l ⊂ P2 with t1 6= l 6= t2 and a section s ∈ Γ
such that s = l2s̃ with s̃ ∈ H0(θ(−2)) due to lemma 8.3.1. If θ = J j

3 (4) or
θ = Otj(1)⊕Ot3−j(3), which means that we have a sequence

0→ Ot3−j(3)→ θ → Otj(1)→ 0

then H0(θ(−2)) = H0(Ot3−j(1)). Thus if there is a section s = l2s̃, its image in
H0(Otj(1)) is zero, which means we have for the coherent system of lemma 8.4.7
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(Γ′′j ,Otj(4− ij)) dim(Γ′′j ) < 2 for j = 1 or j = 2, which is a contradiction to the
non existence of a base point. Therefore the sheaves left to be considered are
J j

1 (3) and Ot1(2)⊕Ot2(2)

Suppose Σ(Γ,θ) is a double conic, whose reduction D is nonsingular. Take 3 points
r1, . . . , r3 ∈ D such that ř1∪ ř2∪ ř3 intersects each of the lines t1, t2 at 3 different
points. Due to lemma 8.3.1 there are three different elements in P(Γ) such that
their images in P(Γ′′) have a double zero. But either Γ′′ = H0(Ot1(1)) and there
is no such element in P(Γ′′) or the zeros of P(Γ′′) form a pencil of divisors, and
such a pencil has only 2 double points. Thus Σ(Γ,θ) cannot be a double conic.

The same argument works for a double line q̌2 ⊂ Σ(Γ,θ) with q 6= p = t1 ∩ t2:
Any point of q̌ has to be singular, so if we take 3 points r1, r2, r3 ∈ q̌ we have
3 different intersection points of t1 or t2 with ř1, ř2 and ř3. We would need 3
elements in P(Γ′′1) or P(Γ′′2) being a double point, which is impossible.

So the only possibility left is p̌2 ⊂ Σ(Γ,θ). In this case for all lines l through p
there is a section s ∈ Γ such that there is a s̃ ∈ H0(θ(−2)) with s = l2s̃.

• θ = J j
1 (3):

We can assume that p = (0 : 0 : 1), t1 = {x = 0}, t2 = {y = 0}, furthermore
j = 2 and η = (1 : 0 : 0). A section of J 2

1 (1) is of the form s̃ = c1y + c2z.
Let a line through p be given by l = αx+ βy, then

l2 · s̃ = c2α
2x2z + c1β

2y3 + c2β
2y2z.

Thus ľ is a singular point of Σ(Γ,θ) if there is a section s ∈ Γ of the form
s = a0x

2z + a1y
3 + a2y

2z such that there are constants c1, c2 with

(i) a0 = c2α
2 (ii) a1 = c1β

2 (iii) a2 = c2β
2

(i) and (iii) give a2 = a0
β2

α2 . Thus s defines l uniquely. We write sl for a

section associated to l. Since for l 6= l̃ span{sl, sl̃ = Γ, a necessary condition
for p̌2 ⊂ Σ(Γ,θ) is that

Γ ⊂ span{x2z, y3, y2z}.

But span{x2z, y3, y2z} is a subset of the image of H0(θ(−1)) under the
multiplication with x+ y. Thus by lemma 8.2.5 p is a base point.
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• Ot1(2)⊕Ot2(2):

If there is a section s̃ ∈ H0(θ(−2)) such that s = l2s̃ ∈ Γ, the evaluation of
s in θp = Op ⊕Op vanishes. Therefore

evp : Γ⊗Op → θp

is not surjective, which implies that ev : Γ⊗O → θ is not surjective. Thus
p would be a base point.

This completes the proof.

8.4.3 Lines

Now we investigate those θ with ch(θ) = 2h + 3h2, which are torsion free on
their support, such that setsupp(θ) = t with t a line in P2. We will describe
all these sheaves θ explicitly and show that for any base point free (Γ, θ) ∈
Syst(2h+ 3h2, 2), Σ(Γ,θ) is reduced.

Lemma 8.4.10 Let θ with ch(θ) = 2h + 3h2 be torsion free on its support and
setsupp(θ) = t, then there is i ∈ Z such that

0→ Ot(4− i)→ θ → Ot(i)→ 0. (8.4.13)

Proof:

If supp(θ) is reduced then θ is a torsion free sheaf on a line and therefore locally
free over Ot. Since ch(θ) · h = 2h2 one has rk(θ) = 2 considering θ as an
Ot-module. Due to a theorem of Grothendieck (see for example [OSS] pp.22)
any locally free sheaf on P1 is a direct sum of line bundles, therefore one gets a
sequence of the form 8.4.13.

If supp(θ)) is non reduced, we use the construction of lemma 8.4.4. Consider
θ|t. It must be ch(θ|l) = h + (m + 1

2
)h2, since θ is not concentrated on t and

torsion free on its support. Therefore K, the kernel of θ → θ|t, which musts also
be torsion free on its support, is of the form K = Ot(2 −m). Now we consider
T (θ|t) ↪→ θ|t and argue as we did in the proof of lemma 8.4.4.

This completes the proof.
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Lemma 8.4.11 One has

φ
0 → Ext1Ot(Ot(4− i),Ot(i))) → Ext1OP2

(Ot(4− i),Ot(i)) →
→ H0(Ot(2i− 3)) → 0

(8.4.14)

and the extensions corresponding to φ(Ext1Ot(Ot(4 − i),Ot(i))) are direct sums
of line bundles on t.

Proof:

We apply the Grothendieck spectral sequence of for Hom(Ot(4 − i),−) = H0 ◦
Hom(Ot(i),−) to Ot(i): One has

HomOt(Ot(4− i),Ot(i)) = Ot(2i− 4).

and a surjective map

HomOP2
(Ot(4−i),Ot(i))→ HomOP2

(Ot(4−i),Ot(i))⊗Ot = HomOt(Ot(4−i),Ot(i))

Thus we have we have a surjection

HomOP2
(Ot(4− i),Ot(i))→ Ot(2i− 4)→ 0 (8.4.15)

Applying Hom(Ot(4− i),−) to the resolution of Ot(i) gives

0 → HomOP2
(Ot(4− i),Ot(i)) → Ext1(Ot(4− i),O(i− 1)) →

→ Ext1(Ot(4− i),O(i)) → Ext1(Ot(4− i),Ot(i)) → 0

We have Ext1(Ot(4 − i),O(i)) = Ot(2i − 3) and Ext1(Ot(4 − i),O(i − 1)) =
Ot(2i− 4), so we get

0 → HomOP2
(Ot(4− i),Ot(i)) → Ot(2i− 4) →

→ Ot(2i− 3) → Ext1(Ot(4− i),Ot(i)) → 0
(8.4.16)

8.4.15 and the first half of 8.4.16 give
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Ot(2i− 4) = HomOt(Ot(4− i),Ot(i)) ∼= HomOP2
(Ot(4− i),Ot(i)) (8.4.17)

And therefore the second half of 8.4.16 gives

Ext1(Ot(4− i),Ot(i)) ∼= Ot(2i− 3) (8.4.18)

Furthermore

H2(HomOP2
(Ot(4− i),Ot(i))) ∼= H2(Ot(2i− 4)) = 0 (8.4.19)

So with 8.4.17, 8.4.18 and 8.4.19 the exact sequence of low degree of the
Grothendieck spectral sequence becomes

φ
0 → H1(Ot(2i− 4)) → Ext1OP2

(Ot(4− i),Ot(i)) →
→ H0(Ot(2i− 3)) → 0

(8.4.20)

Finally we have

H1(P2,Ot(2i−4)) ∼= H1(t,Ot(2i−4)) ∼= Ext1Ot(Ot,Ot(2i−4)) = Ext1Ot(Ot(4−i),Ot(i))

Thus we get 8.4.14. If i < 2 one has

Ext1Ot(Ot(4− i),Ot(i))) ' Ext1OP2
(Ot(4− i),Ot(i))

and for i ≥ 2 Ext1Ot(Ot(4 − i),Ot(i))) = 0. Any extension of Ot(4 − i) by
Ot(i) on t is also an extension on P2. Therefore the extensions corresponding to
φ(Ext1Ot(Ot(4− i),Ot(i))) are direct sums of line bundles on t.

This completes the proof.

Now we investigate the case i ≥ 2, which means Ext1OP2
(Ot(4 − i),Ot(i)) '

H0(Ot(2i− 3)). Any element of the Picard group of Proj(C[x, y, z]/(t2)), which
we denote by 2t, can be obtained as quotients of line bundles on P2 (see [D]):
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0→ O(i− 2)→ O(i)→ O2t(i)→ 0.

We can extend this to a diagram

0 0 0
↓ t ↓ ↓

0 → O(i− 2) → O(i− 1) → Ot(i− 1) → 0
‖ t2 ↓ t ↓

0 → O(i− 2) → O(i) → O2t(i) → 0
↓ ↓ ↓
0 → Ot(i) = Ot(i) → 0

↓ ↓
0 0

Thus for O2t(i+ 1) we have

0→ Ot(i)→ O2t(i+ 1)→ Ot(i+ 1)→ 0. (8.4.21)

Lemma 8.4.12 Any θ that corresponds to an element of Ext1OP2
(Ot(4−i),Ot(i))

for i ≥ 2 is of the form Iη ⊗O2t(i+ 1), where Iη is the ideal subsheaf on O2t of
the Hilbert scheme of points η on t with |η| := |Oη| = 2i− 3.

Proof:

Let η be the zero set of sη ∈ H0(Ot(2i − 3)). sη induces a map Ot(4 − i) ↪→
Ot(i+ 1). This map extends the sequence 8.4.21 uniquely to a diagram:

0 0 0
↓ ↓ ↓

0 → Ot(i) → θη → Ot(4− i) → 0
‖ ↓ ↓

0 → Ot(i) → O2t(i+ 1) → Ot(i+ 1) → 0
↓ ↓ ↓
0 → Oη = Oη → 0

↓ ↓
0 0

from which we see that θη = Iη. For two different Hilbert schemes η, ξ Iη and
Iξ are not isomorphic: if setsupp(Oη) 6= setsupp(Oξ) this is obvious, because if
restricted to an open set U such that setsupp(Oη) ∩ U = ∅ and setsupp(Oξ) ∩
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U = p a point, Iη|U has one generator while Iξ|U has two. If setsupp(Oη) =
setsupp(Oξ) consider an open set U such that Oη|U 6= Oξ|U , setsupp(Oξ)∩U = p
and extend Iη|U , Iξ|U to sheaves Iη̃, Iξ̃, which are locally free apart from p. If
Iη ' Iξ then Iη̃ ' Iξ̃. But since Oη̃ � Oξ̃ one has ch(Iη̃) 6= ch(Iξ̃), which
contradicts Iη̃ ' Iξ̃.
Since Ext1OP2

(Ot(4− i),Ot(i)) ' H0(Ot(2i−3)) we obtain with this construction

any nontrivial extension of Ot(4− i) by Ot(i).

This completes the proof.

Remarks:

• Note that Iη and Jη ⊗O2t, where Jη is the ideal sheaf of η on P2, are not
isomorphic. Applying ⊗O2t to

0→ Jη → O → Oη → 0

gives

0→ Tor1(Oη,O2t)→ Jη ⊗O2t → O2t → Oη → 0

Thus with Tor1(Oη,O2t) = Oη one has

Jη ⊗OP2
O2t = Iη ⊕Oη,

which is not torsion free on its support.

• We can identify the global sections of O2t(i) with

H0(O2t(i)) = {p(x, y) + zq(x, y)|deg(p) = i, deg(q) = i− 1}.

Let the zero set divisor of sη be
∑

i(βi : −αi : 0)ni then H0(Iη(i)) seen as
a subspace of H0(O2t(i)) is

H0(Iη(i)) = {
∏
i

(αix+βiy)nip(x, y)+zq(x, y)|deg(p) = i−|η|; deg(q) = i−1}.
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Lemma 8.4.13 The sheaves θ with setsupp(θ) = t and supp(θ) non reduced,
that can occur in a semistable coherent system (Γ, θ) ∈ Syst(2h + 3h2, 2)are of
the form Iη1(3) and Iη3(4), where |ηi| = i.

Proof:

Suppopse (Γ, Iη2i+1
(i+ 3)) is semistable. Since we have a sequence

0→ (Γ′,Ot(i+ 2))→ (Γ, Iη2i+1
(i+ 3))→ (Γ′′,Ot(2− i))→ 0,

the semistability implies

p(Γ′,Ot(i+2)) ≤ p(Γ,Iη2i+1 (i+3)).

Now recall, that POt(j)(n) = n + j + 1 which one computes from 2.6.4 using
c1(Ot(j)) = 1, c2(Ot(j)) = 1 − j and therefore Pθ(n) = 2n + 6. Thus Γ′ 6= 0 is
only possible if i = 0. For i > 0 it must be zero and therefore dim(Γ′′) = 2. But
H0(Ot(j)) = j + 1, thus we get i < 2.
So the only sheaves, that can occur in a semistable system (Γ, θ), are Iη1(3) and
Iη3(4) . We have to consider all possible inclusions

0→ (Γ′, θ′)→ (Γ, θ).

It is impossible to destabilize (Γ, θ), where θ is eitherIη1(3) or θ = Iη3(4), with
a θ′ such that supp(θ′) is nonreduced since both sheaves would have the same
multiplicity. If θ′ = Ot(j) we can choose a Γ such that the restriction of no
section to t vanishes, so Γ′ = 0 and therefore θ = Iη1(3) or θ = Iη3(4) occur in a
semistable coherent system.

This completes the proof.

Lemma 8.4.14 There are two sheaves θ with setsupp(θ) = t and supp(θ) re-
duced, that can occur in a (Γ, θ) ∈ Syst(2h + 3h2, 2). These are Ot(1) ⊕ Ot(3)
and Ot(2)⊕Ot(2).

Proof:

Since θ is torsion free on its support it must be locally free overOt and is therefore
always a direct sum of line bundles. So we have a sequence of the form

0→ OC(4− i)→ OC(i)⊕OC(4− i)→ OC(i)→ 0 (8.4.22)
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with i ≤ 2. Considering a coherent system (Γ,OC(i) ⊕ OC(4 − i)) with i < 2,
the sequence of coherent systems induced by 8.4.22 is

0→ (Γ′,OC(4− i))→ (Γ,OC(i)⊕OC(4− i))→ (Γ′′,OC(i))→ 0

If (Γ,OC(i) ⊕ OC(4 − i)) is semistable dim(Γ′′) = 2 by the same argument as
in the proof of lemma 8.4.13. Thus i ≥ 1 since we need H0(OC(i)) ≥ 2. So we
find i = 1 or i = 2 are the only possibilities such that (Γ,OC(i)⊕OC(4− i)) is
semistable.

This completes the proof.

Since we now know all possibilities of θ, we can show

Proposition 8.4.15 For any base point free (Γ, θ) ∈ Syst(2h + 3h2, 2) with
setsupp(θ) = t, Σ(Γ,θ) is reduced.

Proof:

Once again we use lemma 8.4.1.

• θ = Ot(2)⊕Ot(2) or θ = Ot(1)⊕Ot(3):

If the spectral scheme has a non reduced component, then there is a l 6= t
such that ľ is a singular point. Let ξ = l∩ t. So there is a s = l2s̃ ∈ Γ with
s̃ ∈ H0(θ(−2)), but that means s vanishes at ξ. Thus evξ : Γ → θξ is not
surjective, which implies ev is not surjective, which would mean that ξ is
a base point.

• Iη1(3):

We can choose coordinates such that η1 = (0 : 1 : 0), thus

H0(Iη1(3)) = {xp(x, y) + zq(x, y)| deg(p) = deg(q) = 2},

H0(Iη1(1)) = {c1x+ c2z}.

Given a line l = αx + βy + τz and a section s̃ = c1x + c2z ∈ H0(Iη1(1)),
we compute

l2 · s̃ =
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= (α2x2 + β2y2 + 2αβxy + 2ατxz + 2βτyz)(c1x+ c2z) =

= xc1(α2x2 + β2y2 + 2αβxy)+

+z(2c1ατx
2 + 2c1βτxy + c2(α2x2 + β2y2 + 2αβxy)) =

= xc1(αx+ βy)2 + z((2c1ατ + c2α
2)x2 + (2c1βτ + 2c2αβ)xy+ c2β

2y2)

That means, to have a point ľ, where the spectral scheme is singular on
its support, we need a section s = xp(x, y) + zq(x, y) ∈ H0(Iη1(3)) in Γ
such that p has a double zero at ξ = l ∩ t. But since Γ is of dimension
2, there are only two points on t, that satisfy this condition. Therefore
the only possibilities to have a non reduced component are the lines in
P∗2 corresponding to the two points ξ1, ξ2 ∈ t, for which there is a section
sξj ∈ Γ with pξj having a double zero at ξj.

So ľ is a singular point if there is a section

sl = xc1(αx+ βy)2 + z(a0x
2 + a1xy + a2y

2)

with

(i) a0 = 2c1ατ + c2α
2 (ii) a1 = 2c2αβ + 2c1βτ (iii) a2 = c2β

2.

Now we have to consider two cases:

1. β 6= 0:

If for another line m = αx+βy+ τ̃ z m̌ is a singular point, the section
sm, that ensures this, cannot be an element of span{sl}: Because if
sm = ksl with k ∈ C, which means, that there are constants c̃1, c̃2

such that sl = m2(kc̃1x + kc̃2z), then pm = kpl implies kc1 = c̃1 and
to get the same coefficient at the y2 summand of kql and qm we need
kc2 = c̃2, thus it is impossible to get the same coefficient at the x2

and xy summands of kql and qm, since τ 6= τ̃ .

Therefore if ξ = (−β : α : 0), a necessary condition for ξ̌2 ∈ Σ(Σ,θ) is,
that for all sections s = xp+ zq ∈ Γ it is p(ξ) = 0. But in that case

evξ : Γ→ θξ

is not surjective and therefore ξ is a base point.
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2. β = 0:

That means η = ξ. Now we have

θξ = (xC[x, z] + zC[x, z])/z2 ⊗C[x,z] C[x, z]/(x, z) = Oξ ⊕Oξ.

If a section s ∈ Γ is of the form s = l2s̃ the corresponding polynomials
p, q have a double zero at ξ. Therefore evξ(s⊗Oξ) = 0, which means
that ev is not surjective and ξ would be a base point.

• Iη3(4):

Let η3 be given by the zeros of the polynomial r(x, y) of degree 3. Then

H0(Iη3(4)) = {r(x, y)p(x, y) + zq(x, y)| deg(p) = 1; deg(q) = 3}

H0(Iη3(2)) = {zq̃|deg(q̃) = 1}.

Thus to have a singular point in the spectral scheme apart from ť we need
a section s1 = zq1(x, y) ∈ H0(Jη3(4)) in Γ. Taking a second section s2 =
r(x, y)p2(x, y) + zq2(x, y) ∈ Γ such that Γ = span{s1, s2} every section
s ∈ Γ is of the form

s = r(x, y)p2(x, y) + zq(x, y).

Thus denoting the Hilbert scheme given by the zeros of r(x, y)p2(x, y) by
η4 we see that

ēv(Γ⊗O) ⊂ Iη4(4) ( Iη3(4),

which by lemma 8.2.5 means, that there would be a base point.

This completes the proof.

Finally using the lemma of Artamkin, the circumstance that there are instantons
in M̃reg

nc (4) such that [A,B] is not nilpotent, nilpotent with [A,B]2 6= 0, nilpotent
with [A,B]2 = 0 and Propositions 8.4.3, 8.4.9 and 8.4.15 gives

Theorem 8.4.16 There are 3 G-orbits in M̃reg
nc (4).
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Chapter 9

Further investigations

Even though we did not find non reduced spectral schemes for elements of
M̃reg

nc (n) for n ≤ 4, the suggestion, that this might be true for any n, is false. In
[Sch2] Schwarzenberger gave an example of a µ-stable locally free sheaf E on P2

with (c1, c2) = (0, 6), that has a conic as spectral curve. Remarkable in that case
is that even though the spectral curve is a conic and c2(E) = 6, the restriction
of E to a jumping line l is E|l = Ol(2)⊕Ol(−2).
For the investigation of charge 5 the construction of coherent systems fails, since
one has χ(F(1)) = 1 and it does not seem to be the case that h1(E) ≥ 1 for
any locally free E ∈ M̃(5). A first approach could be to investigate, whether the
existence of a line as a component of the spectral curve of F ∈ M̃(5) implies,
that F is not locally free. The inverse implication is true, because the dual of
setsupp(Ext1(F ,O))) belongs to the spectral curve. If this turns out to be true
one also gets for charge 5 the non existence of spectral schemes with non reduced
components, since the resulting spectral curve of any such scheme has a line as
component.
The identification of instantons with coherent systems could lead to a successful
investigation of charge 8, since in that case one has χ(F(2)) = 2. But their
treatment will be more difficult since the coherent systems are supported on
curves of degree 4.
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[Sch1] Schwarzenberger, R.L.E.: Vector bundles on the projective plane 1, Proc.
London math. soc., 11, pp. 601-622, 1961.

[Sch2] Schwarzenberger, R.L.E.: Vector bundles on the projective plane 2, Proc.
London math. soc., 11, pp. 623-640, 1961.

[Sh1] Shafarevich, I.R.: On some infinite-dimensional groups, Rend. Math. e
Appl., 25, pp. 208-212, 1966.

[Sh2] Shafarevich, I.R.: Basic algebraic geometry, Die Grundlehren der math.
Wissenschaften in Einzeldarstellungen 213, Springer-Verlag, 1974.

98



Lebenslauf

Persönliche Daten

Michael Miesener
Mittelweg 5
37133 Friedland

Geboren am 22.11.1978 in Rinteln
Verheiratet, deutsch

Studium

seit 10/2009 Wissenschaftlicher Mitarbeiter am Mathematischen Institut
der Georg-August-Universität

04/2008 - 09/2009 Wissenschaftlicher Mitarbeiter am Mathematischen Institut
der Georg-August-Universität im E-Learning Project

12/2007 - 03/2008 Wissenschaftliche Hilfskraft am Mathematischen Institut
der Georg-August-Universität im E-Learning Project

04/2005 - 09/2007 Wissenschaftlische Hilfskraft am Mathematischen Institut
der Georg-August-Universität

12/2004 - 11/2007 Stipendiat im Graduiertenkolleg ”Gruppen und Geometrie”
an der Georg-August-Universität

seit 12/2004 Promotionssstudium bei Prof. Dr. Pidstrygach am Mathe-
matischen Institut der Georg-August Universität

05/2004 Diplom Mathematik an der Ludwig-Maximilian-Universität
München

10/2001 Vordiplom Mathematik an der Ludwig-Maximilian-
Universität München

04/2001 Vordiplom Physik an der Ludwig-Maximilian-
Universität München

Schulbildung

1998 Abitur
1991 - 1998 Gymnasium Ernestinum in Rinteln
1989 - 1991 Orientierungsstufe in Rinteln
1985 - 1989 Grundschule in Rinteln

99


	Contents
	Chapter 1 Introduction
	Chapter 2 Tools and notations
	2.1 support, setsupport and Fitting scheme
	2.2 Torsion sheaves
	2.3 Duality, Ext and Ext
	2.4 Torsion and duality for sheaves of rank 0
	2.5 Further tools
	2.6 Grothendieck and Chern classes
	2.7 The Grothendieck spectral sequence
	Chapter 3 The action of the group ofbiregular automorphism of thea�ne plane on instantons
	Chapter 4 Instantons as vector bundles on P2
	Chapter 5
	Chapter 6
	Chapter 7
	Chapter 8
	Chapter 9
	References
	Lebenslauf

