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Abstract

Access to the Internet has become available at virtually any place in developed and developing
countries, either by fixed-line or wireless access. The Internet users are used to check emails,
read web pages, or see a video at any time via the Internet and are annoyed if the access does not
work or does work but too slowly for the used application. The access to the Internet is stable
and fast enough in metro areas, but even in these area the access network is just too slow under
certain circumstances. In many other situations, such as in rural areas or while being on the
move, the network capacity is usually not sufficient to keep up with the capacity demand of the
applications used by the users. The easiest conclusion in cases where the network access is too
slow for a specific application is simply: give up. Another approach is to call for an upgrade of
the network to offer more capacity, but this is not as easy, as this involves the network operator
to do the upgrade.

We call such a situation where the Internet access is too slow a resource constrained environ-
ment. This thesis presents throughput measurements of such an environment for 2 UMTS-based
mobile wireless networks to show the limits of a real deployments.

However, typically there is not a single user in an area with such a limited Internet access, but
multiple users with their Internet terminal. We use the possibility of having multiple users in the
same area to let them cooperatively retrieve data from the Internet. The scheme we introduce
allows a group of users in physical proximity to jointly access a resource or resources, by
efficiently using the Internet access ressources each user contributes to the group, with the goal
to overcome a resource constrained environment of each single host. The basic idea is: use
several (fixed-line or wireless) Internet access links at the same time and distribute the data
retrieval load among them (“application layer channel bonding”). This assumes the presence
of a 2nd high-bandwidth local network (e. g., WLAN in ad-hoc mode) which allows content
redistribution between these users free of charge.

The framework we are proposing is called Cooperative Internet Access and is defined on the
conceptual level in this thesis and elaborated with 2 applications using the frame work.

We show how the cooperative Internet access enables near live peer-to-peer video streaming in
a resource constrained environment where it would be otherwise impossible to watch video. We
present the system design for peer-to-peer video streaming in such an environment and evaluate
it with a simulative study which uses the results of the above mentioned 3G measurements for
the network environment.
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Abstract iii

As 2nd application we use web browsing which is also an application type which suffers from
a resource constrained environment, as the web content is delivered too slowly to the users,
making most of today’s web pages hard to use. The system design for our cooperative web
access approach re-uses the foundation framework, as also used by the peer-to-peer use case, to
improve the access to web pages.



Zusammenfassung

Der Zugang zum Internet ist heute an vielen Orten in Industrieländern und auch Entwicklungs-
ländern entweder per Festnetz oder Mobilnetz möglich. Dies wiederum erlaubt es den Internet-
benutzern quasi überall und zu jeder Zeit Emails abzurufen, Webseiten zu lesen, oder Videos
abzurufen, wobei aber eine Störung oder ein zu langsamer Internetzugang die Benutzer eher
verärgert. Der Zugang zum Internet ist in der Regel nur in Städten schnell und auch stabil
genug für die heutigen Internetseiten. In vielen ländlichen Gebieten und auch auf Reisen au-
ßerhalb von Ansiedlungen, ist die Netzkapazität nicht ausreichend um die von den Benutzern
gewohnten Netzinhalte in der erwarteten Geschwindigkeit und Zuverlässigkeit zu übertragen.
Der offensichtliche Schritt im Falle einer zu langsamen Internetanbindung für eine Anwendung
ist aufgeben. Ein anderer Schritt wäre auf eine Verbesserung der Anbindung seitens des Netz-
anbieters zu warten, was aber eine sehr lange Wartezeit zur Folge haben könnte.

Solch eine Situation in der die Internetanbindung zu langsam ist, nennen wir im Rahmen dieser
Arbeit resource constrained environment. Wir präsentieren Meßergebnisse zum Datendurchsatz
in zwei UMTS-Mobilfunknetzen in Deutschland um die Grenzen dieser aufzuzeigen.

Typischer Weise ist aber nicht nur ein Internetbenutzer in einem Bereich mit einem einge-
schränkten Internetzugang, sondern mehrere Benutzer. Wir gehen in dieser Arbeit davon aus,
das es mehrere Benutzer in einem Bereich gibt, die dann kooperativ Daten aus dem Internet
laden. Das hier eingeführte Schema erlaubt einer Gruppe von Benutzern die sich in räumlicher
Nähe befinden, gemeinschaftlich auf eine Ressource im Internet zuzugreifen, mit dem Ziel den
eingeschränkten Internetzugang jedes einzelnen Hosts zu beseitigen. Die grundsätzliche Idee
ist: Benutze zeitgleich mehrere Internetzugangslinks (Festnetz oder Funknetz) und verteile den
Datenaustausch zwischen ihnen (“Application-Layer Channel Bonding”). Das setzt ein 2. loka-
les Netz mit einem hohen Datendurchsatz, z.B. WLAN im Ad-Hoc Modus, vorraus, welches
eine kostenlose Umverteilung der Daten zwischen den Benutzer erlaubt.

Das hier vorgestellte Rahmenwerk nennen wir Kooperativer Internet-Zugang (engl. Cooperati-
ve Internet Access), welches in dieser Arbeit konzeptionell erarbeitet wird und an Hand von 2
Beispielanwendungen weiter ausgearbeitet wird.

Wir zeigen wie der Kooperativer Internet-Zugang benutzt wird, um Peer-to-Peer Video-Streaming
in einem resource constrained environment zu ermöglichen, wo es ohne diesen Ansatz unmög-
lich ist Streaming-Videos anzusehen. Wir stellen das Systemdesign für Peer-to-Peer Video-
Streaming in solch einer Umgebung vor und evaluieren das System mit einer Simulationstudie,
welche auf den Messungen der UMTS-Mobilfunknetz beruht.
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Zusammenfassung v

Als zweite Anwendung nehmen wir Webbrowsing, da diese Anwendungsart ebenfalls durch
eine resource constrained environment beeinträchtigt wird. Eine zu langsame Übertragung von
Webseiten erschwert den Zugang für Benutzer zu diesen Webinhalten. Das Systemdesign für
den Kooperativen Web-Zugang (engl. cooperative web access) verwendet ebenfalls das Rah-
menwerk des Kooperativer Internet-Zugang, um den Zugang zu Webseiten zu verbessern.
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1 Introduction

1.1 Problem Statement

The Internet has been designed as a general purpose network with no assumptions about applica-
tions built-in. Applications in this context includes any type of protocol and attached computer
process operating over the Internet. While on one hand the Internet is application agnostic, ap-
plications make assumptions about the Internet. There is a full set of assumptions made, such
as, but not limited to, full end-to-end connectivity – even though there are Network Address
Translators (NAT) deployed –, an always on Internet where connectivity is always available,
uncongested Internet paths, and sufficient achievable throughput for every application. Suffi-
cient achievable throughput is meant complementary to uncongested Internet paths. Congestion
refers to an overload situation at a bottle neck on an Internet path, but sufficient achievable band-
width refers to the application’s bandwidth demand without congestion in regular operations.

The base line of these assumptions made by applications goes back to that access to the Internet
seems to be available at a ubiquitous scale in developed nations and also in rising nations in
areas with dense population. The term Internet access, as used by today, is often used in way
that may suggest the Internet to be available virtually anywhere, at anytime, for any type of data
(or content, using a more general term), and with any type of device (e. g., laptop, desktop com-
puter or mobile phone). This vision is promoted under the term Anything, Anywhere, Anytime
(AAA) [2] .

However, there are certain circumstances where the application’s demand for achievable through-
put cannot met due to natural limitations of the access to the Internet. More and more users are
accessing the Internet with their mobile devices, for instance, with a mobile phone via a mo-
bile wireless networks based on UMTS technology. These networks cannot deliver the same
throughput in all and every location, as the combination of radio technology and environment
impacts the achievable throughput just by the physical limitations of the radio channel; and not
all locations supply the same amount of network capacity, as either the location is not provi-
sioned to supply the capacity or as the used radio technology at this location has a lower capacity
per se. These facts will let people using mobile wireless Internet access experience high-speed
access at some times, e. g., in metro areas in the range of 1 Mbit/s, but also low-speed access
in the country side in the range of 50 kbit/s, as cellular networks, such as UMTS, cover large
areas of many countries with a varying degree of deployed network capacity. This results also in
uncovered spots and connections that are be aborted, e. g., in railway tunnels, in some valleys,
etc.

1
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There are also many rural areas which are less densely populated and which are cut-off from
high-speed Internet access. There are a number of reasons for this, but the main reason seems to
be the fact that deploying such a high-speed Internet access technology incurs capital expenses
for the network operator which cannot be recovered by the limited amount of potential users in
an area. The users in such areas are constantly experience a low achievable throughput, as the
access technology used provides low throughput. A typical example for such deployments is
the use of Integrated Services Digital Network (ISDN) telephone dial-up Internet access with
64 kbit/s.

On the other hand does each application have typically a certain demand in throughput to op-
erate properly, though this demand may depend on what the user of this application deems
sufficient. For instance, web browsing via WWW may demand a sufficient achievable through-
put in the range of 600 kbit/s to 900 kbit/s for youtube [3] videos [4]; and peer-to-peer video
streaming systems operate with video transmission rates of 500 kbit/s to 600 kbit/s [5]. The
requirement of a minimal throughput is already discussed in [6] (1997) for realtime and non-
realtime applications with the apparent conclusion of non-realtime applications being more re-
laxed on variantions of the achievable throughput and realtime applications in strong need for a
minimum achievable throughput. An interesting fact mentioned in [6] is the minimal achievable
throughput for retrieving single elements of an web page between 240 kbit/s and to 1.6 Mbit/s
to achieve the so-called block delay of 100 ms. This is the delay for loading a a single specific
element of a single web page, whereas this web page contains of several such elements.

A shown above, there is under certain circumstances a gap between the in general achiev-
able throughput via an Internet access and the applications demand. There are attempts to
improve the situation by either deploying more wireless access capacity, by technological im-
provements, or by adapting the accessed content to mobile devices. There are other technologies
with a higher achievable throughput, such as Worldwide Interoperability for Microwave Access
(WiMAX) or Wireless Local Area Network (WLAN), but which are not either not deployed at
a large scale or offer only a limited range, as compared to mobile wireless radio technologies.
But there is no general solution for users being in a situation where the capacity of the Internet
access cannot met the application’s demand or the user’s expectation, other than to give up using
the Internet or to wait for the deployment of more capacity.

This gap between the requirements of the applications today (2010) and the de-facto achievable
throughput of mobile wireless leads to a first conclusion:

A single mobile wireless interface on a single node will not be able to deliver
the required throughput for the applications running on this particular node under
every circumstances.

The historical development of the maximum achievable bitrate for xDSL [7] and mobile wire-
less in Germany [8, 9, 10, 11, 12] in Figure 1.1 illustrates the gap between fixed line and mobile
wireless. The x-axis denotes the time when the technology was available to customers in Ger-
many and the y-axis denotes the maximum bitrate. It should be noted that the maximum bitrate
for 3GPP mobile wireless is the theoretical maximum which may not be reached under real con-
ditions (cf. Section 3). The figure illustrates the growing gap between the widely used xDSL
technology and the mobile wireless access.
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Figure 1.1: Development of the maximum downlink bitrates for xDSL and mobile wireless

1.2 Cooperative Internet Access

This thesis proposes a scheme that allows a group of users in physical proximity to jointly
access a resource or resources, by efficiently using the Internet access ressources each user
contributes to the group, with the goal to overcome a resource constrained environment of
each single host. The basic idea is very simple: use several wireless Internet access links at
the same time and distribute the data retrieval load among them (“application level channel
bonding”). These links do not have to use the same technology or connect to the same network
operator. Actually, diversity reduces the risk of “fate sharing”, i. e., the likelihood that several
links become unavailable (or very slow) at the same time. However, having several subscriptions
to network operators at the same time would introduce significant costs for a user. We propose
a scheme for several users to contribute their wireless Internet access resources for retrieving
the content in a joint effort. This assumes that there is a high-bandwidth local network (e. g.,
WLAN in ad-hoc mode) which allows content redistribution between these users free of charge.

We call this approach cooperative Internet access, as multiple users (nodes) are cooperatively
retrieving data from the network. This resource can be, for instance, a web site, a peer-to-peer
video stream or a file. We define the resource as below.

Definition 1.1 (Resource): A resource is a piece of data stored in one or multiple replicas
on nodes in the Internet. The resource is accessible via a network and it can be accessed in
sub-units, the so-called the the information elements.

Definition 1.2 (information element): An information element is an atomic unit of data which
can be identified by a unique handle (an identifier) on a global scale.
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Figure 1.2: Schematic view of the cooperative Internet access

The approach exhibits these basic properties:

information centric The system requires a resource to be available in smaller units, the so-
called information elements, or short element, so that the resource can be retrieved in
elements rather as a single entity. The retrieval and redistribution uses the information
elements as ”trading good” between the participating nodes.

application level striping The system aggregates the capacity of all access-links in the system
to provide a better resource to the application, as compared to what each single access-link
could provide. For instance, more achievable throughput or better resilience against link
failures of a single access-link. The striping is implemented by retrieving the information
elements, as smallest unit, over multiple access-links.

delegation A node can delegate the retrieval of information elements to other nodes which
retrieve the elements on-behalf of the requesting node.

flow agnostic The handling of the resource and its parts is not bound to specific flows, network
address, etc. But is completely handled at level of the information elements.
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local support only The system requires only ”local” support of participating nodes, but not of
any other node in the Internet. This eases the deployment, as no end-to-end support is
needed.

system multihoming There is typically the differentiation between site-multihoming and host-
multihoming. However, the proposed approach implements a system multihoming, as
there is no need for site or host multihoming, but the whole local system is (cf. also
Section 2.1.1).

coordinated access The system coordinates access to the resource where possible.

We assume each node is equipped with at least two network interfaces, the access-link and the
sharing-link.

Definition 1.3 (access-link): We commonly denote the link providing the access to the Internet
as access-link. This link can be of any type of technology and it can be connected to any
network operator which provides access to the Internet.

Definition 1.4 (sharing-link): We commonly denote the link providing the high-bandwidth
local network connectivity amongst the nodes of the users as the sharing-link. The sharing-
link interconnects the participating nodes in physical proximity to detect each other, to ex-
change coordination messages, and to redistribution of data retrieved via the access-links. The
sharing-link is assumed to provide a larger bandwidth as required to retrieve the element and to
coordinate the redistribution.

Figure 1.2 shows an example setting for the cooperative Internet access with 3 nodes. Each local
node is connected via its access-link (AL1 to AL3) to an network operator (Internet Service
Provider (ISP) in the figure) and it is also connected to the sharing-link. All local nodes form
the local system. The accessed resource can be located either on a single remote node or
on multiple remote nodes. It is divided in information elements, for instance, with an index
starting from 0 to 9, in Figure 1.2. Each local node has a request queue which states the order
of elements to be retrieved by that particular node. A controller process, which either be hosted
by one of the local nodes or be distributed across the local nodes, determines which local node
shall retrieve what information element.

Here are the definitions of local system, local node, and remote node:

Definition 1.5 (local system): The nodes participating in the cooperative Internet access are
part of the local system.

Definition 1.6 (local node or local peer): A node which is part of the local system is denoted
as local node or local peer.

Definition 1.7 (remote node or remote peer): A node which is not part of the local system is
denoted as remote node or remote peer.
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The transmission of information elements over untrusted local nodes raises the question about
security. Such an untrusted local node, as well as any other node in the Internet, can read,
change, or suppress the information elements transferred via it. We assume that the data trans-
mitted via these nodes is either protected by the application itself, e. g., by cryptographic hashes
applied to each information element in peer-to-peer systems [13], or by deciding to forward
only less important data via these nodes, e. g., banner pictures of web pages. Furthermore, a
trusted local node could be coerced to handle information elements which violate law, e. g.,
handling of illegally copied movies in peer-to-peer systems. This last threat might be difficult
to mitigate.

The further consideration of security is out of scope of this thesis.

1.2.1 Use Case 1: Peer-to-Peer Video Streaming

Near-live peer-to-peer video streaming (e. g., with PPLive [14]) is increasingly popular among
Internet users, but typically it is limited to fixed Internet access. Video streaming, no mat-
ter whether based on client/server or peer-to-peer paradigm, requires – depending on content
type and image quality – a sustained bit rate in a range from 0.3 to 16 Mb/s, which can be
achieved easily with wireline Internet access such as xDSL. In contrast, this is challenging for
users accessing the Internet via wireless links. They basically have the choice between high
speed or good coverage area, but usually they cannot have both at the same time, i. e., leaving
them in a resource constrained environment: video streaming for peer-to-peer systems requires
approximately 600 kbit/s achievable throughput which cannot be delivered via a single mobile
broadband wireless link, as we show in Chapter 3.

Let’s assume multiple users are riding on the same train and their are interested in watching
the same TV channel supplied by a peer-to-peer video streaming system. Each user on its own
cannot watch the video due to limitation of the wireless link’s achievable throughput. The set of
users is now using the cooperative Internet access to distribute the video retrieval amongst their
nodes (and thus each node’s access-link) in a coordinated way, leavering the resource of each
access-link. The nodes use the sharing-link to coordinate the video retrieval and to redistribute
the video locally. This will enable the users to watch the TV channel as the set set of nodes is
cooperatively retrieving the video, instead of letting each node acting selfishly.

1.2.2 Use Case 2: Web Browsing

Web browsing is the most popular way of retrieving content from the Internet. However, web
browsing of today’s web page in resource constrained environments requires either adapted
content, e. g., specialized mobile web pages, or other support. However, specialized web pages
are not always available and even these pages require a decent capacity of the access-link.
One traditional way of deadling with slow, resource constrained access-lines is the usage of
HTTP cache proxies, and in fact we reuse and extend this approach. The original approaches
are limited to the use of a single access-link only, i. e., all nodes are located behind the same
access-link.
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The cooperative web browsing allows the coordinated access to content by multiple users, for
fully shared, partially shared, and content that cannot be shared. A web page consists of multiple
elements, such as pictures or videos, and these information elements can be either cached in the
local system or they can be retrieved via one of the access-links.

1.3 General Definitions

This section gives some definitions required for the general understanding of the remaining
document.

Definition 1.8 (maximum bitrate): We define the maximum bitrate B̂` as the gross bitrate a
particular access-link offers.

Definition 1.9 (achievable throughput): We define the achievable throughput Θ as the
actual throughput on a single Internet path which is effectively usable by an application. This
excludes any further header below the application, i. e., it is the net throughput.

We differentiate between the achievable throughput Θ and the maximum bitrate of an access-
link B̂`. The maximum bitrate is determined by the used technology and only gives a rough
estimate what this particular links is able handle in terms of throughput. The overall achievable
throughput is always determined by the bottleneck of the complete Internet path between source
and destination, but we assume the bottleneck to be located at the access-link for our further
considerations. This assumption is solely made for the ease of the further discussions. The
approach discussed in this thesis applies also to situations where the bottleneck is not at the
access-link.

This differentiation is necessary as there may be huge differences between the maximum bitrate
of an access-link technology and the actual achievable throughput. The maximum bitrate is the
theoretical upper bound of the gross throughput (i. e., which is the total of achievable throughput
and the throughput required for the headers below the application level).

We also define a instantaneous combined download capacity to use it later on in the thesis.

Definition 1.10 (instantaneous combined download capacity): The instantaneous com-
bined download capacity of the local system is the aggregated throughput of the access-links
of a local nodes.

Definition 1.11 (network availability): The network availability denotes the probability of
the network being available to deliver any achievable throughput.

The network availability is another factor to be considered, as not every network will always be
able to deliver throughput. For instance, fixed-lined access links will be almost always available
(unless there is a network fault), but wireless access links will by their nature have periods with
no achievable throughput.
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The next definition 1.3 deals with what applications require in terms of achievable through-
put and also in terms of network availability; and when applications or nodes are in resource
constrained environment.

Definition 1.12 (resource constrained environment): An Internet application has a minimum
required achievable throughput Θmin to work as expected by the user of it. We denote a situation
a resource constrained environment where the achievable throughput is below this minimum for
all times or at least for a non-neglectable amount of time: Θ(t′) < Θmin t′ ⊆ t

1.4 Contributions of this Thesis

The main contributions of this thesis are:

1. We identified the resource constrained environment and challenged the status quo of to-
day. Nodes in such an environment either cannot access the Internet as the users simply
give up or there is the need to adapt the accessed content to the particular environment.
But content adaptation requires action from entities not involved in the environment.

2. The quantification of the achievable throughput and the network availability in a resource
constrained train scenario through measurements (Chapter 3).

3. We propose a Cooperative Internet Access where multiple nodes access one or multi-
ple resources in a joint and coordinated effort to minimize the number of information
elements to be retrieved by the participating nodes.

4. The specification of cooperative Internet access system and the solution design for two
use cases: peer-to-peer video streaming and web access.

5. The simulation of the peer-to-peer video streaming use cases with a new bin packing
algorithm for the peer-to-peer chunk scheduler and a light-weight throughput estimator.

1.5 Outline

First, we will examine the related work in the field of cooperative Internet access and related
fields in Chapter 2 and discuss the differences between prior works and our approach.

Chapter 3 lays the foundation to understand the network environment of mobile Internet users,
by introducing the environment of mobile wireless broadband networks. Subsequently we set
the measurement methodology for measurement of such mobile wireless broadband networks,
present the measurement results, and an analysis of the measurements. This chapter is the
basis to understand the need for our system, as it shows the need for applications to cope with
resource constrained environments.

The conceptual design of a Cooperative Internet Access approach is outlined in Chapter 4 and
also the implementation options for the system.
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The usage of the conceptual system design for peer-to-peer video streaming in resource con-
strained environments is described in Chapter 5. This chapter presents the peer-to-peer system
design, an estimator to forecast the achievable throughput on an access-link and a new scheduler
for peer-to-peer video streaming in our setting.

The usage of the conceptual system design for web browsing in resource constrained environ-
ments is described in Chapter 6. This chapter discusses the basic properties of web browsing
and current findings on web pages and their caching, and the system design.

Chapter 7 presents the simulator model for the peer-to-peer video streaming usage of the coop-
erative Internet access approach, the evaluation metrics, and the findings of the simulation. It
would be possible to terminate all these connections in one mobile device with several wireless
interfaces, and in fact we have analyzed this configuration in our simulation.

The thesis concludes with Chapter 8 with conclusions, open issues, and an outlook.



2 Related Work

This chapter examines and discusses related work to the our approach, as Cooperative Internet
Access shares properties well-known from other areas. We start with discussing individual parts
related to Cooperative Internet Access, such as multihoming or striping, in Section 2.1 and
Section 2.2, while Section 2.3 and Section 2.4 discuss related systems. The basics of peer-to-
peer networking and peer-to-peer video streaming are introduced in Section 2.5 and Section 2.6.
The related work of mobile peer-to-peer video streaming is explored in Section 2.7. This chapter
closes with a comparison of the various related work and a discussion in Section 2.8.

2.1 General Networking

2.1.1 Multihoming

IP multihoming, independent of whether IPv4 or IPv6, allows to use multiple links to the In-
ternet to improve the reliability of the Internet access for a complete network site, e. g., an
enterprise network, or a single host. Multihoming for a network site is commonly called site
multihoming or enterprise multihoming while multihoming for hosts is commonly called host
multihoming.

Site multihoming is introduced in [RFC 2260], where a single site connects to multiple Internet
Service Providers (ISP) to protect the site against a failure of one of the ISPs, as a protection
against a single point of failure. Site-multihoming is implemented by announcing the IP prefix
of the site to more than ISP via a routing protocol (shown in Figure 2.1(a)). By today (2010),
the Border Gateway Protocol (BGP) [RFC 4271, RFC 1998] is commonly used to implement
site multihoming. However, the end hosts in the site cannot actively influence or participate in
the site multihoming, other than by the benefit of the improved reliability. The hosts typically
have a single IP address and rely on the routing to select one of the uplinks to the Internet.

Host multihoming is an emerging topic, as most hosts have multiple interfaces, e. g., Ethernet,
Wireless LAN, or UMTS, but rarely use these multiple interfaces (i. e., the access-link) at the
same time. The main reasons are:

- there is typically only one access-link offering Internet access (e. g., wired access in the
office or WLAN in a coffee shop);

- the applications are designed and built to use a single IP interface only;

10
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Figure 2.1: Multihoming

- there is no real multihoming support in today’s operating systems, e. .g, there are no helper
functions to support applications (see also next point) and there are no transport protocols
supporting multihoming available in the operating systems right now (see in Section 2.1.2
on multipath TCP for more about this);

- there are configuration conflicts if multiple access-links are connecting to the Internet and
each receives a different set of configuration information (e. g., different DNS server, dif-
ferent default routes, etc). This issue is current examined in the IETF Multiple Interfaces
(MIF) working group [15].

Figure 2.1(b) schematically shows a host with 2 interfaces connecting to 2 different Internet Ser-
vice Providers (ISP) to access the Internet. These single host multihoming-homing approaches,
such as in [16], are typically well explored for static WLAN deployments, but not beyond to-
wards more challenging environments, such as, on UMTS networks, and only in testbeds but
not in actual deployments on hosts.

Site multihoming is not applicable for our approach, as the access-links are of the nodes are
considered as the limiting factor. However, the network operators may use site multihoming
within their network. Host multihoming is applicable, as a node may have multiple access-
links, but it is unlikely to have a host with two Internet connections at the same time, simply to
cost reasons. Two Internet access-links will usually require two subscriptions or is limited to
place with, for instance, UMTS and WLAN deployments. At least by today’s measures, most
users have a single mobile wireless subscription only.

2.1.2 Striping

A key element of Cooperative Internet Access is the idea of logically bundling Internet access-
links of several nodes to overcome a resource constrained environment. The network resource



Chapter 2. Related Work 12

of each link is aggregate for the application on top of it, but the application’s data is actually
splitted up and send across multiple paths, or at least sub-paths, through the Internet. This
approach of resource aggregation is well-known in the network field under several names, such
as, for instance, as striping where multiple physical resources are aggregated to achieve a higher
performance. Striping can be implemented at different levels of the network stack [17, 18]. We
discuss the various striping options on each OSI layer:

Link Layer Striping Link layer striping aggregates multiple links to a single logical link for
the network layer. The striping at this layer depends on the used technology and can be
implemented at the byte layer or at the cell layer (ATM) [17] or frame layer IEEE 802.1
(Ethernet High Level Interface) links [19]. This striping approach can only be used if the
links to be aggregated are of the same technology and if the particular technology sup-
ports striping. Implementation of this approach requires at least changes to the network
hardware (e. g., switches and network host interfaces), but probably also to network host
interface software drivers. Another link-layer related technology is the Point-to-Point
Protocol (PPP) [RFC 1661] with its PPP Multilink protocol [RFC 1990] extension.

Network Layer Striping Network layer striping makes the striping independent of the used
link layer technology and thus also goes beyond a single link-layer domain, i. e., it can
run end-to-end spanning multiple link layer technologies. At this level, IP packets can be
scheduled to the various links to achieve the aggregation. IP-in-IP tunnels to realize strip-
ing is proposed in [20], relying on modifications in the IP stack at both communication
ends.

Transport Layer Striping Striping at the transport layer requires support from the transport
layer protocols, such as, TCP [RFC 793] or SCTP [RFC 4960], and allows to use multiple
Interfaces concurrently, but requires adapted applications that know how to handled such,
so-called, multipath protocols. However, TCP and SCTP are not multipath capable by
their nature: TCP is a point-to-point connection between 2 hosts and SCTP follows the
same principle with the capability of path failover. SCTP’s path failover refers to the
ability to create and keep multiple connections (SCTP association) between 2 hosts, while
one is active and the others are used as a hot stand-by and one of those is used if the active
association fails, otherwise not. There are multiple approaches to modify or augment
TCP to support striping. Multipath TCP [21] lets hosts use multiple TCP connections
via differnet network interfaces while ensuring fairness of these multiple flows with other
TCP flows in the network. A similar approach to MPTCP is parallel TCP (pTCP) [22]
that considers wireless links as to be the bottleneck and not the complete network path.

Application Layer Striping Parallel sockets (Psockets) [23] is an early work on striping with
TCP, but with the original goal of improving the overall throughput between hosts by
opening multiple TCP connections (sockets) simultaneously. The striping itself is done as
an application-level library. This approach raises serious concerns about TCP fairness in
the network, as one application is not competing with a single TCP flow with other flows
in the network but with multiple flows at the same time. The approach can basically be
reused to support striping over multiple Interfaces.

Session Layer Striping The position paper [18] argues for a session layer striping where this
layer gets hints from the application about the data characteristics about to be sent (e. g.,



Chapter 2. Related Work 13

reliable or unreliable, bulk or real-time) and the session layer can decide on its own if
multiple connections are used. However, in fact the proposal is an enhanced version of
the parallel Sockets described in the application layer striping part.

The above striping techniques are applicable in scenarios where a single node is the origin of
striping and where typically the other communication end on the particular level also supports
the specific technique (with the exception of PSockets). These techniques are not applicable
to our approach, as the cooperative Internet access uses the access-links of multiple nodes to
achieve application level striping across these nodes and not just a single. However, nodes
which are participating in our approach may use transport layer striping on their access-link to
retrieve data.

2.1.3 Intermittent Connectivity

Today’s Internet is assumed to be always on, i. e., the resources of the network and in the
network are always reachable. But there are a number of cases where this is not applicable,
sometimes referred to Intermittent Connectivity in the literature, discussed in this Section.

A node (or a set of nodes) which is disconnected from the Internet for longer times or which
use communication links with a extreme delay, but these nodes still need to participate in data
exchanges with the Internet or an IP-based network. For instance, but not limited to, in these
cases:

Terrestrial Mobile Networks Nodes connected to UMTS networks will also experience dis-
connection periods, but still have the need to exchange data with the Internet [24].

Space Networks Space nodes, e. g., such as satelites or deep-space exploration vehicles (probes),
that have low-bandwidth and high-delay communication links [24] and probably long dis-
connection periods.

Sparsely Deployed Access Points Situations where access points to the Internet can only be
deployed in limited areas. Such a model was initially proposed in the Infostations model [25]
and one example implementing such an approach is the ”Drive-Thru Internet” approach [26]
where WLAN access points are deployed at some locations on the motorway, e. g., bridges
or gas stations, but there is no full coverage of the motorway. The Persistent Connection
Management Protocol (PCMP) is used to maintain the connectivity for the applications,
even though the Internet connectivity is only given in a few spots.

The above is in general classified as Delay Tolerant Networking (DTN) [24] and is intended to
be a complementary architecture to the Internet [RFC 4838].

There is another class of intermittent connectivity where nodes from ad-hoc networks to ex-
change data and where these nodes are without connectivity afterwards. An application of the
these ad-hoc networks, as one example out of many, is car-to-car and car-to-roadside commu-
nication [27]. This concept was initially envisioned for safety or traffic condition messages for
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cars and drivers, but recently multimedia communication is emerging in this field [28, 29], with
a focus on how to enable video delivery in such a setting.

Cooperative Internet Access falls also in this area, as we try to mitigate intermittent connectiv-
ity of individual nodes by combining several access-links of several nodes. The DTN approach
looks for a generalized network approach, as the Internet does, to be application agnostic. How-
ever, Cooperative Internet Access is not application agnostic, as only the knowledge about the
application’s needs and also the chance to influence the behavior ensures the proper adaptation
to a resource constrained environment.

The ”Drive-Thru Internet” and Cooperative Internet Access are conceptually similar, as both
approaches try to enable applications to run in similar environment, but differ in the system ap-
proach, as the ”Drive-Thru Internet” assumes a single access-link per node and no cooperation
between the nodes.

2.2 Multipath Aggregation Systems

An Internet-style approach to link aggregation is to use transport layer striping, as applications
in need of aggregating multiple access-links can directly interact with the transport protocols,
but less with lower layers, due to limits in implementation, i. e., the transport protocols are the
"face" of the network stack to the applications. The discussed multipath aggregation systems
discuss make use of this to overcome a resource constrained environment to increase the appli-
cation performance for the user. The differences between approaches are in the place where the
aggregation happens, e. g., in the access network or access the Internet.

The Mobile Access Router (MAR) approach in [30] aims to improve data performance for
wireless users by aggregating multiple wireless access-links. The MAR uses multiple access-
links (e. g., UMTS and WLAN) to connect to the Internet, as shown in Figure 2.2.. The MAR
and a network-side proxy are in charge of handling the various access-links and the scheduling
of the data traffic across these. The nodes connecting to the MAR are using the Internet as used
to. All their traffic is forwarded to the MAR proxy that is the anchor for all traffic to and from
these nodes. However, this concept is based on deployed infrastructure, i. e., the MAR must be
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installed in a commuter bus and the MAR proxy must be located at a well-connected Internet
site.

The Encoded Multipath Streaming (EMS) [31] approach implements multipath aggregation to
enable high-quality video streaming over the Internet. EMS assumes the availability of multiple
Internet paths between the video source and the video receiver that can be used simultaneously,
as shown in Figure 2.3. The video stream is split into equal fractions according to the number
of available paths and depending on the loss rate on the paths adapted to minimize the loss.
The approach considers only a scenario with a single video sender and a single video receiver
without discussing details about how the multiple paths are constructed (if any at all) and how
multiple such settings interwork in resource constrained scenarios where there is just not suffi-
cient throughput to a single node.

The Mobile Access Router (MAR) approach has similarities with Cooperative Internet Access
as it also mitigates the risk of a single access-link failure by aggregating multiple links. The
difference is the aggregation point: MAR requires the deployment of host and network side
aggregation proxies while Cooperative Internet Access does not require any further infrastruc-
ture, as the set of participating nodes is the aggregation point and only on the side of the local
Cooperative Internet Access system.

The Encoded Multipath Streaming (EMS) approach is not directly comparable with Cooperative
Internet Access, as it targets multi-paths across the Internet but has a single access-link. EMS
will suffer in resource constrained environments, as any other traditional application. EMS
could possible be extended with the MAR approach or the Cooperative Internet Access ap-
proach, but we do not examine this in more detail.

2.3 Collaborative Internet Access

The core idea behind Cooperative Internet Access is that several nodes share their access-link
with other nodes to overcome a resource constrained environment and their joint effort to down-
load a resource. This is an extension of the Collaborative Internet Access where multiple access-
links are shared amongst a set of nodes but without a joint effort to download a resource, but to
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satisfy the nodes demand only. This section discusses the Collaborative Internet Access and the
following Section 2.4 discusses the cooperative approach.

Cooperative Internet Access makes use of the the access-links of several nodes where each node
shares its access-link and also has a second link that is used to find other interested nodes, to
coordinate the access, and to exchange data. The concept of collaborative Internet access is
proposed in flow scheduling for end-host multihoming [32]. The framework is called "practical
end-host multihoming (PERM) in the residential area" and allows users to re-use other user’s
Internet access by assigning outbound flows to the access-link of other users via a shared-link,
e. g., WLAN. This shared-link is shared between the active nodes but not across all participating
local nodes, in contrast to the sharing-link of this thesis, where all active nodes share the sharing-
link.

New flows are scheduled at flow initialization time to one of the access-link and remain on that
link for the complete flow time. PERM implements a UDP and TCP flow predictor that aims at
predicting if the flow is a light-volume flow or a heavy-volume flow. However, the flow predictor
is much focused on HTTP traffic and is not considering other traffic types appropriately, such
as, e. g., Voice over IP (VoIP) or peer-to-peer applications. The flow scheduling follows this
principle if a flow is anticipated to be below a threshold of 8 KB it is placed on the link with
the lowest Round Trip Time (RTT). Flows that are anticipated to be larger are placed based
on the anticipated volume and the current load situations on the access links. This requires a
well working anticipation scheme which is outlined for HTTP-based traffic in the paper but not
beyond.

A similar approach to PERM is the coordinated upload bandwidth sharing in residential net-
works (CUBS) [33]. CUBS uses several fixed-line access-links that are reachable via Wireless
LAN. The aim is to re-use the upload bandwidth of these other links to improve the upload
throughput of peers locally attached in peer-to-peer file sharing. This paper presents an exten-
sive study about the upload capacity of residential access networks in the USA to discuss the
availability of idle upload capacities. CUBS conceptually follows PERM that for each new TCP
flow a measured-based scheduler is selecting the local or a remote access-link. PERM schedules
new TCP flows to a remote access-link if this link is idle (or has spare capacity) and the TCP
flow is upload intensive. Otherwise new TCP flows are pushed to the node’s own access-link.

PERM, CUBS and Cooperative Internet Access allow a node to share its access-link with other
nodes in physical proximity. PERM and CUBS allow a node to assign a flow to another access-
link under the assumption of idle capacity on the access-link, but the data retrieved with this
flow is only intended to the requesting node. There is no redistribution of the data envisioned,
as only the throughput improvement of individual nodes is considered. This is applicable for
the mentioned residential access networks, but not applicable in our scenario. In Cooperative
Internet Access, the idle capacity of the access-link is assumed to be so low that there is no real
capacity left to satisfy the selfish demand of each node, but there is sufficient capacity to satisfy
the joint demand of all nodes.

An advantage of PERM and also CUBS are unmodified applications (where Cooperative In-
ternet Access does require changed applications), but changes below the applications. Both
approach can assign a flow to an access-link at flow initialization time and cannot change it
afterwards anymore. However, the ability to use one or the other access-link at any point of
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time (and changing between them) for the same information element is required for more chal-
lenging environments and shows the limit of flow-based approaches. For the scheduling it is
not so important how particular flows are behaving, but if the information elements will arrive
in-time in the local system.

The changing between different access-links for both approaches can be facilitated by using
other mobility or multihoming techniques that allow to reallocate flows to different IP addresses
and thus also to different host interfaces, such as Mobile IP [RFC 3344, RFC 3755], or by the
Host Identity Protocol (HIP) [RFC 5206], or with Level 3 Multihoming Shim Protocol for IPv6
(Shim6). However, using such approaches always requires further signaling, in the case of
moving a flow to a different IP address, and also support from both communication ends and
probably also public IP addresses or some form of NAT support (e. g., for HIP [RFC 5770]).
Moving a flows will also increase complexity in scheduling these flows, as an anticipated move
would be a re-scheduling on the flow level.

The MOPED (MObile grouPEd Device) [34] aggregates also the access-links of multiple de-
vices to achieve striping for a single node. The devices are envisioned to belong to a single user
and they are also using a sharing-link (a Personal Area Network (PAN) to act in a coordinated
way. MOPED is similar to the IETF Network Mobility (NEMO) [RFC 4885], where complete
networks are moving (compared to a host only moving with Mobile IP [RFC 3344, RFC 3755]).
MOPED hides the mobility of the moving PAN by using a network proxy that is the anchor
point for all communication to and from the moving PAN. The nodes in the PAN coordinate
their access-links in terms of available throughput and they use a specialized protocol called
MOPED inverse multiplexing transport protocol (MIXTP) to spread the data transmission over
multiple links.

MOPED approach is similar to CUBS, PERM, and Cooperative Internet Access, with the same
caveat as CUBS and PERM. The participating nodes are selfishly retrieving the data. MOPED
requires also the deployment of a network-side proxy to support the aggregation.

2.4 Cooperative Internet Access

This section elaborates first the peer-to-peer related work relevant for the approach presented in
Section 5 and afterwards the related work for the web browsing case presented in Section 6.

2.4.1 Peer-to-Peer Related

Peer-to-peer video streaming in mobile environments attracts a lot of attention as this environ-
ment is much more challenging as compared to client/server video streaming applications [35].
Client/server video streaming requires a decent download rate from the server to the client
while peer-to-peer video streaming requires download and upload rate at the same time plus the
challenges resulting from the (more or less) complete decentralization.

A related technique to cope with peer-to-peer and resource limited access-links is detection of
peers that are located on the same access-link. Bittorrent [36], a popular file sharing application
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(as of today (2010)) uses a link-local node discovery protocol to detect if other peers are in the
same link segment (e. g., in the same Ethernet broadcast domain). The technique is for home
users that have a home gateway connecting the home network to the Internet and all hosts are
on the same link-layer link [37]. The main benefit of locating peers with the same content on
the local link is to avoid that the same data, a chunk in peer-to-peer, is retrieved multiple times
via the access-link. The nodes can exchange chunks they already have directly via the local
network, instead of clogging the access-link with redundant chunk downloads. The approach
does not coordinate the chunk retrieval amongst the local nodes, but just lets them exchange the
current status of the already retrieved chunks.

The Mobile Opportunistic Video-on-demand (MOVi) [38] approach assumes that there are only
sparsely deployed access points to the Internet and that only a few nodes are actually connected
to these. MOVi assumes a centralized MOVi server that is in charge of controlling the partici-
pating nodes and scheduling of the data transfers between the participating nodes. Only a few
nodes are connected to the MOVI server and the main video data exchange happens between
the nodes that are in reach of a WLAN. The participating nodes use an 802.11 extension [38] to
enable a direct communication between the nodes which enables the video exchange between
them. This increase the overall system capacity without increasing the load on the server or the
need to use more access-links to connect to the Internet in order to carry the additional load.

PatchPeer [39] assumes that the wireless access network supports multicast to deliver video on
demand to a set of mobile nodes. A node that is missing parts of the multicast delivery could
retrieve these parts with a unicast transmission from the server, consuming resources on the
wireless part which may be also used by other nodes retrieving data. However, it is assumed
that there are also other nodes in the vicinity of the node in need for a video patch (i. e., the
missing parts). These nodes can deliver the missing video directly to the node, instead of letting
the node fetching the patch via the access-link from the server. This approach works well in
rather static situations, where the achievable throughput on the wireless part is stable, and where
the video is distributed via multicast.

The 2Fast approach [40] aims at improving the download throughput for Bittorrent file-sharing
peer-to-peer systems in a collaborative way. A peer, called collector, can search for helper-peers
which will download a file on-behalf of the collector. This will allow the collector to retrieve the
file faster, as it can utilize the network resources of others. The assumption of the paper is that
the downlink of collector has still spare capacity, as the download rate is assumed to be limited
by Bittorrent’s tit-for-tat mechanism to the collectors upload capacity. The 2Fast approach is
the closest related work to our approach, as it implements a system where a node can delegate
the retrieval of elements to other nodes that retrieve the elements on-behalf. However, this
approach reuses the regular Bittorrent chunk system which is not suitable for peer-to-peer video
streaming [41] and it also does not consider resource constrained situations where there is no or
low idle throughput.

The above mentioned cooperative approaches claim to be peer-to-peer but in fact they are
mainly not relying on peer-to-peer systems but exchange data directly between nodes (peers)
instead of retrieving it from a server. The 2Fast approach is an exception to this.

However, the major assumption of these approaches is that wireless access networks are dimen-
sioned in a way that the video can be retrieved at least by the peers via their access-link. Further,
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they assume a single Internet access-link to be capable of delivering the whole stream to one
single user. These approaches will fail if the access-link is not capable of delivering the stream.

2.4.2 Web Browsing Related

This thesis envisions the application of the Cooperative Internet Access principle also to web
browsing as described in Section 6. A natural way for web browsing to deal with a resource
constrained environment is the deployment of so-called HTTP caches. These caches store ele-
ments of an web page to reuse them in the future by loading them from the local cache instead
of retrieving them via the access-link. There is a substantial number of related work in the space
of HTTP caching and cache [42, 43]. Those discuss how proxies can cooperate to provide a
better cache result whereas the proxies are located within the provider network and not at the
hosts (nodes), i. e., they do not consider the full approach taken in Section 6. We propose to
deploy caches on the nodes and let nodes retrieve elements on behalf of other nodes, if the el-
ement is not cached in any local nodes. The caching can reuse existing techniques to organize
cooperative web caches.

BuddyWeb[44, 45] proposes to place HTTP cache proxies on nodes being located in the same
site, e. g., an university campus or in an enterprise, and to allow the nodes to query first the local
caches before downloading an element from the Internet. The caches are communicating via a
peer-to-peer protocol with each other. However, in BuddyWeb a cache miss cannot be handled
on behalf of the requesting node, but the requesting node has to retrieve the element on its own,
i. e., BuddyWeb nodes will also be limited to the capacity of their access-link.

Squirrel [46] is peer-to-peer web cache using a Pastry [47] DHT to locate the information ele-
ments in the participating nodes and implements a distributed web cache, but solely examines
the DHT related aspects. Squirrel could be reused to locally organize the caches.

2.5 Peer-to-Peer Networking

The term peer-to-peer is probably known to most Internet users, either from news coverage
about illegal peer-to-peer file sharing and because they use a peer-to-peer application. However,
the term peer-to-peer covers a broad range of meanings and technologies. This section gives
a first insight in this broad area. In peer-to-peer systems each participating node is client and
server of the application at the same time, as compared to, for instance, file transfer with FTP
(File Transfer Protocol) [RFC 959], where there is a server and a client. In peer-to-peer, each
peer retrieves data from other peers and at the same time uploads data to other peers. Each
peer brings a resource in the system where the resource can vary from pure forwarding or
relaying capacity (e. g., call relaying in Skype [48]), data storage (e. g., file distribution with
Bittorrent [36]), or even processing capabilities (usually known as grid computing).

A commonly used basic definition for the term peer-to-peer, according to [49] is:
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Figure 2.4: Classification of Peer-to-Peer Systems

[A peer-to-peer system is] "a self-organizing system of equal, autonomous en-
tities (peers) [which] aims for the shared usage of distributed resources in a net-
worked environment avoiding central services."

However, this definition is inaccurate in some points. In some peer-to-peer systems not all nodes
are necessarily equal, e. g., as there powerful well-connected peers in peer-to-peer systems,
such as the super-nodes in SopCast [50] (peer-to-peer video streaming) and while other nodes
are even less powerful, e. g., mobile nodes. Some peer-to-peer systems are also not clearly
distinguishable as pure peer-to-peer, as they involve a centralized server for some specific tasks,
e. g., a login server [48], a server is improving the system’s capacity, e. g., a super-node [50],
or the peer-to-peer system acts as a support for a client/server infrastructure [51]. This leads
to the differentiation between pure peer-to-peer systems and hybrid peer-to-peer systems, and
client/server applications, as shown in Figure 2.4.

2.5.1 Peer-to-Peer Applications

This section gives an incomplete overview about peer-to-peer applications and thus not meant
to be comprehensive nor complete, as there just too many peer-to-peer applications deployed.

The first peer-to-peer applications emerged in the filesharing space to exchange data on a large
scale without the need to deploy the required server and network capacity to handled the ex-
change of this data. An early peer-to-peer filesharing application is Napster [52] while recently
Guntella [53], Bittorrent [36], and eDonkey [54] are used by larger communities.

Another emerging area are peer-to-peer Massively Multiplayer Online Games (MMOG) [55, 56,
57]. Online games may require centralized server to exchange data between the participants and
those server need to be able to handle the load. [58] lists a load of approximately 1 Mbit/s for 20
gaming users while popular games are said to have users in the range of several millions [59].
This results in high load situations at the gaming servers, where the research community is
looking for solutions to lower the load by using peer-to-peer techniques.

Peer-to-peer video streaming has seen a massive proliferation in terms of commercialization in
recent years, e. g., by PPLive [14], Zattoo [60], or SopCoast [61]. Peer-to-peer video streaming
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ranges from application-level multicast to mesh-based systems, from pure peer-to-peer to hybrid
systems, and with the difficulty that most deployed systems are proprietary systems without
publicly available documented system architecture and algorithms.

Nonetheless, peer-to-peer video streaming can be broadly categorized in tree-based approaches,
e. g., ESM [62], the Application Level Multicast Infrastructure (ALMI) [63], the Host Multicast
Tree Protocol (HMTP) [64], or SplitStream [65]; data-driven approaches that consider more
the data flow instead of the overlay construction, e. g., CoolStreaming [66]; and mesh-based
approaches, e. g., PULSE [67], GoalBit [68], or GridMedia [69].

Peer-to-Peer systems can be further classified according to how they organize their data infor-
mation repository, i. e., how a request for data is mapped to the location (the peers) of the data,
and how the actual data is distributed between the peers. The next sub-sections elaborate on
these differences.

2.5.2 Unstructured and Structured Peer-to-Peer Systems

One of the differentiators in peer-to-peer systems is how the data to location mapping is orga-
nized or stored, i. e., how does a peer find what content (e. g., files, users) is available and where
this content is actually located (i. e., the set of peers serving a particular content).

Unstructured peer-to-peer systems are either using a centralized server to perform this task, a
hybrid system as in Figure 2.4(b), such as Napster [52], or they use a flooding (or gossipping)
technique for this, as e. g., Gnutella [53]. Flooding refers to sending the look-up queries to
all nodes in the system or a subset of them until the content is located. There are alternatives
approaches to flooding such as random walk [70] to improve the scalability of search.

The challenge to develop scalable unstructured peer-to-peer systems [71] lead to the develop-
ment of so-called structured peer-to-peer systems. Structured peer-to-peer systems are called
Distributed Hash Tables (DHTs) and are basically distributed databases hosted on peers in the
Internet, compared to regular databases being hosted on server machines. There are several
approaches to DHTs, such as, e. .g, Chord [72], Kademila [73] or Pastry [47].

A mixed system used today (2010) for filesharing is Bittorrent [36], as some implementations,
e. g., Azureus [74] uses a centralized server (tracker) and also a DHT perform the lookups.

2.5.3 Tree and Mesh Peer-to-Peer Systems

Peer-to-peer systems can follow different organization schemes for the data exchange between
the peers belonging to the same overlay. There are tree-based or mesh-based systems, as shown
in Figure 2.5.

Tree-based systems are inspired of multicast, where data is distributed in a tree from the data
source to the data sinks. Each leave in the tree replicates the data and pushes the data further
down the the trees. The tree structure is computed by a tree construction mechanism which pins
down which node is put in which part of the tree as leave. Mesh-based systems are inspired by
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Figure 2.5: Tree and Mesh-based Peer-to-Peer Systems

file swarming mechanisms, as implemented in Bittorrent [36] and do not follow a predetermined
structure, but chose their neighbors on their own. This points also to an issue with tree-based
systems, that such a system will fail to deliver the data down the tree, if the upload throughput
of a leave node is below the required data transmission throughput [75].

It should be noted that some systems use both forms for peer-to-peer communication, i. e., they
use a mesh to connect the participating nodes and to exchange control messages, but use a tree
on top of this to disseminate the actual data to the participating peers: End System Multicast
(ESM) [62] or Application Level Multicast Infrastructure (ALMI) [63]. On the opposite, there
are also systems building a tree first, e. g., the Host Multicast Tree Protocol (HMTP) [64].

2.6 Introduction to Mesh Peer-to-Peer Video Streaming

Mesh-based peer-to-peer video streaming is a rather new class compared to the application-
level multicast approaches. This section introduces these systems and their main properties.
We focus our further discussions on 3 mesh-based peer-to-peer systems which are reasonable
well documented: PULSE [67, 76], GoalBit [68], and GridMedia [69]. There are other more
popular peer-to-peer video streaming systems, such as PPLive, but they are not well documented
by the implementers but only through reverse engineering [77].

2.6.1 Peer Lookup

Mesh-based systems are usually unstructured peer-to-peer systems which do not rely on DHTs,
but on gossiping or flooding or on centralized nodes to lookup peers. PULSE relies on a ran-
domized gossip protocol (SCAMP [78]) for the peer lookup, while GoalBit and GridMedia
rely on a centralized server. However, the type of peer lookup is not part of our later considera-
tion for Cooperative Internet Access, as the peers simply have to able to participate in the peer
lookup process. The peers will otherwise not be able to participate anyhow.
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2.6.2 Chunks

Mesh based peer-to-peer video streaming systems, as well as peer-to-peer file sharing systems
(e. g., Guntella [53], Bittorrent [36], and eDonkey [54]) work with a smallest atomic data unit.
This unit is called chunk and can be uniquely referenced by a chunk identification number,
called chunk ID, for a single resource of the peer-to-peer system, i. e., for a file or a TV channel,
on a system global scale. However, there may be sub-chunk units, i.e., a chunk that is splitted
in smaller parts, that are exchanged between particular peers, but which cannot be identified on
a system global scale but only in a local scale between two peers. A chunk may contain one
or several video frames and audio segments, depending on the used codec standard, codec rate,
and codec settings.

2.6.3 Chunk Retrieval

The transmission of chunks from one peer to another can be either triggered by the receiver of
the chunk or by the sender of the chunk. A system where the receiver triggers the transmission
of a chunk is called a pull system, as the receiver pulls the chunk from the sender peer. A
system where the sender triggers the transmission of a chunk is called a push system, as the
sender pushes the chunk to the receiver peer.

In pull-based peer-to-peer systems, e. g., PULSE [76] or GoalBit [68], the peers exchange chunk
maps that list the available (downloaded) chunks at that particular peer. These maps are often
called buffer maps. The requesting peer uses the remote peer’s buffer map and compares it with
its local chunk buffer. The scheduling algorithm (Section 2.6.5) at the local peer decides what
missing chunks shall be retrieved from the remote peer based on the chunk map comparison
and additional information. The additional information can, for instance, include the measured
throughput from the remote peer to the local peer, latency information, and behavioral informa-
tion (see Section 2.6.6).

In push-based peer-to-peer systems, peers push a chunk to the remote peers. This push can
be either a blind-push, i. e., without any knowledge about the remote peers chunk buffer, or an
informed push where the peer pushes chunks in a smart way, as implemented in GridMedia [69].
GridMedia uses a push/pull combination: it uses first the pull mechanism if a peer has a new
peer to exchange data with and changes to push after a transient phase). GridMedia uses chunk
trains in the push mechanism: The receiving peer assigns a series of subsequent chunks, called
train, to the sender peer and the sender peer pushes this train to the receiving peer without any
further signaling. The receiving peers switches back to push if chunks get lost.

GridMedia combines the advantages of push and pull: it saves most of the signaling overhead
caused by the exchange of buffer maps of the pull mechanism and also avoids the drawback of
blind push systems. A blind-push may result in a receiving peer to get the same chunk pushed
to it several times from several peers.

A blind-push system will not work with the Cooperative Internet Access approach, as the re-
ceiving peer cannot schedule which chunk is transmitted at what time. Cooperative Internet
Access requires the receiving peers to actively influence the retrieval order of chunks, as only
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sliding window

trading window

past chunks

Figure 2.6: Chunk Buffer – General

the local participating nodes have the knowledge about the capacity of the access-links. How-
ever, a peer-to-peer system as GridMedia would still fit, as it allows the receiving peer (i. e., a
local Cooperative Internet Access peer) to influence the set of pushed chunks. Only a blind-
push system won’t fit, as the local peers won’t be able to influence which chunks are locally
needed.

2.6.4 Chunk Buffer and Sliding Window

Peer-to-peer streaming systems use a sliding window mechanisms to manage their chunk buffer
and thus also the video play out buffer towards the video player, independent of what approach
is used. Figure 2.6 conceptually shows the chunk buffer. The buffer itself has a fixed size of
n chunks (with n = 12 in the figure) and new chunks are added to the right while old chunks
that are not needed anymore are dropped off at the left side. The past chunks are chunks that
probably still in playout but are not needed for the chunk exchange with other peers anymore.
The sliding window is used by the peer to determine the chunks needed from other chunks and
to determine which chunks can be omitted in the retrieval process, if Forward Error Correction
(FEC) is used (see below for FEC). The sliding window is the primary buffer where the peer
works on, i. e., the peer has to retrieve the chunks in this window first to be able to playout
the video later on. The sliding window, as well as the trading window is moved on, if the
sliding window is completely filled with chunks. The trading window is range of chunks to be
exchanged with the other peers.

Forward Error Correction (FEC) is used in many video streaming systems to compensate spo-
radic losses or corruption of packets or chunks without retrieving the missing elements again
from the source. Especially in peer-to-peer video streaming systems, FEC is used to compen-
sate missing chunks without disturbing the playout process. FEC allows to restore chunks from
successful received chunks, if those chunks carry FEC information, i. e., the so-called erasure
codes [79]. We assume a chunk-level FEC scheme, as defined in PULSE. This scheme allows
to retrieve only K out of N chunks (N,K) but still be able to recover the remaining missing
chunks. PULSE uses a loss rate of 1− K

N = 25%, i. e., 25 % of the chunks in a trading window
can be missed without degrading the video quality.

Figure 2.7 shows an example how the buffer is filled over time and the behavior of the sliding
window. The example assumes the presence of Forward Error Correction (FEC) which allows to
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Figure 2.7: Sliding Window Chunk Buffer (Example)

deliberately skip certain chunks, if these can be restored by the FEC mechanism. The example
assumes 3 chunks out of 4 as required minimum for the FEC to restore a missing element. At
time t0 in Figure 2.7, no chunk was loaded and the trading window starts at left most chunk
position. At t1, 2 chunks (1 and 6) were retrieved and at t2, chunks 1, 3, 4, 6 are available in the
buffer. The sliding window can now move on, given that 3 out of 4 chunks are required, i. e.,
the 4th missing can be recovered by the FEC. At t3 the window moved on and chunk 5 arrived,
so that the window can move on again. The window gets stuck at t4, as the chunks from 7 are
missing.

2.6.5 Chunk Scheduling

A main property of a peer-to-peer video streaming system is the used chunk scheduling ap-
proach. The scheduler determines in which order missing chunks are assigned for the retrieval
from the peer’s neighboring peers.

The first step is to determine the retrieval order of the missing chunks. PULSE ranks the chunks
according to their availability amongst its neighboring peers, i. e., a rare chunk is preferred over
not so rare chunks. It picks randomly a chunk in the case there are more chunks of the same
"rareness". This ensures that rare chunks are distributed with a higher priority, as they are not
well distributed in the system.

The documentation for GridMedia is unclear about the used scheduling approach, but from [69]
it looks like that a sequential approach, i. e., starting with a low chunk ID towards higher chunk
IDs, is used.

Goalbit divides the trading window in three ranges which influence the chunk scheduling be-
havior: urgent (close to playout point), usual (middle of trading window) and future (at the end).
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Chunks are requested in a subsequential order in the urgent range and for the usual and future
range, Goalbit uses a negative exponential function. This function prefers to fetch chunks from
the usual range, but from time to time it also requests a chunk from the future range.

2.6.6 Peer Selection

Before a peer can exchange chunks with other peers, it has to find and select other peers which
serve the same content and that are "able" to exchange chunks with the peer. "Able" refers
to peers that have chunks that are needed by the requesting peer, the peers are willing to send
chunks, and they have sufficient upload capacity to send chunks. Finding other peers is dis-
cussed in Section 2.6.1.

In PULSE, the peer selection algorithm is basically influenced by the behavior of the remote
peers (if they responded to requests or if they upload a chunk or part of it) and the arrival of
new peers (new peers may have more chunks already and thus become more interesting for the
peer). This peer selection and evaluation algorithm is executed at a fixed interval, the so-called
epoch. PULSE uses an epoch of 2 seconds.

Goalbit uses the tit-for-tat approach if Bittorrent [80]: It prefers generous peers sending a rel-
ative large amount of chunks to the receiving peers. These peers are unchoked, i. .e, they are
served with chunks. Goalbit implements also the optimistic unchoking, i. e., from time to time
unknown peers are selected and tested. A new peer replaces a peer if it serves better. Goalbit
uses also an epoch to evaluate the usefulness of peers with 10 s as the epoch value.

The peer evaluation process is not clearly described for GridMedia, other than that half of the
peers are chosen with "closer IP address and others chosen from the remaining nodes randomly"
by the server [69].

2.7 Mobile Peer-to-Peer Video Streaming

Video streaming over mobile networks has been explored for a while, for instance, streaming
over GPRS [81] and over WCDMA [82], but with the focus on client/server based stream-
ing and the necessary parameters in these environment. An early work on peer-to-peer video
streaming over UMTS cellular networks is reported in [83], with the focus on determining if it
is possible in general. However, this paper solely considered a regular peer-to-peer system with
mobile (i. e., UMTS nodes) and non-mobile nodes (i. e., fixed line) and if the mobile nodes are
able to receive a sufficient amount of data to display the video. The key finding is that peer-to-
peer video streaming is only possible in static environments, which in fact is also our finding in
Section 3.

A range of publications discusses the application of peer-to-peer to mobile ad-hoc networks
(MANETs), such as conceptual work on bringing peer-to-peer music streaming to MANETs [84],
extending peer-to-peer video streaming to mobile ad-hoc by exchanging data between ad-hoc
nodes [85], or design and simulation of a general peer-to-peer protocols [86] without specific
considerations of file-sharing or video streaming.
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There are other related works on peer-to-peer video streaming, such as, proposing a new peer-to-
peer streaming system based on Real-time Transport Protocol (RTP) [RFC 3550] and RTP flow
splitting [87] reusing existing protocols, e. g., Real-Time Streaming Protocol (RTSP) [RFC 2326];
or using a mobile peer-to-peer system to transcode videos in a collaborative way so that less
powerful nodes or nodes with a small screen can receive the video [88].

The general observation is that mobile peers are assumed to have sufficient achievable through-
put to receive or sent the video stream, or that there are only short periods of interruption [83].
For instance, this demo [89] of a peer-to-peer streaming between mobiles using WLAN which is
for sure delivering sufficient throughput. Or the artificial low video bitrate in [87] of 112 kbit/s
compared to average required download rate of 600 kbit/s to 900 kbit/s for youtube videos [4]
with a fair quality and also the fact that most peer-to-peer video streaming systems run with
video bit rates of 500 kbit/s to 600 kbit/s [5].

2.8 Conclusions of Related Work

The cooperative Internet access approach presented in this thesis is an information-centric ap-
proach which leverages application level striping of multiple access-links connected to multiple
nodes to jointly overcome a resource constrained situation.It requires only changes in the local
participating nodes but of no other node.

None of the related work solves the resulting challenges of resource constrained environment,
as they either not considering this (e. g., 2Fast), or they require global modifications outside
the local systems (e. g., MPTCP, MAR, PERM). We give an overview of the related work in
relationship with cooperative Internet access in resource constrained environments in Table 2.1
The criteria are:

Applicable to Constrained Can the approach be used to mitigate a resource constrained envi-
ronment for a single node or a set of nodes?

Multi-Host capable Can multiple hosts use the approach to mitigate a resource constrained
environment?

Modification needed where Where are modifications needed to support this approach: locally
in participating nodes only or globally with all possible communication partners.

Striping-level at which level of the network stack is the striping implemented?

It is interesting to see that several approaches suggest to use multiple access-links to mitigate
the shortcomings of a single link, without discussing the monetary aspects related to this. Typ-
ically, it is required to have a subscription with a network operator to access the Internet. The
subscription is valid for one device and typically for a single technology and single link; with
exceptions in the area of UMTS and WLAN dual use for some operators in very limited spots.
However, having several subscriptions to network operators at the same time would introduce
significant costs for a user. Most users will have a single subscription, which is the base as-
sumption of Cooperative Internet Access as we do not intend to incur additional costs for the
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Protocols

IEEE 802.1 [19] global 3

PPP [RFC 1990] global 3

"IP-in-IP" [20] global 3

MPTCP [21] 3 global 3

pTCP [22] 3 global 3

Psockets [23] 3 global 3

General Systems

MAR [30] 3 global 3

EMS [31] global 3 3

PERM [32] 3 3 local 3

CUBS [33] 3 3 local 3

MOPED [34] 3 3 global 3

P2P Systems
MOVi [38] global 3

PatchPeer [39] local 3

2Fast [40] 3 local 3

Web Systems
BuddyWeb [45] local 3

Squirrel [46] local 3

Cooperative Internet Access 3 3 local 3

Table 2.1: Comparison of Approaches

users. This calls for the proposed system multihoming, where the local Cooperative Internet
Access system is actually multihomed but not necessarily the nodes.

The approaches to enable nodes to reuse other users’ access-links (e. g., PERM or CUBS) con-
sider how to schedule flows to the access-links. Cooperative Internet Access does not consider
flow scheduling, as the achievable throughput on an access-link may vary a lot, compared to
what PERM and CUBS expect: fixed-line networks will keep their maximum bitrate, unless
there is a severe fault. Mobile wireless will even change the maximum bitrate and thus heavily
impact the achievable throughput. CUBS and PERM would assign the flow to an access-link
and will not be able to react to changes afterwards anymore, other than stopping the transmission
and restarting new on another link. Cooperative Internet Access avoids this issue by scheduling
on the level of information elements, as flows are too inaccurate, as the throughput of a link
changes to fast. The level of information elements also allows to split the schedule the retrieval
of elements to multiple access-links at various times without dealing with transport level issues
in the scheduler, or in the first place at all. The transport level is offering multiple ways of
retrieving elements but it should not mandate how elements are retrieved, i. e., the transport is a
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vehicle – nothing more. For instance, Cooperative Internet Access does not depend on whether
the transport is TCP, MPTCP, or MIXTP (of MOPED), but can reuse whatever is possible.



3 Understanding the Environment

The access to the Internet is possible through a plethora of different access technologies and also
different bitrate ratings within a particular technology. But most of the people using the Internet
today (2010) are connected to the Internet via fixed-line access, such as, for instance, Asymmet-
ric Digital Subscriber Line (ADSL), Cable-TV (CATV), and Fiber To The Home (FTTH) for
the simple reasons that access is at low cost, it is stable (i. e., in terms of provided bitrate over
time and availability of the fixed line), and the achievable bitrates are perceived as fast enough
to access most of the Internet services. For mobile users there are wireless access technologies
that provided Internet access, such as UMTS-based cellular networks, Worldwide Interoperabil-
ity for Microwave Access (WiMAX), or Wireless LAN (WLAN). However, the only deployed
technology for mobile Internet access at a large scale (almost anywhere in a country) is UMTS
based pr CDMA2000 based.

On the other hand, networking applications and systems are typically developed with some
implicit assumptions about the network and the operational conditions of the network. The
application and system designers assume that the network will deliver the throughput needed
for the application at all times, or only with few times where these conditions are not met. For
instance, a typical HTTP-based application, such as web mail access, assumes that the web page
can be retrieved from the HTTP-server within a reasonable time (e. g., within less of a minute);
peer-to-peer live streaming applications assume that every peer has sufficient download and
upload capacity to participate in the data exchange for the video.

The applications’ requirements to network is growing: Years ago, most web pages were mainly
made up by text with a few pictures, compared to today where most web pages have several
pictures and also videos, causing a much higher throughput demand of the applications. Con-
sidering today’s wireless access technologies and the trend of using the Internet more and more
will being on the move, instead of connecting at a single point to it, it becomes obvious that not
all applications will work easily via wireless networks.

The intention of this chapter is to explore the space of wireless Internet access and its properties
as seen by the applications. We focus on a widely deployed cellular data network technology
and give measurement results on what network throughput can be achieved and the likelihood
to get this through by applications using this technology.

30
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3.1 Overview of Mobile Selected Wireless Technologies

This section gives a brief overview about mobile wireless technologies used by today to provide
users with Internet access without having the need to be connected to a fixed line. The major
technology used in Europe to provide mobile Internet are based on GPRS, EDGE and UMTS
technologies.

Cellular data communication systems are used across the globe to to provide mobile Internet to
users in large geographical areas, i. e., for a whole country. In Europe, GSM-based networks
offer GSM (for voice and limited data services), General Packet Radio Service (GPRS) (for
data services), and the evolution of GPRS with an increased bitrate, called Enhanced Data rates
for GSM Evolution (EDGE). GPRS and EDGE are coined as 2.5 Generation, i. e. they are a
transition step from 2G (GSM) to UMTS. UMTS offers better data networking support and
much higher bitrates.

3.1.1 Cellular Data Communication Systems

Cellular data networks are typically built as shown in Figure 3.1, independent of their very
specific details, such as the employed wireless transmission or transport protocols. They consist
of building blocks, such as the mobile node, called User Equipment (UE), the Base Stations
(here BS1 to BS3), Radio Controllers (here RC1 and RC2), a switching center and an IP-
Gateway-Node, if they interconnect to an IP-based network. The User Equipment, better known
as mobile terminal, connects via the air-interface to the base stations. The base stations can
pass all data received via the air interface to a radio controller. The base stations and the radion
controller are connected via the mobile backhaul. The actual services of the cellular network
are executed in the mobile core network, where the switching center is one center piece. The
connection to the Internet is performed via an IP-Gateway-Node, where the cellular network is
terminated and all traffic is handed over to the Internet or is received from the Internet. The
figure as shown here is a simplification, as more entities are probably needed to operate such a
cellular network, and as there more base stations, switching centers, etc, deployed all over the
country.

For our particular context, it is important to understand how the UE is attached to the cellular
network and what resource can be used. The wireless part of the cellular network is made up
of network cells, where each Base Station is creating one or more of these cells. Each cell has
multiple adjacent cells. An UE attaches via the air interface to Base Station serving the cell.
The cellular network takes care if the UE moves, i.e., if the UE leaves the coverage area of one
cell, the network takes care that the UE is performing a handover to the next cell.

3.1.2 GPRS, EDGE, and UMTS

This section introduces the basics of GPRS, EDGE, and UMTS for the further discussion on
what Internet application can expect from a cellular network in terms of achievable throughput,
network availability, and coverage under every situation (parameters necessary for us). The
technological differences between GPRS, EDGE and UMTS are large, in terms of used air
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Figure 3.1: Schematic design of cellular networks
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Figure 3.2: Comparison of mobile wireless maximum bitrates

interface, signalling, network architecture, etc. For instance, Wideband Code Division Multi-
ple Access (WCDMA) is used for the UMTS air interface [1], while GPRS/EDGE uses Time
Domain Division Multiple Access (TDMA) [90].

Figure 3.2 gives a comparison of the maximum bitrates per user device of the various tech-
nologies used in cellular networks in Europe. The x-axis denotes the different technologies
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Technology Downlink Bitrate Uplink Bitrate Reference

GSM
9.6 kbit/s 9.6 kbit/s [1], p. 90

14.4 kbit/s 14.4 kbit/s [1], p. 90
GPRS 60 kbit/s 40.0 kbit/s [1], p. 95 (TDMA 3+2)
EDGE 230 kbit/s 60 kbit/s [1], p. 90 (TDMA 4+1)
UMTS Release 99 384 kbit/s 128 kbit/s [1], p. 151
UMTS Release 5 3600 kbit/s 384 kbit/s [1], p. 160

UMTS Release 6
3600 kbit/s 800 kbit/s UE cat.6 [1], p. 240, [TS 25.306b]
7200 kbit/s (T) 5760 kbit/s UE cat.7, [1], p. 240,[TS 25.306b]

Table 3.1: Maximum bitrate of GSM, GPRS, EDGE, and UMTS (T: marks a theoretical maxi-
mum bitrate, UE cat.: User Equipment category, see [TS 25.306b])

and the y-axis denotes the maximum bitrate. For UMTS, only the release numbers are listed
in Figure 3.2, i. e., Release 99 (R99), Release 5 (R5), Release 6 with UE category 6 (R6 (c6)),
and Release 6 with UE category 7 (R6 (c7)). The UE category [TS 25.306a] specifies, amongst
other properties, which maximum bitrate the device can achieve on the radio interface. The
download rate (i. e., from the network to the User Equipment) and the upload rate (i. e. from the
User Equipment to the network) are shown for each technology. The maximum bitrate on the
air interface is increasing with every technology, but there is still a gap between download rate
and the upload rate, like in other access technologies (e. g. ADSL). Only for UMTS Release 6
with device category 7 (R6 (c7)) the theoretical upload bitrate reaches the same dimension as
the download bitrate. However, this is the theoretical upper bound, which will turn to a much
lower upload bitrate when used in real deployments. The author could not find the real upload
value, neither in literature nor by measurements, as he does not have access to a category 7 UE.

The maximum bitrates for down- and upload are listed in Table 3.1.2. These values represent
the bitrate for an ideal transmission case between User Equipment and Base Station. The ideal
case is, for instance, when the User Equipment is not moving and there is no obstacle between
both (i. e., there are no building, trees, walls, etc). There may be other factors that impact
the maximum bitrate, depending on the used technology, for example, distance between User
Equipment and Base Station in UMTS. User Equipment that is far away from the Base Station,
e. g., situated at the cell edge, will only be able to achieve a lower bitrate, as compared to the
ones stated in Table 3.1.2.

However, the actual achievable bitrate of an User Equipment in the cellular network in a partic-
ular environment depends on a number of factors, such as:

- wireless condition (e. g., whether in-house, static, moving, etc);

- number of concurrent users per cell;

- used UE (e. g., whether the terminal is UMTS enabled, which category, etc);

- capacity of the mobile backhaul link between base station and radio controller;

- capacity of the mobile core network;
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- capacity of the IP-Gateway-Node;

Additionally for the applications there are more factors than can limit the the achievable through-
put, such as, the capacity of the whole Internet path from the IP-Gateway-Node to the other end
(e. g., a web server); and the capacity of the other end.

The following sections briefly discuss the impact of each factor to the achievable throughput.

3.1.2.1 Wireless Conditions

Wireless data transmission is always subject to interference on the air interface due to a number
of issues. An interference causes a degradation of the achievable bitrate or may even cause a
complete black-out of the transmission. While some interferences are cause by radio specific
issues, for instance, by a jamming transmitter of other radio sources, some are simply caused
by a movement of the User Equipment or obstacles between the communicating parties.

Another limiting factor in WCDMA is the distance between the UE and the Base Stations.
The UE has a maximum transmission power (0.250 Watt in Europe for UMTS power class
3, see p. 167 in [1]) and the further the UE is away from the Base Station, the more of the
wireless channel’s transmission capacity is used for error correction and is not available for the
transmission of user data.

We use two illustrative examples to show the impact of obstacles and moving through a radio
cell:

An User Equipment is located on a line of sight to the base station, with no
obstacle in between, and reaching the maximum bitrate. If the user that is carrying
the UE is now moving for few centimeters behind the corner of a building, the
whole situation may have changed dramatically. The location behind the building
places one or more obstacles between the UE and the Base Station, possibly causing
a complete drop or decrease in the achievable bitrate.

The user with its UE is moving in a car or train at speeds around 100 km/h
(compared to pedestrians which move at 5 km/h or less). In this case, the UE will
pass very fast through a single radio cell and hand-over to the next one. Therefore,
the UE moves through a cell, where the achievable bitrate depends also on the
distance to the Base Station (amongst other parameters), already causing a change
for the application’s throughput. Second, it is very likely that the car will pass road
cuts, buildings, etc.

3.1.2.2 Number of Concurrent Users per Cell

UMTS cellular networks use Wideband Code Division Multiple Access (WCDMA) for the air
interface. In WCDMA, all Base Station use the same radio frequency and thus all User Equip-
ment are sending and receiving data via the same frequency. In GSM (also GPRS and EDGE),
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Spreading Factor (Downlink) Gross Bitrate Usable Bitrate
8 960 384

16 480 128
32 240 64
64 120 32

128 60 8
256 30 5.15
512 15 1.7

Table 3.2: Relationship between UMTS spreading factors and achievable bitrate ([1], p 172)

each cell uses a different radio frequency and Time Division Multiple Access (TDMA) for the
actual data transmission. A specific transmission channel is created by using code spreading [1],
i. e., where each bit to transmit is actually spread over a large radio spectrum. The cellular net-
work assigns a spreading factor to each UE, thus creating the transmission channel between
both of them. For each spreading factor, a maximum bitrate is pre-set. This pre-set bitrate
depends on a number of factors, with are left for the interested reader for further reading [1].
The operator of the cellular network can actually choose how much bitrate a UE is assigned by
using a different spreading factor, as shown in Table 3.1.2.2. A spreading factor of 8 refers to 8
UE’s being able to run each at a maximum bitrate of 384 kbit/s.

However, the operator is free to assign other spreading factors, resulting in lower or higher
throughput per UE, e. g., when many people are in one particular cell, the operator could assign
a spreading factor of 32, resulting in a maximum bitrate of 64 kbit/s.

3.1.2.3 User Equipment Issues

Today’s mobile cellular terminals, called here User Equipment, (i. e., mobile handsets, data
cards for laptops, etc) are capable of GSM, GPRS, EDGE, and UMTS. They can seamlessly
switch from one technology while keeping the data transmission channel up and running. This
involves also support from the cellular network. This is of key benefit, as not all technologies are
deployed in all locations. Typically, UMTS is deployed only in densly populated areas, where
the country side is usually equipped with less costly GPRS or EDGE for data transmission.

Nonetheless, there are also different device categories within a particular technology. For in-
stance, within the UMTS standard there are different releases of the cellular network technology,
e. g., Release 99 being the first UMTS standard, and each release may add another new category
of devices. A category of a device describes mainly the wireless capabilities of this device, i. e.,
which radio technology is used, the coding scheme, and also the maximum bitrate for down-
and uplink. For UMTS Release 7 the categories are described in [TS 25.306a]. For instance,
an UMTS UE Release 6 category 6 is able achieve a maximum bitrate of 3.6 Mbit/s, while an
UMTS UE Release 6 category 7 is able achieve a maximum bitrate of 7.2 Mbit/s.

There are also other issues related to the UE, such as the connection between the UE and the
computer using the UE to connect to the Internet. The link between can be either via USB
or Bluetooth. This link can be also an issue, for instance, when using an UMTS UE Release 6
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category 7 that is connected via Bluetooth EDR+ running with maximum 2 Mbit/s vs. 7.2 Mbit/s
of UMTS).

3.1.2.4 Mobile Backhaul Link Capacity

Each base station is connected via a mobile backhaul link to its serving radio controller, as
depicted in Figure 3.1. This backhaul link can be wired or wireless, dedicated for a single
base station or shared with multiple Base Stations (i. e., aggregating traffic from several Base
Stations).

The capacity of this backhaul link can be dimensioned to fit all voice or data communication
coming or going to a Base Station (see p. 123 in [1]). However, there may be also deployments,
where the backhaul link is dimensioned with a smaller capacity than the aggregated capacity
of all connected Base Stations, i. e., overbooking this link. This is done for cost reasons, as
low capacity backhaul can be cheaper, and where not the aggregated Base Station capacities are
needed all times.

3.1.2.5 Mobile Core Network Capacity

The mobile core network should be actually dimensioned such that it is able to carry all traffic,
even at peak times. However, it is up to the network operator to dimension the network, i. e.,
link speed or processing power of the network nodes, and some operators may deploy a core
network that is not able to carry the full load of all user data traffic.

From the UE’s perspective it is safe to assume that this network is dimensioned with sufficient
capacity.

3.1.2.6 Capacity of IP-Gateway-Node

The first hop with IP capabilities visible to the user traffic is the IP-Gateway-Node. This node
terminates the cellular network specific protocols and connects the network to the public Inter-
net, or to an enterprise intranet.

This IP-Gateway-Node typically implements a Network Address Translator (NAT) and also a
number of other, cellular network related states. All of these require processing power and
memory.

From the UE’s perspective it is safe to assume that this IP-Gateway-Node is dimensioned with
sufficient capacity.
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3.2 Mobile Wireless Market in Germany

The previous sections discussed wireless technologies that connect users to the Internet. This
section here gives an overview about the operator market and their cellular network deployments
in Germany. Germany as place was taken, as the author lives there and has therefore access to
the mobile wireless networks. Most of the said within this section may be valid also for other
countries in Europe and also world-wide.

In each country, there are typically a number of operators that own and operate their network
infrastructure. These are called Mobile Network Operators (MNO). Furthermore, there are
so-called Mobile Virtual Network Operators (MVNO) that do not operate their own network
infrastructure. A MVNO operates its virtual network on the network of a MNO, i. e., a MVNO
sells solely the service to its customer under its brand name.

In Germany there are four MNOs and an uncounted number of MNVOs. We limit our further
considerations to the MNOs, as their networks are the limiting factor in terms of what can be
achieved with today’s cellular network deployments. The MNOs are the real operators with
their own network infrastructure.

The MNOs are T-Mobile, Vodafone, EPlus, and O2. The coverage of each of the operator
seems to be more less the same, but the offered cellular technology varies between them. The
bigger operators, T-Mobile and Vodafone, have way more HSPA deployments than the smaller
operators.

There is at least one WiMAX operator in Germany (as of today (2010)), Deutsche Breitband
Dienste. They do not offer WiMax as a mobile wireless access service, but more for stationary
service, as a xDSL replacement.

3.3 Measurement Methodology

There are various ways to assess the performance characteristics of a wireless technology, such
as, for instance, observable Bit Error Rate (BER) and achievable bitrate in a cell for static or
slowly moving mobile devices. The observations can either be achieved by simulations of the
radio technology or system wide evaluation (including also the backhaul), and also by field
measurements once the mobile wireless technology is deployed. However, these observations
and the following assessment of the performance do provide a limited view of how the particular
technology will perform in an operational deployment where a user or an application is using
the Internet access. The typical assessment of wireless technologies is typically not very helpful
in terms of what throughput can be achieved by an application while the user is traveling by car
or train, as this not of interest when evaluating a specific radio technology.

For our field of interest, we consider deployments of wireless technologies that usually will
experience many more challenges, for example, impact of the surrounding (e. g., hilly areas,
trees) and whether the terminal is moving (e. g., static, high-speed train travelling at speeds
greater than 150 km/h) and in what context it is moving. The context is important to be consid-
ered, as for instance, a building can cause a different attenuation to the radio signal as compared
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Figure 3.3: The measurement setup

to driving in a car or driving in a train. For instance, an ICE 3 high-speed train [91] running
in Germany is made of a steel tube and metallic coated windows which cause an attenuation
to the radio signal. On the other hand, there are deployment issues that are not enforced by
a particular technology, but are enforced by the network operator, e. g., the decision whether
GPRS, UMTS or HSDPA is deployed, is solely made by the operator and is the primary factor
to level of performance to be expected.

Nonetheless, there are too many factors that can impact what performance can be expected at
the mobile terminal, even though a the usage of a particular technology can hint a the expected
performance level. We see the need that it is much more important for the user of a mobile
terminal (or for an application on that device and the designer) to determine what the achievable
throughput on the TCP/IP level is and how often this can be or cannot be achieved. There are
multiple ways to deduct what can be expected by a mobile terminal in terms of the above define
performance, such as, simulations based on theoretical studies of mobile wireless technologies
and measurements of real deployments. We have decided to use measurements of real network
deployments, as we want to find out what a mobile terminal is getting in terms of performance
and also related to our working topic if the usage of multiple operaters concurrently is beneficial
at all, e. g. do multiple operators enhance the resilience of the system.

The goal of the measurements is to obtain the achievable throughput, uptimes
of the wireless link and the downtime of the wireless link, on a per cellular network
operator base, as seen by the application.

The only way to gain the above insight is to do active measurements of multiple mobile wireless
operators when moving.
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Item Value Description
AL1 16Mbit/s ADSL line downlink maximum bitrate
AL1 1Mbit/s ADSL line uplink maximum bitrate
AL2.1 100Mbit/s LAN maximum bitrate
AL2.2 34.368 Mbit/s E3 line between NEC Heidelberg and DFN POP Hei-

delberg
E1 unknown cell tower backhaul EPlus
T1 unknown cell tower backhaul T-Mobile
3G.1 UMTS/EGDE-capable Sony Ericsson K610i mobile phone
3G.2 HSDPA/UMTS/EGDE-

capable
Sony Ericsson c702 mobile phone (cat. 6
[TS 25.306a])

Table 3.3: Measurement related network parameters

The measurement setup is depicted in Figure 3.3. We used two operator networks to perform our
measurements, as the author had access to two SIM cards only. The operators were T-Mobile
and EPlus, both are offering UMTS-based Internet access.

Figure 3.3 shows on the top the location and network connectivity of the measurement servers
S1 and S2. The mobile device with the measurement clients is depicted on the bottom of the
figure and is connected to 2 mobile networks via 2 wireless interfaces 3G.1 and 3G.2. The
mobile networks are depicted in a simplified way by the cell towers, the backhaul links (E1 and
T1), and a multi-router icon connected to the public Internet. Each provider (in this particular
case EPlus and T-Mobile) do operate their infrastructure.

The measurement server S1 is connected via an ADSL modem router to an ADSL access line
AL1 that in turn is connected to a DSLAM and (not shown) to a BRAS to the public Internet.
The measurement server S2 is connected via a LAN AL2.2 to the a router that is connected to
the German Research Network (DFN-Network) via AL2.1. The DFN-Network connects to the
public Internet. This configuration ensures that none of the access lines from the Internet to
measurement server (AL1 or AL2.1 and AL2.2) are the bottleneck. The maximum measured
throughput for EPlus was below the maximum line bitrate AL1 (384 kbit/s vs. 1 Mbit/s) and the
maximum measured throughput for T-Mobile was below the maximum of the minimum of the
access lines bitrate of AL2.1 and AL2.2 (480 kbit/s vs 34.368 MBit/s), see also Table 3.3.

The measurement servers run the server side measurement software, i. e., S-MP1 at S1 and S-
MP1 at S2. The client side measurement software runs with two instances C-MP1 and C-MP2
on the mobile device, as show in Figure 3.4. Each client instance connects via TCP to one
server instance: C-MP1 to S-MP1 and C-MP2 to S-MP2 and starts downloading bulk data to
the client. The client instances log the measured TCP level throughput at a fixed interval. The
interval is stated together with the measurement results. The mobile phones are connected via
USB to the mobile client and each phone is assigned an interface on that client. For each mobile
phone (interface) an instance of the client side measurement software is started. The routing is
pre- configured so that each TCP measurement flow is directed over another interface, as shown
in Figure 3.4.
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Figure 3.4: Measurement Flows (schematic)

traceroute to 109.250.139.167 (109.250.139.167), 64 hops max, 40 byte packets
1 fritz.box (192.168.178.1) 1.385 ms 0.406 ms 0.506 ms
2 bras2.fra.qsc.de (213.148.133.3) 27.879 ms 38.008 ms 29.270 ms
3 core1.fra.qsc.de (87.234.13.21) 21.419 ms 21.626 ms 23.605 ms
4 ffm-b7-link.telia.net (213.248.72.33) 21.892 ms 43.777 ms 21.015 ms
5 ge-6-1-3.BR1.FFT1.alter.net (146.188.112.41) 21.687 ms 22.518 ms 21.599 ms
6 ge-1-2-0.XT2.FFT1.ALTER.NET (146.188.6.77) 21.682 ms 22.616 ms 21.368 ms
7 so-0-0-0.XT1.HDN2.ALTER.NET (146.188.14.194) 29.579 ms 29.482 ms 30.296 ms
8 POS6-0.GW4.HDN1.ALTER.NET (149.227.17.158) 29.803 ms 30.929 ms 30.059 ms
9 E-Plus.Hilden.de.ALTER.NET (139.4.54.122) 32.858 ms 31.445 ms 32.573 ms
10 * * *
11 * * *

Figure 3.5: S-MP1 to C-MP1 (EPlus)

The configuration in Figure 3.4 ensures that the TCP flows are using disjoint Internet paths,
so that at least these TCP flows are not impacting each other. The results below show the
"reverse" traceroute output from S-MP1 to C-MP1 (EPlus) in Figure 3.5 and from S-MP2 to
C-MP2 (T-Mobile) in Figure 3.6 to show that the paths are disjoint (under the assumption that
the forward and reverse path are the same). We use traceroute in the reverse direction, because
both used operators, T-Mobile and EPlus, blocked outbound ICMP packets at the time of the
measurements (June 2009). Therefore, we connect via SSH to the measurement server and run
traceroute towards the originating IP address of the SSH-session. This originating IP address is
the external IP address at the operator NAT.

The measurement configuration ensures that the 2 TCP flows are not interfering with each
other, but there is still the chance that both Internet paths are experiencing congestion or that
the measurement flows are at least competing with other IP flows originated from somewhere
else in the Internet or in the provider networks. This cannot ruled out, since we used the public
Internet, but the measurement results suggest, that most of the throughput is impacted by the
wireless part. TCP was used for two deciding factors: (i) TCP is the most used transport
protocol, also for P2P video streaming, and (ii) the UMTS network deployments are typically
deploying Network Address Translator (NATs) at the boundaries between the UMTS IP network
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traceroute to 80.187.104.124 (80.187.104.124), 64 hops max, 40 byte packets
1 195.37.70.126 (195.37.70.126) 0.877 ms 0.784 ms 0.729 ms
2 xr-hei1-ge9-4.x-win.dfn.de (188.1.233.197) 1.605 ms 2.818 ms 1.980 ms
3 xr-gsi1-te2-1.x-win.dfn.de (188.1.145.89) 3.232 ms 2.952 ms 3.982 ms
4 zr-fra1-te0-0-0-6.x-win.dfn.de (188.1.145.38) 5.230 ms 4.955 ms 4.054 ms
5 zr-erl1-te0-7-0-2.x-win.dfn.de (188.1.145.142) 14.632 ms 9.622 ms 8.055 ms
6 80.156.160.141 (80.156.160.141) 14.139 ms 13.748 ms 13.933 ms
7 n-ea5-i.N.DE.NET.DTAG.DE (62.154.52.70) 18.377 ms

n-ea5-i.N.DE.NET.DTAG.DE (62.154.52.74) 17.366 ms
n-ea5-i.N.DE.NET.DTAG.DE (62.154.52.70) 18.246 ms

8 194.25.208.210 (194.25.208.210) 20.184 ms 22.447 ms 21.219 ms
9 * * *
10 * * *

Figure 3.6: S-MP2 to C-MP2 (T-Mobile)

and the public Internet (see 3.1.2.6). The usage of NATs limits the use of UDP, which is the
main reason for most applications to simply rely on TCP.

The TCP implementation used was the standard TCP stack delivered with MacOS 10.4, which
is TCP Reno [RFC 2581] with TCP Selective Acknowledgment (SACK) [RFC 2018] enabled.

3.4 Measurements

This section presents the results obtained from a set of measurement runs performed while
traveling on an ICE 3 high-speed trains [91] between the stations Mannheim Hauptbahnhof
and Frankfurt Flughafen Fernbahnhof, in Germany. The author travelled multiple times (7
times in June 2009) with the measurement setup described in Section 3.3 along the track. The
distance between both stations is 76 km (according to the web site of Deutsche Bahn [91], under
mobility-check) and the journey takes regularly 30 minutes.

The measurement was performed for almost all of the travel time, expect when boarding the
train and setting up the equipment. The measurement client logged the measured throughput
every 5 seconds. In the case that the client did not receive data within 5 seconds, it logged
0 kbit/s as result. At times when the client received data, it noted the measured throughput
averaged over 5 seconds.

The measurement results are discussed first in Section 3.4.1 and the processed measurement
results are shown in Section 3.4.2.

3.4.1 Measurement Results

This section discusses representative examples of a few measurement runs in a train and also in
more stationary scenarios with two operators in Germany. The measurement runs are discussed
to show the volatile character of the wireless link.

Figure 3.7 shows the achievable throughput while being in a UMTS coverage area within a city
(Leimen, Germany). The mobile terminals are not moving and are located within a house. The
throughput is varying in narrow confines for T-Mobile, but for Eplus, the throughput is already
less steady.
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Figure 3.7: EDGE/UMTS measured throughput - stationary in a building
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Figure 3.8: EDGE/UMTS measured throughput - while walking through a city

Figure 3.8 shows the the achievable throughput while talking a walk in the same city of Leimen,
Germany. The city of Leimen has in average two story buildings and only very few taller
buildings. The throughput for T-Mobile is mostly still in the range of 400 kbit/s to 500 kbit/s,
even while moving. The throughput measured for Eplus shows a lower level, mostly in the
range of 50 kbit/s to 100 kbit/s, with a few peaks where the throughput reaches the maximum
UMTS R99 throughput of 384 kbit/s (see also Table 3.1.2).
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Figure 3.9: Measurement (08:35h), Mannheim to Frankfurt, EPlus and T-Mobile
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Figure 3.10: Measurement (12:35h), Mannheim to Frankfurt, EPlus and T-Mobile

The following results were all measured on several train rides between Mannheim Hauptbahn-
hof (central station) and Frankfurt Airport on June 6, 2009. Figure 3.9 shows the achievable
throughput for the journey from Mannheim to Frankfurt, starting at 08:35 h for EPlus and
T-Mobile. Figure 3.10 is shown as a comparison to highlight the differences in achievable
throughput for the same train track, same direction, same measurement setup, but at a different
period of time, i. e., starting at 12:35 h.
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Figure 3.11: minutes excerpt of 2009-06-26, Mannheim to Frankfurt, EPlus and T-Mobile

Figure 3.11 shows a detailed excerpt of the measurement Mannheim to Frankfurt, starting at
08:35 h for EPlus and T-Mobile, to give a more detailed insight of the throughput changes. The
achievable throughput is varying and is doing this at short time intervals, e. g., for T-Mobile
the throughput is varying between 150 kbit/s and 350 kbit/s in the time from 0 s to 100 s and
dropping 0 after this.

Figure 3.10 shows also another impacting factor: failures of the mobile equipment, such as the
mobile phone or the connection between the mobile phone and the computer. At time 1250 s, the
EPlus throughput drops to zero, as the mobile phone wasn’t able anymore to establish a UMTS
data connection with the mobile wireless network. Only a full reboot of the phone helped to
get it working again. We observed equipment failures at multiple time, on each of the used
mobile phones, and also on the connection between the phones and the computers. At some
occasions it took several minutes (up to 10 minutes) to re-enable the data connection via the
phones, which lead to longer breaks in the measurements. This did influence the measurement
results, as there was no achievable throughput measured for this particular operator during this
period. This reflects reality in the sense if the equipment fails during the measurements, it will
also fail under ”normal” usage by a user.

Another interesting comparison is the achievable throughput of the same operator but at a dif-
ferent time of the day. Figure 3.12 shows the result of the measurement from Mannheim to
Frankfurt starting at 08:35 h and at 10:35 h. The two measurement plots do not match in most
parts and, for instance, for time period 900 s to 1200 s there is complete mismatch. The run
starting 08:35 h achieved almost 500 kbit/s, while there is no throughput at all for the run start-
ing at 10:35 h. This may be result of a temporary drop-out of the mobile wireless network, or
as there are multiple active users in a UMTS cell (see also 3.1.2 for considerations about the
factors). However, from the observation of the measurement software and also for the human
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Figure 3.12: Achievable Throughput for some operator, same seeting, different time

observer it is impossible to judge the real impacting factor. It shows the reality of the volatile
character of the mobile wireless.

3.4.2 Measurement Analysis and Statistics

The earlier sections described the measurement methodology and a representative set of mea-
surement results. The results were measured as time series f (x) = Θ(t) and not usable in this
form for out further con sideratios, as we need other metrics, based on the measurements, to
later on investigate the behavior of the proposed system. For the further elaborations on what
applications can expect on network performance, we use three probability distributions to de-
scribe the behavior of the deployment for a given network operator:

achievable throughput What is the probability that a specific throughput value Θ(t) can be
achieved.

uptime What is the probability a link is up for a specific period of time for a given network
operator. A link is up or operational, if the achievable throughput is not zero in this time,
i. e., the link is operating with a throughput of Θ(t).

downtime What is the probability a link is down for a specific period of time for a given
network operator. A link is down or not operational if the achievable throughput is zero
in this time.

All three probability distributions are a first adequate approximation of the UMTS link behav-
ior, without the intention to be authoritative for all cellular networks, all deployments (i. e.,
operators), all train tracks, etc.
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Figure 3.13: Throughput Distribution

The time series measurements are transformed in probability functions, by quantifying mea-
sured throughput, uptime, and downtime into fixed bins. For each bin an average value and the
standard deviation are calculated and the bin stores the probability of reaching the actual value
of the bin. The average value per bin is used for further calculations and the standard deviation
is used to judge the quality of the measurements. For the throughput we use 10 kbit/s base bins,
for the correlating uptime and the downtime we use 5 s bins, as this is the measurement interval
used during the measurements (see Section 3.4).

The quantified probability functions per operator are shown for the throughput in Figure 3.13,
for the uptime in Figure 3.14, and the downtime in Figure 3.14. The standard deviation of
each probability function, shown as the vertical bars for each bin, also reflect the variety of the
measurement results in Section 3.4.1. There is rarely a measurement run that is resulting in
the same measured throughput and up/downtime for the same operator and also for the same
direction of travel in the train, nicely illustrating the volatile character of such mobile wireless
system. The standard deviation for the measurements is in the range between 40 % and 200 %.
This leads to the conclusion that the UMTS environment is so volatile that we cannot make a
statement on the to be expected link throughput, uptimes, and downtimes in the general case.

The achievable throughput for Eplus is in general lower than the one for T-Mobile, as shown
in Figure 3.13. This observation is in line with the general network deployment status of each
of the operator, as T-Mobile is pushing more towards a performant network in many places,
while Eplus is deploying UMTS/HSDPA only in larger cities or areas with dense population
(metropolitan areas).

For the uptime distribution in Figure 3.14 Eplus has more times with a short uptime period,
while T-Mobile has in general a longer uptime period (due to the better network deployment).

Both operators have almost the same downtime behavior, which might lead to the conclusion
that both suffer from the same environmental challenges, such as tunnels, road cuts, and are
also deploying the better UMTS technology in correlation with the human population at each
area.
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Figure 3.14: Uptime Distribution
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(a) Eplus Downtime Distribution
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Figure 3.15: Downtime Distribution

3.4.3 Evaluation of the Statistical Data

We use an negative exponential function, as a first adequate approximation to transform the
statistical probability in a form that is usable for computer simulations.

P(x) = λe−λx (3.1)

The value of 1
λ

denotes the mean value of the negative exponential function and is to be de-
termined for our further elaborations. Each λ for each operator and probability distribution is
determined by applying Gauß’ least-squares method. The graphs consists of n measured value,
i. e., the reading points, pairs (xi;yi) with (i = 1,2, ...,n). We define the distance vi of the reading
point Pi = (xi;yi) from the best-fit curve y = f (x) that is to be determined as:

vi = yi−P(xi) (3.2)
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Operator λ1bw λ2bw λ1up λ2up λ1down λ2down
T-Mobile 0.00435 0.00898 0.14453 0.14410 0.021532 0.032654
EPlus 0.007 0.018644 0.08973 0.234367 0.048834 0.0296241

Table 3.4: Link Configuration Parameters; [λbw] = s
kbit , [λup] = s−1, [λdown] = s−1

The goal is now to minimize the sum of squared distance in formula 3.3.

S =
n

∑
i=1

v2
i =

n

∑
i=1

(yi−P(xi))
2→minimum (3.3)

However, as the least square method is defined for linear functions only, we need to transform
the negative exponential function 3.1 in a linear function, by applying equation 3.4.

lnP(x) = ln
(

λe−λx
)

= lnλ −λx (3.4)

We now substitute u = x, v = lnP(x), c = −λ , and lnλ = d, and come to this linear equation
suitable for the least square method:

P(x) = λe−λx u=−x,c=λ−−−−−−−−−−→
v=ln(P(x)),d=lnλ

v = d + cu (3.5)

The equation 3.5 is now used for the least square method in the equations 3.6 and 3.7

c = ∑
n
i=1 uivi−nu v

∑
n
i=1 u2

i −nu2 (3.6)

d = v−au (3.7)

The inverse transformation is λ1 =−c and also λ2 = ed .

Table 3.4 shows the calculated values out of the equations refe:linear-regression-a and Equa-
tion 3.7, after the inverse substitution of c and d to their respective λ values. All λ1 and λ2
values may intuitively look not suggesting a negative exponential function for the probability
distributions. However, it should be noted that the actual data points out of Pbw (x), Pup (x), and
Pdown (x), have a standard deviation of 200 %. This is also reflected in the differences between
the corresponding λ1 and λ2 values, as they are overlapping given the error indicated by the
standard deviation.
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3.5 Discussion

The intention of this Chapter is to give an insight to today’s mobile wireless networks and
what applications running on top of this network can achieve in terms of throughput (absolute
throughput and temporal availability). The Chapter is very much focused on the UMTS based
systems of two German operators, i. e., Eplus and T-Mobile, and measurements performed on
a high-speed train track between Mannheim and Frankfurt. This may be seen as a limitation,
but in general this represents a realistic set of what a mobile wireless user can expect. Eplus
and T-Mobile have been selected, as both of them represent a class of mobile wireless operator
in Germany, but also for other European countries. Eplus is a smaller operator with a less
ambitious network deployment, e. g., UMTS only in cities, while T-Mobile is Germany’s largest
mobile operator with UMTS deployment in lot more places than EPlus. There are two more
operators, O2 and Vodafone. O2 can be seen on the same scale as EPlus and Vodafone can be
seen equal to T-Mobile.

We focus on a specific technology for performing our study, deliberately neglecting other, relat-
ing wireless technologies, such as, Wireless LAN (WLAN) or Worldwide Interoperability for
Microwave Access (WiMAX) (amongst other technologies in that space). Both technologies
do not provide the same wireless coverage in terms of geographical spread over a country, i. e,.
they are not deployed and used nation-wide, for different reasons. WLAN is not made for this
purpose, due to the limited radio range, while WiMAX has not made the big step into the mar-
ket (yet). However, both will more less exhibit the same behavior than UMTS based wireless
networks: the achievable throughput per user depends on factors, such as, number of concurrent
users in a cell, moving pattern of a user, distance of the user to the base station, etc. A good
example of WLAN behavior for moving users is given in [26].

The gained measurements and statistical evaluation results are for sure not representative for
all locations in Germany or even beyond. However, they indicate a trend when using Internet
applications over mobile wireless. Internet access is almost possible anywhere in Germany, but
the quality of access to the Internet varies. The quality is meant to reflect on how fast and stable
you can work on the Internet and must probably be put in relationship to what the average user
is used to from fixed line Internet access.

One might argue that the future of mobile wireless will change the situation dramatically, as
new radio technologies will bring way more achievable throughput to the users. However,
considering recent studies on throughput performance of the UMTS/3G Long Term Evolution
(LTE) suggest that the fast and reliable Internet access at any time and under any condition is
still a far out dream. For instance, [92] shows bitrates for a LTE radio technology, the next
generation of UMTS, in the range of 3 Mb/s at the cell edge for a pedestrian, i. e., at walking
speeds. However, there seems to be no good reason why mobile wireless networks won’t be
used by users travelling at speeds much higher than walking speeds. On the other hand, each
radio technology is still subject to physics, i. e., the radio is still suffering from challenging
landscapes, skyscrapers, etc.

There is to our best knowledge a single related work in the area of measuring UMTS networks
in real environments: Liu et al [93] performed application level measurements on top of TCP in
several UMTS mobile wireless networks in Hong Kong. Their key findings are larger achievable
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bitrates in general (due to the measurements in Hong Kong), the preemption of data transfers
by voice and video calls, and that it is impossible to predict the actual capacity of a particular
cell based on known models.



4 Conceptual System Design

"The System must tolerate wide network variation." [RFC 1122]

4.1 Problem Statement

Most applications have very specific requirements to the network or make many assumptions
about how the network is behaving. For instance, most file download programs, such as web
browser, do assume a constant TCP connection to the server. However, after a drop-out of
the TCP connection, the transfer is not resumed, despite the fact that there is still a need to
download. On the other hand, users of these applications have a specific behavior of their used
applications in mind. For instance, most of the users are accessing the Internet via fixed line
network access, based on, for instance on ADSL or FTTH , with gross bit rates in the range
of Mbit/s. Assuming an ADSL link with 6 Mbit/s and an average web page download size of
1 MByte, it takes 1.333 s to retrieve a web page1. It takes already a minimum of 20.833 s on
a UMTS link with 384 kbit/s, which is approximately 16 times longer than on the mentioned
ADSL link. Browsing the web via WWW can be considered as a more relaxed application,
where the user tolerates longer delivery times in a certain range.

However, there are many other applications that either do not tolerate low network resources,
such as lack of bandwidth, or are prone to volatile network conditions, such as variations of
the achievable throughput, delay, or packet loss rate. One application is Voice over IP (VoIP)
that requires a minimum achievable throughput (depending on the used codec), low delay and
a minimal packet loss (as each packet carries voice fragments). VoIP can be used over many
access technologies, as the achievable throughput required by the application is in the range
of 100 /kbit/s or below, there are other applications, such as video streaming, that require in
general a much higher achievable throughput from the network – depending on content type
and image quality – a sustained bitrate in a range from 300 kbps to 16 Mbps, which can be
delivered easily and reliably only via wireline access networks.

In general, there is a dependency between the networking needs of the applications and what
the network delivers (all parts of the network, but the access networks have been bottlenecks
for a long time), i. e., each area is partly driving by the other area. For instance, video streaming
applications have not been used in the early days of the Internet, as the access technologies

1The average web page site has been determined on a set of news web sites, such as, cnn.com, spiegel.de,
stern.de, and nyt.com, by downloading their start page, with text and graphics, but without any video. These
values are not representative, but are used for an illustrative purpose and were taken in November 2010.
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Figure 4.1: Single-homed host

(mainly modems with 48 kbit/s) did not allow the usage of this service. On the other hand,
today video streaming is one of the main drivers for the continuous updates of access technolo-
gies (e. g., with the introduction of High Definition TV (HDTV) an major uplift of the ADSL
technology Very High Speed Digital Subscriber Line (VDSL) was introduced). We see a simi-
lar movement for wireless technologies, such as Wireless LAN (WLAN) (e. g., introduction of
300 Mbit/s) and UMTS (e. g., introduction of HSDPA with 7.2 Mbit/s, cf. Section 3.1.2).

The applications assume that they can achieve a certain throughput Θ(t) over the network,
that is in an acceptable range, i. e., being stable within limits and not changing several orders of
magnitudes within a short time, and not dropping below a minimal threshold of ∀t : Θ(t)≥Θmin.
This minimal threshold can be a hard limit of the application, such as the bitrate of the video
stream to be delivered, or can be subjective one, as in the case of web access, where the patience
or impatience of the user determines this threshold.

Most of today’s fixed-lines access technologies and the backbone network behind can fulfill the
application’s needs. However, assuming that the actual bottleneck is the access-line itself, we
can see that the line’s bitrate B̂` will be stable over a long period of time (i. e., in the range
of hours): B̂` (t) ≈ B̂`∀t with B̂` being the nominal bitrate. The achievable throughput on a
particular link Θ` (t) for the application can be lower than B̂`, as there are many more impacting
factors to the throughput, such as, for instance, the end-to-end capacity of the whole Internet
path, capacity of the server to deliver, the aggressiveness of the application, etc.

However, there are cases where users try to use their well-known applications in environments
where the Internet access is not as fast and as stable as they are used to. For instance, when using
the Internet via a wireless technology, the achievable throughput varies a lot (cf. Section 3.4),
or in many areas there is just no high-speed Internet access, i. e., many rural areas have only
modem-speed Internet access via traditional dial-up or limited wireless, such as GPRS only.
Such an access-line is providing a resource constrained environment (see Definition 1.3).

Figure 4.1 shows a typical access-line configuration of a host connected to the Internet. An
application on that host accesses on resource in the network. This resource can be of any
type, such as, a web server or video streaming server. A host has typically only one active
(i. e., used) IP interface, despite the fact that most of today’s hosts have multiple interfaces. A
typical configuration (as of today (2010)) for state-of-the-art laptops includes Ethernet, Wireless
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Figure 4.2: Multi-homed host

LAN (WLAN) and Bluetooth, while mobile devices (e. g., mobile phones or smart phones)
include UMTS, WirelessLAN (WLAN) and Bluetooth. However, despite the fact that multiple
interfaces are available, these interfaces are rarely used simultaneously. There are two reasons
why interfaces on an IP hosts are not used at the same time: this use case is still not yet supported
by the operating systems (e. g., missing transport protocols for this or issues with automatic
interface configuration (DNS)) and an economic constrain, as each access-link can require a
subscription to a network operator.

Assuming negligible costs for each subscription, the first natural step to cope with a single re-
source constrained access-line is to use host multi-homing, as depicted in Figure 4.2. Host
multi-homing allows the host, thus the application, to access the network via multiple interfaces
simultaneously This allows the host to aggregate the achievable throughput of each interface for
the application’s needs. Each interface needs to be connected to the Internet, which typically
incurs some costs for a subscription to an Internet Service Provider (ISP) . This costs is charged
to the user and most users will have only a single ISP contract for their mobile devices, simply
for cost reasons. Another, obstacle for host multi-homing is that each application has to be
aware of this and implement multi-homing techniques, unless there is wide support for Multi-
path TCP (MPTCP) [94], which will enable applications to make use of multi-homing without
large modifications (other than on the Unix socket level). There is also an early work on using
multiple TCP connections to cope with multi-path transport [95].

The only obvious solutions for host with a resource constrained access link are either to upgrade
the link (if possbile at all) or to refrain from using a specific service.

4.2 Cooperative Internet Access

Let’s consider a situation where multiple users (with the computers/hosts) are in the same physi-
cal location, e. g., in a train or withing a building, for a some longer time period, whereas longer
refers to minutes or hours, but not seconds. We assume that each host has at least one interface
that connects to the Internet, the so-called access-link. We further assume that each host has a
second interface that can be used to find other hosts that are interested in a cooperative Internet
access, that can be used to coordinate these hosts, and that can be used to exchange information
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elements freely between those hosts. This second link is called sharing-link (marked as SL in
the following figures) and it provides reliable high-speed communication between the hosts in
the group free of charge, but does not have direct connection to the Internet.

The hosts can now use the sharing-link to coordinate the access to the Internet via the access-
links, either with the goal of letting each hosts using another hosts access-link resource for its
own purpose (resource pooling), or by even coordinating the retrieval of data from the Internet.

A key property of the cooperative Internet access is that information elements that are needed
by each participating host are retrieved only once from the Internet for the whole local system
and not for each participating host. For sure, there are information elements that are not needed
by all hosts, but only by a single host.

We assume that the applications used work with information elements. These information el-
ements are the smallest atomic unit the application can work one, where these atomic units do
not need to have to be of equal size or to be of equal content or content type. Working with
information elements allows to completely abstract from the actual transport of these elements
across the network, i. e., it ensures independence from used transport protocol. IP version, In-
ternet path taken, etc; and also which node actually handles, i. e., downloads or uploads, the
element. This allows to delegate the network handling of each information element to other en-
tities in the network, such as, in our case the delegation to other peers/hosts, replication of such
elements in various places, and eventually the fulfillment of our goal to cooperatively access a
service.

An application on a host has the need to access an information entity in the
network, whereas the path/network access to this entity involves the usage of a
resource constrained network path. The host itself is unable to overcome the limi-
tation of the resource, but a set of hosts, being in physical proximity can aggregate
their network access resources to overcome it. Next to the aggregation of network
access resource, the optimization of the information retrieval is key to the Cooper-
ative Internet Accessconcept. Instead of retrieving equal information elements of
an information entity for each application instance separately, equal information
elements are only retrieved a single time.

The network topology is characterized by having two networks connected with each other over
at least two links, where there is at least one access-link and one sharing-link, with a node in
between, where

1. (a) the combined link bandwidth of all that connecting links is limited

(b) the connecting links have at least in one network different nodes

(c) the combined bandwidth of the network connecting links is much lower than the
bandwidth of the links within each of the networks itself.

2. the sources and destination of the stream is at different sides of the combined bottleneck
set of links.
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Figure 4.3: Single-homed hosts accessing cooperatively a single resource

Two use cases for this situation are shown in Figure 4.3 and Figure 4.4. The dotted box around
the hosts indicates that they are all in the same physical location.

4.2.1 Case 1: Common Interest in Single Resource

Figure 4.3 shows a number of users using the same application and that are interested in the
same resource in the Internet. An example for such an application is peer-to-peer video live
streaming, where multiple users are watching the same video2. Peer-to-peer video live stream-
ing requires a stable and performant network connection to streaming the video in acceptable
quality to the users. Since the network requirements are high and video streaming imposes also
real-time or at least near real-time requirements to the network environment, the access-links
(labeled AL1 Figure 4.3) of the single hosts may not be able to transport the data to the hosts
via a single AL1.

Since all hosts are using the same application and are interested in the same resource, they
could team up to coordinate their access to the resource and to eliminate the need for each host
to retrieve the whole resource on its own. The coordination of which host is handling which
piece of the resource, i. e., which information element, is communicated via the sharing-link, as
well as, the exchange of the information elements amongst the participating hosts.

4.2.2 Case 2: Multiple Resources with Overlap

The second case is where multiple hosts are agreeing to use cooperative Internet access, but
they do not use a single resource, as in Section 4.2.1. An example for this case is Web access
via Hyper Text Transfer Protocol (HTTP). All applications are primary the same, i. e., a web
browser but the resources accessed a varying a lot between, e. g., web sites or file download.

2We use the term video but in the sense that this includes live streaming of TV programs, video on demand, etc
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Figure 4.4: Single-homed hosts accessing m resources (overlap)

For the most popular usage of web access, i. e., browsing web sites, we can see that most users
will use quite a number of websites (see Section 6.1.3), but some web pages are being used
by multiple users. Such web pages, are the most popular web pages in country or region. For
instance, in Germany, as of today (2010), the most popular web pages used by many people are
facebook, twitter, and news sites (spiegel.de, stern.de, etc). The users will access varying parts
of the web sites, but many elements of a web page are probably the same, such as, common
graphics, advertisements, text, or even videos (see Section 6.1.3 for more details).

Figure 4.4 shows such case, where the applications access multiple resources with an overlap.
The applications can coordinate their access to the resources in such a way that information
elements that are commonly used by multiple application instances, are retrieved only once via
the access-link and redistributed multiple times via the sharing-link. This is helpful in scenarios
where the access-links are resource constrained.

4.2.3 Case 3: Multiple Resources without Overlap

A third case, typically explored by the similar earlier works (e. g., PERM [32]) , aims at reusing
idle network capacity of neighboring nodes without coordinating on the information element
level. The main goal is to maximize the nodes throughput without considering other hosts
needs in terms of reusing already retrieved information elements.

Figure 4.5 depicts that nodes can access resources they need via the access-links of other nodes.
This approach seems to be beneficial for all participants in situations where there is idle band-
width available on the access-link. This is mostly the case in fixed-line access networks. Imag-
ine a case where multiple users are living in the same area and can use a local network (e. g.,
LAN, WLAN, or whatever) to communicate locally. This can be a small town or settlement,
where the inhabitants are using mobile wireless networks to connect to the Internet. Instead
of using only their own link, that is probably limited due to network limitations or monetary
limitations (e. g., better network access may cause higher costs not bearable for an individual),
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Figure 4.5: Single-homed hosts accessing m resources (disjoint)

all participants can team up for cooperative network access. Each participant devotes its access-
link to the community, and the sharing-link is used to coordinate the network access and to
locally distribute the information elements, or just to trade throughput for MPTCP.

One way of dealing with this situation is to use multi-path protocols and to allow the applica-
tions on one host to use the access-link of the other hosts for their multi-path communication
with the resource in the Internet. However, this requires connection sharing, i. e., each host
has to allow the other hosts to re-use the IP interface with its own flows. This is shown as a
dashed-line in Figure 4.5.

4.2.4 Working Example for Cooperative Internet Access

This section discusses how Cooperative Internet Accessworks with a simplified example, based
on the use case depicted in Figure 4.4. We assume that 2 nodes are connected via the sharing-
link and they are using each an access-link provided by 2 operators. The access-links of the
operators are exhibiting a disjoint behavior, i. e., the access-link of each operator does never
exhibit a similar characteristics of the achievable throughput. The achievable throughput for
access-link 1 (operator 1) is denoted by Θ1 (t) and for access-link 2 (operator 2) it is Θ2 (t). For
the purpose of illustrating the principle of operation, we assume that the transmission capacity
Ci (t1− t0) of each link in a time period of ∆t is always equal to the size of one information
element |I|, see Equation (4.1) and Figure 4.6 for the times.

Ci (t1− t0) = Θi (t)(t1− t0) = |I| (4.1)

The network is an ideal network, i. e., without packet loss, delay, etc, and allows to send requests
from a information element receiver to the information element sender in no time. The nodes
have perfect knowledge about when a link will be up and ready to transmit.
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Figure 4.6: Undisturbed information element retrieval

The nodes access a single resource, provided by multiple sources (i. e., sender A and sender
B) in the Internet that provides information elements of fixed size |I| (e. g., such as chunks in
peer-to-peer file-sharing). The information element set starts with the index 1 and is increased
by one for each new element. Dotted lines from receiver to sender are the requests to the sender
for information elements. Bold lines from the sender to the receiver is the transmission of
an information element. Dashed lines to the element buffer show the point of time when an
information element has been retrieved and can be placed in the element buffer for the next
steps in processing. We use a clocked available throughput function Θi (t) that is delivering the
capacity between t0 and t1 and a break of t2− t1 (see Figure 4.6).

The ”undisturbed” case, when there is always sufficient achievable throughput to retrieve an
information element, is shown in Figure 4.6. Each node is retrieving the information elements
on its own, whenever the access-link is up and running. Retrieved information elements are
placed in each nodes buffer, labeled as element buffer 1 and element buffer 2. As a results, node
1 (on top) and node 2(at bottom) are each able to retrieve 5 elements.

Now we assume that clocked achievable throughput of the access-links cannot be used when
available. This is depicted in Figure 4.7 by having used slots (the boxes filled with a pattern)
and unused slots (the empty boxes). Here we can see that node 1 is able to retrieve 3 elements
vs. only 2 for node 2. However, considering all available slots of both access-links, i. e., [t0 : t1],
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Figure 4.7: Disturbed information element retrieval without Cooperative Internet Access

[t2 : t3], [t4 : t5], and [t7 : t8], it is obvious that there would be sufficient achievable bandwidth
to retrieve all information elements in the same time, as in Figure 4.6, if the nodes would
coordinate the information element retrieval.

In Figure 4.8 we can see the same network situation as in Figure 4.7, but where the nodes fill the
joint element buffer in a coordinated and cooperative way. In this simplified example, the nodes
assign information elements in a subsequent way to the next link that is coming up. At t = t0
node 1 starts to load element 1 as its access-link is up, while the access-link of node 2 is down.
Vice versa this is done at t = t2 and t = t4, as either Θ1 (t) or Θ2 (t) contributes throughput to
the system. At time t = t6 we observe that no link is used to retrieve an information element,
while at t = t7 both links are used simultaneously. The elements are retrieved only once for the
whole system and placed in a joint element buffer that is accessible by both nodes. At the end
of the time period the joint element buffer contains all 5 elements.

There are two interpretations for the unused slots: Such a slot can represent a drop of the access-
link’s bitrate to zero, due to a congested link, a link failure, or changes in the environment of a
wireless link. Second, by using Cooperative Internet Accessthe throughput consumption on a
access-link is lowered, leaving idle slots for saving network resources or as idle resource to be
used by other applications.
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Figure 4.8: Information element retrieval with Cooperative Internet Access

4.2.5 Characterization of the Access-Links

The cooperative Internet access scheme requires to characterize the access-link for the further
discussions and also algorithms, as the links are not behaving as used to in non resource con-
strained environments. Cooperative Internet Accessdoes not assume a specific link behavior
per se, such as, whether the links are fixed-lines or wireless, symmetric or asymmetric, shared
or non-shared medium, but the behavior of links influences the overall behavior. This section
elaborates how Cooperative Internet Accesscharacterizes an access-link.

In Section 1.2 we define the general property of an access-link and here we discuss more the
technical characterization. For Cooperative Internet Access, an access-link is:

- a link that connects the node to the Internet via an access network of any type (wireless
or wired link) or particular technology (e. g., UMTS);

- a resource that can be described by:

– its nominal bandwidth B̂` (t), which denotes the maximum bitrate of this link.

– a notion of the achievable throughput Θ` (t), which is usually Θ` (t)≤ B̂`
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– a notion of the stability of the link, i. e., how the probability of a link for being up
vs. down is.

- a single resource connected to an IP interface.

We characterize a link with several probability functions that describe single aspects of a link
behavior in the following paragraphs and provide a summary in Table 4.1.

We define two states for a link: A link is up, if data can be transferred via that link. A link
is down, if no data can be transferred. This can lead to confusions with a particular link tech-
nological notion of up or down. For instance, Ethernet calls a link up, if there is an active
sender/receiver pair. However, from our perspective the link would be still down unless there
is an IP address and connectivity to the Internet. The probability function P̀ (up) denotes the
probability that a link is up and can take only two values:

Table 4.1: Link behavior and associated probability functions

Behavior Name Description
Achievable throughput P̀ (Θ) achievable throughput for the application

Up-time P̀ (uptime) how long a link is up
Down-time P̀ (downtime) how long a link is down

Each link can be further characterized by a probability of achievable throughput P̀ (Θ), by a
probability P̀ (uptime) describing how long a link will be up and delivering throughput, and
by a probability P̀ (downtime) describing the link down duration. Let the link be in state up,
then P̀ (Θ) gives the achievable throughput for a particular event of P̀ (uptime). Equation (4.2)
shows the range a result can take. Table 4.1 summarizes all probability functions used to de-
scribe a link.

0 > P̀ (Θ)≥ B̂` (4.2)

We further use a time based classification of the achievable throughput Θ` (t) of a particular
link. The time based classifications is used by Cooperative Internet Accessto judge whether a
set of links is joint or disjoint. Two links are joint if they exhibit the same temporal behavior of
achievable throughput Θi (t) = Θ j (t)∀t;i 6= j, as shown in Figure 4.9(a). Joint links will have
no achievable throughput or have achievable throughput for the same or similar period of time,
while disjoint links will no common behavior, as shown in Figure 4.9(b). There can be links that
are partially joint, as shown in Figure 4.9(c). The link behaving can be used in the scheduling
decision, e. g., 2 urgently needed information elements can be scheduled on 2 disjoint links,
avoiding a loss of both in any case.

The system will operate in a real deployment where even joint links are not behaving the same
but exhibit a similar behavior: There will be very likely no perfect joint links, as there are slight
differences even between actually joint links. For instance, the used hardware interface (e. g.,
different vendors) might lead to a drop of the radio signal at one device much earlier than at
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Figure 4.9: Classification of Link Behavior

another device. This will result in that these links are classified as partially joint links, even
though they should be classified as joint links.

The exact definition of the method on how to determine if links are joint or dis-joint is for further
study. Existing methods of signal analysis are applicable here (cf., [96]) and can be reused in
an implementation.

4.2.6 Characterization of the Sharing-Link

The sharing-link has to be much more stable than the access-link, as it is the ”backbone” of
the local system where all nodes connect to and exchange messages amongst each others. The
sharing-link is assumed to be stable over the operational time of the system, i. e., the link is
established and is stable with respect to its characteristics (e. g., nominal bitrate and latency) The
link provides high-speed data exchange between the participating nodes and is free of charge.
The participating nodes connect via the sharing-link and communicate directly between each
other.

The nodes in the local system need to detect other nodes which are in the same physical context,
i. e, the need be in physical proximity. Therefore, the sharing-link consists of a single link-layer
broadcast domain, such as Ethernet or WLAN radio coverage, which ensures that only nodes
connected to this link can actually participate and not nodes which are 1 IP hop away, as these
nodes may be only reachable via a resource constrained environment.

4.2.7 Information Element vs. Flow/Packet

Cooperative Internet Accessworks in the level of information elements to trade data between the
participating nodes with the local system and to schedule data for the retrieval via the access-
links. Other approaches, such as PERM [32], CUBS [33], or MOPED [34] work on the flow
level for the ”data” to link assignment (cf. also Section 2.3 and also Section 2.8).
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The flow-based approaches can assign a new flow to an interface on the origin node. This
interface determines which route the flow will take and thus also which access-link is used. The
flow cannot be reassigned to another access-link if, the flow is not retrieving the data with the
expected achievable throughput. This caveat is fine for non resource constrained environments,
as the expectation is that the achievable throughput will not change drastically, and there is no
remedy to this, if the throughput changes. The application on top of the flow will be stuck with
the low throughput.

A new approach which allows to move flows from one interface to another one is Multipath
TCP (MPTCP) [21]. MPTCP can reassign flows from one interface to another, but requires a
node to have multiple interfaces connected to the Internet at the same time.

None of the approaches known from the related work allows what Cooperative Internet Access-
demands:

system-multihoming each nodes needs a single access-link only, but the system of the local
nodes is multihomed;

multiple resource replicas typically there is a single replica of the resource the nodes want to
access, where multipath (flow solutions) can use multiple access-links to a single node in
the Internet. However in many peer-to-peer applications there are multiple replicas of
the same resource available at different nodes in the Internet. This cannot be handled by
scheduling flows the multiple access-links, as the multipath flow approaches are still and
end-to-end protocol between two nodes;

sharing of elements a benefit of Cooperative Internet Accessis the cooperative retrieval of el-
ements and sharing of these between the participating nodes. This is not possible on the
flow level, but needs a clear distinction on the element level.

delegation Cooperative Internet Accessallows to delegate the retrieval of elements to other
nodes. A delegation of flows is not possible, as flows are bound to a local interface.

4.2.8 Applications and Cooperative Internet Access

There are a number of applications used and for some of them Cooperative Internet Access-
can be used to enhance their behavior in resource constrained environments. We list a (non-
exhaustive) number of application types used in the Internet (May 2010) and discuss which of
them can be used together with Cooperative Internet Access. The applications are classified as:

remote access Applications that allow to access the command line or shell of a computer via
the Internet. Examples are, e. g., ssh [97] or telnet [98]. Remote access applications use a
single flow of data between client and server.

Web Browsing (WWW) Web browsing is the most common type of application used in the
Internet (as of today (2010), cf. slide no. 15 of [99]) Web browsing relies on the Hyper
Text Transfer Protocol (HTTP) [RFC 2616], variations of Hyper Text Markup Language
(HTML) [HTML] and other media types, such as video or images. A single web page is
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usually made up of several self-contained elements (atomic units), such as text, images,
videos, etc.

RPC Remote Procedure Call (RPC) is used to implement computer procedures on remote sys-
tems. An example for a web-based RPC protocol is the Simple Object Access Protocol
(SOAP) [RFC 4227]. Most of the protocols are transaction based and will results in a
flow of data being sent to the server and a flow of data returned to the client.

VoIP Voice over IP (VoIP) implements telephone voice service over IP-base networks. It typ-
ically relies on the Session Initiation Protocol (SIP) [RFC 3261] for session signalling
and on the Real-time Transport Protocol. (RTP) [RFC 3550] for media transport. VoIP
protocols allow typically the implementation and usage for video conferencing, text mes-
saging and also instand messaging. The media transport is a flow of small RTP packets
exchanged between the SIP peers.

video streaming Video streaming is used for live streaming of TV events or video on demand
and relies on Hyper Text Transfer Protocol (HTTP) transport, i. e., progressive download,
or on dedicated protocols, such as the Real-Time Streaming Protocol (RTSP) [RFC 2326]
as signalling protocol and on RTP for media transport (amongst many others). The media
transport is a flow of RTP packets or a bit flow over HTTP, from the video server to the
client.

P2P file-sharing peer-to-peer file-sharing uses peer-to-peer technology to share files amongst
a group of users. An application example used is bittorrent. peer-to-peer file sharing uses
atomic units, the so-called chunks, that are exchanged between the participating peers.

P2P streaming peer-to-peer video streaming implements a peer-to-peer version of video stream-
ing, re-using principles of peer-to-peer file-sharing. peer-to-peer video streaming uses
atomic units, the so-called chunks, that are exchanged between the participating peers.

filetransfer Protocols for file transfer, such as the File Transfer Protocol (FTP) [RFC 959] or
HTTP are used to download or upload files from a server. Some file transfer protocols
allow that the file is retrieved in self-defined segments, which can be considered as atomic
units (cf. the REST command of FTP in [RFC 959]).

We classify now the above mentioned applications accordingly to the below application prop-
erties, as Cooperative Internet Accessrequires a certain application properties, such as the use
information elements in the application. Table 4.2.8 lists the applications vs. the properties.

Application Property 1 Time-critical: The delivery of the applications data is bound to real-
time or near real-time constraints. The application will fail or not function properly if the
application data is not delivered within time limits.

Application Property 2 Interactive: The application requires to be responsive to a challenge
and response pattern. This requires that the response is delivered in a timely manner to the
response.
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Table 4.2: Selected Application Properties

Application Property 3 Data volume: A relative approximation about the data volume caused
by that application. For instance, remote access requires less data volume compared to video
streaming.

Application Property 4 Information element: Does the application have information elements,
i. e., atomic units, on the application level. For instance, peer-to-peer video streaming uses
chunks as atomic units, while video streaming uses a stream of RTP packets and does not have
information elements.

Only the applications in support of information elements, e. g., WWW, peer-to-peer file-sharing,
peer-to-peer video streaming, and filetransfer, can be handled by Cooperative Internet Access.
Out of the above, we chose two applications for the further considerations that have information
elements: peer-to-peer video streaming as this application is time-critical and as counterpart of a
non-time-critical we chose WWW. Peer-to-peer streaming is discussed in Section 5 and WWW
in Section 6.

4.3 Conceptual Design

This section describes the conceptual design of Cooperative Internet Accesssystem. Coopera-
tive Internet Accessrequires the extension of existing applications, but no change in the operat-
ing system or in any part of the networking subsystem.

The dotted boxes of Figure 4.10 show the elementary building blocks of an application. The
element retrieval or exchange is the communication subsystem of an application that is in charge
of sending and receiving of data to and from peers/servers in the Internet via the access-link.
Data that is sent or received by the application passes through the element buffer, which passes
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Figure 4.10: General Node Architecture

over or receives data from the local application. The local application is the actual processing
entity in the application (e. g. the rendering engine of a web browser).

For Cooperative Internet Access, the application is extended with the bold line boxes elements
shown in Figure 4.10 to add the required Cooperative Internet Accessfunctionality. The left
hand-side of the node architecture belongs to the data plane of Cooperative Internet Access,
i. e., where the actual information elements are handled. The right hand side of the node archi-
tecture belongs to the control plane, i. e., the building blocks are required to operate Cooperative
Internet Access.

The local element redistribution module interconnects the participating Cooperative Internet
Accessnodes for their local information element exchange (Cooperative Internet Accessdata
plane) via the sharing-link. The information elements are read from or written to the element
buffer of the local application instance, depending on whether they are being sent or received
from the node.

The control plane of Cooperative Internet Accessare the building blocks on the right hand side
in Figure 4.10. These blocks are added to the node and interact with the actual applications
and also with the networking stack of the host operating system. The throughput measurements
module is constantly collecting passive measurements about the achievable throughput on the
access-link in the upload direction (i. e., from the node to the Internet) and in the download
direction (i. e., from the Internet to the node). Those throughput measurements are reported
to the download prediction module where they are processed and reported to the controller
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process. The request queue module stores all requests for information elements that have to be
made by the node and it controls the element retrieval or exchange module. The request queue
module reports also the current requests to the download prediction module. The request queue
module receives its information from the controller process. The controller process is shown
as being outside the node, as a meta process, as the controller itself can be either on a different
node, if there is a single centralized controller, or it can be distributed amongst all participating
nodes. The controller process is logically separated from the general node architecture.

The following sections describe the modules in detail.

4.3.1 Throughput Measurements

Cooperative Internet Accessaims at overcoming the limitations of particular links in a cooper-
ative way with other nodes. The first step to understand if a link is resource constrained is to
measure the achievable throughput of the link Θi (t).

The achievable throughput is measured for the uplink and the downlink traffic at a fixed common
sampling frequency fs. The measurements samples are stored for a limited time period, i. e., a
moving window lasting from now to δ seconds in the past, as only a recent history of the link’s
throughput is of interest for the system. The maximum measured throughput in the

[
Θ̂i
]now

δ
is

also recorded, as well as, the nominal link bitrate B̂`.
[
Θ̂i
]now

δ
can actually lower than B̂`, as

the access-link itself may not be the limiting factor, but a bottleneck link down the path in the
network.

The module additionally collects the current link status, i. e., if the link is up or down. A link
is reported as up, if the link layer indicates the link to be up and if there is network layer
configuration of that link (including support for the network layer, such as name resolution
services). The network layer information may include an IP address, default route, DNS servers.
The measurement module can trigger a short test sequence to see if the link is properly working
(e. g., sending of ICMP messages).

The throughput measurement module connects to the download prediction module and reports
all measured parameters (Θi (t), link up or down,

[
B̂i
]now

δ
, and B̂`).

4.3.2 Request Queue

Typically, applications do not consider when to up or download their information elements via
the Internet. They typically assign the elements to the element retrieval or exchange module
and wait for the completion. For Cooperative Internet Accessthe element retrieval or exchange
module is augmented with the request queue. The request queue determines which information
element will be retrieved via the access-link with what priority. The request queue module
instructs the element retrieval or exchange module to work on a specific information element.

The request queue is a priority queue, meaning that elements at the queue’s head are handled
with the highest priority. The queue is controlled by the controller process. The controller
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process controls which information element requests will be stored in the request queue or if
the queue entries need to be changed. The dimensioning of the request queue’s size depends on
the used application is defined in the respective section.

The request queue module is connected to the download prediction module. The queue module
reports the current queue entries (i. e., which information elements are queued) and the size of
the information elements to be handled.

4.3.3 Download Prediction

The download prediction module combines the information received from the throughput mea-
surements module and the request queue module. The download prediction has to judge when
the current ongoing upload and/or download will be finished and when the other elements in
the queue will be finished.

This module uses the measurement results from the measurement module to compute the prob-
abilistic metrics outlined in Section 4.2.5. These metrics are used to predict the future devel-
opment of the achievable throughput and in this way to estimate the completion time of each
information element entry in the request queue. For each information element request, the pre-
diction lists the estimated completion time and the probability that this completion time will
reached. A predictor may list multiple completion times with varying probability values for a
single information element request. A predictor may also give a general guidance about the ex-
pected achievable throughput for an interval and the probability that this estimation will occur.

The Cooperative Internet Accessconcept does not enforce the usage of a single, standardized
download prediction algorithm between all nodes. In fact, each node can deploy and use its own
algorithms. It is only required that the output of the algorithm is interoperable with the output
of all other algorithms, i. e., the output must fit to the metrics described in Section 4.2.5.

4.3.4 Local Element Redistribution

The element buffer, containing the information elements for the local application, is filled by
information elements retrieved via the access-link (via the element retrieval or exchange mod-
ule), and via the sharing-link with information elements from other local Cooperative Internet
Accessnodes. The local element redistribution module connects to the other local Cooperative
Internet Accessnodes and takes care that the information elements retrieved by the node itself
are sent to the other nodes in need of the information element or retrieved from other nodes.
The local element redistribution keeps also track about all locally participating peers, i. e., the
group membership management.

4.3.5 Controller Process

The earlier sections described the modules that are needed on any participating node, but left
out the controller process. The controller process is the focus point of the system, where all in-
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formation from the peers is collected and processed, the scheduling of the information elements
is performed, and from where the request queues of the local nodes are maintained.

The controller keeps a list of access-links and the nodes offering these access-links. There may
be more access-links than nodes, as a single node can offer multiple access-links. The controller
does not consider nodes in its computations, but uses the access-link as working unit.

The functional tasks of the controller process are:

situation management Using Cooperative Internet Accessmay not be useful in every situa-
tion, as nodes are mobile, connecting to the Internet at different times with changing
access-links/types. For instance, when the node is connected to a ADSL line, it may not
beneficially to use Cooperative Internet Access, as the line will be very likely not resource
constrained. The usage of Cooperative Internet Accessin that situation will cause a not
needed overhead. Therefore, it is necessary for the system to detect the situation. Second,
the system should detect which of the links is used as access-link and which other links,
if any, can be used as sharing-link.

group management Cooperative Internet Accessnodes that want to participate need to decide
in the situation management if they are going to participate in the system. A node that is
participating in Cooperative Internet Access, announces its presence to the system, what
resource it wants to access (e. g., which video channel), and the link resources the node
can commit (e. g., number of access-links and type of link). The controller collects this
information and monitors the presence of the nodes throughout their participation. Nodes
that want to leave to the system also announce this or the controller will notice that they
have left when checking the peers for their liveliness.

link measurements The controller process collects the measurement results of the links from
the download predictor. The measurements are stored and used by the information ele-
ment scheduler.

information element requests The controller process collects the requests for information el-
ements from the various participating nodes and uses this for the information element
scheduler. This step can be be implicit, if the peers have a pre-defined set of information
elements to be handled which are known a priory to the controller process (e. g., number
of chunks in file-sharing). Nodes can add a priority value to the information elements,
indicating their preference for handling.

status of information elements The controller process collects the status of the information
elements assigned to the request queues on the nodes.

information element scheduler The main task of the controller process is to coordinate the
handling of information elements with the local Cooperative Internet Accessnodes. The
controller takes the list of information element requests and computes how these elements
can be handled according to their priority with the current set of links. The elements are
ranked according their priority and matched against the reported achievable bandwidth
(and probability) of the links, to schedule the information element requests to a link or
a set of links. The matching process depends on the used application. Section 5 and
Section 6 discuss 2 applications and the resulting scheduling algorithms.
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element assignment The controller process collects assigns after the information elements,
after the information element scheduler, to the request queue’s of the local nodes.

The functional elements described above can be grouped into:

overall system control The overall system control comprises all elements that are not specific
for an application, such as situation management, link measurements and group manage-
ment.

application specific system control The functional elements information element requests, sta-
tus of information elements, information element scheduler, and chunk assignment are
specific for each application that uses Cooperative Internet Access.

This differentiation leads to the separation between an overall system control that is application
independent and a controller instance per application used. The application specific controller
instance is required as the semantics of each application is different in terms of types of informa-
tion elements, priority of handling of information elements, dependencies between information
elements, and time constraints.

4.4 Discussion of Design Options

Section 4.3 discussed the conceptual design of Cooperative Internet Accessbut left open the im-
plementation design options. This section discusses the design options for Cooperative Internet
Access.

4.4.1 Detecting a Constrained Resource Situation

The first step for a node is to detect if it is in a resource constrained environment. This cannot
be done in general as it depends on the applications used on the host and is therefore partially
discussed here and also in Section 5 and Section 6.

The general design options are:

- the user can ”hit a button” to tell the system to enable Cooperative Internet Access, if the
users realize such an environment;

- the application can be adapted to perform a situation check on its own, such as some
applications, e. g., as Skype [100] does with their voice codec settings. Skype adapts the
voice codec bitrate or switches the codec if the achievable throughput is too low.

- the application could register a minimal achievable throughput with the Cooperative In-
ternet Accesssystem and the system decides on its own to start working.
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4.4.2 Setting up the Sharing-Link

The sharing-link needs a working IP address configuration, i. e., each interface has to have
at least one IP address (independent whether IPv4 [RFC 791] or IPv6 [RFC 2460] is used),
before the Cooperative Internet Accesssystem can start to work. If the sharing-link is made up
of existing network infrastructure, such as a WLAN access point, the access point could also
assign IP addresses to the nodes (e. g., via DHCP [RFC 2131, RFC 3315]).

The local Cooperative Internet Accessnodes will need to setup their own sharing-link infras-
tructure, in the case that there is no existing infrastructure. There are multiple ways of setting a
local area network, such as Ethernet cross-connect for 2 nodes, an Ethernet switch for more than
2 nodes, self-provided WLAN base stations, or WLAN in ad-hoc mode. If WLAN is used, the
nodes can use a pre-defined network name (e. g., ”Cooperative Internet Access”) to find other
nodes that already have set up such a network, or to create its own network with that name.

However, it is very likely that the sharing-link will be self-provided by the local nodes and
neither of them will either able or configure to provide IP addresses to other nodes. The users
could agree on an IP address configuration scheme and manually configure it, but this may be
a non-trivial task for the average user and thus prone to errors. The best way to cope with
situations where there are assigned IP addresses or no assigned IP addresses is to rely on link-
local addresses on their IP interface connected to the sharing-link, according to IPv4 link-local
addresses [RFC 3927] and IPv6 link-local addresses (part of the IPv6 stateless adddress auto-
configuration [RFC 4862]).

The sharing-link needs to provide high-speed network access so that it is able to carry the
load of the information element redistribution and the signaling messages. The capacity of
the sharing-link is not proportional to the number of participating nodes, but to the required
throughput of the particular application. The dimensioning depends on the required application
and is discussed in Section 7.4.2. The proposed use of WLAN suits most applications usable
with Cooperative Internet Accessin resource constrained environments.

4.4.3 Finding Cooperative Internet AccessNodes and Services

Once the local nodes have setup the sharing-link (cf. Section 4.4.2) they can start to look for
other Cooperative Internet Accessnodes being in physical proximity and the "services" they
provide. The "services" refer to what type of application they are interested in to share the
resources of their access-link.

The above process is commonly referred to as service discovery. The main difference is whether
a centralized or a decentralized repository is used to store the information of services and to re-
ply to query requests for the services. Service discovery has been specified in various protocols,
such as, for instance, the Service Location Protocol (SLP) [RFC 2608] and Multicast DNS
(mDNS) [mDNS]. SLP follows the centralized approach and mDNS follows the decentralized
approach.

The centralized approach, shown in Figure 4.11, requires a server being located in the Internet
and reachable by all nodes. This server will store information per current active Cooperative
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Figure 4.11: Server-based lookup for Cooperative Internet Accessnodes

Internet Accessnode, their location, used application, used resource (e. g. video channel), and
how they can be reached by other applications. A Cooperative Internet Accessnode that searches
for a Cooperative Internet Accessnode in its vicinity will query this server for neighboring nodes
(shown as the QUERY in Figure 4.11).

The Cooperative Internet Accessnodes have to register the below type of information at the
server, updating the information, and also removing the information:

node ID a unique identifier for a particular node that can be used as proof of ownership (if it is
cryptographically safe, such as host IDs of the Host Identity Protocol (HIP) [RFC 4423])
for the information provided.

physical location the node has to provide an information about its current physical location.
This information can, for instance, be based on coordinates obtained via the Global Po-
sitioning System (GPS), manually edited information by the user of the node, or other
information sources such as RFID tags in trains indicating the current train number.

application the used application at the node, e. g., a peer-to-peer live streaming application.

channel the used channel of this application, e. g., what video channel being watched or what
web site being visited.

contact the network contact information, i. e., IP address, transport protocol, and port number.

A Cooperative Internet Accessnode that searches other nodes in its vicinity will query the server
with location, application, channel. The server will reply with a list of nodes for this query, if
there is a matching entry, including the contact information for each node. The nodes will use
the contact information to communicate with the other nodes.

However, the server-based approach has some severe drawbacks in the scope of Cooperative
Internet Access. The server itself may be in need to be able to handled an enormous amount
of requests, if the Cooperative Internet Accesssystem would find a wide audience. This may
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Figure 4.12: Link-Local Cooperative Internet Accessdiscovery flow chart

results in the need to deploy multiple servers with load balancing. Technically, this is not issue,
but the operational costs would have to be covered by somebody. This seems to be unlikely
for a system such as Cooperative Internet Access. Second, some of the information exposed to
the server impose a threat to the user’s privacy: the type of used application (e. g., file-sharing
application), the used resource (e. g., filename, video channel), and the current physical location
(which may include movement patterns). The location information provided by the system may
not be accurate enough to judge if two nodes are in the same context (e. g., when do GPS
coordinates match for the WLAN radio cell radius). There can be an ambiguousness of location
information, i. e., how to represent any type of location, such as, sitting in a train in Germany,
with train no. 1234. Another point is, if the information provided to the server is still valid at
the time when it is being queried for, as nodes will move frequently or they are shut down by
the user.

A decentralized approach would limit the information management (storing and querying) to
the nodes in the local context only and not beyond this. The prerequisite for the decentralized
approach is that the nodes have setup their sharing-link, as described in Section 4.4.2. Only
nodes connected to the same sharing-link) should be able to receive and response messages.
This ensures that only nodes being in physical proximity and thus in the same context, will be
able to communicate. It may not beneficial to include nodes beyond the sharing-link, i. e., nodes
that are one or multiple IP hops aways (via a router), as they are very likely not anymore in the
same context.

Nodes connected to the particular sharing-link can either listen to broadcast messages sent or
join a link-local multicast group to find other nodes. Broadcasting to all nodes on the link may
be fine, as probably only the Cooperative Internet Accessnodes connect to this sharing-link,
but to keep information distribution only relevant for participating nodes we prefer link-local
multicast. With this multicast mechanism, only nodes that join a multi-cast group will receive
and process the IP packets [RFC 1122].
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Figure 4.12 shows the flow chart to discover Cooperative Internet Accessnodes in the same local
context with 3 nodes (Internet Group Management Protocol (IGMP) [RFC 5186]) messages are
omitted). Node 1 arrives and connects to the sharing-link and starts to send a query message to
the a multicast address (”all nodes” in the figure) where all Cooperative Internet Accessnodes
listen to. All nodes on the sharing-link reply with a response to the same multicast address,
giving also other nodes the chance to learn about current set of active nodes and also to check if
already known nodes are still alive. Node 1 can use the information provided in the responses to
chose the appropriate nodes and to directly connect to them for the further operation, if needed.

The nodes have to provide this information in their responses:

contact the network contact information, i. e., IP address, transport protocol, and port number.
This is syntactically the same information as provided by the nodes in the server case
above, but semantically the can provide a different information, i. e., there is only the
need to provide at least IP addresses that have a local significance, such as link-local IP
addresses.

application the used application at the node, e. g., a peer-to-peer live streaming application.

channel the used channel of this application, e. g., what video channel being watched or what
web site being visited.

One implementation choice for the decentralized approach is the Multicast DNS (mDNS) [mDNS]
protocol. This protocol uses the link-local multicast address 224.0.0.251 out of the Local Net-
work Control Block [RFC 5771]. Multicast DNS provides autoconfigured DNS in a link-local
space, a service to resolve local host names, and a service discovery mechanism. Another im-
plementation choice is the Message Bus protocol [RFC 3259] which is a link-local message
oriented communication protocol.

The nodes can do not only need to discover other Cooperative Internet Accessnodes, but in fact
do need to find nodes that offer the same application for the coooperative Internet access and use
the same channel of that application (basically they need to find nodes using the same resource).
This can be all done via the mDNS based discovery process. The nodes should also periodically
query for other nodes to see if the nodes are still alive. Not every node has to send this query,
as long as, it receives queries and replies from other nodes. This will limit the number of query
messages to required minimum.

The more compelling approach for Cooperative Internet Accessis the decentralized approach,
as this does not require a server to deployed and maintained in the Internet, it avoids the to far
spreading of user private data (kept to local context for the decentralized approach vs. sending it
to the server for the centralized approach). This approach ensures also by its link-local property,
together with the sharing-link configuration, that only nodes in the same physical location and
thus in the same context, can actually communicate with each other. Therefore, we always
assume the decentralized approach to be used.

The next steps after other Cooperative Internet Accessnodes were located is to connect to them
and to start the coordination and data exchange between the nodes.
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4.4.4 System Coordination

The functional tasks of the controller process are described in Section 4.3.5 and cover the situa-
tion management, group management, collecting of link measurements, handling of information
element requests, checking the status of the information elements, scheduling of the elements
and finally the assignment of elements to the access-links. This section describes the imple-
mentation choices for the controller as system coordinator. The implementation options for the
situation management are described in Section 4.4.1 and the group management is described
in Section 4.4.3, as the are part of the overall system control and they are not repeated in this
section.

The controller process requires to collect and process the information required to operate the
Cooperative Internet Accesssystem. This can be done as at a central point or in a distributed
way. However, it is impossible to rule out the centralized or decentralized design, as some
applications may required the one or the other approach – this is highly dependent on the used
application. For instance, the examined peer-to-peer video streaming application in Chapter 5
requires a centralized controller process, as the scheduling algorithm must be performed at a
single node. The second examined application in this thesis, is cooperative web browsing in
Chapter 6, and there the controller process is implemented in a distributed way.

However, each Cooperative Internet Accessnode has to implement the controller-process, inde-
pendent of whether the centralized or decentralized approach is used: Even in the decentralized
approach, every node can either become the host of the controller process, as the controller-
process is elected. The nodes in the local system will select a node which hosts and runs
the controller-process. There are such selection process in, for instance, IPv6 default router
selection through router advertisements [RFC 2461], and super-peer selection in peer-to-peer
networks [101].

Our selection process follows a simple principle that nodes connected to a power socket are
preferred over battery operated nodes. In the case there are multiple nodes connected to a power
socket, the node with larger memory is selected. In the case there is still a tie between at least 2
nodes, the node that arrived first in the system takes over. This requires to keep timestamps at
the nodes and synchronized clocks.

We re-use the multicast-based group communication out of Section 4.4.5 for the communicating
of the the control information. The information is sent to a multicast group, so that all nodes in
the local context can receive the control information. This control information is:

- arriving nodes or gracefully leaving nodes (i. e., nodes being able to notify the other nodes
about their leaving) in the system;

- link capacities information

- assignments of request queues

- status of request queues

- information element requests
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The information and system state is usually stored in a single point when it comes to the cen-
tralized approach. But let’s consider one system property of Cooperative Internet Access: Each
node has the conroller-process logic implemented. Given that all nodes in the local context
share the same set of control and state information we can define a failure procedure for the
centralized approach. The nodes are required anyhow to periodically keep track of the par-
ticipating nodes, as described in Section 4.4.3. The nodes restart the selection process, if the
controller-process does not reply to two subsequently queries by other nodes and a direct mes-
sage exchange with it.

4.4.5 Redistribution of Information Elements

Each node retrieves information elements via its access-link to its local element buffer. The
retrieved information elements have to be shared with the other nodes in the local context via
the sharing-link. This sharing is discussed in this section.

We have a set of nodes that participate in the same local context and that need to exchange the
information elements. First of all, they have to announce the availability of a particular element
and second they need to redistribute this element via the sharing-link.

One node could be assigned the role of an information element repository and distributor. This
node would collect each information element retrieved by a node and would redistribute the
element to the other nodes. Figure 4.13 shows this case where a controller node is collecting
the information elements. Each node connects to the controller and uses this connection to
exchange the information elements. Each node would have only a single connection to the
controller which could also be reused for the control traffic. The advantage is that nodes joining
later have a single contact point to retrieve data. The drawbacks are a single point of failure
(if the node leaves the system), a potential bottleneck (if the machine is not that powerful), and
that the information elements have to be transmitted multiple times within the system always
crossing the sharing-link.

We assume n nodes in the system which retrieve i elements Ii and share it via the sharing-
link. Each element is retrieved once. Each element will be transferred once to the controller
and redistributed to all other nodes in need for this element. Each information element will be
send n− 1 times via sharing-link, i. .e., leading to a complexity of O(n) for the information
element exchange via the sharing-link. But a complexity of O(1) for the number of transport
connections, i. e., the number of transport connections for a node is independent of the number
of nodes in the local context.

Another approach is a full-mesh between the participating node. A full-mesh requires each
participating nodes to keep n(n−1)

2 number of transport connections to the other nodes, for bi-
directional links. This results in a complexity of O(n2) in terms of transport links. The complex-
ity of the information element exchange is the same as for the centralized approach, as every
retrieved information element must be redistributed to all other nodes in the local context, i. e.,
the element must be n−1 times redistributed.

A mesh with a connection degree lower than full mesh, combined with the capability of each
node to forward information elements to other nodes, would lower the complexity in terms of
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Figure 4.13: Information element redistribution on the sharing-link

required number of transport connections to other nodes. Nonetheless, the complexity in terms
of transmitting the same information elements several times remains.

Multicast avoids the issues of sending the information element multiple times via the sharing-
link. With multicast all nodes join a particular multicast group and send their data to this
group. Each participating node receives packets send to this multicast group. Multicast faces
deployment issues in large scale networks, but link-local multicast serves well in this case, as
the multicast is distributed only on the local link and not beyond. The local link is in our case
the sharing-link. Link-local multicast uses standard IP multicast [RFC 1122] with a multicast
addresses out of the Local Network Control Block [RFC 5771].

With multicast, an information element and the information that did arrive is sent to a multicast
address, where all participating nodes are listen to. However, information elements will exceed
the maximum transport unit (MTU) for most common link-layer technologies. For instance, the
MTU for Ethernet is 1500 byte [102] and an information element can have several kilobytes.

However, multicast is a unreliable transport mechanism, as the data sender has no control
whether a multicast data packet made it to the intended receiver(s). The Reliable Multicast
Transport (RMT) [RFC 2887] framework defines a reliable version of multicast and with the
NACK-Oriented Reliable Multicast (NORM) Transport Protocol [RFC 5740]. a way to add re-
liability to multicast transmissions. The use of NORM ensures that each information elements
is transmitted only once via the sharing-link, unless there are receivers that fail to received the
full element. In this case, they need to retrieve the missing parts of the element by using the
Negative-Acknowledgment (NACK) mechanism [RFC 5401].

Figure 4.14 shows a flow chart for a simplified RMT example. Node 1 retrieved an information
element and is now ready to send this to the nodes (inf. elem. ready()). The information element
is fragment to the multicast packets (pieces 1 to 3) and subsequently send to the multicast group
address (dist. group). Node 3 receives all pieces, but node 2 misses piece 2 at t1 and sends a
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Figure 4.14: NORM flow diagram (simplified)

NACK to node 1 at t2. Upon receiving the NACK at node 1 the piece 2 is resend (t3) and finally
received at node 2 at t4.

The NORM based transmission scheme will limit transmission frequency of each information
element, as the element is transferred only once in the ideal case of no packet loss. In the case
of packet loss, only the lost packets will be retransmitted.



5 Peer-to-Peer Video Streaming in
Constrained Environments

5.1 Challenges for Peer-to-Peer Video Streaming

This section and the following base on the description of peer-to-peer video streaming systems
in Section 2.6.

5.1.1 Assumptions

This section sets the assumptions made throughout the remainder of this Chapter. The assump-
tions are necessary, as we want to focus the elaboration on effects caused by the Cooperative
Internet Access system and not on general peer-to-peer system issues.

We assume that the local peer has sufficient remote peers and those remote peers are "able"
to fulfill its chunk requests. We assume further the overall stem of the peer-to-peer stem is
operating fine, i. e., the stem can distribute the content to the peers without issues. There is, for
instance, no issue with the content source and the chunk dissemination.

The general assumption in peer-to-peer video streaming system design seems to be that the
uplink of a peer’s access-link is the limiting bottleneck, but that the downlink is able to handle
the download of chunks, for instance, in PULSE [67]. In general, the limiting factor for a peer-
to-peer system is the upload capacity of all participating peers, i. e., all peers can only have a
cumulative download rate that is equal to the cumulative upload rate of all peers. However, the
downlink may be already the bottleneck for some peers, as pointed out earlier in Section 3.

Breaking this down to a single peer that is situated in a resource constrained environment,
we can define, analog to [103], that such a peer will operate either in an underload regime if
∀t : Θ`(t)

Bv
< 1 (less achievable bitrate than the video rate) or in a critical regime if ∀t : Θ`(t)

Bv
= 1.

With the critical regime, the peer may still be able to obtain a sufficient number of chunks, so
that the video can be displayed correctly. But in a underload regime, the peer will not be able
to retrieve all chunks in time to display the video.

We further assume that the video is delivered with a video bitrate of Bv and that each generated
chunk out of the video is of fixed length ChunkSize. The node can retrieve the chunks as long

79
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as ∀t : Θ`(t)
Bv
≥ 1 is true. The video chunks are generated at a fixed frequency fC and with a fixed

size ChunkSize and the video rate Bv:

fC =
Bv

ChunkSize
(5.1)

5.1.2 P2P Video Streaming in Resource Constrained Environments

Section 3.4 elaborates about the achievable throughput in UMTS deployments but the consider-
ations in this section are in general true to all resource contraint environments, independent of
wireless or fixed-line, moving users or non-moving users. Considering these measurements and
the bandwidth requirements of the state of the art in peer-to-peer video streaming, we see that
running peer-to-peer live streaming in such a resource constrained scenario is hardly possible
or even impossible if the achievable throughput is below the minimum required throughput for
longer times. The achievable throughput is not large enough to operate the peer in an at least
critical regime, as most peer-to-peer systems required approximately 600 kbit/s to stream the
video [5], as of today (2010); even lower video bitrates of 300 kbit/s (with a video quality) will
be almost impossible to be streamed.

The peers will simply fail to download the chunks in a timely manner and consequently fail to
display the video to the user, as there is not sufficient data. The peers will be able to joint the
stream during periods of relative high throughput, e. g., in train stations, but in general the peers
will not be able to stream the video.

The achievable throughput of a peer’s access-links in fixed-line or stationary mobile wireless
(either WLAN or UMTS) is rather stable, compared to moving mobile wireless. For stationary
scenarios peer-to-peer video streaming systems consider several factors, e. g., throughput for
data retrieved from a peer (cf. also Section 2.6) to decide from which remote peer a chunk
is retrieved. These factors assume that the network environment is stable, i. e., the achievable
throughput will not drop for a long period below the video rate or the throughput will not vary
by one or two orders of magnitude. However, in wireless scenarios, the achievable throughput
of an access-link is dropping far under the video rate or far above the the video rate at very short
time scales. This is typically not considered by the peer-to-peer video streaming scheduling
algorithms.

A resource contraint environment basically will not allow the peer to received sufficient data to
display the video, as such a peer would have to buffer for a very long time to have a sufficient
amount of chunks for the video playout. However, peers in peer-to-peer live video streaming
system cannot simply wait for an arbitrary amount of time to fill their video buffer for the play-
out. These systems have a reconnection threshold (e. g., TD in PULSE [76]) which defines the
maximum allowed node lag for a peer before the peer has to reset it chunk retrieval operations.
A peer which lags for more than TD behind the chunk source will not be able to retrieve any
chunks anymore, as this threshold marks the time when all other peers will simply discard un-
used chunks from their chunk buffer. The threshold seems to be typically in the range of 0.5 to
2 minutes.
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Figure 5.1: Cooperative peer-to-peer video streaming use case

For nodes that have sufficient achievable throughput, the node lag is determined only by the
dissemination time of a chunk from the source, via the peers, to a particular peer [104]. The
chunk buffer is basically used to compensate the fluctuating dissemination times of the chunks.
However, for peers with temporarily insufficient achievable bitrate the node lag will be slightly
increased, while peers with constant insufficient achievable throughput will experience an ever
increasing node lag, as they are unable to catch-up.

Technically, a once large node lag can be decreased again, if the achievable bitrate is greater
than the video bitrate, but practically this is not possible, as the user expects the video to play
in normal wall-clock speed. Catching up with the node lag would mean to play the video in fast
forward until the video playback has caught up with the buffer node lag.

5.2 Cooperative P2P Video Streaming

The system we propose allows a group of L users in physical proximity (e. g., riding on the
same train, see Figure 5.1) to access a live video stream in a joint effort.

We assume that every mobile device is equipped with two wireless interfaces: The so-called
access-link (e. g., UMTS) provides Internet access. Its nominal bitrate B̂` may be lower than the
video stream’s bitrate Bv. The actual achievable link throughput Θ`(t) may change over time,
i. e., 0 ≤ Θ`(t) ≤ B̂`. The sharing-link (e. g., WLAN in ad-hoc mode) provides reliable high-
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speed communication between the nodes in the group free of charge, but no direct connection
to the Internet.

The basic idea of the system is to download every chunk of the video stream over one of the
access-links only once, and then redistribute it among the peers in the group using the sharing-
link. The access-links are a precious resource and therefore their usage has to be coordinated
before retrieval of a chunk is attempted. In this regard our system differs from other mesh-pull
P2P streaming systems, which report the availability of chunks (e. g. by means of buffer maps)
to their peers after they have been retrieved.

The instantaneous combined download capacity of the system is Θ(t) = ∑
L−1
`=0 Θ`(t), and the

system can only work stable if the average capacity is higher than the video bit rate: Θ̃ ≥ Bv.
Temporarily occurring drop outs have to be compensated by an reasonably dimensioned playout
buffer, as in every P2P live streaming system.

The cooperative peer-to-peer video streaming uses the general Cooperative Internet Access ar-
chitecture described in Section 4.2, relying on this to find other nodes, data exchange, etc; but
requires extension to Cooperative Internet Access. For live streaming timely handling of chunks
is the key: Chunks are generated at a fixed frequency (see Equation 5.1) and have to be avail-
able in the chunk buffer of a particular peer at the right time. This, together with the expectation
that the peer’s link will have an achievable bitrate lower than the video bitrate, calls for tight
cooperation between participating peers.

The element that allows coordination between the peers is the buffer map. The buffer map lists
all available and all missing chunks at a particular peer. The participating, local peers have to
send their chunk maps to the controller process. Further, the peers have to send the the buffer
maps of the active neighbor peers (i. e., the peers they have ongoing data exchange with) and
passive neighbor peers (i. e. peers with no data transfer yet), to the controller process. The
decision which chunks to fetch via the access-link is not made by the peer anymore, but by the
controller-process. The peers refrain from requesting chunks from remote peers on their own,
but delegate the chunk scheduling to the controller process. The controller process determines,
based on the achievable throughput of a peer’s link, the neighbors, and the available chunks of
the neighbors, which local peer or local peers will be assigned to retrieve a particular chunk.
However, the peers are free to decide on their own which chunks they upload to their remote
peers. Once a chunk is retrieved, it is distributed to the other local peers via the sharing-link.

5.2.1 Scheduling the Chunks

The key to enable peer-to-peer video streaming in resource constrained environments is the
coordinated retrieval of chunks by the participating local peers. The controller-process is co-
ordinating the peers and is the focus point of the system. The controller process receives the
following information per local peer and uses the information for the scheduling algorithm:

chunk map the current chunk map of a peer indicating the available and missing chunks. This
information is sent periodically to see what chunks are missing in the system.



Chapter 5. Peer-to-Peer Video Streaming in Constrained Environments 83

C3

C2

C1

Link 1

C3

C2

C1

Link 0

C3

C2

C1

Link 2

(a) Regular P2P

C2

C1

C3

C3 C2

Link 0 Link 1 Link 2

C2C1 C3

C1

(b) Round-Robin

Figure 5.2: Chunk to link assignments

list of chunk maps of neighbors the chunk maps of the neighbors of that peer. This informa-
tion is required to see if the local peer can actually retrieve a particular chunk from its
neighbors, or if the neighbors are also lacking this specific chunk. It does not make sense
to assign a chunk to a peer if there is no neighboring peer that can deliver that chunk.

achievable throughout The achievable throughput is measured by the peer per access-link and
is needed by the controller process to judge the current state of the local peers and for the
scheduler.

request queue For each pending request in the queue it reports several tuples (point in time,
likelyhood that chunk download will be finished by then) to the controller.

The controller process uses this information in conjunction with the virtual chunk buffer (which
implements also the trading window) to judge which chunks are the most urgent to be retrieved
by the local peers. The missing chunks are sorted according to their urgency and stored in a
First In – First Out (FIFO) list, so that urgent chunk are handled first by the scheduler.

A first choice for the chunk to access-link scheduling, would be letting each link retrieve the
same chunk at the same time, as shown in Figure 5.2(a). There are 3 access-links, Link 0, Link
1, and Link 2 connected to local peers. The set of chunks to be retrieved is C1, C2, and C3. This
causes all links to be busy with a single chunk at the same time, probably downloading the same
chunk 3 times, if all links deliver at the same throughput; or downloading no part of the chunk
if all fail at the same time. As each link is a limited resource in terms of achievable throughput,
this is a waste of resource and also neglects the fact that the links can be utilized in parallel to
retrieve multiple chunks at the same time.

In fact, it would be better to ensure that a single chunk is not retrieved at the same time by
multiple links, but possibly at different times, so that the set of currently retrieved chunks is
diversified. This allows the scheduler to mitigate delivery failures of the required chunks, as a
single access-link can:

1. fail completely, retrieving no chunks at all;

2. get very slow and deliver a chunk later as initially expected;

3. get very fast and deliver more chunks than initially expected;

4. fail at the same time where also other links fail (joint links).
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Figure 5.3: Chunk to link with link probabilities

In the case that not all links retrieve the same chunk at the same time, the chances are either
to have L-times different chunks, if all links deliver the chunk, instead of 1 but in multiple
copies. If all links fail, no scheme will win. Chunks are typically assigned to multiple links,
but at different ”times”, i. e., in different positions of the request queues, so that chunks will be
retrieved with a certain probability by the local peers.

A strategy which is coping better with our scenario is a round-robin assignment, as depicted
in Figure 5.2(b). Each link retrieves a different chunk, mitigating the shortcoming of the
approach described above. Another scheduling approach would be the random assignment of
chunks to access-links. However, round-robing and random do not consider the behavior of
the links in the near future and is still prone to sudden link failures or drops of the throughput,
as there is no redundancy of chunks. Let’s, for instance, assume for chunk assignment made
in Figure 5.2(b) that the achievable throughput of Link 0 decreases to 0 while loading C1. Let C1
be an urgently needed chunk that is required to be downloaded, as otherwise the sliding window
cannot progress. The other 2 links will keep downloading their chunks, but timewise the chunks
will arrive in the chunk buffer in this order: C2, C3, C1, . . . . However, it may happen that link 2
is able to fetch C3 but fail completely to retrieve more chunks. This will not change the retrieval
order of the chunks, as Link 1 is retrieving the chunks in that order, but revert to the issues of
retrieving all chunks via a single access-link.

Let’s now assume that all links are disjoint in their behavior (e. g., each of them is from a
different operator) and that we can estimate the achievable throughput and the probability to
reach that throughput value for each link for a limited time in the future. Let’s further assume
that Link 0 can deliver 2 chunks with a delivery probability of 100 % and the third chunk with
only 50 % probability. Link 1 and Link 2 can deliver any chunk with a probability of 45 %.
Using this knowledge, the chunks can be assigned as shown in Figure 5.3(a) with the right hand
side values in the chunk boxes indicating the probability of a chunk being retrieved via the link.
Each chunk is assigned to one or more links, until the summarized delivery probability of a
chunk reaches a threshold value (here in this example it is 90 %). This causes that C1 and C2
are assigned to Link 0 only, but all other chunks are assigned to multiple links. This allows to
retrieve more chunks successfully while obeying the time critically of the peer-to-peer video
streaming, as compared to the prior chunk to link assignments, as the scheduler can assign
chunks to access-links according to the probability that a link is delivering a chunk.

The chunk to link assignment shown in Figure 5.3(a) has the drawback that C1 and C2 are
lost, if the prediction of the chunk delivery probability is wrong. Let assume that Link 0 can
retrieve C1 as indicate by the probability estimation, but that the estimation for the next chunks
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(here C2 and C3 are wrong – in the worst case they will not be delivered at all). C3 can still
be delivered via Link 1 with a success probability of 45 %, but chunk C2 will be lost for sure.
This can be circumvented if a direct subsequent chunk is not only assigned to the same link, or
is not assigned to joint links. Joint links will react similar and thus subsequent links assigned
to them may be delivered too late or not at all. However, it might be impossible to fulfill this
precondition in a real scenario, as only joint links may be up and running, while all other links
are down.

It is also important to note that the FEC allows to skip certain chunks [105], but it also important
to retrieve subsequent chunks as much as possible. However, retrieving subsequent chunks
via one access-link may be difficulty as a link failure on this link may impact a number of
subsequent chunks which are important to have for the FEC. In ADSL networks, a technique
called interleaving is used to mitigate the impact of link issues to the delivery of subsequent
cells. Instead of sending cells in their strict order, they are reorder (interleaved) to mitigate
line distortions. We apply the interleaving technique but not on a single access-link, but across
multiple access-link to improve the system resilience against chunk losses.

Figure 5.3(b) shows the chunk to link assignment where a subsequent chunk is not assigned to
the same link in the first place, but probably at later stages. A chunk is assigned to an access-
link and the next chunk is assigned to the following link. This will result in the assignment of
C1, C2, and C3 to Link 0, Link 1, and Link 2, respectively. This avoids subsequent chunks to be
assigned to the same link. However, in a second run C2 is assigned to Link 0 as the retrieval
success probability Ac is below the threshold of 90 %. The assignment will ensure that most of
the chunks are retrieved by the system, given that the links are disjoint in their behavior. This
result of chunk to link assignment follows the later described algorithm 1.

5.2.2 Deadline Scheduler

Regular chunk schedulers of peer-to-peer video streaming systems assume that each peers runs
at least with a critical regime [103], i. e., ∀t : Θ`(t)

Bv
≥ 1. However, we consider scenarios where

the system will need to operate with low capacity Θ(t)
Bv

< 1 (for a short time) and also very

high capacity Θ(t)
Bv
� 1 and with frequent transition between these extremes. The most chal-

lenging part is the coordination of chunk retrieval among the multiple links. Therefore, we
propose a new algorithm that combines deadline-based chunk scheduling, throughput estima-
tion for the access-link and a bin-packing algorithm with First-Fit-Decreasing (FFD) (see Algo-
rithm 1). First-Fit-Decreasing refers to that chunks are assigned to links that can deliver within
the chunk’s delivery deadline (see Equation 5.2) with a high likelyhood first; Further chunks
assignments will use a decreased level of likelyhood of delivery.

A regular peer-to-peer video streaming scheduler (as discussed in Section 2.6.5) can use the
order of the chunks to determine which chunks are retrieved first. For instance, all chunks in
the sliding window are retrieved in a sequential order while the remaining chunks in the trading
window are retrieved following a random order or Least Recently Used (LRU) order. For peer-
to-peer system running in non resource contrainst environments, retrieving chunks following
LRU is to be preferred, as chunks not that distributed within the system have to be prioritized in
the distribution above other more distributed chunks. However, in our scenario, throughput is
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a scarce resource and the peers will need to retrieve chunks according their priority needed for
the local system. A first natural choice to define a priority is the order of the chunks, i e., chunks
with a lower chunk ID have a higher priority over chunks with higher chunk IDs (increase chunk
ID implies a decrease in retrieval priority). This does not give any guidance when a particular
chunk is actually needed in the local system, but just the order. Furthermore, future peer-to-peer
video streaming systems may use variable sized chunks where some chunks are smaller and can
probably retrieved much faster than other chunks. This would also not be considered by solely
considering the order of the chunks.

To give the Cooperative Internet Access system the ability to determine at which point of
time a chunk is needed by the system and also to correlate the chunk’s delivery deadline with
the achievable throughput of the access-links (in conjunction with the chunk size), we use a
deadline-based chunk scheduler. The scheduler calculates a chunk delivery deadline dc for each
chunk C out of the current trading window. This deadline is determined by the current lower
window edge Cρ of the sliding window and the current chunk C in Equation 5.2.

dc =
ChunkSize

Bv
·
(
C−Cρ

)
+ tabsolute (5.2)

The algorithm considers the list of still missing chunk IDs C, which are sorted according to
the chunk’s respective playout deadlines dc. Each chunk is assigned to one or several chunk
retrieval request queues Q`, which correspond to the set of active links L, in order to assure
a sufficiently high probability of successful download. The algorithm runs R rounds (line 1)
and in each round each request queue is assigned another chunk request. L′ denotes the links
that have not yet been assigned a chunk request in this round (3). We search for the most urgent
chunk which has not yet been assigned often enough for a high success probability (6), and look
for candidate links L′′ that do not yet have this chunk in their request queue (11). If a specific
chunk already has been assigned to all links but the estimated download success probability is
still below the threshold, there is not much we can do; we just continue with the next chunk
(15) and the video will probably stall. If we find one or several candidate links we search for
the one `′ that can retrieve the chunk with the highest success probability P̀ (dc) within the
chunk’s respective deadline dc (18), and append the considered chunk ID to this link’s request
queue (23). We update the chunk’s aggregate retrieval success probability Ac (24) in order to
determine whether the chunk should be assigned to more other links. Finally, the next chunk is
picked for assigning it to a request queue (26).

The algorithm is performed up to R-times, where R = Bv
ChunkSize · τ denotes the maximum length

of each queue Q`. The parameter τ denotes the scheduling epoch of a peer-to-peer node, i. e.,
the time after a node evaluates the overall system behavior and the behavior of the remote peers.
The PULSE system uses an epoch of 2 s, and we use an epoch value of τ = 1s to account the
more volatile environment we are operating in. The epoch τ is also used later on as the forecast
period of the achievable throughput estimator in Section 5.3.2.

Chunks that have not been retrieved by any peer, so-called missed chunks, will be detected
by the scheduler once they will not be available in the virtual chunk buffer by their delivery
deadline. This may cause the scheduler to re-assign these chunks at the time of their actual
delivery which in turn may cause the video to stall. However, in the meanwhile, the arrival



Chapter 5. Peer-to-Peer Video Streaming in Constrained Environments 87

Input: C (sorted list of missing chunks)
L (list of links)

Output: Q (request queues)
for r := 1 . . .R do1

c := 1;2

L′ := L;3

while |L′|> 0 do4

repeat5

while Ac ≥ threshold do6

c := c+1;7

end8

L′′ := L′;9

foreach ` ∈ L′′ do10

if c ∈ Q` then11

L′′ := L′′\{`};12

end13

end14

until L′′ 6= {} ;15

p := 0;16

foreach ` ∈ L′′ do17

if P̀ (dc) > p then18

p := P̀ (dc);19

`′ := `;20

end21

end22

Q`′ := Q`′ ∪{Cc};23

Ac := Ac + p−Ac · p;24

L′ := L′\{`′};25

c := c+1;26

end27

end28

Algorithm 1: Chunk retrieval scheduler
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of other chunks in the virtual chunk buffer, may make the need for these chunks obsolete. If
Forward Error Correction (FEC) is used, some chunks may not be needed anymore. However,
the decision whether a chunk is needed or not is made outside the scheduler in the regular peer-
to-peer system. A chunk marked as handled by the FEC will not be re-assigned by the scheduler
anymore but skipped.

5.2.3 Working Points of the Scheduler

This section discusses the various working points of the scheduler.

Let’s assume Θ̃� Bv, i. e., the instantaneous combined download capacity of the system drops
far below the video rate. In such situation, none of the access-links may be able to deliver any
chunk within the delivery deadline or only a few chunks with a deadline far in the future may be
delivered. However, this will basically cause the trading window to stall as no new chunk can be
downloaded within time. The Algorithm 1 will basically fail to find any suitable link in line 18,
as the likelihood to deliver a chunk within the deadline will always be zero: P̀ (dc) = 0. In this
case, the scheduler assigns the chunks in descending order of their urgency to the access-links
in round-robin.

Let’s assume that all participating access-links provide a high throughout Θ̃� Bv, such that
each access-link is able to retrieve the chunks on its own (Θ`(t) ≥ Bv). This condition can
indicate that it is not required to run Cooperative Internet Access anymore, as every peer has
sufficient throughput to retrieve the video, if it last for a longer period (where this period can be
dependent on the scenario). For instance, considering the train scenario, shown in Figure 5.1,
this can happen if the train stops in a train station where all mobiles experience a good network
coverage and where high-speed UMTS access with HSDPA is available. The chunk scheduling
result and assigned request queues to each access-link of the Algorithm 1 depends on the num-
ber of access-links c and the number of chunks |C| due in a scheduling round. The following
assumes that any of the links can deliver the chunks within the delivery deadline:

|C|> |L| There are more chunks than links, causing that at all links get at least one chunk
assigned and depending on the ratio of |C||L| more chunks. For instance, a ratio of 2 indicates
that each link gets 2 chunks assigned.

|C|= |L| There are as many chunks as links, causing that each link gets one chunk assigned.

|C|< |L| There are fewer chunks than links, causing some links have no chunk assigned. These
links will fall idle, as they have no chunks to be retrieved. For instance, a ratio of |C||L| = 0.5
indicates that only half of the links get one chunk assigned.

Let’s now assume that we have the situation that almost all access-links are slow, but that one
access-link is very fast Θ`=x(t) ≥ Bv. This will result in ∑

L−1
`=0 Θ`(t) ≈ Θ`=x, causing that all

links may get assigned a chunk, but in fact all chunks are assigned to the fastest link and finally
also retrieved via this link. Links that are to slow, will probably not be assigned a chunk and fall
into probing. However, this situation has the drawback that all chunks are mainly assigned and
retrieved via the fastest link. If this particular link suddenly decreases the achievable throughput
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massively (e. g., below the video rate) the chunks will not be retrieved and they need to be
urgently rescheduled to other access-links.

Considerations for chunks: It may happen that a chunk is missed out during one runtime of the
Algorithm 1, as the algorithm cannot find a sufficient amount of links to handled a particular
chunk. Given that the chunk has not already been retrieved in the meanwhile, the algorithm will
re-consider the chunk in the next runtime and search again a fitting link, probably adding a new
link and thus adding also to the chunk’s aggregate retrieval success probability Ac.

5.3 System Design Considerations

The prior section described the principles of chunk scheduling in resource constrained environ-
ments while the is section details the implementation of the whole Cooperative Internet Access
system for peer-to-peer video streaming.

5.3.1 Representation of Access-Links

Each participating peer must at least provide one access-link to the local system but it can
provide more than one access-link if available at this peer. Each access-link is passively moni-
tored to record the achievable throughput, as input to the throughput estimator described in the
following Section 5.3.2.

An access-link can take 3 link states:

Up The link is providing achievable throughput, either by downloading or uploading a chunk
for the local system or by other traffic originated at the particular peer.

Down The link is down and not providing achievable throughput to the local system.

Probing The link is Up but the measurements have not yet collected sufficient data to judge
about the access-link’s behavior for the throughput estimator.

Idle The link is Up, but actually not downloading or uploading anything, the throughput is
zero. However, the throughput estimator is still able to estimate the throughput. A link
may fall back to Probing if it is not used by any traffic for a certain time.

The above link states are used throughout the remainder of this section.

5.3.2 Estimating Throughput

The download predictor module in each peer uses the input of the passive measurements of
the achievable throughput of each access-link. These measurements are used to predict the
near-future behavior of the access-link. For all requests in the queue it reports samples of the
probability distribution function for the probability of a successful chunk retrieval till a given
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deadline to the central controller. The controller uses this knowledge to assign new requests to
the peers.

An earlier empirical study [106] proposed to use a Global Positioning System (GPS) based ap-
proach relying on past throughput recordings stored in a back-end database, to estimate through-
put. We propose a no-reference throughput estimation scheme without depending on GPS and
past recordings, but relying solely on current measurements. This takes away the requirement
for each peer to supply a GPS module and also the need for somebody to operate and maintain
a backend database.

We use a Simple Moving Average (SMA) as basis for our estimate and extend it as described in
Formula 5.3 to calculate the future achievable throughput bw(ti + τ) based on the current mea-
sured values and the average b̃wi, j. The SMA as such is not sufficient to estimate throughput.
The SMA takes n past values of a sample interval ti, t j where ti > t j is the time period spanning
the complete moving average window.

bw(ti + τ) = b̃wi, j +
bw(ti)−bw(t j)

ti− t j
· τ (5.3)

We allow each peer to measure with a certain degree of fluctuation in time, i.e., ti− t j, but
restrict the estimation to a fixed step τ in the future. This relaxes the measurement timing at
each peer, as it is not necessary to measure exactly every τ .

The throughput estimator results for 2 operators based on 4 measurement runs each, is shown
in Figure 5.4. The figure shows the probability Pbw that the estimation bw(ti + τ) is matching
the actual bandwidth, expressed as a function of the estimation precision δe. The estimation
precision δe denotes how much (in per cent) the estimated throughput can vary from the actual
measured bandwidth. Pbw is also shown for a step rate n = 10, showing that a step rate n� 2 is
not beneficial.

The throughput estimation can achieve an precision of 45 % of the actual occurring throughput,
given a δe of 15 % which is sufficient enough for the chunk scheduling. Larger values of δ

allow higher hit rates but at the cost that the throughput estimation is diverging heavily from the
actual throughput.

5.3.3 Chunk Size Considerations

The chunk size and thus the likelyhood that a chunk can be transmitted within the throughput
estimation period τ is of major importance for the system’s operation. Chunk sizes resulting in
longer than τ seconds transmission in average will not be covered by the throughput estimation.
We used the measurement data to determine the probability of chunk delivery within τ as a
parameter of the chunk size, as shown in Figure 5.5.

Very small chunk sizes (< 10kbyte) will allow the system to always deliver chunks within τ ,
but will increase the size of the buffer maps. Reasonable chunk sizes are the range of 10 to 20
kbyte, as at least 70 % of all chunks are delivered within τ . However, there may be peer-to-peer
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video streaming systems that operate with rather large chunks sizes and also varying chunk size
depending on the used video rate (see PPSP measurement study [77] that indicates chunk sizes
greater than 14 kbytes). Figure 5.5 suggests that chunks that exceed 40 kbytes of size will make
it very unlikely to be delivered within 1 second to a peer, i e., larger chunk sizes will not allow
the system to retrieve the chunk in a reasonable time for video streaming. However, assuming
much larger chunk sizes, we peer-to-peer video streaming systems could re-use the concept of
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Figure 5.6: Situation Reports with estimation of 300 kbit/s and chunksize of 12.5 kbyte; tuple
(+0.3333, 0.45) denotes delivery deadline in +0.333 s with likelyhood of 45 %

sub-pieces in Bittorrent [107]. A sub-piece is fraction of a chunk that can be identified. A
sub-piece could be again in the range of 16 kbyte, cf. [107].

5.3.4 Estimator to Controller Communication

Section 5.3.2 describes how the system estimates the future achievable throughput. This estima-
tion process is handled locally by each particular peer and each peer announces only the result
to the controller. It is not sufficient for a peer to announce the current and estimated achievable
throughput to the controller process, as the controller process has no further indication on how
good the estimated actually is.

The peer uses the entries of the request queue to announce the likelyhood to deliver chunks
within time boundaries. For each access-link it can announce one or multiple estimations for
the achievable throughput. For each queue entry, the relative delivery time and a likelyhood that
the chunk will be delivered until by then, is stated, as shown in Figure 5.6.

The peer uses the measured achievable throughput and calculates the throughput estimation
for the next τ s, as described in Section 5.3.2. The peer uses the likelihood of the throughput
estimation according to Figure 5.4 to determine the estimated time of arrival (ETA) of a chunk
and the probability of this forecast. Let’s assume that the throughput estimation B(x) with x⊂ t
results in an estimated retrieval time for a chunk of tretrieve (x) = 0.290s. The probability of the
estimated throughput is for a δe = ±0% equal to 10 %, according to Figure 5.4. However, for
δe = ±15% the probability is up to 45 %, which is used in the example to set the estimated
arrival time of the first chunk to ETA = tretrieve (x) · (1+δe) which turns for our example to
ETA = 0.290 · (1+0.15) = 0.333s.

This value is used to determine the estimated time of arrival for the chunks in Figure 5.6(a).
The first chunk can be delivered +0.333 s from now, the next chunk in +0.666 s from now on
and the 3rd chunk in +1.0 s from now on. The real reporting uses absolute times, but we used
relative times to ease the explanation.

The reporting scheme in Figure 5.6(a) assumes that the throughput estimation’s likelihood is
equal of the whole time period of the forecast. However, there may be future forecast schemes
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which allow an adaptive likelihood over the forecast period, as shown in Figure 5.6(b), where
estimations closer in time are rated with a larger likelihood as estimations more far ahead.

5.3.5 Cooperative Internet Access Controller Process

The key element for the peer-to-peer video streaming case is the controller process. This section
describes the data structures and control flows of the controller-process.

5.3.5.1 Data Structures

The first data structure managed by the controller process is the list of participating peers
(peer_list) in the local system. This peer_list is used to manage the overall system in terms
of peers that arrive or gracefully leave, and also to detect dead peers that left the system without
notice. It contains the IP contact information (i. e., the IP address version, the IP address, the
used transport protocol, and the port number of that transport protocol).

A second list is maintained to keep track of the access-links provided by the peers (ac_link_list).
Each peer must actually contribute a single access-link but it can also contribute multiple access-
links, if the peer itself is multi-homed. The ac_link_list keeps track of the current status of the
link, as reported later on in the Situation Reports, the general link status (Down, Up, Probing,
Idle), and the currently assigned Request Queue.

The controller has to keep track of the system’s virtual chunk buffer. The virtual chunk buffer
(v_chunk_buffer)is the set union of all peer’s chunk buffers in the local system. However, the
controller process does not need to keep the chunks, but has to keep track of the available chunks
in the local system. The controller process uses the virtual chunk buffer to judge what chunks
are available at the remote peers, what chunks are missing in the local system, which chunks
have to be considered for downloading, the downloading deadlines of each chunk, and the
management of the trading window, i. e., when to move forward with the window. It also keeps
track per chunk which nodes have already received a particular chunk (see also Section 5.3.5.3).

The chunk request list (rq_list) stores the current outstanding chunk requests delegated to the
participating peers. For each chunk request the list states the download deadline (value is copied
from v_chunk_buffer), the peers that should download the chunk together with the position in
the peer’s request queue, the particular download success probability for each involved access-
link and the combined likelyhood Ac for this chunk. The particular download success prob-
ability for each involved access-link is used to recalculate the combined likelyhood Ac, if an
access-link disappears from the system and also if a link is added.

5.3.5.2 Control-Process Control Flow

This section outlines the control flow of the controll-process which includes also the execution
of the scheduling algorithm described in Section 5.2.2. It is event driven and reacts to events
caused by the peers and also caused locally at the controller-process.
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The control flow of the controller process is shown in Figure 5.7. The process is suspended after
the initialization phase and waits for any event to happen. Not all events are handled immedi-
ately, but queued for a limited time to accommodate several events in one run instead of running
multiple times for each single event. This is necessary, as the peers work asynchronously, e. g.,
one peer may received a new request queue to work on while another peer is reporting the arrival
of a new chunk while another peer is reporting a severe change on its access-link. The events
are queued unless stated otherwise in the below description.

We define a hold timer TW for which events may be queued at maximum before they are pro-
cessed. The time TW depends on the chunk generation frequency: TW = 1

fc
. We use the chunk

generation frequency as event hold time, as this frequency gives a fixed handle to deal with the
system dynamics. The other parameters, such as, arrival rate of chunks, change of conditions
on the access-links, can exhibit a varying level of dynamics. For instance, at some times chunks
may arrive very fast (large achievable throughput) while at other times chunks may arrive slow
or not all(low or now achievable throughput). The scheduler needs to perform its tasks, inde-
pendently of these circumstances at a certain pace.

The controller process waits for any event at "wait for event" in Figure 5.7 to occur after the
initialization of the process. The events and their handling are:

New Peer An arriving peer adds at least 1 new access-link to the system. Any new access-
linkis marked as Probing and the scheduler assigns a number of urgent chunks to the
link’s request queue. The success probability AC of each assigned chunk is not changed,
as a probing link does not provide any such information. The links in probing uses the
assigned chunks to enter the peer-to-peer system and to start the measurement on the
access-link which in turn enables the particular peer to estimate the future link perfor-
mance. The scheduler reacts immediately to this type of event, so that any new peer can
be used for the system as soon as possible, i. e., the controller does not queue this event.

Dead Peer A leaving peer causes the scheduler to reconsider the chunks that had been assigned
to the request queue of the dead peer. The scheduler has to update the rq_list in that it
segregates the success probability of the access-link of the dead peer for the chunks that
have been part of the access-link’s request queue. The scheduler reacts immediately to
this type of event and runs Algorithm 1 to reschedule the chunks to any other access-link.
Dead peers either announce their leave from the system with a message (graceful leave)
or in the case of disappearing peers, a dead peer watchdog timer notifies the controller.
The dead peer watch dog timer watches if local peers react in a timely manner to request
messages sent by the controller process. The dead peer detection and timer handling is
omitted in Figure 5.7 and detailed in Section 5.3.7.

Buffer Map Update A buffer map update (or multiple of them) will give information to the
scheduler which chunks are now available at the remote peers. This information is used
to determine which chunks can now be retrieved. The scheduler will run Algorithm 1 if
the update indicates that there a new chunks needed by the local peers, after the expiration
of TW . The new chunks are added to the sorted list C of missing chunks. It may be the
case that the update received by one peer is not valuable to the local system, as other
remote peers already have indicated the presence of such chunks and the local system is
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Figure 5.7: Control flow of the controller-process

already retrieving the chunks. However, this decision step is already taken in the overall
control flow, as shown in Figure 5.7.

Explicit Situation Report Each local peer periodically sends a Situation Report to the con-
troller to update the controller about the status of the request queue and to show also its
liveliness. Such a report must also be sent if there is a severe change in the link’s situa-
tion, If there is no change, or only a slight change, the link statistics are updated but the
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scheduler is not evoked – Changed? in the figure. In the case that the link’s achievable
throughput is much faster than originally envisioned, there will be no explicit Situation
Report, as the Received Chunk message will carry that information anyhow. Only if the
link’s achievable throughput is slower than estimated a Situation Report is issued. In the
case the achievable throughput decreases, as Situation Report is only issued if any of the
chunks in the link’s request queue will miss its delivery deadline. The scheduler has to
update the rq_list in that it segregates the success probability of the access-link of the
peer for the chunks that have been part of the access-link’s request queue. Afterwards,
the scheduler runs Algorithm 1 to reschedule the chunks to any other access-link, after
the expiration of TW .

Implicit Situation Report An Implicit Situation Report is sent piggy backed with the Re-
ceived Chunk message and updates the link statistics. This report updates controller about
the current status of the request queue.

Received Chunk The controller pulls a received chunk from all other peers’ request queue
with the message Pull Chunk RQ sent to all peers which have this particular chunk in
their request queue, so that this particular chunk is not pulled again. The received chunk
is marked as available in the v_chunk_list and it is also checked if the trading window
can move on by one or multiple chunks.

A received chunk will only cause the scheduler to be evoked, if any of request queues of
one of the the access-links runs empty, shown as RQ Empty in the figure. The access-links
with an empty request queue are added to list of links L and the Algorithm 1 is called to
load the links’ request queue In the case that there is no need to schedule chunks, the
particular access-link are marked as Idle.

The assignment of chunks after the scheduler is done with the Assign RQ message sent to the
peers. A single message is sent to all peer and carries the request queues for particular peers
which are about to receive a new queue assignment. The particular peers can be all peers or a
subset of them.

5.3.5.3 Trading Window Synchronization

The controller process, as well as the the local peers, have to keep their trading window syn-
chronized, as they need to have the same state about the beginning and the end of the trading
window and also about which chunks are already available at one of the local peers. This syn-
chronization is necessary, as peers may loose synchronization with the local system’s state and
it will happen that a peer joins the system later on. In any case, this peer has synchronize its
trading window with the system’s state, including the list of already retrieved chunks.

The controller process announces together with the Assign RQs message the current state of the
virtual chunk buffer, which contains the information of the trading window position and also
which chunks are already available and at what peer. A peer checks the Assign RQs message
for its request queue and also for the virtual chunk buffer. In the case it detects that the virtual
chunk buffer lists a chunk that is still missing in its chunk buffer, the peer contacts one of the
peers with this particular chunk directly and downloads it.
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5.3.6 Cooperative Internet Access Peer

This section discusses the changes required at a mesh-pull based peer-to-peer video streaming
peer to enable the usage of Cooperative Internet Access. We use the PULSE [76] system as
the reference for this section, as it is well documented and accessible by the general public.
However, the guidance of this section is valid also for other, but similar peer-to-peer video
streaming systems. See Section 2.6 for a brief introduction to PULSE and other peer-to-peer
video streaming systems.

One design goal of Cooperative Internet Access is to keep the actual peer-to-peer video stream-
ing system unchanged on a global scale. Cooperative Internet Access requires changes within
a peer-to-peer node’s logic (replacing the download logic of the chunk scheduler – see Sec-
tion 5.3.6.3) and also in the structure (i. e., adding the sharing-link and the measurement module
– see Section 5.3.6.1). However, the protocol used in the global peer-to-peer system remains
unchanged, as all changes are of local nature to the Cooperative Internet Access nodes. The
changes are also only applied if a node decides to use Cooperative Internet Access, otherwise it
behaves exactly like any other peer of the particular peer-to-peer system.

5.3.6.1 Adapted Peer Architecture

The peers architecture in Figure 5.8 re-uses the node architecture in Figure 4.10 and is the piece
of the software to be deployed on the mobile nodes. The lower left part (chunk buffer, chunk
retrieval or exchange, local playout) is basically a mesh-pull P2P video streaming system. The
local chunk redistribution is responsible for the redistribution of video chunks within the group,
and is part of the Cooperative Internet Access system.

The content retrieval from the Internet may use the same protocol, or a different one, P2P or
client/server based. We assume that one of the peers is elected to be the central controller and
that it executes as described in Section 5.3.5. It is responsible for telling the other peers in
the group which chunks to download via their access-links, respectively. The peers store these
assignments in a request queue.

In addition to that, each peer monitors the effective throughput on its access-link. Based on
these measurements and the recent history it tries to predict till when it will be able to complete
the tasks in its request queue (this assumes that all chunks are of equal size or that the sizes
are known a priori). For each pending request in the queue it reports several tuples (point in
time, likelyhood that chunk download will be finished by then) to the controller, as outlined in
Section 5.3.5.2.

5.3.6.2 Peer Data Structures

For the operations, we need an access-link interface list (acli_list), as there could be more than
one access-link on a single node. This acli_list stores the type of interface (e. g., UMTS with
the name of the network operator), the statistics of the link obtained by the the throughput
measurements and also the information about the estimated future achievable throughput.
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For each acli_list, a chunk request queue (rq_queue) is maintained. This queue keeps the chunk
retrieval assignments told by the controller process.

Each peer has to maintain a list of the participating peers (peer_list) in the local system. This
peer_list is used and implemented the same way as described in Section 4.4.3. This list keeps
record of the participating peers and also which of the local peers is acting as the controller
process.

The Cooperative Internet Access peer re-uses the data structures of the peer-to-peer system to a
large extend. For instance, the chunk buffer of the peer, the handling and storage of the buffer
maps, the neighbor (passive) peer list and the active peer list. Chunks are copied to the local
chunk buffer, if they are received form the local peers via the local chunk redistribution and vice
versa, if other local peers request a chunk from a peer, the chunk is copied from the local chunk
buffer to the local chunk redistribution. The buffer maps are read and checked for changes by
the Cooperative Internet Access part of the peer and changes are send to the controller process.

The design goal is to keep the change impact on the peer as low as possible, so that the Coop-
erative Internet Access approach can be integrated in a wide range of peer-to-peer systems.
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5.3.6.3 Adapted Peer Logic

A Cooperative Internet Access peer requires changes in the logic of a peer to be enabled to
participate in the Cooperative Internet Access system. However, most parts of the logic stay the
same, such as, the Peer Manager and its functions, the Buffer Manager, the System Manage-
ment, and the Network Interface.

Cooperative Internet Access requires that the chunk download is coordinated by the controller
process and not controlled by the peer itself anymore. The chunk upload can be still handled by
the peer, as the peer has to honor the chunk upload requests from remote peers. This requires a
change in download chunk scheduler of the peer scheduler logic. The peer does not determine
on its own which chunk it is going to request from its remote peers, but the controller process
assigns a chunk request queue to this peer. The peer will retrieve the chunks in the order of the
request queue from its remote peers. However, it is peer’s decision to choose about the remote
peer where it sends the download request to. This allows the peer to react to any local change
which is not affecting the local Cooperative Internet Access system. For instance, the local peer
requests the download of a chunk from a remote peer, but the remote peer just vanished. The
local peer can just pick one of its other remote peers for the chunk download, as long as they
also have the chunk that is to be requested (this information is available via the buffer maps).

There might be the case, where the controller process assigns no chunks to a particular peer,
resulting in an empty request queue. This allows the peer to switch back to its regular scheduling
(if possible) and exchange chunks with its remote peers. This will keep the peer in the loop of
the peer-to-peer system, as it may be required to download and upload in the peer-to-peer system
design in order to learn about other remote peers and their state. The peer must switch back to
process the request queue if it receives an Assign RQ message with a request queue assignment.

PULSE uses an epoch of 2 seconds to evaluate the usefulness of the remote peers, which in-
cludes running the chunk scheduling algorithm. This is kept for the upload part, as the download
part is under the control of the controller process which is evaluating the download situation
more frequently (see Section 5.3.5.2).

Peer-to-peer streaming systems download and upload to a maximum number of remote peers
only. The in-degree and out-degree of a peer [108], denotes from how many peers data is down-
loaded and to how many peers data is uploaded respectively, at the same time. Peers usually
have ongoing data exchanges with several peers. This is beneficial for peers that have suffi-
cient achievable throughput, but may turn bad for peers with insufficient achievable throughput.
Typically, peer-to-peer streaming systems rely on TCP which tends to equally split the over-
all achievable throughput amongst the TCP connections (given that the access-link of the peer
is the bottleneck). This is fine, as along as the access-link is not resource constrained, but of
limited use when the access-link is resource contraint. In such a situation, Cooperative Internet
Access will enforce that the peer downloads only a single chunk from a peer and also uploads
only a single chunk to a peer. These considerations are also valid for a properly implemented
UDP-based system, if such a system is implemented in a TCP-friendly way [RFC 5348].
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5.3.6.4 Peer Control Flow

The Cooperative Internet Access peers are split in the original peer-to-peer streaming system
part and in the actual Cooperative Internet Access part. The peer-to-peer streaming system part
runs as soon as the user starts the peer application on its computer device. The Cooperative
Internet Access part will stay idle and do not interfere with peer-to-peer streaming until other
Cooperative Internet Access peers are detected on the sharing-link. Once other Cooperative
Internet Access peers are detected (given that the users enables Cooperative Internet Access),
Cooperative Internet Access will take over the logic, as described in Section 5.3.6.3. The control
flow chart Figure 5.9 shows the beginning of the control for a Cooperative Internet Access peer,
but only the pure Cooperative Internet Access peer management part. The actual control flow
for the cooperative chunk retrieval effort is shown in this chart Figure 5.10.

The Cooperative Internet Access peer control flow is event driven, i. e., either a local event or
or a remote event (received via a message) will cause an action by the peer. In the initialization
phase, where no other Cooperative Internet Access peer is around, the peer waits for a message
of any arriving Cooperative Internet Access peer (Peer Detected) in Figure 5.9. On receiving
a Peer Detected message, the receiving peer will reply with a New Peer message to notify the
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other peers about its own presence. The New Peer message contains information about the
current content the peer is interested in (e. g., the TV or video channel) and information about
its access-link or access-links. The peer will start its local hold timer (T_W in the figure, TW
in the text), if it has not already been started. In the case the peer will be switched-off by the
user, i. e., the peer can gracefully leave the system, it notifies the other peers and the controller
process by sending a Dead Peer message and stops the local Cooperative Internet Access system
afterwards.

Once a peer has detected other peers, and also the presence of a controller process, it will be
ready to handle the events and messages shown in the control flow chart in Figure 5.10. The
peer’s control flow chart mirrors the controller process flow chart in terms of message to be sent
or received. The various events or messages are:

Assign RQs This message is sent by the controller process and carries the new request queue
per access-link on that peer. The peer checks the request queue information and adds or
replaces its own rq_list or entries within. The successful reception and handling of the
Assign RQs request is acknowledged with an ACK. The absence of an ACK is counted at
the controller process as an indication that the peer is unresponsive.

Pull Chunk RQ The controller pulls a particular chunk or chunks from the peer’s request
queue. The peer removes the chunk from its request queue and stops the downloading
of the chunk, if the chunks is being downloaded at that time.

Received Chunk This message is sent by any peer that has successfully downloaded a chunk.
A peer receiving such a message can load the chunk to its local chunk buffer from the
peer which retrieved the chunk.

Loaded Chunk This is local event occurring if this peer has successfully loaded a chunk via
its access-link. This event has to be sent immediately to all other peers and the controller
process, allowing every peer to load the chunk and to tell the controller process that this
chunk has arrived in the system. The peer prepares a Received Chunk message, together
with an implicit Situation Report (see Section 5.3.5.2). The peer will optionally add a
Buffer Map Update, if there is any updated information about the buffer maps.

T_W, TW expired The hold timer TW expired, as there has been no other event for the time. The
peer prepares a Situation Report message including the current status of the request queue.
The peer will optionally add a Buffer Map Update, if there is any updated information
about the buffer maps.

Local Situation Changed The achievable throughput situation has changed and the peer noti-
fies the controller process about this with an explicit Situation Report message (see Sec-
tion 5.3.5.2). The peer will optionally add a Buffer Map Update, if there is any updated
information about the buffer maps.

5.3.7 Dead Peer Detection

The Cooperative Internet Access peers, as well as the controller-process which is executed on
one of the peers, must detect dead peers, as those peers are consider in the scheduler but cannot
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contribute to the system anymore. A dead peer is a peer which left the system without notifying
the other peers via the Dead Peer message.

Each peer must show signs of its liveliness by reacting to messages sent to it or by periodically
reporting its status. A peer acknowledges the reception of a new request queue with an ACK
message to all peers (including the controller). The controller must keep track of the ACK
messages of all peers and react to a missing ACK message within the hold timer period. This
will cause the detection of a missing ACK message after a maximum time of TW . A peer reports
periodically its status even though there is no chunk assignment or no change to report. Such a
peer sends a Situation Report to all peers.

A particular peer is considered as dead if the dead peer watchdog timer expires. This timer is
kept for each peer and is reset upon the reception of any message from that peer. This timer
expires, if there is no message received from this peer after the expiration of the hold timer TW .
Such a dead peer is removed causes the access-link of the peer and the peer itself to be removed
from the access-link list and the peer list, respectively.



6 Web Browsing in Constrained
Environments

6.1 An Introduction to Web Browsing

HTTP-based [RFC 2616] traffic carrying HTML-content [109], as known as web traffic, is the
most popular traffic type in the Internet today (2010). A recent study of the Internet’s traffic
composition outlined that 52.00 % of the measured traffic in 2009 is Web traffic ([99], slide
15) compared to 41.68 % in 2007. Web traffic is carrying HTML, where the content inside
the HTML or referenced by a HTML document itself can vary a lot between, for instance,
text, picture, videos, or interactive web pages that offer the functionality of a word processor
program.

The further reading of this section requires a basic understanding of how HTTP and HTML
work in practice.

6.1.1 HTTP-based Web Access

HTTP [RFC 2616] is a request/response protocol that is used to retrieve elements from web
servers or to upload elements to a web server. Web browsing is a client/server based Internet
application between a web browser and web servers. The web browser is the user interface,
where the user can enter a link to the desired web page to see and where the web page is
eventually displayed. The actual content, i. e., the web page are hosted on a HTTP-server or on
multiple, different web server.

The user has to enter a Uniform Resource Locator (URL) in the browser or to click on a link.
The web browser uses the URL to locate the web server and to retrieve the web page. A typical
HTTP-request for a web page is (as captured on the wire), for example:

GET / HTTP/1.1
Host: scholar.google.de
User-Agent: Mozilla/5.0 (X11; U; Linux i686; en-US; rv:1.9.0.19)
Accept: text/html,application/xhtml+xml,application/xml;q=0.9,*/*;q=0.8
Accept-Language: en-us,en;q=0.5
Accept-Encoding: gzip,deflate
Accept-Charset: ISO-8859-1,utf-8;q=0.7,*;q=0.7
Keep-Alive: 300
Connection: keep-alive
[...]

103
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where the response is the index.html document, which contains further references to more in-
formation elements, such as graphics, text, video, etc. A typical setting is that the index.html
contains the text of the web page, but that all remaining information elements on that page now
have to be retrieved element by element by the browser. Here is a typical response:

HTTP/1.1 200 OK
Content-Type: text/html; charset=UTF-8
X-Content-Type-Options: nosniff
Date: Tue, 10 Aug 2010 15:10:00 GMT
Server: scholar
Transfer-Encoding: chunked
----------------: ----
Cache-Control: private, x-gzip-ok=""
[...]

The HTTP response shown above denotes the Content-Type carried in the message payload.
The HTTP payload is called message body or entity body. The response can carry a number of
additional header fields not mentioned here other than the Cache-Control header which is used
by HTTP proxies, as discussed in the following section.

6.1.2 HTTP Proxies

One element specified in the HTTP standard [RFC 2616] are HTTP proxies. These proxies
are intermediaries between the web browser and the HTTP server and can interfere with the
HTTP-traffic. A HTTP-proxy can serve several purposes [110]:

- ”to keep machines behind it anonymous;

- to speed up access to resources (using caching);

- to apply access policy to network services or content, e.g. to block undesired sites;

- to log or audit usage, i.e. to provide company employee Internet usage reporting;

- to bypass security or parental controls;

- to scan transmitted content for malware before delivery;

- to scan outbound content, e.g., for data leak protection;

- to circumvent regional restrictions.”

The so-called HTTP cache proxy (cf. Section 8.1.3 of [RFC 2616]) intercepts HTTP traffic and
creates local copies of the information elements transferred via HTTP if the proxy is allowed
to do so (this depends on the cache headers in HTTP). The proxy intercepts any further HTTP
traffic and retrieves only the elements from the Internet that are not yet stored in the proxy or
that are not allowed to be stored in the proxy. This can reduce the traffic on an access-link from
the Internet to the hosts behind that proxy, if the web pages being retrieved via this proxy have
shared elements. Shared elements may be, for instance, pictures such as site logos or video
trailers embedded on a web start page which are access by multiple browsers or users. For the
remainder of this section we refer to HTTP cache proxies as HTTP proxies.
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Figure 6.1 shows a single node that connects to a HTTP proxy and retrieves a web page (shown
as resource 1). The hosts requests a web page that will result in a large data transfer, depicted as
big arrow between the node and the proxy. The proxy does not need to retrieve all information
elements form the resource (given that the proxy could already cache some elements in an
earlier data exchange) but can use the cached elements and needs only to retrieve a subset from
the resource, depicted as the smaller arrow between the resource and the proxy. Today’s web
browser are also caching elements in their local browser cache. These cached elements are only
reusable by the same browser while network cache-proxies can cache elements across different
browsers and across different hosts.

The HTTP proxy should not simply cache everything that is transmitted via it, but must follow
the cache control information included in the HTTP messages, as defined in Section 14.9 of
[RFC 2616]. For instance, the Cache-Control header defines if the information elements trans-
ferred in the entity body is private and may not be cached or if it is public and may be cached.
Information elements which are allowed to be cached have also more attributes assigned to them
for the cache’s operation. For instance, the max-age attribute indicates until when the element
is valid for caching. The element must be again retrieved after the expiration of the stated time
in max-age.

6.1.3 Structure of a Web Page

A web page is assembled of a HTML file (with content) and more references (links) to other
elements that must be retrieved to properly display the page to the user. The browser is actually
taking the html file and loads the other missing elements from their respective locations, i. e.,
the other elements must be loaded from the server that served the html file, but they can be
loaded from anywhere else.

The content transferred via HTTP and HTML is changing frequently. For instance, some years
ago, most of the web pages were rather static, until the advent of the so-called Web 2.0 tech-
nologies [111], such as Asynchronous JavaScript and XML (AJAX) [112] which lead to more
dynamic web pages. The differences between static and dynamic web page are:

- static pages are not changing the content after they have been loaded in the browser;

- static pages are roughly the same for every user;

- dynamic pages are generated dynamically for each users, for instance, depending on the
used browser;
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- dynamic pages can still change even after the were loaded in the browser.

Dynamic web pages are hard to be cached for cache proxies, as either the specific element
cannot be cached or (worse) there is no overlap in elements delivered by the web server to
the browser. This prevents a cache proxy to cache elements for reusing them later. However,
even today (2010) with the majority of web pages commonly used being dynamic web pages,
web site designers use different methods to differentiate between dynamic content and static
content [113].

Our observation is that web sites either use a specific "directory" on their web server or a second
host to server static content. The specific "directory" is a fixed subtree of the URL on the same
server that is used to store all static elements, such as background figures. The request below is
referring to the path /static/sys/... for this purpose:

GET /static/sys/v9/bg/bg_suchmaske.jpg HTTP/1.1
Host: www.spiegel.de
[...]

The reply to this:

HTTP/1.0 200 OK
Date: Tue, 10 Aug 2010 01:19:15 GMT
Server: Apache/2.0.63 (Unix) DAV/2
Last-Modified: Mon, 10 Aug 2009 10:32:40 GMT
ETag: "501f9-2c0-470c71af66200"
Accept-Ranges: bytes
Content-Length: 704
Cache-Control: max-age=259200
Expires: Fri, 13 Aug 2010 01:19:15 GMT
Content-Type: image/jpeg
[...]

A web site may also use a second host to serve static content, which is identifiable by a different
host part in the URL. The second host is usually embedded in the HTTP message body, i. e., the
HTML text. For instance, at browser that is retrieving a web page, it initially retrieves the start
page:

GET / HTTP/1.1
Host: www.facebook.com
[...]

In the subsequent steps is additionally fetches the static content from the second server (static.ak.fbcdn.net
in this case). The second server is typically hosted on a Content Delivery Network (CDN) that
is able to server the content to a large audience without loading the actual originating content
server.

GET /rsrc.php/zEX21/hash/75j4m1ms.png HTTP/1.1
Host: static.ak.fbcdn.net
[...]

The reply to this:
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HTTP/1.1 200 OK
Content-Type: text/css; charset=utf-8
Last-Modified: Sat, 01 Jan 2000 00:00:00 GMT
P3P: CP="DSP LAW"
Pragma:
Content-Encoding: gzip
X-Cnection: close
Content-Length: 5483
Vary: Accept-Encoding
Cache-Control: public, max-age=30848512
Expires: Tue, 02 Aug 2011 16:55:47 GMT
[...]

6.2 Challenges for Web Browsing

Web-based browsing has less stringend network requirements compared to the peer-to-peer
video streaming discussed in Section 5, as the resources accessed via WWW are in most cases1

not time-critical, but nonetheless, the volume of data is considerable for resource constrained
environments. The pace maker for web-based applications seems also to be what is possible
today with fixed-line network access technologies. For instance, [114] claims that the average
size of a web page, that is the web page and all elements that are loaded for that page, has
quintupled from 2003 to 2009. However, the achievable throughput of fixed-line high speed
access-lines, such as, FTTH, has constantly increased, but with a faster pace as compared to
other technologies, for example, UMTS.

The trend of growing web page sizes is impacting the other end of the spectrum of network ac-
cess lines – the users with low-bandwidth network access, such as, for instance, dial-up modem
users or mobile wireless users in rural areas without fast mobile wireless. These users are also
in a resource constrained network environment and will suffer from the gap between their slow
network access and the growing web pages: they will wait for a very long time to see the page
or give up and cannot participate anymore in that.

Whether a node (and the respective user) is in a resource constrained environment is relative
to what the users of the web applications are expecting of the network: a very patient user
may be willing to wait for a long time for a we page to be delivered while an impatient user
will simply give up waiting for the web page soon. There is a vast number of studies on how
the time to deliver web page influences the behavior of a user, as for instance in [115, 116].
However, in turns out that the the upper bound for a web site to be displayed to the user (this
includes network retrieval time and rendering time of the browser) is below 1 minute. Most of
the users will stop from either accessing a web page, if this particular page is loaded too slowly,
or completely refrain from using the Internet, if all web pages are loaded too slowly.

We call a user accessing a web page to be in a resource constrained environment if the user
cannot access the desired web page within 1.5 times the regular acceptable ”waiting” period for
the retrieval and display of a web page.

1The author cannot rule out this possibility, given the versatile usage of HTTP and HTML.
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6.2.1 Preconditions

Web traffic has its own specific traffic pattern between the web browser and the server. The
traffic is very bursty followed by longer idle periods: the user is requesting a web page and
it is loaded by the browser as fast as the network is able to deliver the page and page’s el-
ements [117]. However, in recent years the traffic patterns have changed as the applications
working on top of web traffic have changed.

Two recent observations are blogs, i. e., where user can actively publish their own content on
web servers [118]. In this case, the traffic pattern is changed in the way that not only elements
are downloaded but also more frequently uploaded. On the other hand, there are more and
are web pages based on Asynchronous JavaScript and XML (AJAX) [112] that fetch further
content even after the web page has been load. The observations in terms of changed traffic
patterns are that AJAX applications transfer more bytes in each session compared to non-AJAX
applications; they have a larger number of requests per session; and the inter-request-times are
significantly shorter [119].

Nonetheless, the one of the main characteristics of web traffic remains: the burstiness but with
changed inter-request-times.

6.2.2 How much is cacheable?

As of today (2010), it is impossible to find literature about how much traffic HTTP proxies are
going to save in general and also in particular situations. There are some vagues numbers, but
there are no reliable sources on that topic. The main reason for this seems to be that the savings
by HTTP proxies depend on the type of users using the proxy (e. g., enterprise vs. home users),
the type of content accessed (e. g., news pages or social networking sites), and how web pages
are designed or operated (e. g., web pages can allow or disallow to cache element).

We have two sample HTTP proxy excerpts to show how much traffic can be cached by such a
proxy and how dependent it is on the visited web sites – and thus dependent on the users. Both
statistics in Table 6.2.2 and Table 6.2.2 are courtesy by two different companies who provided
the statistics while not being mentioned. The proxies are located on the up/downlink of the
companies and operate as a cache. Both samples are reflect the statistic for the period July 1-31,
2010.

Table 6.2.2 shows the top 10 entries access in company A, while only a few entries are actually
being cached. The last column indicates the total amount of bytes cached as compared to the
column ”Total Bytes”. There is almost no caching for the most popular site (google.de), but the
2nd and 3rd most popular sites are ached to some extend. These sites have typically a number
of information elements which are cacheable and also usable by multiple users, e. .g, they have
mainly common banner graphics, etc.

Table 6.2.2 shows the top sites accessed. The last column ”hit ratio” reflects how much of the
traffic in bytes has actually been cached. For instance, de.archive.ubuntu.com and www.spiegel.de
have both a significant cache hit ratio of 34.16 % and 51.58 %. Our sites, which generate a large
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amount of traffic, such as youtube.com, are not cached at all. This can be due to non-cacheable
content, or the proxy configuration is set to ignore that type of content.

However, both tables show that the access web sites can vary a lot between different user groups
and thus also result in a different amount of traffic that can be cached.

6.2.3 Challenges in Resource Constrained Environments

Access to the web pages and the resulting process of retrieving the information elements is
difficult to predict. It is hardly foreseeable, when a user wants to browse a web page, i. e.,
sending a request to the browser. Second, the complete size of the web page to retrieve is not
that obvious, as it consists of numerous information elements, that can each have a varying size.
The size is not known a prior in HTML, as only the element name and the link to it are given.
The HTTP protocol [RFC 2616] offers a way to retrieve the content-length of an element with
the HEAD method which is discussed in Section 6.3.3. This is fundamentally different from
the peer-to-peer video streaming application in Section 5, where the size of the information
elements (chunks) is known in advance and also the timing of the chunks.

6.3 Cooperative Web Access

We are coming back to the idea of Cooperative Internet Access of letting multiple nodes share
their access-link to mitigate a resource contraint situation for web browsing. Let’s assume that
we have multiple users that are in the same local context, e. g., a remote village without high-
speed Internet access, but most of the users have a mobile phone or an ISDN phone line. This
situation is common in many rural areas, in almost any country – independent of whether it
is a developed or developing country. A user that is browsing the web will need to be very
patient, as the size of web pages has grown of the years and is still growing (see discussion in
Section 6.1), but the maximum bitrate, and thus the achievable throughput, of the access lines
have not.

One way of improving the situation is to deploy more network capacity in these areas, but this
in not under the control of the users. A better way is to cooperatively access the web by sharing
the access-links of multiple users. An important precondition to this in the scope of web access
is that it is very unlikely to have multiple users accessing exactly the same content, but that
there is an overlap between the content. For instance, many people use facebook [120] to keep
in touch with their friends and relatives, as of today (2010). Only a few people will access the
same web pages on facebook’s web site but these web pages often have common elements, such
as banner pictures or background pictures. These common elements can be locally stored and
do not need to be retrieved over and over again by each but shared amongst them.

Another important element for cooperative web access is mentioned in Section 6.2.1: web traffic
exhibits a very specific traffic pattern, of retrieving the web page at a relative short period of
time, using the access-link for that time, but also with relative long times of no or low activity on
a link. The access-link has some spare capacity left which can be used to retrieve information
elements on behalf of other users.
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Figure 6.2: per node HTTP-Proxy for a single node with cross proxy communication

The cooperative web access approach combines these two elements, i. e., common elements on
web pages and spare capacity, to decrease the retrieval time of web pages for the users.

6.3.1 Cooperative Web Access enabled HTTP

Some modifications to the nodes are required to enable them for cooperative web access. The
access to the web page has to be monitored by an entity and this entity has to judge if elements
are to be retrieved via the node’s access-link, re-used from a cache (either in the browser or from
a HTTP proxy), or retrieved via the access-link of another node. The nodes need to be able to
see if other nodes in the vicinity have elements cached which otherwise the nodes would have
to retrieve on their own. Second, the nodes need to be able to request other nodes to retrieve
elements on their behalf. The retrieval on-behalf of others is the difference to the conventional
approaches, as discussed in Section 2.4.2.

All of this can be embedded in a HTTP cache proxy which is an intermediary for the HTTP pro-
tocol and also caches elements transferred via HTTP, as described in Section 6.1.2. The HTTP
cache proxy, or short HTTP proxy, has to be part of the node and can be either implemented as
a separate entity on that node or it can be embedded in the web browser. The web browser on
this node access web pages via the HTTP proxy, as depicted in Figure 6.2. The two nodes in the
figure connect their HTTP-proxies via the sharing-link. Whenever the proxy is now receiving
a request from its local browser to retrieve an information element, it looks up the information
element in its local cache. The local proxy requests the information element from the proxy of
node 2, if the element is not found in the local cache. Only if there is no copy in any of the
proxies, the element is retrieved via an access-link directly from the resource. If an element is
found in a cache, this is called cache hit, as compared to if an element is not found, it is called
cache miss.

There is a number of such inter-cache protocols that implement the coordination of a group
of caches, such as, Internet Cache Protocol (ICP) [RFC 2186] , Hyper Text Caching Protocol
(HTCP) [RFC 2756], and Cache Array Routing Protocol (CARP) [121], BuddyWeb [45] or
Squirrel [46]. HTTP proxies can only query other proxies whether an information element is
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already cached or not, but they cannot request other proxies to retrieve information element on
behalf of it. Once a proxy receives a request from its local browser, it looks up the various
information elements of a web page in its local cache. Cache hits are directly served, while
cache misses have to be retrieved via the own access-link. The cooperative web access approach
extends the principle of inter-cache communication with the cooperative Internet access, so that
the node local proxy can retrieve elements from other proxies’ caches, or via an access-link of
another cache (i. e., on behalf of the requesting proxy). This allows to use the available and
achievable throughput of the other access-links of the nodes in the same local context.

6.3.2 Situation Manager

A first step before contacting other cooperative web access nodes is to judge if the node is in
a resource constrained environment. The node itself may be a mobile node that is connected
to various access-links at different point of times, resulting in situations where the achievable
throughput is sufficient for accessing the desired web pages and also situation where the achiev-
able throughput is not.

The situation manager takes care of this and can either use passive measurements embedded in
the browse to judge if the desired content is retrieved fast enough, or offer a switch to the user,
so that the user can on its own decide that the retrieval process is too slow. The issue here is that
the waiting time between requesting a web page and the final delivery, i. e., the retrieval time,
is mainly a subjective factor: It may depend on the person accessing content, its expectation
in terms of retrieval time, if the person is patient or impatient, and probably even more factors,
e. g., if the person is in a hurry or not or if the person is used to access the Internet via a modem
line only.

The situation manager could maintain a user specific heuristic to judge whether the retrieval
time is too long or nor and switch to the cooperative web access mode and back, as needed.

The place for the situation manager is within the browser. The browser is the only place to
determine if a web page is loaded to slowly, either by the rendering engine that detects that data
is still missing after a time or the user that can hit a button indicating that is too slow for him or
her.

A cooperative web access enabled node re-uses the membership management functions of
the general Cooperative Internet Access framework (Section 6), to find other cooperative web
access nodes in its physical vicinity.

The following section assume that the node is always in the cooperative web access mode.

6.3.3 Dissecting the Web Page

A web page is assembled of a HTML file (with content) and more references (links) to other el-
ements that must be retrieved to properly display the page to the user, as outlined in Section 6.3.
The browser actually takes the HTML file and loads the other missing elements from their re-
spective locations, i. e., not all elements must be loaded from the server that served the HTML
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file. The browser requests these elements from the server, or in our case, refers to the proxy
to retrieve the elements. However, traditional cache-proxies can only check of the requested
elements are either already cached locally (cache hit), or on neighboring caches, or that the
element is not cached at all (cache miss). In the latter case, the proxy has to retrieve the element
from the origin server.

The proxy must also retrieve the missing elements via the access-link from the servers located
in the Internet, for any of these elements. This is troublesome, as the proxy behaves similar to
the browser and is experiencing the same issues as the browser, as outlined in Section 6.2.3. A
smart proxy would dissect the web page and aim to prioritize which element is retrieved in what
order.

To do this, the cooperative web access proxy has to the understand the various elements that can
be loaded from a web page. This is a challenging job, as there are so many different element
types, e. g., pictures in multiple formats, videos in multiple formats, 3D graphics, etc. – it
is actually a plethora of element types which is hardly to manage by a proxy. Nonetheless,
a proxy can roughly dissect a web page in classes of elements (cf. also the Internet media
types signaled via the content-type header [RFC 2046] in HTTP or Multipurpose Internet Mail
Extensions (MIME) [RFC 2045] in general), for instance:

plain text A plain text element.

text/html A html document that contains text and links to other elements.

mp4 A MPEG-4 file.

jpeg A JPEG file.

The cooperative web access proxy has to store a heuristic about each file type in general and
about each file type per accessed web site, e. g., for youtube.com. Each heuristic stores the
average value of the each content-type, learned retrospectively after retrieving an element of a
particular content-type. The general, site-independent, heuristic is used for unknown web sites
which have never been visited before. The site-dependent heuristic is built-up for each single
site and used whenever this site is visited.

This heuristic information is used later in the scheduler of Section 6.3.4 to judge about the to
be expected size of the information element before they are retrieved via one access-link.

This heuristic is required, as the information elements of a web page do not carry any infor-
mation about the actual data size of any particular element, i. e., it is unknown to the retrieving
entity (i. e., the browser or the proxy) how much data must be loaded for an element, at the time
request time. The HTTP response carries a content-length header that gives the data size of an
element. Another option supported by the HTTP-protocol is the HEAD method. The HEAD
method is similar to the GET method, in terms of status information returned, but it does not
retrieve any element. Using the HEAD method will cause an additional overhead. The proxy
has to send a HEAD message for each element, which may be an additional burden for the
resource constrain access line and also lengthen the whole process.
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The additional burden would require in the worst case at least two Round Trip Times (RTT) per
element to check with the HEAD method:

- 1 RTT to establish the TCP connection;

- 1 RTT to send the HEAD method to receive the result to it.

This neglects any processing time for the HEAD method at the server.

6.3.4 Scheduling Element Downloads

Let E be the list of all information elements required for a web page. The scheduling is per-
formed for all missing elements E ′, i. e., elements which are neither available in the requesting
node’s cooperative web access proxy nor in the other local node’s proxy. However, it is nec-
essary to have a basic set of policies to let the user decide which data must not be requested
via other nodes. The main reasons for this are privacy aspects (i. e., the other nodes can read
the transmitted content) and security aspects (e. g., encrypted connections cannot be handled
by other nodes and content may be changed and sniffed). The list of missing elements E ′ is
sorted in descending order, i. e., information elements with a content-type which is assumed
to be larger than any other content-type is set of the top of the list. The heuristic described in
Section 6.3.3 is used to have an educated guess about the element’s size.

We assume that the scheduler knows about the other node’s throughput estimation by the time
the scheduler operaters. The input to the scheduler is the list of information elements E ′ to be
retrieved, the list of available access-links L with their throughput estimation. The list L is also
sorted in descending order, i. e., fast links are on top of the list. The elements of the sorted list
E ′ are to the links out of L. This will assign elements which are assumed to be large in size to
the fast links, while elements which are assumed to be smaller are assigned to slower links.

The scheduler will assign as many elements as access-links available and will be called once an
access-links is available again.

6.4 System Design Considerations

6.4.1 Bazaar Cache Protocol

This section describes the protocol used between the local nodes to determine if an information
element is locally available or if it has to be retrieved, by either the requesting node itself or
by any other local node. The protocol is called Bazaar Cache Protocol as it reflects a bit the
situation at a bazaar: a request is ”shouted” (multicasted) to the other involved nodes to see
what they can offer.

The system uses link-local multicast [RFC 5771], as defined in the Cooperative Internet Access
framework in Section 4.4.2 to find other nodes and to query the other node’s cache for infor-
mation elements. These messages are sent via an unreliable UDP transport. A cooperative web
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access node joins a particular link-local multicast address that is dedicated to cooperative web
access. A node sends all of its request to this cooperative web access link-local multicast address
and all participating nodes are receiving this request (unless there is a failure case, where the
request gets basically lost). The nodes use link-local multicast to request other nodes about the
availability of information elements in their cache and also their willingness to retrieve missing
elements on behalf of the requester.

Using the link-local multicast mechanism for the protocol has the advantage that the nodes do
not need to keep track about other nodes and also they do not need a communication association
with them, for instance, a TCP connection to every host at all times. The disadvantages are that
the message transport is unreliable, as all requests are sent to a multicast address. However,
we assume that a local area network used for the sharing-link is reliable enough to deliver the
messages. We describe in Section 6.4.2, how the system handles lost messages.

A node that needs to determine if any node has a particular element or a set of particular ele-
ments in its local cache sends a request message the multicast address (distribution group). This
request message contains per requested element a (URL) (e. g., http://foo.com/foo.png). Each
host that either has a cache hit or a cache miss but is willing to retrieve the element, replies
directly to the requesting node. The element to be retrieved is very likely only of interest to the
requesting node at the time of the request and therefore we use a reliable transport connection
to the node it picks in order to retrieve the element.

Figure 6.3 shows the schematic flow chart for a cache hit. Node 1 requests a single element
by sending the request message to the distribution group. Node 3 does not have the requested
element and it may not have spare capacity left, and is thus not responding. Node 2 has the
requested element cached locally and replies with a message directly to Node 1 indicating the
cache hit. Node 1 now connects via TCP to Node 2 and retrieves the element.

Figure 6.4 shows the schematic flow chart for a cache miss with a single node being willing
to retrieve the missing element on behalf of the requester. The request message is the same as
for the cache hit case. Node 3 does not have the requested element and it may not have spare
capacity left, and is thus not responding. Node 2 also does not have the requested element but is
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actually willing to retrieve the element and can serve the element with an estimated achievable
throughput of Θ = 100kbit/s. Node 1 connects via TCP to Node 2 and requests the retrieval
of the element (ACK message to Node 2). Node 2 becomes the handling node for this element
and retrieves it via its access-link, and forwards each received segment of the element to Node
1. This cut-through allows Node 1 and Node 2 to detect if each other is still alive, plus Node
1 constantly receives an Estimated Time of Arrival (ETA) to judge how long it will still take
until the whole element is retrieved. This cut-through has to be designed in a way that both
transmission paths, e. g., from Internet to the handling node (Node 2) and from handling node
to receiving node (Node 1), are non-blocking with respect to each other. Otherwise, a blocking
transmission on either of these paths will block the transfer on the still working one.

Figure 6.3 and Figure 6.4 show that the responses are always addressed to the requester and
not to all nodes, in contrast to the request message. This is one possible implementation of
the request/response protocol. Another implementation could let the responses address the all
nodes, by sending the response message to the distribution group’s multicast address. This
enables all nodes to learn about the other node’s cached entries. Each node could cache these
responses and try to use the cached responses to look-up already cached content faster. On the
other hand, the caching of responses might lead to inconsistencies in situations where nodes are
leaving or arriving frequently, as the cache would be outdated; further, the cache itself will need
to main entries for data it probably is never in need of and the need to maintain the data, e. g.,
keeping track of how long these entries are valid and if the origin node is still keeping these
entries in its local cache.

6.4.2 Controller Design

Each participating cooperative web access node suplies its own controller for the scheduling
of the information elements. Each controller is bound to a node and has to handled the local
requests for elements but also reply to requests from other local nodes. However, the controller
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does not manage the whole local system, as compared to the peer-to-peer case in Chapter 5
where a single controller-process handles the retrieval process of the local peers.

Existing proxy implementations have a mature set of cache organization algorithms and there-
fore the cooperative web access controller is meant as an extension to existing cache implemen-
tations, such as, for instance, the Squid Cache [122]. The controller itself does not keep any
state across requests for element and it is instantiated for every new request arriving at the local
proxy. The controller operates according to the flow chart in Figure 6.5.

For every new request for an element, the controller checks initially if this element is available
in the local proxy. If it is available, the local proxy is handling this request (serve element
locally in Figure 6.5) and the controller is done with this request. In the case that a particular
element is neither in the cache, nor it is allowed to be retrieved by a another node, e. g., for
privacy reasons, it is retrieved via the node’s access-link (Remote OK? is decided to NO).

Elements that are not locally cached and that are allowed to be retrieved via other nodes are re-
quested from other nodes (Req. nodes for element), as described in Section 6.4.1. The controller
maintains a reply messages waiting timer (timer10. Timer1 is used to collect reply messages
from the nodes, as there can be multiple replies to a request.

The controller will retrieve the requested element from a particular node, in the case of a cache
hit (timer1 & cache HIT in Figure 6.5); following the flow chart in Figure 6.3. For a cache miss
with some other nodes willing to retrieve the element (timer1 & cache MISS), the controller will
select one node (if there are multiple nodes) and request the element from that node, as shown
in Figure 6.4.

In the case there is no response at all (timer1 expired), the element will be added again to the
element list E ′ and rescheduled in the next scheduler run.

The dimensioning of timer1 is dependent on two factors: the round-trip time on the sharing-link
and the search time for an element in the cache of the HTTP proxy. The round-trip time of, e. g.,
a LAN is typically in the range of 1 ms and of a WLAN in the range of below 10 ms. It is hard
to predict how fast an element can be search on a hard drive, but we assume that this is in the
range 100 ms. Therefore the timer1 should be initially set to 150 ms.

6.5 Discussion

This section is discussing the conceptual design of cooperative web access, but lacks some
more details that will require experimental results before going ahead with a more fine-grained
specification of the system and the algorithms. For instance, the file type heuristics, described in
Section 6.3.3, requires measurement of real web traffic of multiple persons that access a variety
of web pages.

Another point of interest is how long the idle periods on a resource constrain link are. These
idle periods may be very different, depending on the usage profile of the user. For instance, a
user reading news pages may have long idle periods, while a user accessing an web-based word
processor may have no or only very short idle times.
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Figure 6.5: Flow chart for cooperative web access requester

The design and implementation of the cooperative web access system requires a larger mea-
surement campaign to grasp the property of web traffic on resource constrained link and also to
determine today’s web traffic mix of real users. Only these measurements will clarify the pos-
sible performance gain of the cooperative web access system. However, this is left for further
studies.



7 System Simulator and Performance
Evaluation

7.1 Introduction

7.1.1 Why Simulation

A new or changed system can be tested if it works as expected in terms of semantically correct-
ness of the system specification and correctness of implementation, and what the performance
of the system is under what condition. There is a number of possibilities how a system can be
tested, such as analytical studies of system aspects, simulative studies of a whole system, emula-
tion of the system in a testbed, or deployment in a real network environment. We first elaborate
about the system to be evaluated and discuss the pros and cons of the evaluation methods.

It is possible to set up a Cooperative Internet Access system with several computers (the nodes)
and the respective access-links with a sufficient amount of money and also human resources.
Each access-link requires a subscription to a network operator which occurs costs for the sub-
scription and it also requires the appropriate network access equipment to be available, such as,
a mobile phone or a fixed-line modem. The access-links have to be terminated at a computer
which are connected via the sharing-link. Furthermore, depending on the scenario, the system
has to be placed in a location which presents a resource constrained environment, e. g., in a
train.

However, these settings may be hard to fulfill and they may be also limiting the evaluation sce-
narios to what is possible with the above setting. For the author it was impossible to obtain more
than the 2 measured data subscriptions for the mobile wireless network subscription (cf. Chap-
ter 3 for the measurements), simply for cost reasons. However, even with more subscriptions,
it remains challenging to run large scale tests, as the whole test equipment needs to be moved
to the test locations and operated for the whole runtime of the tests. The tests will always last
for the testing period and cannot be shortened, which in turn reduces the chance of performing
more or other tests (a time limitation). It is also challenging to operate more than 2 computers
in a train for space reasons.

A considerable limiting factor is the inability to change system parameters and to re-run a test
under the same condition. For instance, to run and to compare the performance of multiple
schedulers under the same condition is impossible if the system is tested in a real environment,
as it is not possible to run multiple schedulers at the same time. The outcome of one scheduling
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process, i. e., which element is retrieved via which access-link, will influence the other schedul-
ing process, as they have to re-use the same access-links or at least the same access network to
which the access-links connect. It is also impossible to re-run tests under the same condition
but with different system parameters, as for instance, the variation of the estimation precision
of the throughput estimator.

These limitations rule out the use of a deployment for the performance evaluation in the evalu-
ation phase, as it poses too many limitations to the evaluation process. Nonetheless, deploying
and testing the system under real conditions would be a necessary step before making the system
operational, but this is beyond the scope of this thesis.

An environment with more control is the emulation of the system in a testbed. The Cooperative
Internet Access system would be implemented and deployed on real computers with emulated
access-links. This requires the full implementation of the Cooperative Internet Access system
and a specific use case of it (i. e., peer-to-peer video streaming or cooperative web access) and
integration in an existing base application, such as, a peer-to-peer video streaming system or
in a web proxy. However, this can impose limitations to the evaluation as there are adaptions
required to the base application, as for instance, adaption of the network part of the application
to be ready to deal with resource constrain environments, such as, dealing with choked TCP
connections, due to arbitrary transmission issues not recovered by TCP [123]. Furthermore,
the emulation can be performed only in real time and not faster than realtime, posing a time
constraint on the evaluation process.

An analytical performance evaluation would consider the number of access-links, the probabil-
ities of achievable throughput, uptimes, and downtimes, in conjunction with the parameters of
the chunk diffusion, i. e., the chunk size and the chunk generation frequency. The analytical
evaluation would give a first impression out the general possibility of the approach, but it would
not reveal details such as, for instance, complexity of the scheduler, numbers of messages to be
exchanged on the sharing-link, etc. The analytical evaluation would just not consider the sys-
tem aspect of Cooperative Internet Access, but solely the chances of transmitting information
elements via a set of access-links.

A simulative semantically and performance evaluation avoids the cost issues of the real deploy-
ments, as a simulated Cooperative Internet Access system does neither need multiple network
operator subscriptions nor the installation and deployment of multiple nodes or access-links.
These can be simulated and also the number of access-links and their behavior can be changed
or adapted to test the system. This environment allows also the adaptation of system parame-
ters, which cannot be changed in real systems, e. g., the behavior of the access-links). It also
allows to change most of the system parameters without reprogramming the real system (might
be hard) and also to test the different options, such as, different schedulers or different through-
put estimator precision. The simulation increases also the efficiency of the evaluation in terms
of required time: each simulation runs needs only a time fraction of the real run time of such a
system.

However, a simulative evaluation has the drawback of abstraction of a number of elements. For
instance, the access-links are represented by a statistical model which approximates the real
link behavior and also the assumption of the peer’s behavior. We discusses the deficiencies of
the simulation model in Section 7.2.6 and also the base assumptions in Section 7.2.
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7.1.2 What is Simulated

We simulate the operations of a mesh-based peer-to-peer video streaming system with a varying
number of local peers involved and with varying video bitrate. The behavior of the access-links
is based on the measurements and the obtained link behavior statistics in Section 3.4.1. Peer-
to-peer video streaming in resource constrained environment is a challenging task for retrieving
the chunks and retrieving the right chunk at the required time, as the video transmission imposes
strict time limits. We evaluate the peer-to-peer video streaming in such an environment in the
following sections.

On the other hand, simulating the outcome of the web access of Chapter 6 is considerable
harder, as the content, i. e., the composition of the web pages, e. g., whether it is made of plain
text, AJAX, or video, will heavily the influence of the result. There is web based content that
simply cannot be cached, if the content is completely dynamically generated on a per user base,
i. e., there are now shared information elements between users. On the other hand, there may
be web based content that is completely static, and has only information elements that can be
shared. Furthermore, the web content is changing very frequently probably leaving the possibly
gained results useless within a few months. This makes simulation of such a setting extremely
hard and also the outcome is only meaningful for the selected setting, but not beyond. The
cooperative web access approach should be evaluated in a testbed or in a real deployment, but
this is out of scope of this thesis.

7.1.3 Used Simulator Environment

There are numerous simulators in the field of networking, ranging from generalized network
simulators which simulate IP networks from ground-up to specialized network or application
simulators tailored to the exploration of a particular aspect. For instance, OMNET++ [124]
is a generalized network simulator while P2PTVSim [125] is a specialized peer-to-peer video
streaming simulator. Orthogonal to this is how the simulators operate: there are time-discrete
simulators and event based simulators. In a time-discrete simulator, state changes in the system
can only occur at fixed, discrete time intervals. In event based simulators state changes occur
whenever an event occurs (cf. [126]).

For our purpose we have the following items to be fulfilled by the simulator environment. The
simulator must allow the observation of:

- impact of scheduling of information elements;

- impact of transmission on each access-link to fragments of the information elements;

- impact of Cooperative Internet Access system to information element handling in the
application on top of Cooperative Internet Access (i. e., peer-to-peer video streaming).

The impact can be at best observed with an event based simulator, as the implementation of
the Cooperative Internet Access system itself would also rely on events to control and steer the
system (cf. also Section 5.3.5.2 for the various control events in the system). A time discrete
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simulator would deliver not any insight in the event based behavior of the system and we are
not interested in more continuous effects in the system, such as the behavior of the transmission
protocols, for instance, as caused by TCP.

Our event based simulator is implemented using the IKR Simlib [127], which an event based
simulation environment in C++. We chose the IKR Simlib as it is a lightweight and modular
environment which provides many bases classes, e. g., event scheduler, distribution functions,
or evaluation classes. The Simlib is well structured and documented, so that the exact behavior
of the base system is fully specified and understood. These are the reasons for the author
to explicitly not rely on more complex but well established simulation environments, such as
OMNET++, where it is can be difficulty to fully understand the behavior of the whole system.

7.2 Simulation System Model

The Cooperative Internet Access framework is based on the assumption that multiple nodes are
cooperatively accessing content in the network and that each node brings in its access-link as
joint resource, but a single node could have multiple access-links. In fact, for the purpose of
the simulation we collapse the group of i nodes into a single node with a number of i access-
links, i. e., a single i-times multihomed node. This simplification allows simulations towards
observing effects between behavior of access-links and chunk-to-link assignments, but of course
neglects certain effects of the sharing-link. The neglected effects are, for instance, packet loss,
the transmission delay, and processing times in the network stack of the nodes. However, the
sharing-link is not considered as an issues as the link is made of a Local Area Network link
which usually provides trouble free networking.

The simulator works on a chunk-level, i. e., it does not consider effects caused by the link-layers,
IP-level, or TCP-level, other than the measured effects out of Section 3.4.1. For the simulations,
we assume that the delivery of chunks outside the local system runs smoothly, i. e.:

1. the local peers have sufficient remote peers that are able to respond to the chunk requests
sent by the local peers

2. the remote peers always have the chunks already in their local chunk buffer if a local
Cooperative Internet Access peer requests a particular chunk.

3. all chunks are delivered in-time by the peers and get only delayed or dropped at the
access-links. A chunk can get dropped even though TCP is assumed for the transmission,
as TCP connections can also be aborted due to network errors.

4. the remote peers do not evaluate the "usefulness" of the local peers: typically each peer
evaluates how good its counterparts have served its own chunk requests and removes
badly performing peers in favor of better performing peers (e. g., the outcome of the tit-
for-tat, see also Section 2.6.6).

Additionally, we do not simulate arriving and leaving local peers, i. e., local peer churn. These
assumptions are necessary to evaluate the impact of our proposal on top of existing peer-to-peer
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Figure 7.1: Simulation system model

systems and not to interleave with chunk diffusion issues outside the system. A leaving peer
would cause an additional signaling overhead and would require the scheduler to re-consider
the chunks which had been assigned to the leaving peer. However, for the scheduler there is no
difference between a leaving peer and a peer where the access-link link is suddenly failing to
deliver any chunk in terms of scheduling the chunks. But the leaving impact would impact the
overall achievable throughput.

The system is modelled as depicted in Figure 7.1 in such a way that there is a chunk generator,
a single controller, L access-links (0 ... L−1), the local chunk buffer, and a video player.

The next sections detail the implementation of the various elements, such as the modelling of the
access-links is described in Section 7.2.2, the sharing-link model is described in Section 7.2.3,
the video player is described together with the chunk buffer in Section 7.2.4 and the simulated
schedulers are described in Section 7.2.5.

It should be noted, that the only the scheduler is changed during the simulations scenarios, i. e.,
all other elements stay the same.
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7.2.1 Chunk Generator

The chunk generator is shown as part of the simulated node in Figure 7.1 as it is integrated in
this way in the simulator. In a real peer-to-peer system the chunk generator resides in the source
of the chunks, where the video is processed and packed in the chunks. The chunk generator
gives also the information about which chunks are available to the scheduler, as compared to
a peer-to-peer system implementation where a particular peer has to learn the available chunks
from its neighbor peers via the buffer maps (cf. Section 2.6.3).

The chunk generator in the simulator creates chunks with a fixed size ChunkSize at a given
interval depending on the selected video transmission bitrate Bv, as described in Equation 5.1
in Section 5.1.1. However, the generated chunks do not carry any video and are only used to
simulate the transmission of the chunks.

7.2.2 Modelling the Access-Links

The Cooperative Internet Access simulator requires a link model to simulate the behavior of the
access-links which have, together with scheduler, the major impact on the system’s behavior.
Each access-link is modelled by an uplink (from the node to the Internet) and a downlink part
(from the Internet to the node) with a peer in between, as shown in Figure 7.1. A chunk that is
placed by the controller in the request queue of an access-link is requested from a remote peer
by sending to via the uplink part to that peer. The peer responds with sending the requested
chunk to the node via the downlink part. A chunk request the response (sending the chunk)
can basically get lost on either parts of an access-link which is denoted by the ground symbol
(known from electronics) in the figure.

7.2.2.1 Uplink Model

The actual model of the uplink part is an ideal link following the assumptions in Section 7.2,
i. e., each chunk request is transmitted to the remote peer and also successfully served by that
peer. A chunk request in the simulator causes that the chunk is placed in request queue of the
access-link and is directly handled by the downlink part, if the chunks is due for transmission,
otherwise it is queued at the access-link.

7.2.2.2 Downlink Model

The measurement results presented in Section 3.4.1 and discussed in Section 3.5 are the basis
for our UMTS downlink model used in the simulator. We use the measured data instead of
synthetic data to be as close as possible to real networks with our simulation. Section 3.4.1
shows that the measured data leads to the conclusion that the measured UMTS links exhibit a
negative exponential behavior for throughput and the up/downtime distribution on the downlink.
The mean values λ2 out of Table 3.4 are used for the achievable bandwidth λbw mean value, for
the link up-time λup mean value, and for the link downtime λdown mean value of the particular
negative exponential distribution functions. Table 7.1 shows the λ values per operator used in
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Operator λbw in s
kbit λup in s−1 λdown in s−1

Operator 1 0.00898 0.14410 0.0326549
Operator 2 0.018644 0.234367 0.0296241
(Operator 3) 0.01 0.1667 0.5
(Operator 4) 0.01 0.1818 0.3571

Table 7.1: Configuration Parameters of Link Model

the simulator’s link model. We also extrapolated additional values for two further operators,
to model to total number of 4 independent operators in Germany (see also Section 3.5 for the
number of operators), based on the results of the 2 measured operators. We always assume
all access-links to be disjoint even if they belong to the same operator, i. e., links of the same
operator share the same statistical properties other than the probability of failing at the same
time.

For each operator’s set of distributions, we use a negative exponential distribution function in
the simulator: equation 7.1 denotes the maximum achievable throughput if a link is up while
equation 7.2 denotes the duration of the uptime and equation 7.3 the downtime. The times ti
denote the time points in Figure 7.2.

Θ̂i = λbwe−λbw (7.1)

tup = ti3− ti0 = λupe−λup (7.2)

tdown = ti4− ti3 = λdowne−λdown (7.3)

Figure 7.2 show the timing behavior of the downlink model used in the simulator. A link in
the model can either be up (with throughput) or down (without throughput) and belongs to one
operator (i. e., Operator 1, Operator 2, Operator 3, or Operator 4). At simulation start-up, all
links start in state down. At the point of time when a link changes from down to up, it will stay
up in the time period [ti0 : ti3[, with a ramp-up phase [ti0 : ti1[ where the achievable throughput
increase from Θ(ti0) = Θ̂i

4 to Θ(ti1) = Θ̂i. The increase in the period [ti0 : ti1[ is stepped with Θ̂i
3

every ti1−ti0
3 where ti3− ti2 = ti1− ti0 = 1

10tup and vice versa for the decrease in the time period
[ti2 : ti3[. The maximum achievable throughput Θ̂i is achieved in the time period ]ti1 : ti2], where
ti2− ti1 = 8

10tup.

After the time that the link is up it changes to down for the time period of tdown. After ti4
is elapsed, the link repeats the up status as described above. This change between up and
down continues periodically throughout the simulations. The characteristics of the achievable
throughput in Figure 7.2 is a model of the behavior of the achievable throughput that to fit the
real behavior of a TCP connection on UMTS link: the achievable throughput increases if the
quality of the radio channel increases (e. g., a mobile terminal is approaching closer to the cell
tower) and fades out if the quality of the radio channel decreases. The achievable throughput
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Figure 7.2: Behavior and Timing of Link Model

will not follow this pattern in all cases. At some occasions the achievable throughput may be
cut-off sharply, if the radio link fails completely, or the throughput may vary in certain ranges
without going fully to 0. These circumstances are not considered in the link model.

The simulator uses the 4 different operators parameters of Table 7.1 to create access-links for
the simulation runs. The operators are assigned round-robin according to the number of links,
i. e., each new link will be taken from a different operator. For instance, a total of 5 links will
results in 3 links assigned from operator 2, operator 3, operator 4, and 2 links assigned from
operator 1.

7.2.2.3 Transmitting Chunks

A chunk that should be transmitted is passed to the particular access-link and fragmented in
parts of 1000 bytes. For each fragment, the access-link calculates the transmission duration
based on the current achievable throughput Θ(ti) and fragment size. The fragment is hold in the
link until transmission duration is elapsed and afterwards it is delivered to the mobile node. The
particular fragment is immediately passed to the node, if the link is currently down, i. e., either
the link has been down before the new chunk arrived or the link went down during the trans-
mission. The link is busy with the transmission of a particular chunk until all fragments have
been delivered to the node or the link is down. It can only accept a new chunk for transmission,
if there is no chunk in transmission right now.

The access-link implements also the measurement module for each particular link. In each
fragment, the current measured achievable throughput is noted. This information is used by the
mobile node to estimate the link behavior and to detect whether the link is up or down. Fur-
thermore, the access-link includes full information about the future behavior of the achievable
throughput. This information is later used by the theoretical scheduler (see Section 7.2.5).

7.2.3 Modelling the Sharing-Link

The sharing-link is considered to be an ideal link, e. g., without packet loss, and without any
performance limits in terms of number of packets per second or throughput. We make these as-
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sumptions to evaluate if the given system model, e. g., number of links, behavior of access-links,
scheduler, and the resulting need to exchange chunks and control messages via the sharing-link
can actually be transmitted via existing network technologies, such as, WLAN.

The sharing-link is used to in two logical directions: from the controller to the local peers and
from the local peers to the controller. The controller assigns chunk request queues to the local
peers, where the local peers reply with status reports of their measured achievable throughput,
their current status of the assigned request queues, and with chunks that were successfully re-
trieved. The simulator does not transmit these messages, but notes the frequency of occurrence
for messages from the controller and to the controller.

7.2.4 Video Player and Chunk Buffer

Chunks that arrive at the mobile node are stored in the local chunk buffer. This buffer is used
by the controller to judge which chunks are already locally available at the node, which chunks
are requested and which are still needed. The chunk buffer is shared with the video player.

The video player is actually not displaying any video, but is taking care of the sliding window
operations and the decision which chunks can be omitted (under the assumption that Forward
Error Correction is used). The simulator uses the sliding windows mechanism, as described
in Section 5.2.1. The trading window has width of 64 chunks and a resulting sliding window
width of 32 chunks. These values are taken from PULSE [76].

The video player is allowed to jump ahead one chunk, if there is no progress in the sliding
window for 5 s, as the system was not able to retrieve the needed chunks.

7.2.5 Simulated Schedulers

The core of the simulator is the controller process with the chunk-to-link assignment sched-
uler. The simulator implements three schedulers, the deadline based scheduler with throughput
estimation, as described in Section 5.2.2, a theoretical and a round-robin scheduler.

The theoretical scheduler lets the controller know the future achievable throughput for each
link. This knowledge allows the controller to obtain the best possible set of links to transfer
all chunks in-time. While this approach cannot be implemented in a real system, it yields the
theoretical upper bound of efficiency. This scheduler fits the chunks to the access-links so they
can be retrieved, unless there is no access-link that can deliver any chunk within its uptime.

The round-robin scheduler simply picks the next link that is not busy with another chunk and is
considered being up. This scheduler does not consider the current achievable throughput of the
access-links.

The deadline based scheduler uses the throughput estimation scheme described in Section 5.3.2
and the scheduling algorithm 1 defined in Section 5.2.2 The throughput estimator uses the mea-
sured achievable throughput reports of the access-links, but allows to change the precision of
the estimates. The deadline scheduler uses a fall back strategy, if it cannot find any suitable
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access-link for any chunk. It simply assigns the chunks on a round robin base, in order to keep
the system loading chunks and to keep the measurements running.

7.2.6 Deficiencies of the Simulation Model

Simulators are always based on assumptions and on a restricted environment that is a repro-
duction of the real environment, and a simulator introduces meanderings between the reality
and the simulator. These meanderings are unavoidable when testing and evaluating a system
in a simulator, but user of the simulator and ”consumers” of the simulator results should bear
this in mind. This also hold true for the Cooperative Internet Access simulator and this section
discusses the deficiencies of the peer-to-peer simulator:

TCP issues We’re using TCP and there are some issues with TCP in mobile environments:
hick-ups, as TCP does not recognize that the link is back; TCP performance enhancement
proxies (PEPs) that buffer packets and deliver them in a burst, even though the simulator
considers these as lost. Not considered are TCP issues, such as in [128].

Variable sized chunks real video streaming systems require that the video is delivered in a
constant pace in the time domain. However, this results in variable sized chunks, as the
video codec will generate at some points full video frames, while at other times only
difference information to the full video frame. This fact will result in chunks that are not
of equal size.

Uplink issues The uplink part does not models the upload of chunks and chunk requests from
the local peer to the remote peers, and it is thus not considering resulting issues caused
by the uplink.

Sharing-link issues issues causes by the sharing-link are not considered. However, in reality,
the sharing-link will also cause issues, especially if a wireless link is used.

7.3 Evaluation Metrics

We evaluated the simulation in terms of chunk retrieval quality P and the minimum initial buffer-
ing time for continuous playout. The chunk retrieval quality P indicates whether the system was
able to retrieve the required chunks or if the system stalled if there were no chunks available. P
is calculated in this way, that the chunk playout at the source (Cplayout(t)) is taken as reference
and all results of the schedulers (C(t)) are normalized to the source:

Pvideo =
∫ tend

0 C(t)dt∫ tend
0 Cplayout(t)dt

(7.4)

A value of P equal or close to 1 indicates that almost all chunks were successfully received and
that the video can be rendered. A value of P� 1 indicates that most of the chunks were not
received by the system and that the video cannot be rendered.
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Figure 7.3: Minimum initial buffering time for continuous playout

P as such is not sufficient to judge whether the chunks have always arrived on-time, i.e., a
scenario could let the whole system stall for hundreds of seconds and then obtain the chunks
very bursty, as illustrated in Figure 7.3. Therefore, we define a second measure to judge the
effectiveness, i.e., the minimum initial buffering time for continuous playout. The dash-dotted
line in Figure 7.3 indicates the availability of video chunks at the source vs. the time since the
start of the transmission. In an ideal system without transmission delays, these chunks could
be played out at the destination nodes at the same time. However, depending on the availability
of the access-links and depending on the scheduling strategy, chunks arrive with varying delays
at the considered destination node (solid line). The dashed line indicates the earliest possible
playout of the stream. That is, the chunk buffer at the receiving node will be empty at least once,
but there will be no buffer underruns and consequently the video will not stall. The bold section
on the x-axis denotes the corresponding initial buffering time. It should be noted that this time
can only be determined retrospectively as it requires knowledge about the whole transmission
process.

7.4 Simulation Results

This section presents and discusses the simulation results based on the simulator implemen-
tation outlined in Section 7.2. The simulations used video bitrates Bv in the range between
300 kbit/s and 600 kbit/s, as most of today (2010) peer-to-peer video streaming systems use bi-
trates in that range (cf. [5]). The chunk size is set to 12.5 kbyte. Each simulation run simulates
a time of 1800 s and and the results are the averaged results out of 20 runs.

We use the evaluation metrics out of Section 7.3 to judge the different schedulers and their
output. The results are presented separated for the access-link and sharing-link.
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7.4.1 Access-Link Related Performance

This section evaluates the performance of the access-links when using different schedulers
and varying parameters, such as the bitrate of the video and the likelihood that the estimated
throughput of the throughput estimator is correct. The throughput estimator in Section 5.3.2
can operate with an precision of 45 %, i. e., the estimated throughput for the next 1 second is in
45 % the cases correct, given that the scheduler obeys, that the estimation result has an error of
±15%. The simulator allows to change this likelihood to see how this impacts the results.

The number of access-links varies between 1 link and 16 links. A single link shows the to ex-
pected behavior for a node not equipped with Cooperative Internet Access, i. e. the behavior of
an off-the-shelf peer. 16 links is a good upper bound in terms of number of nodes, as this results
in 4 links taken of 4 different operators on peers that are in physical proximity. Adding more
peers would result in adding more UMTS links. However, adding more and more peers will not
increase the system capacity, as these links are connected to the same operators, probably using
the same cell or the same backhaul. UMTS cells have an upper capacity bound in terms of avail-
able bitrate, but also in terms of number of concurrent data users, and adding more access-links
will result in a higher resource sharing of the available throughput but not an increase anymore.

7.4.1.1 Impact of Video Bitrate

We first present the simulation results for different video bitrates, while keeping the precision of
the throughput estimator at 45 %. Figure 7.4 and Figure 7.5 show the chunk retrieval probability
P for varying bitrates with the theoretical, the deadline based, and the round-robin schedules,
as function of the number of available access-links.
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Figure 7.5: Chunk retrieval quality for Bv = 500kbit/s and Bv = 600kbit/s – with precision set
to 45 %

The theoretical scheduler yields the upper bound that the system can reach, if the exact behavior
of each link is known in advance. The theoretical scheduler, but also the deadline based, actually
never reach a value of P = 1, which is due to the used buffer in the system. The minimal initial
buffer time also never reaches a value of 0. The simulator uses a buffer phase in the beginning
to overcome transient effects, but this chunks in the buffer are not considered in the simulation
results, causing the effects described in the evaluations.

All schedulers start in the figure at the same origin, in the case of only a single access-link, i. e.,
which is the case of today when a regular peer is trying to retrieve the video via one UMTS
link. A value of P < 0.1 shows that the peer is unable to retrieve less than 10 % of all required
chunks within the complete simulation time of 1800 seconds. In general, the chunk retrieval
quality increases with an increasing number of access-links. However, only the deadline based
scheduler is close to the theoretical scheduler, while the round-robin is clearly outperformed.

Figure 7.6 and Figure 7.7 show the minimal initial buffer time for the 3 schedulers. We assume a
reconnection threshold of 200 seconds of the peer-to-peer streaming system. This reconnection
threshold indicates the time between the current playout point the current system video playout
point at the source (the nodelag) where a peer would stop fetching chunks at its current window
position, but not in the simulator, as we want to show the full range of results. The peer will
restart the chunk retrieval process in order to obtain a smaller node lag. The minimal amount
of access-links required to stay below this reconnection threshold is 7 links for a video bitrate
of 300 kbit/s (Figure 7.6). For a video bitrate of 600 kbit/s this point is reached with 12 access-
links.

These results suggest that the video bitrate should stay below 500 kbit/s to obtain good results
with a number of access-links that is feasible to gather. In a real scenario, the number of access-
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Figure 7.6: Min. initial buffer time for Bv = 300kbit/s and Bv = 400kbit/s – with precision set
to 45 %
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Figure 7.7: Min. initial buffer time for Bv = 500kbit/s and Bv = 600kbit/s – with precision set
to 45 %

links corresponds to the number of people that is in physical proximity and that is willing to see
the same content. It is possible to see the video content with Bv = 300kbit/s with P≈ 0.9 and a
minimal initial buffer time of 200 s, if there are 7 access-links available. The required number
of access-links increases to a required minimum of 9 for a video bitrate of Bv = 400kbit/s.
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Figure 7.8: Min. initial buffer time for Bv = 300kbit/s

It should be noted that a minimal initial buffer time larger than 200 s seems to be impractical,
as the peer-to-peer video streaming would just lag too much behind all other peers. The risk is
high that the mobile peers will not find any other peer that is still interested in the chunks at that
point of time.

However, it may be difficulty to find 7 or more people in one location which are watching the
same content, other than in long-distance trains. For instance, an ICE high-speed train has a
total capacity of 460 seats and half of them being in average occupied (the average utilization
is 47%, see [91]). It may be likely to find 7 to 10 peer interested in the same content.

7.4.1.2 Impact of Estimator precision

One key element of the deadline based scheduler is the throughput estimator described in Sec-
tion 5.3.2 and the usage of the estimation probability in the Algorithm 1. This section investi-
gates the impact of the estimation probability to the chunk retrieval quality and to the minimal
initial buffer time. We have simulated a range of accuracies for likelihood of the throughput
estimation, starting from being correct in 30 % of the cases to being correct in 90 % of the
cases.

The throughput estimator in Section 5.3.2 yields an precision of 45 % (or below) and in fact
the simulation shows acceptable results with 30 % or 45 % precision for all video bitrates. For
Bv = 300kbit/s in Figure 7.8 a number of 7 access-links is good enough to stay below 200 s
minimal initial buffer time. An even better precision will not increase the gain in time. The
chunk retrieval quality in Figure 7.9 is P ≈ 0.9 for 7 links. For Bv = 400kbit/s 9 links are
required to again meet the goal of below 200 s minimal buffer time, where it is notable that all
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Figure 7.9: Chunk retrieval quality for Bv = 300kbit/s
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Figure 7.10: Chunk retrieval quality for Bv = 400kbit/s

the graphs for all precision settings collapse for more links (Figure 7.11). This break even points
is at 11 links for Bv = 500kbit/s (Figure 7.13 with P≈ 0.9 Figure 7.12). For Bv = 600kbit/s it
is required to gather 12 links to obtain a similar result (cf. (Figure 7.15 and Figure 7.14).

It is worth noting that the round-robin scheduler can reach reasonable results in terms of the
chunk retrieval quality, i. e., for 16 links, between P ≈ 0.95 for Bv = 300kbit/s to P ≈ 0.55
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Figure 7.11: Min. initial buffer time for Bv = 400kbit/s
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Figure 7.12: Chunk retrieval quality Bv = 500kbit/s

for Bv = 600kbit/s. However, the weakness of the round-robin scheduler is apparent when
considering the minimal initial buffer time: it is still fair for Bv = 300kbit/s with almost as
good as the theoretical and deadline based scheduler, but for any greater video rate the round-
robing scheduler cannot catch up, e. g., with approximately 300 s for Bv = 400kbit/s and 16
links.
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Figure 7.13: Min. initial buffer time Bv = 500kbit/s
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Figure 7.14: Chunk retrieval quality Bv = 600kbit/s

The simulation results already show the standard deviation for each data point: The variances
of each curve often intersect, even between precision values that are far appart. For instance,
in Figure 7.15 the curves for the accuracies 45 %, 60 %, and 75 % overlap for most number of
links. This hints to the fact, that estimator precision is one factor, but the scheduler algorithm
already copes well with the difficult situation of assigning chunks to links. The scheduler typ-
ically assigns the chunk to several access-links, as none of the links has a high likelihood to
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Figure 7.15: Min. initial buffer time Bv = 600kbit/s

deliver any chunk within its deadline. However, this assumes that the access-links are disjoint
in their behavior (see also Figure 4.9), as in the simulator.

However, the estimator precision and also the volatileness of the environment impact the sched-
uler. A lower estimation precision requires the algorithm to perform multiple assignment rounds
for each chunk, as it has to assign a single chunk multiple times to various access-links. On the
other hand, the scheduler has to re-assign more chunks, if the environment is really volatile,
i. e., the achievable throughput is changing on very short time scales.

All figures show an asymptotic behavior for an increased number of access-links, as more links
increase the likelihood of transmitting all required chunks in the right time to the local system.

7.4.2 Sharing-Link Related Performance

This section evaluates the impact of the Cooperative Internet Access system on sharing-link. It
is assumed that the sharing-link is a shared medium that supports multicast. A candidate for
the sharing-link is, for instance, WLAN. The support for multicast is necessary, as the informa-
tion element redistribution described in Section 4.4.5 is based on that the retrieved chunks are
multicasted to all participating local nodes.

For the simulation evaluation, we differentiate between the originator of a message within the
Cooperative Internet Access system: messages are either send by the controller process or by the
local peers. The controller captures the information for every particular peer, i. e., the request
queue for each peer and the current status of the virtual chunk buffer, in a single message that is
multicasted to all participating peers (see Section 5.3.5.2) for more details on these messages.
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The current implementation of the controller-process in the simulator exhibits this behavior:

1. the peak number of messages is proportional with the chunk generation frequency fC, but
it is not proportional with the number of local peers. One message sent by the controller
is multicasted to all peers, thus decoupling the rate from the number of peers.

2. the controller-process is evoked at the time of a chunk creation, resulting in scheduling
often only a single, new chunk.

3. the better the throughput estimation, i. e., a larger precision, and the more access-links in
the system, the more often the controller has to act. We are taking the 90 % precision as
example: each chunk is assigned only once to a request queue, as the precision exceeds
the required threshold of AC = 70% For a small set of access-links, i. e., below 4, each
access-link has typically a request queue of several chunks, keeping the link busy with
retrieving chunks. However, for a larger access-link set, above 4, each request queue has
only a few chunks or only a single chunk assigned. This requires the controller to assign
new request queues very frequently.

We show exemplary results for Bv = 300kbit/s as the lowest examined video bitrate, and Bv =
600kbit/s as the highest examined bitrate, with a throughput estimation precision of 45 % and
90 % to discuss the impact on the sharing-link. The results show the outcome of a particular
simulation run that is representative for Cooperative Internet Access. We do not present average
values as it is more important to discuss the actual number of messages per second for a given
run.

The implementation of the sharing-link is limited in the sense that events causing a message
are tightly coupled with the creating of new chunks, i. e., the controller process is evoked each
time a new chunk is generate. A chunk is generated at the frequency fC (see equation 5.1 in
Section 5.1.1). A peer in real peer-to-peer video streaming system cannot know when a new
chunk is generated at the source, but instead, it must rely on the chunk status information that
it receives from its neighboring peers via the chunk bit maps. However, the modelling of the
sharing-link gives an upper bound of how many messages are exchanged, if the controller would
immediately know the creation of each chunk and the chunk would be immediately available at
the remote peers.

7.4.2.1 Messages sent from the Controller

The controller sends messages to all peers to assign or replace request queues or to report about
the current status of the virtual chunk buffer. Figure 7.16 show the probability of messages sent
per second by the controller process to the peers for Bv = 300kbit/s with 2 different estimation
accuracies. The peak is at 3 messages per second for more than 1 1ink in use. The peak
corresponds to the chunk generation frequency fC = 3s−1. There are only marginal differences
between the precision of 45 % and 90 %, as in this situation the number of links required to
obtain all chunks and keep a small nodelag, is relative low. The situation is not that challenging,
as compared to higher video bitrates The number of chunks to be retrieved per second is relative
low (e. g., 3 chunks per second) and therefore the request queues are also rather short assigned



Chapter 7. System Simulator and Performance Evaluation 140

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 1  2  3  4  5  6  7  8

P
ro

ba
bi

lit
y 

of
 m

/s

messages per second

1 link
2 links
4 links
8 links

16 links

(a) precision 45 %

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 1  2  3  4  5  6  7  8

P
ro

ba
bi

lit
y 

of
 m

/s

messages per second

1 link
2 links
4 links
8 links

16 links

(b) precision 90 %

Figure 7.16: messages from controller for Bv = 300kbit/s
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Figure 7.17: messages from controller for Bv = 600kbit/s

to them. This results in the need to assign quite frequently new request queues. For a high
number of links (starting from 4 links here) the instantaneous combined download capacity
B(t) is so high that the local peers can keep-up with the chunk distribution and therefore the
control is evoked at the chunk generation frequency, i. e., 3 times a second resulting in sending
a new request queue to some peers 3 times a second.

The situation is different for higher video bitrates, e. g., for Bv = 600kbit/s, as shown in Fig-
ure 7.17. The peak number of messages per second is still proportional to the chunk generation
frequency, but does not most of the messages are sent below that rate (again for more than 1
link).

7.4.2.2 Messages sent to the Controller

The number of messages sent from the peers to the controller is much higher compared to
the number of messages sent from the controller to the peers. A controller message carries
"aggregated" information for all peers, while the peers cannot aggregate messages across peers.
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Figure 7.18: Messages to controller Bv = 300kbit/s
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Figure 7.19: Messages to controller Bv = 600kbit/s

Each peer has a number of information to tell to the controller, e. g., successful download of a
chunk, severe change of the link’s situation, etc.

Figure 7.18 shows the probability of the messages per second sent by all peers to the controller,
depending on the number of involved access-links, for Bv = 300kbit/s and precision values of
45 % and 90 %. Most of the messages are sent with a rate of below 20 messages per second„
but there is also a small fraction that is sent at rates above 20 messages per second. The burst
in messages sent to the controller happens, if the achievable throughput situation at the peers
changes, so that many peers have to report changes at the same time. The peak messages sent
per second is also proportional to the chunk generation frequency, e. g.„ 3 chunks per second
for 300 kbit/s, but the peak decreases with the number of access-links involved.

The probability of the messages per second sent by all peers to the controller for Bv = 600kbit/s
exhibits the same pattern, but with the peak shifted to the chunk generation rate of 6 per second,
as depicted in Figure 7.19.
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The high number of messages per second to the controller is mainly due to the fact the be-
havior of the link’s change quite frequently which may result in messages sent. The simulator
is also not piggy packing messages sent from the peers to the controller, as compared to the
piggy-packing of status reports described in Section 5.3.5.2. The peak is decreased for a larger
set of access-links involved, as there are more links involved, which cause the need for more
communication with the controller process, but at different times. This causes a spreading of
events across more links.

7.4.2.3 Quantifying the Impact

The messages sent per second is not fully quantifying the resources needed on the sharing-
link. The peers have to be able to handled the messages per second in terms of receiving the
messages, filterting the relevant messages, and processing the filtered messages. However, for
the local peers, the number of messages to be received is relative low, as they have only to listen
to messages sent by the controller and messages indicating the successful retrieval of chunks.
Whereas the controller must be able to receive all messages sent by all peers.

The messages sent by the controller contain information about the virtual chunk buffer and the
request queue for each local peers. the virtual chunk buffer carries information for all chunks
out of the trading window and for already retrieved chunks it also carries the information which
peers have this chunk. This requires:

- current start position of the trading window (sizeof(ChunkID))

- current end position of the trading window (sizeof(ChunkID))

- list of chunks in trading window TW as buffer map BM, where the single bits indicate the
presences of a chunk. (|BM|= d |TW |

8 e)

- list of local peers in possession of chunk, listed per chunk. (|Peers| · (|PeerID|+ |BM|))

Let’s assume that ChunkIDs are of 4 bytes length (sizeof(ChunkID) = 4), the trading window
is of 64 chunks length (|TW | = 64, the number of peers is 16 (which is the maximum number
of peers used in the simulation), and the PeerID is an IPv4 address (4 bytes length) and a TCP
port number (2 bytes length). The buffer map has a size of 8 bytes. This results in |Peers| ·
(|PeerID|+ |BM|) = 16 · (6+8) = 224 bytes for the peer’s information about the buffer maps.
Together with the trading window information, this results in 240 bytes.

Furthermore, the message sent by the controller carries the request queue assignments for all
peers or a subset of peers. Assuming the worst case that all peers need to receive request queue
assignments, no chunk has been retrieved yet, the peer’s access-links are up and running, and
that the throughput estimation precision all access-links is 30 % while all links are equal fast
in terms of throughput. This requires that each chunk is assigned 3 times (with a threshold of
70 %) to different links. This requires to assign 12 chunk requests to each access-link according
to |TW |·3
|Peers|
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This in turn will require a total of |Peers| · ChunkRequests · |ChunkID|. This results in 16 peers ·
12 Chunk Requests · 4 bytes = 768 bytes The total packet size is 240 bytes + 768 bytes =
1008 bytes, which fits well, including the IPv4 header (without options) of 20 bytes and the
UDP header of 8 bytes, in a single UDP datagram over Ethernet with an MTU of 1500 bytes.
The total used data is 240 bytes +768 bytes +20 bytes +8 bytes = 1036 bytes .

The messages sent by the peers are either relative small messages but frequent, if they contain
only status updates (a full request queue plus additional data – in the range of 100 bytes) or
the messages carry a complete chunk (several kilobytes). The arrival rate of the chunks in the
local system determines the cause the throughput on the sharing-link: Only a few chunks must
be transmitted via the sharing-link, if only a few chunks arrive. However, a bursty arrival of
chunks may also cause burst on the sharing-link.

Let’s assume that all of our 16 links (see above) receive a chunk at the same point of time
and they are distributing their particular chunk at the same time via the sharing-link. Given a
chunk size of 12.5 kbyte and 16 links, and WLAN. with 54 Mbit/s, assuming that all chunks are
transmitted back-to-back, we can saturate the link for 0.0296 s.

The sharing-link needs to provide high-speed network access so that it is able to carry the load of
the information element redistribution and the signaling messages. The capacity of the sharing-
link is not proportional to the number of participating nodes, but to the required throughput of
the particular application.



8 Conclusions and Outlook

The concept and system design of the Cooperative Internet Access approach in resource con-
strained environments has been presented in this thesis. The fundamental properties of this
information centric approach are the coordinated access of multiple independent nodes to re-
sources in a network by leveraging system multihoming, application level striping to aggregate
access-link capacities, and delegation of data retrieval. The approach is flow agnostic, as it does
not rely on certain data flows and employed transport protocols, and it does only require support
by participating local nodes but not by any further party in the network. A key aspect of the
approach is the scheduling of information elements based on an estimated link behavior in the
near future.

Section 8.1 summarizes the contributions of this thesis and Section 8.2 lists challenges and
future work.

8.1 Summary of Contributions

This is a summary of the contribution of this thesis:

- We identified the resource constrained environment and challenged the status quo of to-
day: Nodes in such an environment either cannot access the Internet as the users simply
give up or there is the need to adapt the accessed content to the particular environment.
But content adaptation requires action from entities not involved in the environment. We
move beyond this with the Cooperative Internet Access approach [129] where multiple
nodes access one or multiple resources in a joint and coordinated effort to minimize the
number of information elements to be retrieved by the participating nodes.

- Active measurements of a resource constrained scenario to quantify the achievable through-
put and the network availability in an exemplary setting of a train journey on a frequently
used train connection in Germany. The measurements are the basis for the statistical data
used to gain insights in the achievable throughput, uptime and downtime behavior for
two German mobile network operators, where these statistics are used in the simulative
system evaluation (see Chapter 3).

- The specification of the Cooperative Internet Access framework in Section 4.2 including:
a discussion about how the the framework copes with resource environments; definition
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of the conceptual design; and a discussion about the design options for an implementation
of the system.

- The specification of the Cooperative Internet Access for peer-to-peer video streaming in
resource constrained environments [130], with

– discussion of several chunk assignment strategies and the impact of access-link fail-
ures on these strategies (Section 5.2.1)

– the deadline-based chunk scheduler based on a First-Fit-Decreasing (FFD) bin pack-
ing algorithm which uses a probability to determine how likely a chunk will be
delivered within the deadline (Section 5.2.2).

– a lightweight access-link throughput estimator to determine the throughput of a par-
ticular access-link within the next 1 s in the future. The throughput estimator has
been verified against the measurements out of Chapter 3.

– considerations of the chunk size useful in the measurement resource constrained
environment, based on the measurements out of Chapter 3.

- A system design for the implementation of the peer-to-peer video streaming in Sec-
tion 5.3. Including how to integrate the approach with state of the art peer-to-peer video
streaming systems, whereas these systems is assumed to use chunks and is pull-based.
The definition of data structures and flow charts to implement the system and also for the
evaluation of the system in terms of required coordination effort caused by the Coopera-
tive Internet Access.

- The specification of the Cooperative Internet Access for web browsing in resource con-
strained environments, with

– how to use the framework to enable faster web browsing in resource constrained
environments by delegating the retrieval of web page elements to participating nodes
(Section 6.3) and by cooperatively using the cache-proxies of neighboring nodes.

– a scheduling method for the web browsing in Section 6.3.4 which relies on heuristics
per element type (e. g., picture, video, or text) to judge about the element size and
the other node’s minimal throughput estimation.

- A system design for the implementation of the cooperative web access in Section 6.4
by leveraging existing HTTP proxies and adding bazaar cache protocol and a controller
design.

- A simulative study of the peer-to-peer video streaming in resource constrained environ-
ments, based on the measured statistics in Chapter 3 for the modelling of the access-links.

– We simulated the chunk retrieval via the access-links with three different schedulers,
i. e., round-robin, theoretical, and deadline-based schedulers and demonstrated the
feasibility of the approach. The deadline based scheduler requires at least 7 peers to
display a 300 kbit/s video without any interruption while a 600 kbit/s video requires
12 peers to participate, showing how resource constrained mobile Internet access
is. The simulator allows also to change the precision of the access-link through-
put estimation to judge the impact of a future throughput estimator with improved
precision.
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– We examined the impact on the sharing link and showed that messages from the con-
troller process to the peers is limited by the chunk generation rate fC. The messages
sent from the peers to the controller are subject to much higher rates as these mes-
sages carry status information about the behavior of the access-links, e. g., change in
throughput, and also control information sent proportional to the chunk generation
rate.

8.2 Challenges and Future Work

The Cooperative Internet Access system described in this thesis addresses the major challenges
for applications in resource constrained environments. We list here open issues which require
future work as they are not solved as part of this thesis. These issues are not of fundamental
nature but they need further investigations beyond the scope of the thesis.

8.2.1 Security Aspects

8.2.1.1 Security of the Information Elements

The delegation of information element retrieval to other nodes raises questions about the se-
curity of these elements. In the general case, these nodes, and the users owning these nodes,
are unknown and untrusted to any other participating node. Delegating information elements to
these nodes may thus pose a security risk for the elements, as these nodes, can either suppress
the delivery of the elements, slow down the delivery (an issue for real-time applications such as
peer-to-peer live streaming), read the content, and modify the content.

The general approaches to secure the transport of information elements between 2 nodes across
an untrusted network, e. g., the Internet, such as end-to-end encryption, usage of certificates or
private/public key pairs, is not applicable to the Cooperative Internet Access approach. The
main point of this approach is to rely on sharing of common information elements between
nodes, requiring that these nodes are of mutual interest and thus also readable by any partici-
pating party.

This rules out the handling of private data via the Cooperative Internet Access approach, as
also mentioned in Section 6.3.4 under the privacy aspects. It is also not possible to handle
encrypted or authenticated traffic which relies on network or transport security via the system,
as the encryption and authentication is usually bound to an IP address and some additional
parameters, such as the Security Parameter Index (SPI) of IPsec [RFC 4301] or a TCP transport
port number if TLS [RFC 5246] is used.

The security level applicable to the information elements in our context is the protection of the
elements against modification. For some applications, e. g., peer-to-peer file-sharing, protection
of the whole content against modification is also possible. For instance, bittorrent uses chunk
level hashes, as well as, a hash across the whole file [80]. However, this is not applicable to
peer-to-peer live streaming, as not the full content is needed for the playout (cf. FEC recovery)
and the complete content is not available a priori. These systems may still use chunk level
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hashes [76], given a way to quickly and safely distribute the hashes before the actual data
chunks arrive at the peers. Currently, peer-to-peer video streaming systems are per se subject to
pollution attacks [131].

The security of information elements of web pages is also still unsolved, i.̇,e., there is no de-
ployed solution at this point of time which is able to verify single web site elements.

8.2.1.2 Selfish Local Nodes

The approach in this thesis assumes that every participating local node has actually an access-
link, it is providing access to this link to the local system, and it does not limit the capacity of
the access-link in way that it is not useful anymore (e. g., limiting the achievable throughput to
5 kbit/s for no reason).

A node which does not provide an access-link or just a limited one will still be part of the
local system and benefit from the other nodes’ joint work to retrieve the information elements,
without contributing anything to the local system.

The local system will need a future extension to detect such situation in a reliable manner and
to exclude such freeriders from the system. However, the extension will need to take care to not
exclude willing nodes with a temporal outage of the achievable throughput; or to let a group a
malicious nodes to team up and to exclude other honest nodes, i. e., a denial of service in the
local system.

8.2.2 Other Aspects of Fairness

The Section 8.2.1.2 above describes issues related to fairness amongst the participating nodes
in the local system, with a focus on selfish nodes exploiting other node’s access-link resources.

An obvious return for well behaving nodes is the better performance of the application in a
restricted environment, as shown in Chapter 7 of this thesis. This can also be an incentive for
nodes to participate in the local system, but it does not account for the monetary cost of the
access-link to be paid by each user of each node. A future fairness mechanism could not only
consider the numbers of bytes handled by each access-link, but also the connection costs of
each access-link. Such a scheme would base the fairness mechanism on the product of number
of bytes handled and occurring monetary costs for the bytes. This would ensure that users with
expensive access-links (e. .g, mobile wireless which is paid per use) will need to handle less
bytes, as compared to a user with a flat-rate, but they still would carry the same cost of product
of number of bytes handled and occurring monetary costs.

Another interesting point is if participating nodes can built-up credit when they devote their
access-link to the local system at one time, but pay off with the credit at other occasions if they
cannot devote their access-link to the system. This would also allow to let other users to buy
credits with real money and to pay with these credits their participation in the system without
the need to have an access-link.
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8.2.3 Practicability of Approach

The Cooperative Internet Access requires at least 2 users (and their nodes) to be in physical
proximity to participate to let the system work. The results out of the simulation in Section 7.4
show that for peer-to-peer live streaming a higher number of 7 to 12 users is required for a
proper video display. Finding 7 or more users in the same train with interest to see the same
content may or may not be possible, depending on the content (block busters vs. long tail)
and the location. For instance, finding 7 users in a rural area is unlikely, but finding them in a
commuter train can be possible.

For other applications, such as the cooperative web access, finding a few willing users might be
not as hard, as even 2 nodes will already deliver a better service to both users, as compared to
let everybody on its own. This can improve web access to users in rural areas with very limited
access networks in terms of achievable throughput.

This issue of finding a sufficient number of users is an orthogonal issue to the technical chal-
lenges dealt with in this thesis, but non-negligible for a real deployment. Nonetheless, it is
future work to determine how many users per application case, e. g., peer-to-peer video stream-
ing or web browsing, and in what setting, e. g., static in rural area or moving in a train, are
needed to let the system operate at an operating point useful to the users.

8.2.4 Impact of Media Codecs

The recent advances in video coding techniques, such as SVC [132] and MDC [133], fit per-
fectly to the approach as adaptive codecs will allow to adjust the video rate to the current
throughput situation. It has to be seen how such adaptive codecs are integrated in the peer-to-
peer live streaming systems and how this can be leveraged by the Cooperative Internet Access
approach.

There is early work on using MDC for peer-to-peer video streaming [134], but to the best
knowledge of the author no existing peer-to-peer system in deployment is using this.

8.2.5 Implementation Issues

This thesis elaborates on the general system design, two specific application using the Cooper-
ative Internet Access approach, and a simulative evaluation based on measurements. But there
is no implementation of the system yet which can be taken for field trials under live conditions.
Such an implementation is future work and will require more considerations, but will also al-
low to test the system under very different conditions, e. g., in metro areas with higher mobile
Internet penetration, but also in deployments where only ISDN Internet access is available.

Such an implementation will also allow to gain more insights on how the system reacts to

node churn which will impact the controller process, but also the system’s instantaneous down-
load capacity.



Chapter 8. Conclusions and Outlook 149

fairness in peer-to-peer systems It has to be investigated how the proposed peer-to-peer video
streaming system interacts with algorithms in peer-to-peer protocols that ensure fairness
among the nodes – so far the simulations assume that peers in the fixed part of the network
are willing to give an arbitrary amount of chunks without an adequate service in return.

impact of the sharing link The behavior of the sharing-link will impact the overall system
impact and it is to be explored how existing sharing-link technologies, such as WLAN,
will impact the system.

number of users The system will have an upper limit of users up to where the systems makes
sense. This has to be explored in a live deployment, as not only the purse system design
plays a role, but also how the implementation and the sharing-link environment play
together.

link behavior Section 4.2.5 elaborates on the importance to determine how the achievable
throughput of 2 links correlates in order to determine the behavior in terms of joint, dis-
joint, or partially joint. An implementation of the system will need to implement such a
mechanism based on signal analysis (cf. [96])
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