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Abstract

The theory of Lagrangian distributions and clean compositions of

Fourier integral operators, the core of micro-local analysis, was estab-

lished in the 1970s by the classical works of Hörmander, Duistermaat and

Guillemin. Recently, researchers have shown increasing interest in the

theory of paired Lagrangian distribution as the natural generalization of

Lagrangian distributions. However, an analogous composition theory for

paired Lagrangian distributions has not been fully investigated.

The aim of this research is to determine whether the composition

of paired Lagrangian distributions belongs to well-known classes such as

marked Lagrangian, isotropic Lagrangian, paired Lagrangian or general-

ized Lagrangian distributions associated with a clean system of closed

conic Lagrangian manifolds. By given a new characterization of paired

Lagrangian distributions via multi-phase functions, we obtain the first re-

sult on strong composition of FIOs and PLDs. As our second result, we

show that composed operators stay in the appropriate class under a certain

assumption. As a corollary, we achieve the closedness of the classes of

paired Lagrangian distributions under composition.

Moreover, we realise an important fact that the failure of this condi-

tion can produce new singularities. These singularities are detected in our

models for compositions. Finally, we also discuss the weak composition

laws for others distributions.
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Zusammenfassung

Die Theorie der Lagrange-Distributionen und der sauberen Komposition

von Fourier-Integraloperatoren, die Kernelemente der mikrolokalen Anal-

ysis, wurde in den 1970er Jahren durch die klassischen Arbeiten von

Hörmander, Duistermaat und Guillemin begründet. Gepaarte Distributio-

nen können als Verallgemeinerung von Lagrange-Distributionen betrachtet

werden. Obschon seit geraumer Zeit im Blickfeld der Wissenschaft, wurde

bislang noch keine analoge Kompositionstheorie entwickelt.

Das Ziel dieser Arbeit ist es zu bestimmen, ob die Kompositio-

nen gepaarter Lagrange-Distributionen miteinander oder mit Fourier-

Integraloperatoren wieder zu den wohlbekannten Klassen von Dis-

tributionen gehören, d.h. ob sie markiert Lagrangesch, isotropisch

Lagrangesch, gepaart Lagrangesch oder verallgemeinert Lagrangesch

bezüglich sauberen Systemen geschlossen konischer Lagrange Mannig-

faltigkeiten sind. Eine neue Charakterisierung von gepaarten Lagrange-

Distributionen mittels Multiphasenfunktionen liefert ein erstes Resultat

über die starke Komposition von Fourier-Integraloperatoren mit gepaarten

Lagrange-Distributionen. Weiter kann gezeigt werden, dass die Verknüp-

fung zweier gepaarter Lagrange-Distributionen unter zusätzlichen Voraus-

setzungen zu einer der obigen Klassen gehört. Als Korollar erhält man

die Geschlossenheit der gepaarter Lagrange-Distributionen unter Verknüp-

fung.

Darüber hinaus machen wir die wichtige Beobachtung, dass der Weg-

fall der obigen Voraussetzung Singularitäten erzeugt. Zuletzt diskutieren

wir noch die schwache Verknüpfung anderer Distributionen.
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0 Introduction

0.1 Motivation

We shall be concerned with the Cauchy problem Pu = f in X,

γ0B ju = g j on X0; 1 ≤ j ≤ ν,
(0.1)

where X is a C∞ manifold with boundary X0, dim X = 1+ n, P ∈ Lm(X), B1 ∈ Lm1(X), . . . ,

Bν ∈ Lmν(X) are classical pseudodifferential operators, γ0 : C∞(X) → C∞(X0) is the

restriction map, and f ∈ E′(X), g1, . . . , gν ∈ E′(X0) are the given data.

We shall assume further that P, B1, . . . , Bν have real principal symbols p(x, ξ) and

b1(x, ξ), . . . , bν(x, ξ), respectively, and that P is strictly hyperbolic of multiplicity ν with

respect to X0. In local coordinates, one has x = (t, y) ∈ R1+n
+ , where t > 0, y ∈ Rn, as well

as P = P(t, y,Dt,Dy) with principal symbol p(t, y, τ, η), and the strict hyperbolicity of P

means that

pm(t, y, τ, η) = a(t, y, τ, η)
ν∏

k=1

(τ − λk(t, y, η)), (0.2)

where λ j(t, y, η) is homogeneous in η of degree 1, a(t, y, τ, η) , 0 for all (t, y, τ, η) ∈
(R

1+n
+ × R1+n\0) and λ1(t, y, η) < λ2(t, y, η) < . . . < λν(t, y, η).

The homogeneous problem

The well-posedness of the initial-value problem (0.1) in the scale of L2-based Sobolev

spaces can be investigated with the help of energy inequalities. Another approach consists

of constructing an asymptotic solution to the homogeneous problem (i.e., when f ≡ 0)

as a sum of Fourier integral operators. In particular, when X = R1+n
+ , P is a differential

operator of order m, B j = ∂
j−1
t for 1 ≤ j ≤ ν, and ν = m, this follows from work by Lax

[Lax57], Ludwig [Lud60], and Chazarain [Cha74]. More specifically, when combined



0 Introduction

with finite propagation speed, one obtains a unique solution u ∈ H s+m−1
loc (R1+n

+ ) to (0.1)

provided that f ∈ H s
loc(R

1+n
+ ), g j ∈ H s+m− j

loc (Rn), 1 ≤ j ≤ m. Moreover, this solution u can

be written in the form

u = E f +
m∑

j=1

E jg j, (0.3)

where E j are certain Fourier integral operators and E is obtained from Em through an

application of Duhamel’s principle, see [Cha74]. Note that E is not a Fourier integral

operator.

We summarize here the classical results of Lax and Ludwig in the light of the theory

of Fourier integral operators. To this end, we assume that the following conditions are

met (recall that the bicharacteristic curves of P are the trajectories in T ∗(X)\0 of the

Hamiltonian vector field Hp along which the principal symbol p vanishes):

1. Every bicharacteristic curve of P intersects (T ∗(X)\0)X0 at most once. Moreover,

for every compact set K ⊂ T ∗(X)\0 there is a compact set K0 ⊂ (T ∗(X)\0)X0 such

that every bicharacteristic curve starting in K and hitting (T ∗(X)\0)X0 does so in K0.

2. No bicharacteristic curve of P starting over X0 stays in a compact set and, for all

compact sets K0 ⊂ (T ∗(X)\0)X0 and K ⊂ T ∗(X)\0, there is a compact set K′ ⊂
T ∗(X)\0 with the property that if γ is an interval on a bicharacteristic curve of P

with end points in K0 and K, respectively, then γ ⊂ K′.

Theorem 0.1. Let the above assumptions be fulfilled. Assume further that, in local coor-

dinates (t, y), for all (y, η) ∈ T ∗X0\0, the matrix (b j(0, y, λ j(0, y, η), η))νj,k=1 is non-singular.

Then one has a solution formula as in (0.3) (up to a regularizing remainder, the upper

summation index being ν again), where

E j ∈ I−m j−1/4(C), 1 ≤ j ≤ ν,

and C ⊂ (T ∗X\0) × (T ∗X0\0) is the canonical relation that is obtained by jumping down

onto one bicharacteristic curve of P and then following the Hamiltonian flow along this

bicharacteristic curve.

The free space problem

Historically, the next problem was to determine the analytic nature of the operator E. This

was done by taking the g j to be zero, i.e., the free space problem was considered (e.g., by

working on the double 2X).
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0.1 Motivation

It is now possible to assume that P is of real-principal type. Microlocally, this assump-

tion means that Hp and the radial vector field ξ∂ξ (or, equivalently, dp and the canonical

1-form ξdx) are nowhere collinear. Under some further technical conditions of global

nature, replacing (1), (2) above, the results are as follows:

Let ∆ = ∆T ∗(X)\0 be the diagonal in (T ∗(X)\0)2, i.e., the canonical relation associated

with the conormal bundle N∗(∆X)\0. Let Λ be the flow out from Λ ∩ (pπ)−1(0) under

the Hamiltonian flow of Hp for positive time, where π : (T ∗(X)\0)2 → T ∗(X)\0 is the

projection onto the first factor. Note that ∆ is a homogeneous canonical relation, with

boundary ∂Λ, which cleanly intersects ∆ in ∂Λ = ∆ ∩ (pπ)−1(0). In [DH72], Duistermaat

and Hörmander constructed global parametrices for P by conjugating P with an elliptic

Fourier integral operator into the normal form i−1∂/∂x1, where the latter is easily solved.

This construction was turned into a symbolic (or geometric) one by Melrose and Uhlmann

[MU79], who defined a general class of distributions associated to two Lagrangian man-

ifolds that intersect cleanly in a submanifold of codimension k = 1. This was further

developed by Guillemin and Uhlmann in [GU81] and many others.

Eventually, in Joshi’s thesis [Jos94], [Jos98], these constructions were given in the

form of a calculus I(∆,Λ) = ∪m,pIm,p(∆,Λ), where now the operators involved admit

classical symbols along both Lagrangians ∆ and Λ. Note that Im,p(∆,Λ) ⊂ Im(∆\Λ) ∪
I p(Λ\∆).

Theorem 0.2. For P ∈ Im,p(∆,Λ), there exists a two-side parametrix in I−m,−p−1(∆,Λ) if

and only if P is elliptic in Im,p(∆,Λ).

As a corollary, one obtains that if P ∈ Lm(X) is a classical pseudodifferential opera-

tor, then strict hyperbolicity of P implies ellipticity of P as an element of Im,m−3/2(∆,Λ).

Therefore, we then find a parametrix Q ∈ I−m,1/2−m(∆,Λ) to P (that, moreover, can be con-

structed in a symbolic way starting by inverting the principal symbols of P as an element

of Im,m−3/2(∆,Λ).

Both constructions combined

To obtain a symbolic parametrix construction for the inhomogeneous Cauchy problem

(1), one needs to combine the results and methods of both approaches above. Formally,

the solution u of the Cauchy problem with source f ∈ E′(X) and initial data g j ∈ E′(X0)

3



0 Introduction

can be written up to smooth terms as

u = (Q −
ν∑

j=1

E jγ0B jQ) f +
ν∑

j=1

Eig j. (0.4)

i.e., one has E = Q−∑ν
j=1 E jγ0B jQ in (0.3). This formula is analogous to the solution for-

mula for elliptic boundary value problems (where the free space solution is corrected by

a contribution coming from the boundary, given by a so-called singular Green operator).

Note that we already know that

Q ∈ I−m,1/2−m(∆,Λ); E j ∈ I−m j−1/4(X, X0; C); γ0 ∈ I1/4(X0, X; R), B j ∈ Lm j(X) (0.5)

where R is the canonical relation associated to N∗X×X0
(∆X0)\0 and Im j(∆) = Lm j(X). Part

of the project is to establish the analytic nature of all the operators and compositions that

occur in (0.4). Until now, there is no general theory that encompasses all the compositions

required.

0.2 Formulation of composition theorems

Let X, Y,Z be smooth manifolds and A : C∞c (Y) → D′(X), B : C∞c (Z) → D′(Y) be lin-

ear continuous operators. By abstract composition [Hör85, Theorem 8.2.14], [Dui96,

Theorem 1.3.7], or Appendix, Theorem A.10, whenever WF′Y(A)
∩

WFY(B) = ∅ and the

projection

supp kA × supp kB

∩
X × ∆Y × Z → X × Z

is proper, A◦B is well-defined as an operator from C∞c (Z) toD′(X). Moreover, wave front

relation of the composite is bounded in terms of those of A and B

WF′(A ◦ B) ⊆ (
WF′(A) ◦WF′(B)

)∪(
WFX(A) × 0Z

)∪(
0X ×WF′Y(B)

)
.

Question 1. For given admissible operators A, B, which further analytic structures the

composition A ◦ B possesses?

We recall that an operator is admissible if its Schwartz kernel belongs to distributional

classes listed in Table 1. Such distributions share the following common property: For a

given admissible object G, the class of distributions associated with G, denote by I(X; G),

consists of all distribution u such that WF(u) is contained in G and u has a special be-

haviour microlocally at G. For instance, if G is a closed conic Lagrangian manifold, then

4



0.2 Formulation of composition theorems

I(X; G) is the class of Lagrangian distributions associated with G. The "special behaviour"

above means that u can be written as an oscillatory integral via phase function and ampli-

tude function. Similarly, if G is a cleanly intersecting pair (Λ0,Λ1) of Lagrangian man-

ifolds then the corresponding class I(X;Λ0,Λ1) is the class of paired Lagrangian distri-

butions and the "special behaviour" stands for oscillatory integral representation in terms

of multiphase function and suitable amplitude function. For more detailed discussions

about paired Lagrangian distributions, see Chapter 1. Other distributions are considered

in Chapter 2.

Admissible object in T ∗X Distributional classes in X References

Closed conic Lagrangian

manifolds

Lagrangian distributions [Hör71], [DH72],

[Hör85]

Closed conic isotropic man-

ifolds

Isotropic distributions [BG81]

Lagrangian manifold with

isotropic marking

Marked Lagrangian distributions [Mel87]

Cleanly intersecting pair of

Lagrangian manifolds

Paired Lagrangian distributions [MU79], [GU81],

[Men82], [Jos98]

Clean intersecting system of

Lagrangian manifolds

Generalized Lagrangian distribu-

tions

Appendix

Table 1: Geometric objects and their related distributions

A relation G from T ∗Y \ 0 to T ∗X \ 0 is admissible if its twisted G′ is an admissible

object in T ∗(X × Y). Let G1,G2 be admissible relations from T ∗Y \ 0 to T ∗X \ 0 and from

T ∗Z \ 0 to T ∗Y \ 0, respectively. Denote by I(X,Y; G1), I(Y,Z; G2) the classes of properly

supported operators associated with G1,G2. So composition theorem for these classes can

be rewritten in the following form:

Question 2. For given admissible classes of operators A ∈ I(X,Y; G1) and B ∈ I(Y,Z; G2),

under which conditions one has

A ◦ B ∈ I(X,Z; G)

for some admissible relation G?

5



0 Introduction

By calculation of wave front relation, one gets WF′(A ◦ B) ⊆ G1 ◦ G2. Hence, a

complete answer to this question requires the following three parts:

• The geometric condition: Find a condition which ensures the admissibility of G1 ◦
G2.

• The weak law of composition:

I(X,Y; G1) ◦ I(Y,Z; G2) ⊆ I(X,Z; G1 ◦G2). (0.6)

• The strong law of composition:

Iµ1(X, Y; G1) ◦ Iµ2(Y,Z; G2) ⊆ Iµ(X,Z; G1 ◦G2), (0.7)

with multi-orders µ1, µ2, µ. Moreover, symbolic calculus of such classes holds.

Weak and strong composition theorems

The weak composition I(X,Y; G1) ◦ I(Y,Z; G2) includes the first two parts: geometric

condition and weak law (0.6). In addition, if the inclusion (0.7) holds then one obtains a

strong composition of these classes.

Until now, only compositions of Lagrangian distributions and isotropic distributions

are well understood. As an illustration for this procedure, let consider composition the-

orem for Fourier integral operators. Assume that A ∈ I(X,Y; C1) and B ∈ I(Y,Z; C2)

are Fourier integral operators associated with canonical relations C1,C2. The well-known

cleanly condition "T ∗X × ∆T ∗Y × T ∗Z and C1 × C2 intersect cleanly with excess e" is the

geometric condition for this composition. The geometric part is stated as in [Hör85, The-

orem 21.2.14] or Theorem 1.3 in the next chapter. Both weak and strong compositions for

Fourier integral operators hold. Namely, if the cleanly intersecting condition of canonical

relations is satisfied, then locally C1◦C2 is a canonical relation and A◦B ∈ I(X,Z; C1◦C2).

Moreover, if A and B are classical of orders m1,m2, then A ◦ B is a classical FIO of or-

der m = m1 + m2 + e/2, whose principal symbol can be represented via those of A, B.

For further informations, see [Hör85, Theorem 25.2.3] or the work of Duistermaat and

Guillemin [DG75]. Similar composition theorem holds for classes of isotropic distribu-

tions on metaplectic manifolds, see [BG81].

6



0.3 Main results

0.3 Main results

Composition theorems for Fourier integral operators have already been understood in

many cases. The analogous question for the composition of Fourier integral operators

and paired Lagrangian distributions has not been studied systematically. In the particular

case when the Fourier integral operators are associated with a symplectomorphism, one

has already a positive answer. Namely, let F be a classical Fourier integral operator of

order r which associates with a symplectomorphism mapping the pair (Λ0,Λ1) to (Λ′0,Λ
′
1).

Then F : Im,p(Λ0,Λ1) → Im+r,p+r(Λ′0,Λ
′
1) [Jos98, Theorem 7.4]. Later in [Jos99], Joshi

proposed and proved a part of a composition theorem under a more general condition.

The order and principal symbol of the composite was, however, not given.

In the same situation, the composition theorem for paired Lagrangian operators has

been proved only in a particular case. More precisely, only the case of paired Lagrangian

distributions when the first canonical relation is the diagonal and the second one is a

flow-out manifold, i.e., the one obtained from the flow of the characteristic set under a

bicharacteristic flow. For details, see [AU85, Theorem 0.1], and [Jos98, Theorem 11.2].

More general cases of canonical relations were unknown.

My dissertation is to study composition theorems for paired Lagrangian distributions

in general, under some geometric conditions on the canonical relations. The first main re-

sult is a new characterisation of paired Lagrangian distributions via multi-phase functions

relying on work by Mendoza [Men82], which is an extension of Hörmander’s represen-

tation of Lagrangian distributions in terms of oscillatory integrals, see Chapter 1. As

an important consequence, we get a second result on the strong composition of Fourier

integral operators and paired Lagrangian distributions, under a certain condition on the

canonical relations, see Theorem 2.8. Note that when this condition fails, in general, the

composite is not a paired Lagrangian distribution, see Theorem 2.46 and Corollary 2.49.

The compositions of paired Lagrangian distributions are highly nontrivial. Under the

natural condition of clean composition above, the wave front relation of the composite

is contained in four Lagrangian manifolds. This fact suggests that composition of two

paired Lagrangian distributions belongs to some class of distributions associated with a

system of κ Lagrangian manifolds, where κ ∈ {1, 2, 3, 4}.
The first difficulty is that such spaces of distributions have not been investigated yet;

only few results in particular case were known. We are the first to investigate such spaces

of distributions related to a clean system of κ Lagrangian manifolds in full generality,

7
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where again κ ∈ {1, 2, 3, 4}. The third result in my research is to give the oscillatory

representation for a class of distributions which is associated with a certain system of κ

Lagrangian manifolds, for κ = 3 and κ = 4, and to prove that under a suitable condi-

tion, the composed operator of two paired Lagrangian distributions has Schwartz kernel

belonging to such class of distributions defined by κ Lagrangian manifolds.

The class of properly supported Fourier integral operators is closed under clean, proper,

connected composition [Hör85, Theorem 25.2.3]. A natural question for the class of

properly supported paired Lagrangian distribution arises. More precisely, let (C0,C1) and

(C̃0, C̃1) be cleanly intersecting pairs of homogeneous canonical relations from T ∗Y \ 0 to

T ∗X\0, and from T ∗Z\0 to T ∗Y \0, respectively. Find a condition on (C0,C1) and (C̃0, C̃1)

such that for any properly operators A ∈ Im0,m1(X,Y; C0,C1), B ∈ I p0,p1(Y,Z; C̃0, C̃1), the

composed operator A ◦ B is a paired Lagrangian distribution. One of our new results is to

establish such a condition, see Corollary 2.38.

In another direction, new wave front relations of the composed operators arise auto-

matically when zero sections are allowed, that is, in the definition of the canonical relation

above we replace (T ∗X \ 0) × (T ∗Y \ 0) by T ∗X × (T ∗Y \ 0) or by (T ∗X \ 0) × T ∗Y . For

example, suppose that C1,C2 satisfy all conditions of [Hör85, Theorem 25.2.3], except

that C2 ⊂ (T ∗Y \ 0) × (T ∗Z \ 0) is replaced by C2 ⊂ T ∗Y × (T ∗Z \ 0). Then Hörmander’s

calculus of wave front sets yields WF′(A ◦ B) ⊆ (C1 ◦ C2) ∪ (0X×Y ◦ C2), where 0X×Z is

the zero section of T ∗Y × T ∗Z. This extra term shows that, in general, A ◦ B is not a

Fourier integral operator. Actually, we prove that the composite is a paired Lagrangian

distribution (see Proposition 2.10 for details).

Finally, some models for strong compositions with or without CIS condition are given

at the end of Chapter 2.

8



1 Paired Lagrangian distributions

In this chapter, we first recall the standard objects in the theory of Fourier integral opera-

tors, for example, phase functions, conic Lagrangian submanifolds and theory of compo-

sition of canonical relations. Our aim is to use multiphase functions to parametrize pair

of Lagrangian submanifolds, and then to define the class of distributions corresponding

to these multiphase functions via oscillatory integrals. The main result in this chapter

is the new characterisation of paired Lagrangian distributions by oscillatory integral of

multi-phase functions and amplitude functions. One advantage of this approach is to

make paired Lagrangian distributions be a natural generalization of Lagrangian distribu-

tions. This plays an essential role in composition theory for paired Lagrangian distribu-

tions. We shall briefly recall some results in Lagrangian distributions and composition of

Fourier integral operators. For details, see [Hör85], [BG81].

1.1 Well-known results about Fourier integral operators

1.1.1 Basic definitions

Let X be a C∞ real manifold of dimension n with local coordinates x1, . . . xn. Then the

cotangent bundle T ∗X is a homogeneous symplectic manifold with respect to the multi-

plication on the fibre and the canonical symplectic form σ = dξ ∧ dx, where ξ is the dual

coordinates.

A subset Λ of T ∗X \ 0 is called a conic Lagrangian submanifold of T ∗X if Λ is a conic

n-submanifold and σ|Λ = 0. A submanifold Σ of T ∗X is called an isotropic manifold if its

tangent space at each point is an isotropic vector subspace.

Definition 1.1. Let Y,Z be submanifolds of a smooth manifold M. We say that Y intersects

Z cleanly if Y ∩Z is a submanifold and for all p ∈ Y ∩Z, we have Tp(Y ∩Z) = TpY ∩TpZ.



1 Paired Lagrangian distributions

The non-negative integer

e = codim Y + codim Z − codim(Y ∩ Z) (1.1)

is called the excess of this clean intersection.

A pair (Λ0,Λ1) is called a Lagrangian pair if Λ0,Λ1 are closed conic Lagrangian man-

ifolds of T ∗X \ 0 and furthermore, Λ0 and Λ1 intersect cleanly.

Note that if a Lagrangian pair has excess e then its intersection is a e-dimensional

submanifold.

Definition 1.2. A relation C from T ∗Y \ 0 to T ∗X \ 0 is called a canonical relation if its

twisted defined by

C′ =
{
(x, y, ξ, η) ∈ T ∗(X × Y)

∣∣∣ (x, ξ; y,−η) ∈ C
}

(1.2)

is a closed conic Lagrangian manifold in T ∗(X × Y) \ 0.

The geometric idea staying behind phase functions is the composition of canonical

relations.

1.1.2 Composition of canonical relations

We recall the composition of canonical relation in general setting:

Theorem 1.3 ([Hör85]). Let S j be a symplectic manifold with symplectic form σ j, j =

1, 2, 3. If G1 ⊂ S 1×S 2 and G2 ⊂ S 2×S 3 are Lagrangians for the symplectic form σ1−σ2

and σ2 − σ3, and G1 × G2 intersects S 1 × ∆S 2 × S 3 cleanly in G with excess e, then the

projection π from G to S 1 × S 3 has rank (dim S 1 + dim S 3)/2, and the range

G1 ◦G2 =
{
(γ1, γ3)

∣∣∣ ∃ γ2 ∈ S 2 : (γ1, γ2) ∈ G1, (γ2, γ3) ∈ G2

}
(1.3)

of π is locally a Lagrangian manifold with respect to σ1 −σ3. Under these hypotheses we

shall say that the composition is clean and the number e is called the excess of the clean

composition.

Note that the map π has e-dimensional fibre. The excess can be computed by the

formula dim(G1×G2)∩ (S 1×∆S 2 ×S 3)− (dim S 1+dim S 3)/2. Similarly, the compositions

of isotropic canonical relations are stated in the following theorem.
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1.1 Well-known results about Fourier integral operators

Theorem 1.4 ([BG81]). Let X,Y be manifolds, and Γ and Σ be closed conic isotropic sub-

manifolds of T ∗(X×Y)\0 and T ∗Y \0 respectively, which satisfy the following conditions:

a) Γ ∩ (T ∗X × 0Y) = ∅.

b) Γ ◦ Σ ⊂ T ∗X\0.

c) Let Γ′ be the projection of Γ in X × Y. Then the projection Γ′ → X is proper.

d) Γ × Σ intersects T ∗X × ∆T ∗Y cleanly.

e) The map τ : (Γ × Σ) ∩ T ∗X × ∆T ∗Y → Γ→ T ∗X is of constant rank.

Then Γ ◦ Σ is an (immersed) isotropic submanifold of T ∗X \ 0 and the map is a fibre

mapping with compact fibre of dimension ẽ. The excess of the clean intersection will be

called the excess of this composition.

Remark 1.5. - For all p ∈ (Γ×Σ)∩ (T ∗X ×∆T ∗Y), let L = Tp(Γ×Σ),∆ := Tp(T ∗X ×∆T ∗Y).

Then

Tτ(p)(Γ ◦ Σ) ≃ L ∩ ∆
L ∩ ∆σ ,

Tτ(p)(Γ ◦ Σ)σ/Tτ(p)(Γ ◦ Σ) ≃ Lσ ∩ ∆σ
L ∩ ∆σ ,

dim X − dimΓ ◦ Σ = dim Y − dimΣ − dim
Lσ ∩ ∆
L ∩ ∆σ ,

where σ is the standard symplectic structure of (X × Y) × Y .

So the excess of the clean intersection is

e = dim(L + ∆)σ = dim Lσ + dim∆σ − dim(L ∩ ∆)σ

= dim(L ∩ ∆) + 2 dim Y − dim L

= dim(L ∩ ∆) + 2 dim Y − dim Γ − dimΣ

=(dimΓ ◦ Σ − (dim X + dim Y − dimΣ).

The compact fibre of the map τ has the dimension

ẽ = dim L ∩ ∆σ.

In general we have e ≥ ẽ. The equality occurs if dim L = dim Lσ, for instance, when Σ

is a Lagrangian submanifold, the condition e) in this theorem holds automatically. Hence,

this condition disappears in the composition of canonical relations.

11



1 Paired Lagrangian distributions

- In the case Σ is the intersection of a cleanly intersecting pair of Lagrangian subman-

ifolds, namely (Λ0,Λ1), then the condition e) is equivalent to (L0(p) ∩ L1(p)) ∩ ∆(p)σ (or

L0(p) + L1(p) + ∆(p)) which has constant dimension, where L j(p) = Tp(Γ × Λ j). It holds

in particular when (L0+L1)∩∆ = (L0∩∆)+ (L1∩∆) and L j∩∆, L0∩L1∩∆ have constant

dimensions.

Now we introduce a criterion which preserves the cleanness of Lagrangian pair under

composition.

Definition 1.6 (Joshi). Three smooth submanifolds X, Y,Z of a smooth manifold M are

called an intersecting triple if all the pairwise intersections are cleanly intersecting pairs,

the pairwise intersections of the pairwise intersections and the original manifolds are

clean, and for all p ∈ X ∩ Y ∩ Z,

TpX
∩

(TpY + TpZ) = (TpX
∩

TpY) + (TpX
∩

TpZ). (1.4)

The condition (1.4) is equivalent to the following dimensional relation:

dim(TpX + TpY + TpZ) =
[

dim X + dim Y + dim Z− dim(X ∩ Y) − dim(Y ∩ Z)

− dim(Z ∩ X) + dim(X ∩ Y ∩ Z)
]
.

We recall a geometric part for composition of Fourier integral operators and paired La-

grangian distributions:

Theorem 1.7 ([Jos99]). Let X,Y,Z be smooth manifolds, Λ be a Lagrangian submanifold

in T ∗(X × Y) and (Λ0,Λ1) be a cleanly intersection pair of Lagrangian submanifolds in

T ∗(Y × Z). If (Λ ×Λ0,Λ ×Λ1,T ∗X × N∗(∆Y) × T ∗Z) is an intersecting triple, then locally

(Λ ◦ Λ0,Λ ◦ Λ1) is a cleanly intersecting pair of Lagrangian submanifolds.

Proof. Set Σ = Λ0 ∩ Λ1. First, we shall show that Λ ◦ Λ j and Λ ◦ Σ are smooth isotropic

manifolds. Since Λ ×Λ0,Λ ×Λ1 intersect T ∗X × N∗(∆Y) × T ∗Z), we have Λ ◦Λ0,Λ ◦Λ1

are Lagrangian submanifolds in T ∗X. Moreover, Λ × Σ = ∩ j=1,2Λ × Λ j intersects T ∗X ×
N∗(∆Y)×T ∗Z cleanly. However, this condition solely is not enough to conclude that Λ◦Σ
is an isotropic submanifold in T ∗X. Indeed, the tangent condition (1.4) implies fulfillment

of condition e) in Theorem 1.4. Therefore, Λ ◦ Σ is an isotropic manifold in T ∗X.

Now we shall show that Tp(Λ ◦ Σ) = ∩ j=0,1Tp(Λ ◦ Λ j) for all p ∈ Λ ◦ Σ. For brevity,

denote L j := Tp(Λ×Λ j), ∆ := Tp(T ∗X ×N∗(∆Y)×T ∗Z), and σ as the standard symplectic

form in the tangent space X × Y− × (Y × Z−). The condition (1.4) can be written as:

(L0 + L1) ∩ ∆ = (L0 ∩ ∆) + (L1 ∩ ∆).

12



1.1 Well-known results about Fourier integral operators

Since L0, L1 are Lagrangian subspaces, taking the orthogonal complements with respect

to σ, we obtain

(L0 ∩ L1) + ∆σ = (L0 + ∆
σ) ∩ (L1 + ∆

σ).

Using the fact that ∆ is an co-isotropic subspace, we obtain

(L0 ∩ L1 ∩ ∆) + ∆σ = ((L0 ∩ ∆) + ∆σ) ∩ ((L1 ∩ ∆) + ∆σ)

This means that
L0 ∩ L1 ∩ ∆
L0 ∩ L1 ∩ ∆σ

=
L0 ∩ ∆
L0 ∩ ∆σ

∩ L1 ∩ ∆
L1 ∩ ∆σ

.

Identifying L0∩L1∩∆
L0∩L1∩∆σ with Tp(Γ ◦ Σ) and L0∩∆

L0∩∆σ ∩
L1∩∆

L0∩∆σ with Tp(Λ ◦ Λ0) ∩ Tp(Λ ◦ Λ1), we

conclude that (Λ ◦ Λ0 and Λ ◦ Λ1) intersect cleanly. �

Remark 1.8. This theorem can be formulated in the language of the composition theory.

Indeed, let (Λ×Λ0,Λ×Λ1,T ∗X×∆T ∗Y×T ∗Z) be an intersecting triple. Then all geometric

informations are decoded in the following:

• The set Σ = Λ0 ∩ Λ1 is an l-codimensional submanifold of Λ0, where the number l

can be computed as l = 2 dim X + 2 dim Y − dim(Λ × Λ0 ∩ Λ × Λ1).

• The composition Λ ◦ Λ j, j = 0, 1, is clean with excess e j = dim L j ∩ ∆σ.

• The composition Λ ◦ Σ is clean with excess e = dim((L0 + L1) ∩ ∆σ).

• The set Λ ◦ Σ is an isotropic submanifold of dimension (dim X + dim Z) + l′.

• Then the tangent condition is equivalent to

l + e0 + e1 − 2e − l′ = 0.

As a corollary, we see that l′ ≤ l. The equality occurs if and only if e1 = e0 = e.

If e0 = 0, then e = e1 and l′ = l − e1.

1.1.3 Phase functions

Suppose that ϕ : X × (RN \ 0) → R is a real homogeneous function of degree 1. Define

G = {(x, ϕx; θ,−ϕθ) : (x, η) ∈ X × RN} as the canonical relation from T ∗(RN) to T ∗X \ 0

generated by ϕ. Let G0 = R
N × 0 be the zero section of T ∗(RN). By composition theory of

canonical relations,Λ0 = G◦G0 is a Lagrangian manifold if G×G0 intersects T ∗X×∆T ∗(RN )

13



1 Paired Lagrangian distributions

cleanly. As we will see, this intersection is clean if and only if dϕθ has constant rank

on the critical set Cϕ = {(x, θ)
∣∣∣ ϕθ = 0}. By a simple calculation, we will show that

G ◦G0 = {(x, ϕx)
∣∣∣ (x, θ) ∈ Cϕ}, which leads to the definition of a clean phase function that

parametrizes a Lagrangian manifold:

Definition 1.9. Let Γ be a conic subset of X × (RN \ 0) and ϕ ∈ C∞(Γ) be a real val-

ued function which is homogeneous of degree 1. The function ϕ is called a local phase

function of X with excess e if the following conditions hold

• dx,θϕ(x, θ) is non-zero in Γ.

• On the critical set Cϕ = {(x, θ) ∈ Γ
∣∣∣ ϕθ(x, θ) = 0}, dϕθ has constant rank N − e.

If ϕ is a local phase function, then Λϕ := {(x, φx(x, θ))
∣∣∣ (x, θ) ∈ Cϕ} is a Lagrangian

submanifold. If Λϕ is an embedded submanifold, then ϕ is a phase function.

Let X ⊆ Rn, Γ, Γ̃ be open conic sets in X × RN , X × RÑ and ϕ, ϕ̃ be phase functions in

Γ, Γ̃ respectively.

Definition 1.10. Two phase functions ϕ, ϕ̃ are equivalent if there exists a fibre preserving

diffeomorphism

Γ ∋ (x, θ) 7→ (x, θ̃(x, θ)) ∈ Γ̃,

where θ̃ is C∞ homogeneous of degree 1 in θ such that ϕ(x, θ) = ϕ̃(x, θ̃(x, θ)).

Note that two equivalent phase functions have the same excess, the same number

of fibre and parametrize the same Lagrangian submanifold. We have a criterion for the

equivalence of phase functions:

Theorem 1.11 ([Hör71], [Tre80]). Let ϕ and ϕ̃ be clean phase functions in conic neigh-

bourhoods of (x0, θ0) ∈ X × (RN \ 0) and (x0, θ̃0) ∈ X × (RN \ 0), respectively. Then the

functions ϕ and ϕ̃ are equivalent in some conic neighbourhoods of these points under a

diffeomorphism mapping (x0, θ0) to (x0, θ̃0) if and only if

i) Two functions ϕ and ϕ̃ parametrize the same Lagrangian submanifold near (x0, θ0) and

(x0, θ̃0).

ii) N = Ñ, e = ẽ.

iii) Two matrices ϕθθ(x0, θ0) and ϕθ̃θ̃(x0, θ0) have the same signature.

14



1.1 Well-known results about Fourier integral operators

Now we recall some basic transforms on the class of phase function: adding the num-

ber of fibre variables, reducing the number of fibre variables and eliminating the excess.

Firstly, if ϕ(x, θ) is a phase function in some conic neighbourhood in X × (RN \ 0) of

(x0, θ0), we can always increase the number of fibres as many as we need. In fact, consider

a new function

ψ(x, θ, η) = ϕ(x, θ) + Q(η)/|θ|,

where Q is a non-degenerate real quadratic form on Rr. This function is a phase function

in some conic neighbourhood in X × RN+r of the point (x0, θ0, 0). Note that ψ and ϕ

parametrize the same Lagrangian submanifold near (x0, θ0) and (x0, θ0, 0).

Secondly, let ϕ(x, θ) be a clean phase function in a conic neighbourhood of (x0, θ0) ∈
Cϕ. If the matrix ϕθθ(x0, θ0) has the rank at least r, then we can reduce the fibre dimension

by r. Namely, rewrite θ = (θ′, θ′′) ∈ RN−r×Rr such that ϕθ′′θ′′(x0, θ0) is invertible. Note that

θ′0 , 0. By the implicit function theorem, the equation ϕθ′′ = 0 is solved by θ′′ = g(x, θ′)

near (x0, θ0). Consider the change of variables (x, θ) 7→ (x, η′, η′′ + g(x, η′)). The new

phase function ϕ̃(x, θ) = ϕ(x, θ′, θ′′ + g(x, η′)) is equivalent to ϕ and has the property that

ϕ̃η′′ = 0 if and only if θ′′ = 0. So we put this assumption for ϕ. Using Taylor’s formula,

we have

ϕ(x, θ′, θ′′) = ϕ(x, η′, 0) + ⟨B(x, θ)θ′′, θ′′⟩ /2,

where B is a symmetric matrix. Denote Q(x, θ′) = ϕθ′′θ′′(x, θ′, 0). By Morse’s lemma, we

prove that there exists a change of coordinates

(x, θ) 7→ (x, θ′,R(x, θ)θ′′), (1.5)

where R satisfies the matrix equation R′(x, θ)Q(x, θ′)R(x, θ) = |θ′|B(x, θ). So we conclude

that in the new coordinates

ϕ(x, θ) = ψ(x, θ′) + ⟨Q(x, θ′)θ′′, θ′′⟩ /2|θ′|, (1.6)

where ψ(x, θ′) = ϕ(x, θ′, 0) is the clean phase function with the same excess which

parametrizes the same Lagrangian submanifold as ϕ. Q is a non-singular symmetric ma-

trix whose entries are homogeneous of degree 0.

Thirdly, we now describe the procedure for eliminating the excess of a clean phase

function. Roughly speaking, for each clean phase function ϕ with excess e, there is a

splitting θ = (θ′, θ′′) ∈ RN−e × Re such that ϕη′′(x, η) = 0. In fact, since ϕ has excess e, we

can rewrite θ = (θ′, θ′′) ∈ RN−e×Re such that dϕθ′ has rank N−e. We claim θ′0 , 0 because
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otherwise, by Euler’s homogeneity relation ϕx(x0, θ0) = ϕxθ′(x0, θ0)θ′0 +ϕxθ′′(x0, θ0)θ′′0 = 0,

which contradicts to the fact that ϕ is a phase function. Since the submanifold Cϕ is

defined by N − e equations ϕθ′ = 0 and ϕ′′θ = 0 on this set, there exists a matrix a(x, θ)

satisfying ϕθ′′(x, θ) = ϕθ′′(x, θ)a(x, θ). Consider a change of coordinates of the form

(x, θ) 7→ (x, θ′ + ã(x, θ), θ′′), (1.7)

where ã is determined via the ODE system

∂ã(x, θ)
∂θ′′

= a(x, θ), ã(x, θ′, 0) = 0. (1.8)

In the new coordinates let ϕ̃(x, θ) = ϕ(x, θ′ + ã(x, θ), θ′′). Then ϕ̃ is an equivalent phase

function for ϕ satisfying ϕ̃θ′′(x, θ) = 0.

Remark 1.12. The change of phase functions plays an important role in the investigation

of not only the global definition of Lagrangian distribution but also its principal symbol.

A remarkable property is that the classes of phase functions and amplitude functions are

invariant under action of fibre preserving diffeomorphisms.

1.1.4 Spaces of amplitude functions

Let assume that X is an open subset of Rn and m ∈ R.

Definition 1.13. We will denote by S m(X ×RN) the space of all a ∈ C∞(X ×RN) such that

for all compact subset K b X and all multi-indices α ∈ Nn, β ∈ NN , there exists a constant

C(K, α, β) such that

|∂αx∂βηa(x, θ)| ≤ C ⟨θ⟩m−|β| , (x, θ) ∈ K × RN ,

where ⟨θ⟩ = (1 + |θ|2)1/2. We call S m(X × RN) the space of symbols of order m.

Note that S m(X × RN) is a Fréchet space with the semi-norms

pK,α,β(u) = sup
(x,θ)∈K×RN

|∂αx∂βηa(x, θ)| ⟨θ⟩−m+|β|

for K compact in X. Let

S −∞(X × RN) = ∩m∈RS m(X × RN), S∞(X × RN) = ∪m∈RS m(X × RN).

We mention some important properties of these symbol spaces
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• For all m′ > m we have S m(X × RN) ⊂ S m′(X × RN).

• If m′ > m then S −∞(X ×RN) is dense in S m(X ×RN) with respect to the topology of

S m′(X × RN).

• Let a j ∈ S m j(X × RN), j = 0, 1, . . . , with m j → −∞. Then there exists a unique

a ∈ S m(X ×RN) modulo S −∞(X ×RN), such that (a−∑k−1
j=0 a j) ∈ S mk(X ×RN) for all

k ∈ N. We call a the asymptotic sum of a j and write a ∼ ∑
a j.

In application, the following criterion is very useful.

Proposition 1.14. Let a j belong to S m j(X×RN),m j → −∞, and a ∈ C∞(X×RN) satisfying:

a) For all compact K b X, α ∈ Nn, β ∈ NN , there exists a constant Mα,β > 0 such that

|∂αx∂βηa(x, θ)| ≤ C ⟨θ⟩m−|β| , (x, θ) ∈ K × RN .

b) There exists a sequence m′k → −∞ as k → ∞ such that for all compact K b X and

k ∈ N

|a(x, θ) −
k−1∑
j=0

a j(x, θ)| ≤ C ⟨θ⟩m′k , (x, θ) ∈ K × RN ,

for some constant C.

Then a ∼ ∑
a j.

1.1.5 Local representation of Lagrangian distributions

Let ϕ(x, θ) be a phase function and a ∈ S m(X × RN),m < −k − N, k ∈ N. Then

I(a, ϕ) :=
∫

eiϕ(x,θ)a(x, θ)dθ ∈ Ck(X). (1.9)

Moreover, the map a 7→ I(a, ϕ) is continuous from S m(X×RN) to Ck(X). In general, using

oscillatory integral, we obtain the following result:

Theorem 1.15 ([Hör85]). Let ϕ(x, θ) be a phase function on X × (RN \ 0). Then there is

a unique way to define I(a, ϕ) ∈ D′(X) for a ∈ S∞(X × RN) such that I(a, ϕ) is defined

by (1.9) when a ∈ S m(X × RN),m < −N, and for all m ∈ R, the map S m(X × RN) ∋ a 7→
I(a, ϕ) ∈ D′(X) is continuous. Furthermore, WF(u) ⊆ Λϕ. More precisely, we have

WF(u) ⊆ {(x, ϕx(x, θ))
∣∣∣ (x, θ) ∈ cone supp a, ϕθ(x, θ) = 0},

where cone supp a is the smallest closed conic subset of X × RN \ 0 outside of which a is

of class S −∞.
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Definition 1.16. Let ϕ be a phase function with excess e on a conic neighbourhood Γ of

X×RN\0. We shall denote by Im(X;Λϕ),m ∈ R the space of all distribution u ∈ D′(X) such

that u = I(a, ϕ) with some function a ∈ S m+n/4−N/2−e/2(X × RN) supported in Γ. Elements

of Im(X;Λϕ) are called Lagrangian distributions associated with the phase function ϕ.

Suppose that ϕ̃(x, θ̃) is another phase function on some conic neighbourhood Γ̃ of

X × (RÑ \ 0). A natural question that when the two formulas I(a, ϕ), I(ã, ϕ̃) micro-locally

represent the same distribution arises. The necessary condition is Λϕ = Λϕ̃. Combining

[Hör71, Theorem 4.2.1] and [DG75, Lemma 7.1], we have

Proposition 1.17. Let ϕ and ϕ̃ be two phase functions and (x0, ξ0) ∈ Λϕ∩Λϕ̃. If u ∈ Im(Λϕ)

with WF(u) in a small conic neighbourhood of (x0, ξ0), then u ∈ Im(Λϕ̃).

Proof. The idea of the proof is as follows. Firstly, we prove for the case both ϕ and

ϕ̃ are non-degenerate phase functions via reducing the fibre of phase functions and the

equivalence of phase functions.

Secondly, when ϕ is a clean phase function, by eliminating excess of clean phase

functions, there exists a non-degenerate phase function ψ such that Λϕ = Λψ near (x0, ξ0)

and u ∈ Im(X;Λψ). Similarly, Im(X;Λϕ̃) = Im(X;Λψ̃) for some non-degenerate phase

function ψ satisfying Λϕ̃ = Λψ̃. Using the result on the non-degenerate case, we obtain

Im(X;Λψ) = Im(X;Λψ̃). Hence, u ∈ Im(X;Λϕ̃). This completes the proof. �

Remark 1.18. Another way to prove this result is using stationary phase method. More

details can be found in [Hör85, Propositions 25.1.5 and 25.1.5’].

1.1.6 Global definition of Lagrangian distributions

Definition 1.19. Let Λ ⊂ T ∗X \ 0 be a closed conic Lagrangian manifold. We will denote

by Im(X;Λ),m ∈ R, the space of all u ∈ D′(X) such that

• the wave front set WF(u) ⊆ Λ.

• If (x0, ξ0) ∈ Λ and ϕ(x, θ) is a clean phase function with excess e in a conic

neighbourhood of (x0, θ0) such that Λϕ = Λ near (x0, ξ0), then there is a function

a ∈ S m+n/4−N/2−e/2(X × RN) which has support in the interior of a sufficiently small

conic neighbourhood of (x0, θ0) such that u = I(a, ϕ) + v and (x0, ξ0) <WF(v).
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1.2 Multiphase functions

1.2.1 Definition and geometric interpretation

Assume that X ⊆ Rn is an open subset and RN = Rk × Rl, θ = (η, τ) and H : Rk \ 0 →
Rl is a homogeneous function of degree one. Let G = {(x, ϕx, η, τ,−ϕη,−ϕτ)},G0 =

{(η, τ, 0, 0)},G1 = N∗
RN (graphH). Obviously, G is a canonical relation from T ∗RN to T ∗X

and (G0,G1) is a cleanly intersecting pair in T ∗RN . By applying Theorem 1.7 we shall

determine an explicit condition such that (G ◦G0,G ◦G1) is a cleanly intersecting pair of

Lagrangian submanifods of T ∗X.

Let us define M = T ∗X × ∆T ∗Rk+l ,M0 = G ×G0,M1 = G ×G1. Then

M ∩ M0 =
{
(x, ϕx, η, τ,−ϕη,−ϕτ; η, τ, 0, 0)

∣∣∣ ϕη = 0, ϕτ = 0
}

(1.10)

M ∩ M1 =
{
(x, ϕx, η, τ,−ϕη,−ϕτ; η,H(η), tH′(η),−t)

∣∣∣ ϕτ = t, ϕη = −tH′(η)
}

(1.11)

M0 ∩ M1 =
{
(x, ϕx, η, τ,−ϕη,−ϕτ; η′,H(η′), 0, 0)

}
(1.12)

M ∩ M0 ∩ M1 =
{
(x, ϕx, η, τ,−ϕη,−ϕτ; η,H(η), 0, 0)

∣∣∣ ϕτ = 0, ϕη = 0, τ = H(η)
}
, (1.13)

where x, η, τ, t, ϕx, ϕη and ϕτ are row vectors, and H′(η) =
(
∂ηi H j(η)

)
is an l × k-matrix

with H = (H1, . . . ,Hl). We assume that

rank{dϕη, dϕτ} = k + l − e0, e0 ∈ N at the point ϕη = 0, ϕτ = 0 (1.14)

rank{d(ϕη + ϕτH′(η))} = k − e1, e1 ∈ N at the point ϕη + ϕτH′(η) = 0, τ − H(η) = 0.

Under these conditions (M ∩M0,M ∩M1,M0 ∩M1,M ∩M0 ∩M1) are submanifolds.

Lemma 1.20. For every point p ∈ M∩M0 we have TpM∩TpM0 = Tp(M∩M0), and this

tangent space is determined by

ϕxηδx + ϕηηδη + ϕτηδτ = 0, (1.15)

ϕxτδx + ϕητδη + ϕττδτ = 0.

Proof. For every p ∈ M ∩ M0 we have

TpM0 = {(x, ϕx, η, τ,−ϕη,−ϕτ, η′, τ′, 0, 0; δx, d(ϕx), δη, δτ,−d(ϕη),−d(ϕτ), δ′η, δ
′
τ, 0, 0)},

(1.16)

where d(ϕx) = ϕxxδx + ϕηxδη + ϕτxδτ, d(ϕη) = ϕxηδx + ϕηηδη + ϕτηδτ, and d(ϕτ) = ϕxτδx +

ϕητδη + ϕττδτ.
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1 Paired Lagrangian distributions

Therefore, TpM0 ∩ TpM is defined by the equations

η′ = η, τ′ = τ, ϕη = 0, ϕτ = 0,

d(ϕη) = 0, d(ϕτ) = 0, δ′η = δη, δ
′
τ = δτ. (1.17)

From (1.10), Tp(M ∩ M0)) is defined by equation dϕη = 0, dϕτ = 0. Hence, Tp(M ∩
M0) = TpM ∩ TpM0. This proves the lemma. �

Denote H′(η)T is the transpose of the matrix H′(η). Similarly, we have the following

results:

Lemma 1.21. At every point p ∈ M∩M1 we have TpM∩TpM1 = Tp(M∩M1). Moreover,

this tangent space is determined by the following system:

ϕτ = t, ϕη = −tH′(η),

ϕxηδx + ϕηηδη + ϕητδτ = −tH′′(η)δη − H′(η)Tδt,

ϕxτδx + ϕητδη + ϕττδτ = δt,

H′(η)δη − δτ = 0

where p = (x, ϕx, η,H(η),−ϕη,−ϕτ, η,H(η), tH′(η),−t),(p, v) ∈ TpM depends on δx, pη, δτ, δt

in the form

v = (δx, dϕx, δη, pτ,−dϕη,−dϕτ, δη,H′(η)δη, d(tH′(η)),−δt).

By the two previous lemmas, one gets the tangent space Tp(M ∩M0)+ Tp(M ∩M1) at

the point p = (x, ϕx, η,H(η),−ϕη,−ϕτ, η,H(η), 0, 0).

Lemma 1.22. At every point p ∈ M ∩M0 ∩M1 the tangent space (TpM0 + TpM1)∩ TpM

is determined by the following system:

ϕτ = t, ϕη = −tH′(η), t = 0,

ϕxηδx + ϕηηδη + ϕτηδτ = −H′(η)Tδt,

ϕxτδx + ϕητδη + ϕττδτ = δt.

Proof. We have

TpM0 + TpM1 = Tp(G ×G0) + Tp(G ×G1) = TpG × (TpG0 + TpG1).
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1.2 Multiphase functions

Moreover,

TpG0 =(η, τ, 0, 0, δη, δτ, 0, 0),

TpG1 =(η,H(η), tH′(η),−t; δη; H′(η)δη, tH′′(η)δη + H′(η)Tδt,−δt).

This yields TpG0 + TpG1 = (η,H(η), 0, 0, δη, δτ,H′(η)Tδt,−δt). Thus, the space (TpM0 +

TpM1) ∩ TpM depends on δ = (δx, δη, δτ, δt) such that d(ϕη) = d(tH′(η)), d(ϕτ) = δt. The

lemma is proved. �

We now rewrite the results above in matrix form. At each point

p = (x, ϕx, η,H(η), 0, 0, η,H(η), 0, 0)

we set

A0 =


ϕxη ϕηη ϕτη H′(η)T

ϕxτ ϕητ ϕττ −I

0 0 0 I

 , A1 =


ϕxη ϕηη ϕτη H′(η)T

ϕxτ ϕητ ϕττ −I

0 H′(η) −I 0

 ,
A =

ϕxη ϕηη ϕτη H′(η)T

ϕxτ ϕητ ϕττ −I

 .
So we have

• the tangent space Tp(M0∩M) depends on the parameter δ = (δx, δη, δτ, δt) such that

A0δ = 0;

• the tangent space Tp(M1 ∩ M) is defined by A1δ = 0;

• the space (TpM0 + TpM1) ∩ TpM depends on δ such that Aδ = 0.

Condition (1.4) is equivalent to

ker A0 + ker A1 = ker A.

Therefore, M, M0,M1 is an intersecting triple if and only if

rank


ϕxη ϕηη ϕτη H′(η)T

ϕxτ ϕητ ϕττ −I

0 H′(η) −I 0

0 0 0 I


= rank A0 + rank A1 − rank A.
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This condition is equivalent to the following

rank


ϕxη ϕηη ϕτη H′(η)T

ϕxτ ϕητ ϕττ −I

0 H′(η) −I 0

 − rank


ϕxη ϕηη ϕτη

ϕxτ ϕητ ϕττ

0 H′(η) −I

 =
rank

ϕxη ϕηη ϕτη H′(η)T

ϕxτ ϕητ ϕττ −I

 − rank

ϕxη ϕηη ϕτη

ϕxτ ϕητ ϕττ

 . (1.18)

Remark 1.23. Note that ϕ1(x, η) = ϕ(x, η,H(η)) is the phase function parametrizing Λ1.

Hence,

rank


ϕxη ϕηη ϕτη H′(η)T

ϕxτ ϕητ ϕττ −I

0 H′(η) −I 0


= rank

(
ϕxη + ϕxτH′(η) ϕηη + ϕητH′(η) + H′(η)Tϕτη + H′(η)TϕττH′(η)

)
+ 2l

= rank
(
ϕ1xη ϕ1ηη

)
+ 2l.

This leads to the definition of multiphase functions:

Definition 1.24. Let ϕ : X × (Rk+l \ 0) → R be homogeneous of degree 1 with respect to

θ = (η, τ).

• The function ϕ is called a degenerate multiphase function if conditions (1.14) and (1.18)

hold. Specifically, this means

1. Both ϕ0(x, θ) = ϕ(x, η, τ) and ϕ1(x, η) = ϕ(x, η, 0) are clean phase functions with

excesses e0, e1, respectively.

2. On the critical set Cϕ = {(x, η, τ) : ϕη(x, η, τ) = 0, ϕτ(x, η, τ) = 0, τ = 0} we have

rank

ϕxη ϕηη

ϕxτ ϕητ

 = k + l − e, rank(ϕxη ϕηη ϕτη) = k − (e0 + e1 − e).

The numbers (e0, e1, e) will be called the excesses of the multiphase function ϕ.

• If e0 = e1 = e then we say ϕ is a clean multiphase function with excess e.

• The multiphase function ϕ is regular if all excesses are zero.

Example 1.25. Assume that X = Rn and x = (x′, x′′) ∈ Rn−l × Rl. Then function

ϕ(x, η, τ) = x′η + x′′τ is a regular multiphase function parametrizing Λ0 = {(0, 0; ξ′, ξ′′)},
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1.2 Multiphase functions

Λ1 = {(x′, 0; 0, ξ′′)}.
Set η̃ = (η, ω′), τ̃ = (τ, ω′′), ω = (ω′, ω′′) ∈ Rr′ × Rr′′ ,

ψ(x, η̃, τ̃) = ϕ(x, η, τ) +
1

2|η, τ| ⟨Qω,ω⟩ ,

where Q =

 A B

B′ C

 is a symmetric matrix in Rr′+r′′ . Then ψ is a multiphase function

parametrizing the same pair of Lagrangian submanifolds as ϕ if and only if rank A +

rank Q = rank(AB)+ rank(AB)′. Especially, if r′ = r′′ and Q is a non-degenerate, then the

condition above holds if and only if A = 0 and B is invertible. For instance, A = 0,C =

0, B = I, then ψ is a multiphase function with excess (0, r, r).

When r′ = 0 and C is invertible, ψ is not a multiphase function although ψ0, ψ1 and ψ are

phase functions parametrizing the Lagrangian pair Λ0,Λ1 and the isotropic submanifold

Λ0 ∩ Λ1.

As an immediate corollary of Theorem 1.7 and the definition above, we get the fol-

lowing statement:

Proposition 1.26. Let ϕ be a degenerate multiphase function and Λ j be the Lagrangian

submanifold parametrized by ϕ j. Then Λ0 intersects Λ1 cleanly in an isotropic submani-

fold of dimension n−(l+e0+e1−2e). Especially, a clean multiphase function parametrizes

an intersecting pair of Lagrangian submanifolds with (n − l)-dimensional intersection.

Remark 1.27. In comparison with clean phase functions for isotropic submanifolds, we

recall the definition in [BG81]: The function ϕ(x, θ) is a clean (isotropic) phase function

if:

i) Z = {(x, θ)|ϕθ(x, θ) = 0, τ = 0} is a submanifold of X × RN of codimension m,

ii) At each point of Z exact m of the differentials dϕθ, dτ are linearly independent.

iii) Each differential dτ j is linear combination of dx, dϕx, dϕη,

Note that the condition iii) means

ϕxη ϕηη

ϕxτ ϕητ

 = rank(ϕxη, ϕηη) + l.

Hence, clean multiphase functions can be represented as isotropic clean phase func-

tions satisfying some additional conditions as following:

The function ϕ(x, η, τ) is a multiphase function if the following three conditions hold:

1. Λϕ is composable with G0,G1, i.e., Λϕ × G j intersects T ∗X × ∆T ∗S cleanly. This

condition is equivalent to that ϕ0(x, η, τ) = ϕ(x, η, τ) and ϕ1(x, η) = ϕ(x, η,H(η)) are

clean Lagrangian phase functions.
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2. Λϕ is composable with G0 ∩G1, i.e. Λϕ × (G0 ∩G1) intersects T ∗X × ∆T ∗S cleanly

and condition e) in Theorem 1.4. This condition implies that Λϕ ◦ (G0 ∩ G1) is an

isotropic submanifold of T ∗X \ 0. So ϕ(x, θ) is a clean phase function for some

isotropic manifold.

3. The rank condition which ensures that Λϕ ◦ (G0 ∩G1) = (Λϕ ◦G0) ∩ (Λϕ ◦G1).

Roughly speaking, ϕ is a clean multiphase function if ϕ0, ϕ1 and ϕ are clean phase func-

tions with the same excess and satisfy an additional dimension condition.

Theorem 1.28. Let C be a homogeneous canonical relation from T ∗Y \ 0 to T ∗X \ 0 and

(Λ0,Λ1) a pair of Lagrangian submanifolds of T ∗Y \0. Assume that (C×Λ0,C×Λ1,T ∗X×
∆T ∗Y) is an intersecting triple. Then C ◦ Λ0 and C ◦ Λ1 intersect cleanly.

Moreover, if Φ(x, y, ξ) is a regular phase function defining C and (ϕ(y, η, τ),H(τ)) is a

regular multiphase function parametrizing (Λ0,Λ1), then (Φ(x, y, ξ)+φ(y, η, τ),H(τ)) is a

multiphase function parametrizing (C ◦ Λ0,C ◦ Λ1).

Proof. The first statement follows from Theorem 1.3. Now we proof the second. Set

ψ(x, y, ξ, τ, η) = Φ(x, y, ξ) + φ(y, η, τ).

We regard y as the fibre variable and introduce the new variable ω = (y(ξ2 + η2)1/2, ξ, η).

Under the assumption of intersecting triple, we obtain that ψ0(x, ω, τ) = ψ(x, ω, τ) and

ψ1(x, ω) = ψ(x, ω,H(ω)) are phase functions parametrizing C ◦ Λ0,C ◦ Λ1. So it is

sufficient to check the rank condition. Let Λψ = (x, ψx;ω, τ,−ψω,−ψτ), G̃0 = (ω, τ; 0, 0),

G̃1 = (ω,H(η), tHω,−t), E = T ∗X × ∆T ∗RN , where (ω, τ) ∈ RN ,N = ny + nξ + nη + nτ.

We need to show that

[
Tp(Λψ × G̃0) + Tp(Λψ × G̃1)

]
∩ TpE = Tp(Λψ × G̃0 ∩ E) + Tp(Λψ × G̃1 ∩ E), (1.19)

for all p ∈ (Λψ × G̃0) ∩ (Λψ × G̃1) ∩ E.

First, we check that

(Λψ × G̃ j) ∩ E ≡ (C × Λ j) ∩ T ∗X × ∆T∗Y . (1.20)

This follows from the standard argument in composition theorem. In fact, p ∈ (Λψ×G̃0)∩
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1.2 Multiphase functions

E if and only if (x, y, ξ, η, τ) satisfies

Φy(x, y, ξ) + φy(y, η, τ) =0, (1.21)

Φξ(x, y, ξ) =0, (1.22)

φη(y, η, τ) =0, (1.23)

φτ(y, η, τ) =0. (1.24)

This means that
{
(x,Φx, y,−Φy) ∈ C

∣∣∣ (y, φy) ∈ Λ0; (y,−Φy) = (y, ϕy)
}
. This is nothing but

C × Λ0 ∩ (T ∗X × ∆T∗Y). (Note that Φ and φ0 are regular phase functions.)

Then we show that[
Tp(Λψ × G̃0) + Tp(Λψ × G̃1)

]
∩TpE ≃ [

Tp(C×Λ0)+Tp(C×Λ1)
]∩Tp(T ∗X×∆T ∗Y). (1.25)

Indeed, let ∆y = Tp(T ∗X × ∆T ∗Y),∆η,τ = Tp(T ∗Y × ∆T ∗Rη,τ), we have[
Tp(Λψ × G̃0) + Tp(Λψ × G̃1)

]
∩ TpE

=
[
TpC ×

[
TpΛφ × (TpG0 + TpG1) ∩ ∆η,τ

]] ∩ ∆y

=
[
TpC ×

[
Tp(Λφ ×G0) ∩ ∆η,τ

]
+

[
Tp(Λφ ×G1) ∩ ∆η,τ

]] ∩ ∆y

=
[
TpC ×

[
TpΛ0 + TpΛ1

]] ∩ ∆y

=
[
Tp(C × Λ0) + Tp(C × Λ1)

]
∩ ∆y

=
[
Tp(C × Λ0) ∩ ∆y

]
+

[
Tp(C × Λ1) ∩ ∆y

]
.

Finally, equations (1.20), (1.25) imply that ψ,H satisfy the rank condition. �

1.2.2 The equivalence of multiphase functions

In the classical theory, the pull-back of a fibre preserving diffeomorphism maps the classes

of phase functions in some conic neighbourhood into another one with the same excess

defining on another conic neighbourhood of the same dimension. Unfortunately, this

property does not hold in the classes of multiphase functions. This forces us to put addi-

tional conditions on the transformations. Because of this, the usual procedure for reduc-

ing the fibre dimension and eliminating the excess of phase functions cannot be applied

directly to the multiphase functions. In this part, we shall introduce the notion of admis-

sible transformation such that its pull-back acts between classes of multiphase functions

with the same excess. We also give other basic transforms on the classes of multiphase
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functions: increasing, decreasing the fibre dimension and eliminating the excesses. Com-

bining with the invariant of the symbol estimate, we obtain the local representation of

paired Lagrangian distributions of multiphase functions. We postpone proving this result

until the end of this chapter, after investigating the class of symbols and the representation

of paired Lagrangian distributions via oscillatory integrals.

Now we study the relation between two multiphase functions parametrizing the same

pair of Lagrangian submanifolds. Assume that Γ, Γ̃ are open conic sets in X×(RN−l×Rl\0)

and X × (RÑ−l × Rl \ 0). Let ϕ, ϕ̃ be clean multiphase functions in Γ, Γ̃, respectively.

Definition 1.29. A map Γ ∋ (x, η, τ) 7→ (x, η̃(x, η, τ), τ̃(x, η, τ)) ∈ Γ̃ is an admissible

transformation if the following conditions hold:

1. The functions η̃(x, η, τ), τ̃(x, η, τ) are smooth and homogeneous of degree 1 with

respect to (η, τ).

2. The matrices Dηη̃(x, η, 0), (x, η, 0) ∈ Γ andDττ̃(x, η, τ), (x, η, τ) ∈ Γ are invertible.

3. The function τ̃(x, η, τ) vanishes on the set τ = 0.

The map χ is admissible near (x0, η0, 0) if χ is an admissible transformation in some conic

neighbourhood V ⊆ Γ of (x0, η0, 0).

Remark 1.30. A fibre preserving diffeomorphism (x, η, τ) 7→ (x, g(x, η, τ), h(x, η, τ)) satis-

fying h(x, η, 0) = 0 is admissible near (x0, η0, 0) ∈ Γ.

We restrict the class of transformations because in general, the pull-back of multi-

phase function under a fibre preserving transformation is no longer a multiphase function.

However, this fact holds if we put an extra condition on transformation as the following

result.

Lemma 1.31. Assume that ϕ(x, η, τ) is a multiphase function near (x0, η0, 0) with excesses

(e0, e1, e) and χ is an admissible transformation such that χ(x0, η̃0, 0) = (x0, η0, 0). Let

define ψ(x, η, τ) = ϕ(χ(x, η, τ)) in some conic neighbourhood of (x0, η̃0, 0). Then ψ is a

multiphase function with the excesses (e0, e1, e) parametrizing the same Lagrangian pair

as ϕ.

Proof. Since ψ0(x, η, τ) = ϕ0(χ(x, η, τ)) and ψ1(x, η) = ϕ1(χ(x, η, 0)) and χ and χ|τ=0 are

differmorphisms, we first conclude that ψ0, ψ1 are phase functions with the same excesses
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and parametrizes the same Lagrangian manifolds as ϕ0, ϕ1. Hence, we only need to check

rank

ψxη ψηη

ψxτ ψητ

 = rank

ϕxη ϕηη

ϕxτ ϕητ

 , rank(dψη) = rank(dϕη).

At the point (x, η, 0) ∈ Γ satisfying ϕη = 0, ϕτ = 0 we have

ψxη ψηη

ψxτ ψητ

 =
η̃η τ̃η

η̃τ τ̃τ


ϕxη ϕηη ϕητ

ϕxτ ϕητ ϕττ




I 0

η̃x η̃η

τ̃x τ̃η

 .
Because τ̃x and τ̃η vanish at the point (x, η, 0) , we obtain:ψxη ψηη

ψxτ ψητ

 =
η̃η 0

η̃τ τ̃τ


ϕxη ϕηη

ϕxτ ϕητ


 I 0

η̃x η̃η

 .
This implies that rank

ψxη ψηη

ψxτ ψητ

 = rank

ϕxη ϕηη

ϕxτ ϕητ

. Similarly, the equality

(
ψxη ψηη ψητ

)
= (η̃η)

(
ϕxη ϕηη ϕητ

) 
I 0 0

η̃x η̃η η̃τ

τ̃x τ̃η τ̃τ


yields the remain condition. This proves the lemma. �

We shall use admissible transformation to define the equivalence between multiphase

functions.

Definition 1.32. Let ϕ and ϕ̃ be multiphase functions in some conic neighbourhoods Γ, Γ̃.

Two multiphase functions ϕ, ϕ̃, are said to be equivalent if there exists an admissible

transformation χ from Γ to Γ′ such that ϕ = χ∗ϕ̃.

These functions are said to be locally equivalent near (x0, η0, 0) and (x0, η̃0, 0) if χ is locally

admissible near these points and χ(x0, η0, 0) = (x0, η̃0, 0).

Remark 1.33. Since g(x, η, 0) = 0, Dη f (x, η, 0) and Dτg(x, η, τ) are invertible in some

conic neighbourhood τ/|η| ≤ ε. So the necessary condition for equivalence of multiphase

functions is that ϕ0, ϕ̃0 and ϕ, ϕ̃ are equivalent phase functions in the Hörmander’s sense.

Proposition 1.34. Let ϕ(x, η, τ) and ϕ̃(x, η̃, τ̃) be regular multiphase functions in conic

neighbourhoods of (x0, η0, 0) ∈ X × (RN \ 0) and (x0, η̃0, 0) ∈ X × (RÑ \ 0), respectively.

Then ϕ and ϕ̃ are equivalent in some neighbourhoods of these points if the following

conditions hold:
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1. ϕ, ϕ̃ parametrize the same pair of Lagrangian submanifolds,

2. N = Ñ, l = l̃,

3. ϕηη(x0, η0, 0) and ϕ̃η̃η̃(x, η̃0, 0) have the same signature.

Proof. Our proof is based on the proof of the equivalence of phase functions in [Ho85].

First step. We can assume that η = η̃, ϕ(x, η, 0) = ϕ̃(x, η, 0). Indeed, since ϕ1, ϕ̃1 parametrize

the same Λ1, N − l = Ñ − l̃ and ϕ1ηη, ϕ̃1ηη have the same signature, we conclude that ϕ1 and

ϕ̃1 are equivalent phase functions. Hence, there is a diffeomorphism (x, η) 7→ (x, f (x, η))

such that ϕ1(x, η) = ϕ̃1(x, f (x, η)). So the multiphase function φ(x, η, τ) = ϕ̃(x, f (x, η), τ)

is equivalent to ϕ̃ and φ(x, η, 0) = ϕ(x, η, 0). So we may assume that ϕ, ϕ̃ have the men-

tioned property.

Second step. We prove that by changing τ-variable, we have ϕτ(x, η, 0) = ϕτ̃(x, η, 0).

On the set {ϕη(x, η, 0) = 0} the system {ϕτ(x, η, 0) = 0} is equivalent to {ϕ̃τ(x, η, 0) = 0},
which leads to

ϕτ(x, η, 0) = ϕ̃τ(x, η, 0)a(x, η) + ϕ̃η(x, η, 0)b(x, η), (1.26)

for a = (ai j(x, η))l,l and b = (bi j(x, η)N−l,l) are smoothly homogeneous of degree zero.

Differentiating both sides of 1.26 with respect to x, η at the point (x0, η0, 0) and adding

ϕηx, ϕηη, we obtain ϕτx ϕηx

ϕτη ϕηη

 =
ϕ̃τx ϕ̃ηx

ϕ̃τη ϕ̃ηη


a 0

b I

 .
Since ϕ and ϕ̃ are regular multiphase functions, both matrices have rank N. Therefore a

is invertible at (x0, η0). One has a non-degenerate extension in some conic neighbourhood

of (x0, η0, 0). Consider a diffeomorphism χ : (x, η, τ) 7→ (x, η+ bτ, aτ) in some neighbour-

hood of |τ|/|η| ≤ ε, then the multiphase function χ∗ϕ̃ is equivalent to ϕ̃ and differs from ϕ

a term which vanishes to second order in τ.

Third step. Without loss of generality, we assume that ϕ − ϕ̃ vanishes to second order

on Cϕ = {(x, η, τ)|ϕη = 0, ϕτ = 0} and on {τ = 0}. In fact, consider the map

(x, η, τ)→ (x, ϕx, ϕη).
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Because ϕ satisfies the rank condition, it is injective. By the implicit theorem, there is a

smooth map Ψ from a neighbourhood of (x0, ξ0, 0) to RN such that

(η, τ) = Ψ(x, ϕx, ϕτ).

Replace Ψ by Ψ(x, ξ|ξ0|/|ξ|, ω)|ξ|/|ξ0|, we may assume Ψ is homogeneous of degree 1 in

ξ. Consider the transformation

χ : (x, η, τ)→ (x, Ψ̃(x, ϕx, ϕη)),

where Ψ̃ is the map corresponding to ϕ̃. It is fibre preserving and its restriction to Cϕ is a

differmorphism. Two functions χ∗ϕ̃, ϕ have the desired assumption. It remains to check

that χ∗ϕ̃ and ϕ̃ are locally equivalent. Set ξ = ϕx, ω = ϕη then the differential of ξ at a

fixed x has the form

Ψ̃ξ(ϕxη, ϕxτ) + Ψ̃ω(ϕηη, ϕητ) = Ψ̃ξ(ϕ̃xη, ϕ̃xτ) + Ψ̃ω(ϕ̃ηη, ϕ̃ητ) = I,

since at the point (x, η, 0), we have ϕ(x, η, 0) = ϕ̃(x, η, 0), ϕτ(x, η, 0) = ϕ̃τ(x, η, 0) and

(η, τ) = Ψ̃(x, ϕ̃x, ϕ̃η). This implies that χ is a diffeomorphism at (x0, η0, 0) and moreover,

χ(x, η, 0) = (x, η, 0). Thus ϕ̃ and χ∗ϕ̃ are equivalent multiphase functions. So we may

assume that ϕ̃, ϕ vanish to second order on Cϕ and τ = 0.

Forth step. Now we are in position to use Hörmander’s method for phase functions

ϕ(x, η, τ) and ϕ̃(x, η, τ). Using Taylor’s expansion, we obtain

ϕ(x, θ) − ϕ̃(x, θ) = ϕθA(x, θ)ϕθ,

where θ = (η, τ) and A is a symmetric matrix vanishing at τ = 0. We shall show that there

exists a diffeomorphism transformation of the form

(x, θ)→ (x, θ + B(x, θ)ϕθ)

which satisfies ϕ(x, θ) = ϕ̃(x, θ + Bϕθ) and B(x, η, 0) = 0. In fact, since ϕ(x, θ + Bϕθ) −
ϕ(x, θ) = ϕ(x, θ)+ϕθBϕθ +ϕθBGBϕθ, where G is a matrix depending smoothly on x, θ and

B. We take B as the solution of the equation

B + BGB = A.

This equation has a unique solution if A is small enough and moreover, this solution is

homogeneous of degree 1 in θ. Since A(x, η, 0) = 0, we conclude that whenever |τ|/|η| ≤ ε
small enough, we can take B as the solution of the equation above and B(x, η, 0) = 0. So

ϕ and ϕ̃ are equivalent in some conic neighbourhood of (x0, η0, 0). This completes the

proof. �
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Proposition 1.35. Let ϕ(x, η, τ) be a multiphase function in a conic neighbourhood of

(x0, η0, 0) with excesses e0 = 0, e1 = e > 0. Then there exists a multiphase function ψ near

(x0, η
′
0, τ
′
0) which parametrizes the same Lagrangian pair as ϕ such that

ϕ(x, η, τ) = ψ(x, η′, τ′) + η′′τ′′/|η′, τ′|, (η′′, τ′′) ∈ Re1 × Re1 .

Proof. First of all, since ϕ1(x, η) = ϕ(x, η, 0) is a clean phase function with excess e1 near

(x0, η0), we may assume that there exists a variable splitting η = (η′, η′′) ∈ Rk−e1 × Re1

such that ϕη′′(x, η, 0) = 0. Now using the condition rank(dϕη(x0, η0, 0)) = k, we derive

that (ϕη′′τ) has full rank. So there exists τ = (τ′, τ′′) such that ϕη′′τ′′(x0, η0, 0) has rank e1.

It follows that the matrix ϕη′′η′′ ϕτ′′η′′

ϕτ′′η′′ ϕτ′′τ′′


has the full rank e1. Hence, the equations ϕη′′(x, η, τ) = 0, ϕτ′′(x, η, τ) = 0 are solved

near (x0, η0, 0) by η′′ = g(x, η′, τ′), τ′′ = h(x, η′, τ′). Because ϕη′′(x, η, 0) = 0, we obtain

h(x, η′, 0) = 0. Now if we use the change of variables

(x, η, τ) 7→ (x, η′, η′′ − g(x, η′, τ′), τ′, τ′′ − h(x, η, τ)),

then the new function ϕ̃(x, η, τ) = ϕ(x, η′, τ′′ + g(x, η′, τ′), τ′, τ′′ + h(x, η′, τ′)) is an equiv-

alent multiphase function of ϕ satisfying dη′′,τ′′ ϕ̃(x, η′, 0, τ′, 0) = 0. Without loss of gen-

erality, we suppose that g = 0, h = 0. Define ψ(x, η′, τ′) = ϕ(x, η′, 0, τ′, 0). It is clear

that the matrix

ψxη′ ψη′,η′

ψxτ′ ϕη′τ′

 at (x0, η
′
0, 0) has full rank k − e1 + l − e1. Combining with

the fact that ψ(x, η′, 0) and ψ(x, η′, τ′) are regular phase functions parametrizing the same

Lagrangian submanifolds as ϕ0, ϕ1, we conclude that ψ is a regular multiphase function

which parametrizes the same Lagrangian pair as ϕ. Now we shall prove that under a

suitable transform on η′′, τ′′, two multiphase functions ϕ and ψ have the desired relation.

Using Taylor’s expansion, we have

ϕ(x, η, τ) = ϕ(x, η′, 0, τ′, 0) +
1

2|η′, τ′|[(Aη
′′, η′′) + (Bη′′, τ′′) + B(τ′′, η′′) + (Cτ′′, τ′′)],

where A,C are symmetric matrices and B(x0, η
′
0, τ
′
0, 0) = |η′0, τ′0|ϕη′′τ′′(x, η0, τ0) is invert-

ible. Set G =

 A B

B′ C

 ,Q =
0 I

I 0

. We look for a matrix R of the form

R =

B′ −CZ/2 C/2

Z I


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1.2 Multiphase functions

which satisfies R′QR = G. Or equivalently, the matrix Z solves the equation

BZ + Z′B′ − Z′CZ = A.

We claim that this matrix equation has a unique solution provided that B is invertible and

B−1A is small. In fact, consider A as a functional of Z. The differential when Z = 0 is the

mapping
dA
dZ

(0)(V) = BV + V ′B′ − V ′CZ − Z′CV |Z=0.

It is surjective as for all symmetric U, the matrix V = B−1U/2 solves the equation V ′B′ +

BV = U. By the implicit function theorem, we have Z = Z(A) near A = 0. Now at the

point (x0, η0, 0) we have A = 0 and B is invertible. There exists a conic neighbourhood of

(x0, η0, 0) such that B is still invertible and A is small enough. So applying the change of

variables η̃′′
τ̃′′

 =
B′ −CZ/2 C/2

Z I


η′′
τ′′

 , (1.27)

we obtain ϕ(x, η′, η̃′′, τ′, τ̃′′) = ψ(x, η′, τ′) +
η̃′′ · τ̃′′
|η′, τ′| . Finally, we need to check that the

transformation (x, η, τ) 7→ (x, η′, η̃′′, τ′, τ̃′′) is admissible. It is sufficient to show that

Z(x, η, τ) = 0 when τ = 0. This condition holds because A(x, η, 0) = 0. So ϕ(x, η, τ) =

ψ(x, η′, τ′) + η′′ · τ′′/|η′, τ′|. �

1.2.3 Reduction of multiphase functions

In this part, we shall prove some results in the change of the fibre dimension. We use

the same idea as in the case of phase functions. In dealing with multiphase functions, we

need further properties of the change of coordinates. Therefore, in the proof of reduction

for multiphase functions, whenever we use a change of coordinates, we have to verify

the admissibility of the transformation. This demands a careful treatment, sometimes the

transformation does not come from an explicit formula. We shall prove the main result in

several steps.

Proposition 1.36. Let ϕ be a multiphase function with excesses (e0, e1, e) in some conic

neighbourhood in X × (Rk+l \ 0) of (x0, η0, 0). Then there exists an admissible transforma-

tion

(x, η, τ) 7→ (x, η′, η′′, τ′, τ′′),
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and a multiphase function with excesses (e0, e0 + e1 − e, e0) parametrizing the same La-

grangian pair as ϕ such that

ϕ(x, η, τ) = ψ(x, η′, τ′) + η′′τ′′/|η′, τ′|,

where η = (η′, η′′) ∈ Rk−(e−e0) × Re−e0 , τ = (τ′, τ′′) ∈ Rl−(e−e0) × Re−e0 .

Proof. First of all, since ϕ1(x, η) = ϕ(x, η, 0) is a clean phase function with excess e1 near

(x0, η0), we may assume that there exists a variable splitting η = (η′, η′′) ∈ Rk−e1 × Re1

such that ϕη′′(x, η, 0) = 0. By the conditions rank(dϕη(x0, η0, 0)) = k − (e0 + e1 − e) we

conclude that (ϕη′′τ) has rank at least e − e0. So there exists τ = (τ′, τ′′) ∈ Rl−(e−e0) × Re−e0

such that ϕη′′τ′′(x0, η0, 0) invertible, and thenϕη′′η′′ ϕτ′′η′′

ϕτ′′η′′ ϕτ′′τ′′


has the full rank 2(e−e0). Hence, the equations ϕη′′(x, η, τ) = 0, ϕτ′′(x, η, τ) = 0 are solved

near (x0, η0, 0) by η′′ = g(x, η′, τ′), τ′′ = h(x, η′, τ′). Since ϕη′′(x, η, 0) = 0, we obtain

h(x, η′, 0) = 0. We now use the change of variables

(x, η, τ) 7→ (x, η′, η′′ − g(x, η′, τ′), τ′, τ′′ − h(x, η, τ)).

The new function ϕ̃(x, η, τ) = ϕ(x, η′, τ′′ + g(x, η′, τ′), τ′, τ′′ + h(x, η′, τ′)) is an equivalent

multiphase function of ϕ satisfying dη′′,τ′′ ϕ̃(x, η′, 0, τ′, 0) = 0. Without loss of generality,

we suppose that g = 0, h = 0. Let define ψ(x, η′, τ′) = ϕ(x, η′, 0, τ′, 0). At (x0, η0, 0) we

have 
ϕxη′ ϕη′η′ ϕη′′η′ ϕτ′′η′ ϕτ′η′

ϕxη′′ ϕη′η′′ ϕη′′η′′ ϕτ′′η′′ ϕτ′η′′

ϕxτ′′ ϕη′τ′′ ϕη′′τ′′ ϕτ′′τ′′ ϕτ′τ′′

ϕxτ′ ϕη′τ′ ϕη′′τ′ ϕτ′′τ′ ϕτ′τ′


=


ϕxη′ ϕη′η′ 0 0 ϕτ′η′

0 0 0 ϕτ′′η′′ 0

0 0 ϕη′′τ′′ ϕτ′′τ′′ 0

ϕxτ′ ϕη′τ′ 0 0 ϕτ′τ′


. (1.28)

Hence, ψ is a degenerate multiphase function with the excesses (e0, e0 + e1 − e, e0) which

parametrizes the same Lagrangian pair as ϕ. Now we shall prove that under a suitable

transform on η′′, τ′′, two multiphase functions ϕ and ψ have the desired relation. Using

Taylor’s expansion, we have

ϕ(x, η, τ) = ϕ(x, η′, 0, τ′, 0) +
1

2|η′, τ′|[(Aη
′′, η′′) + (Bη′′, τ′′) + B(τ′′, η′′) + (Cτ′′, τ′′)],
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where A,C are symmetric matrices, B(x0, η
′
0, τ
′
0, 0) = |η′0, τ′0|ϕη′′τ′′(x, η0, τ0) is invertible.

Let G =

 A B

B′ C

 ,Q =
0 I

I 0

 and R =

B′ −CZ/2 C/2

Z I

 .
Using the same argument as in the proof of Proposition 1.35, we obtain the existence

of matrix R satisfying R′QR = G and the admissibility of the transformation (x, η, τ) 7→
(x, η′, η̃′′, τ′, τ̃′′). �

Proposition 1.37. Assume that ϕ is a multiphase function with excesses (e, e1, e) in an

open conic neighbourhood in X × (Rk+l \ 0) of (x0, η0, 0). Then after using an admissible

transformation, we may split η = (η′, η′′) ∈ Rk−e1 × Re1 and τ = (τ′, τ′′) ∈ Rl−(e−e1) × Re−e1

such that

ϕη′′(x, η, τ) = 0, ϕτ′′(x, η, τ) = 0. (1.29)

Furthermore, for each fixed η′′, τ′′, the function ψ(x, η′, τ′) = ϕ(x, η′, |η′, τ′|η′′, τ′, |η′, τ′|τ′′)
is a regular multiphase function parametrizing the same Lagrangian pair as ϕ.

Proof. Since ϕ1(x, η) = ϕ(x, η, 0) is a clean phase with excess e1, applying the procedure

for eliminating excess of phase function, there is a splitting η = (η′, η′′) ∈ Rk−e1 ×Re1 such

that ϕη′′(x, η, 0) = 0. Because rank(ϕxη, ϕηη, ϕτη) = k − e1 by multiphase assumption, we

conclude that ϕτη′′(x, η, 0) = 0. Hence,

rank

ϕxη ϕηη

ϕxτ ϕητ

 = rank


ϕxη′ ϕη′η′ 0

0 0 0

ϕxτ ϕη′τ 0

 = k + l − e.

So we can choose τ = (τ′, τ′′) ∈ Rl−(e−e1) × Re−e1 such that

rank

ϕxη′ ϕη′η′

ϕxτ′ ϕη′τ′

 = k + l − e.

It has some consequences. First, Cϕ is determined by ϕη′(x, η, 0) = 0, ϕτ′(x, η, 0) = 0.

So there exist smooth matrices f (x, η), g(x, η) such that ϕτ′′(x, η, 0) = ϕη′′(x, η) f (x, η) +

ϕτ′(x, η)g(x, η). Extend f , g into some conic neighbourhood of (x0, η0, 0) and consider an

admissible transformation of the form

(x, η, τ)→ (x, η′ + f (x, η, τ)τ′′, η′′, τ + g(x, η, τ)τ′′, τ′′).

In the new coordinates, we have ϕτ′′(x, η, 0) = 0. Thus we may assume that ϕ satisfies this

property.
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Second, using the condition rank(dϕη, dϕτ) = k + l − e, we conclude that Cϕ0 is de-

termined by (k + l − e) linearly independent functions ϕη′(x, η, τ), ϕτ′(x, η, τ), and Cϕ1 is

determined by k + l − e1 linearly independent functions ϕη′(x, η, τ) = 0, τ = 0. Note that

Cϕ0 intersects Cϕ1 cleanly.

Rewrite (η′′, τ′′) = ω = (ω1, . . . , ωe), (η, τ) = (η′, τ′, ω). Since ϕω(x, η, 0) = 0, ϕω
vanishes on Cϕ1 . Now we shall prove the conclusion of this theorem by induction in the

number e of ω-variables. If e = 0, then e1 = 0. Thus, the theorem is obvious. Suppose

that the statement of the theorem holds for multiphase with the excess smaller than e.

Because the function ϕωe(x, η, τ) vanishes on Cϕ0 and Cϕ1 , there exist smooth functions

p, q such that

ϕωe(x, η, τ) = ϕη′(x, η, τ)p(x, η, τ) + ϕτ′(x, η, τ)q(x, η, τ), q(x, η, 0) = 0.

Consider the change of coordinates in the form

χ : (x, η, τ) 7→ (x, η′ + p̃(x, η, θ), η′′, τ′ + q̃(x, η, τ), τ′′) (1.30)

such that p̃, q̃ are the solutions of the ODE system

∂ωe p̃(x, η, τ) = p(x, η, τ), ∂ωe q̃(x, η, τ) = q(x, η, τ) (1.31)

p̃(x, η, τ)|ωe=0 = 0, q̃(x, η, τ)|ωe=0 = 0. (1.32)

Note that q̃(x, η, 0) = 0 as q(x, η, 0) = 0. Hence, the transformation χ in (1.30) is admis-

sible. In the new variables, ϕ(x, η′, τ′, ω) satisfies ∂ωeϕ = 0, so the multiphase function

ϕ does not depend on ωe. Rewrite ω′ = (ω0, ..., ωe−1) then ϕ(x, η, τ) = ϕ(x, η′, τ′, ω′) is a

multiphase function with the excess e − 1. By induction assumption, using the transform

on (x, η′, τ′, ω′), we have ϕω′(x, η, τ) = 0. Hence, ∂ωϕ(x, η, τ) = 0. This completes the

proof. �

1.3 Amplitude functions of double orders

1.3.1 Definition and basic properties of double symbols

Definition 1.38. We denote by S m,p(X × Rk × Rl) (or S m,p when X, k, l are fixed) the set

of all smooth functions a(x, η, τ) such that for an arbitrary compact subset K b X and any

multi-indices α, β, γ, there exists a constant Cα,β,γ,K satisfying

|∂αx∂βη∂γτa(x, η, τ)| ≤ Cα,β,γ,K⟨η, τ⟩p−|β|⟨τ⟩m−p−|γ|.
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S m,p is called the space of double symbols of orders (m, p). We set

S −∞,p =
∪
m∈R

S m,p(X × Rk × Rl), S m,−∞ =
∩
p∈R

S m,p(X × Rk × Rl),

S∞ =
∪

m,p∈R
S m,p(X × Rk × Rl), S −∞ =

∩
m,p∈R

S m,p(X × Rk × Rl).

The space of symbols of product type of orders (m, p), denoted by S̃ m,p(X × Rk+l), is the

set of all smooth functions a(x, η, τ) such that for each compact subset K b X and all

multi-indices α, β, γ, there exists a constant Cα,β,γ,K satisfying

|∂αx∂βη∂γτa(x, η, τ)| ≤ Cα,β,γ,K⟨η⟩m−|β|⟨τ⟩p−|γ|, (x, η, τ) ∈ K × Rk+l.

Obviously, S m(X × Rk) ⊗ S p(X × Rl) is a subset of S̃ m,p(X × Rk+l).

Proposition 1.39. Let a(x, η, τ) be a smooth function. Define ã(x, η̃, τ) = a(x, η̃ ⟨τ⟩ , τ).

Then a ∈ S m,p if and only if ã ∈ S̃ p,m.

Proof. This proposition is proved by a simple computation. �

Consequently, we have the following properties:

S m
1,0 ⊂ S m,m for all m ∈ R, (1.33)

S m,p · S m′,p′ ⊂ S m+m′,p+p′ for all m, p,m′, p′ ∈ R, (1.34)

S −∞ ⊂ S m,p ⊂ S m′,p′ ⊂ S∞ if m ≤ m′, p ≤ p′, (1.35)

∂αx∂
β
η∂

γ
τ : S m,p → S m−|β|−|γ|,p−|β| for all α, β, γ. (1.36)

1.3.2 Topology of double symbol spaces

Let Γ be a conic subset of X × (Rk × Rl). With any compact cone K b Γ and j ∈ N, we

define a semi-norm on S m,p(Γ) by

pK,m,p, j(a) = sup
(x,η,τ)∈K,
|α|+|β|+|γ|≤ j

|∂αx∂βη∂γτa(x, η, τ)| ⟨η, τ⟩−p+|β| ⟨τ⟩−m+p+|γ| .

Proposition 1.40. The space S m,p is a Fréchet space with the natural semi-norms. Let

a ∈ S m,p and χ(η, τ) be a smooth function which is identical to 1 in {|η, τ| ≤ 1}, vanishes

outside {|η, τ| ≥ 2}. Set aε(x, η, τ) = χ(εη, ετ)a(x, η, τ), k ≥ 1. Then aε ∈ S −∞ and the

sequence {aε} converges to a as ε → 0+ with respect to the topology of S m′,p′ for all

m ≤ m′ and p − p′ < 0.
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1 Paired Lagrangian distributions

Lemma 1.41. Let a ∈ S 0,0(X × Rk × Rl) and 0 ≤ ϵ ≤ 1.

a) Set aϵ(x, η, τ) = a(x, ϵη, ϵτ). Then aϵ is bounded in S 0,0, and aϵ → a0 in S m,p for all

m, p > 0 when ϵ → 0.

b) Define bϵ(x, η, τ) = a(x, η, ϵτ). Then bϵ tends to a(x, η, 0) in S m,0 for every m > 0

when ϵ → 0.

c) Similarly, a(x, ϵη, τ) converges to a(x, 0, τ) in S 0,p when ϵ → 0 for every p > 0.

Proof. We first prove part a) with an additional assumption that m, p ∈ (0, 1]; the general

case follows immediately. Since a0 = a(x, 0, 0) ∈ S 0,0, the conclusion follows by proving

that for each compact subset K of X and multi-indices α, β, γ, there exists a constant C

satisfying

⟨η, τ⟩|α|−p ⟨τ⟩|β|−(m−p) |∂αη∂βτ∂γx (a(x, ϵη, ϵτ) − a(x, 0, 0)) | ≤ Cα,β,γϵ
min(m,p), (1.37)

for all (x, η, τ) ∈ K × Rk+l.

Case 1. When α = 0, |β| ≥ 1, the left hand side of (1.37) is estimated by

C ⟨η, τ⟩−p ⟨τ⟩|β|−m+p ⟨ϵτ⟩−|β| ϵ |β| ≤ Cϵm

(
ϵ ⟨τ⟩
⟨ϵτ⟩

)|β|−m

≤ Cϵm.

Case 2. When |α| ≥ 1, the left hand side of (1.37) can be estimated by

C ⟨η, τ⟩|α|−p ⟨τ⟩|β|−m+p ⟨ϵη, ϵτ⟩−|α| ⟨ϵτ⟩−|β| ϵ |α|+|β|

≤


Cϵ p

(
ϵ ⟨η, τ⟩
⟨ϵη, ϵτ⟩

)|α|−p (
ϵ ⟨τ⟩
⟨ϵτ⟩

)|β|
≤ Cϵ p when p ≤ m,

Cϵm

(
ϵ ⟨η, τ⟩
⟨ϵη, ϵτ⟩

)|α|−m (
ϵ ⟨τ⟩
⟨ϵτ⟩

)|β| (⟨η, τ⟩
⟨τ⟩

)m−p

≤ Cϵm when p > m.

Case 3. When α = 0, β = 0, using Taylor’s formula, we can estimate the left hand side of

(1.37) by

C ⟨η, τ⟩−p ⟨τ⟩p−m
(
|ϵη| ⟨ϵη, ϵτ⟩−1 + |ϵτ| ⟨ϵτ⟩−1

)
≤ C
⟨η, τ⟩−p ⟨τ⟩p−m |ϵη|

⟨ϵη, ϵτ⟩ +C
⟨τ⟩−m |ϵτ|
⟨ϵτ⟩ .

(1.38)

The second term of the right hand side can be bounded by

Cϵ ⟨τ⟩1−m ϵ1−m ⟨ϵτ⟩m−1 ≤ Cϵm.

The first term can be bounded as the case |α| ≥ 1:

C ⟨η, τ⟩1−p ⟨τ⟩p−m ⟨ϵη, ϵτ⟩−1 ϵ ≤ Cϵmin(m,p).

Hence, the inequality (1.37) holds for α = 0, β = 0. This completes the proof of part a).

The parts b) and c) are similarly proved. �
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1.3 Amplitude functions of double orders

As a consequence of this lemma, we have

Corollary 1.42. Let χ ∈ C∞0 (R) and be equal to 1 near zero. Then χ(ϵη, ϵτ) → 1 in S m,p

for every m > 0, p > 0. Similarly, χ(ϵτ)→ 1 in S m,0 for every m > 0 and χ(ϵ |η|/ ⟨τ⟩)→ 1

in S 0,p for every p > 0.

1.3.3 Admissible transformations

Consider a fibre preserving mapping

χ : X × Rk × Rl → X × Rk × Rl, (x, η, τ) 7→ (x, f (x, η, τ), g(x, η, τ)).

Now we shall provide a condition on χ such that under its pulling back, the double symbol

spaces are stable.

Lemma 1.43. Let a(x, η, τ) ∈ S m,p, f ∈ S 1,1 and g ∈ S 1,0. Assume that

⟨ f , g⟩ ≍ ⟨η, τ⟩ ; ⟨g⟩ ≍ ⟨τ⟩ .

Then the function b defined by b(x, η, τ) = a(x, f (x, η, τ), g(x, η, τ)) belongs to S m,p.

Proof. By induction on |α| + |β| + |γ| one obtains that ∂αx∂
β
η∂

γ
τb is a finite sum of terms of

the form

∂α
′

x ∂
β′

f ∂
γ′

g a(x, f , g)
R∏

r=1

∂α
′′

x ∂
β′′

η ∂
γ′′

τ f (x, η, τ)
S∏

s=1

∂α
′′′

x ∂β
′′′

η ∂γ
′′′

τ g(x, η, τ), (1.39)

where R = |β′|, S = |γ′| and

|β| ≤
∑

r

|β′′r | +
∑

s

|β′′′s |, |γ| ≤
∑

r

|γ′′r | +
∑

s

|γ′′′s |.

The modulus of (1.39) is bounded by a constant times

⟨ f , g⟩p−|β′ | ⟨g⟩m−p−|γ′ | ⟨η, τ⟩R−
∑

r |β′′r | ⟨τ⟩−
∑

r |γ′′r | ⟨η, τ⟩−
∑

r |β′′′r | ⟨τ⟩S−
∑

r |γ′′′r |

≤ ⟨η, τ⟩p−|β| ⟨τ⟩m−p−|γ|.

and the result follows. �

Remark 1.44. In application, we are in the following situation: f , g is homogeneous of

degree 1 in η, τ, and

| f , g| ≍ |η, τ|; |g| ≍ |τ|.
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1 Paired Lagrangian distributions

Let χ(t) be a cut-off function near zero, i.e., χ ∈ C∞(R), χ(t) = 0 if t ≤ 1/2, χ(t) = 1

for |t| ≥ 1. Then b(x, η, τ) = χ(|η, τ|)a(x, f (x, η, τ), g(x, η, τ)) ∈ S m,p. The proof is similar,

using the fact that in the support of χ, f ∈ S 1
1,0 ⊂ S 1,1. Since g(x, η, 0) = 0, there is a

matrix of homogeneous function A(x, η, τ) such that g(x, η, τ) = A(x, η, τ)τ. This yields

g ∈ S 1,0.

Now we prove the invariance of the classes of these symbols under an admissible

transformation.

Corollary 1.45. Let χ : X × Rk × Rl → X × Rk × Rl, (x, η, τ) 7→ (x, f (x, η, τ), g(x, η, τ))

be a homogeneous diffeomorphic transformation such that g(x, η, 0) = 0. If a ∈ S m,p and

|τ| ≤ ϵ |η| for (x, η, τ) ∈ supp a, then b(x, η, τ) = a(x, f (x, η, τ), g(x, η, τ)) ∈ S m,p.

Proof. First, since D( f , g)/D(η, τ) is invertible for fixed x, using Euler’s relation, we have

( f , g) = D( f , g)/D(η, τ) · (η, τ). This implies that | f , g| ≍ |η, τ|.
For τ = 0, we have g(x, η, 0) = 0. Hence, Dηg(x, η, 0) = 0. Therefore, Dη f (x, η, 0)

is invertible since Dη f (x, η, 0) has full rank. Similarly, we also obtain the invertibility of

Dτg(x, η, 0). By continuity, this holds for |τ|/|η| ≤ ε. So we have

g j(x, η, τ) = τDτg j(x, η, sτ), s ∈ (0, 1).

Because Dτg j(x, η, τ) is homogeneous of degree zero, we may assume that it is invertible

for all |τ|/|η| ≤ ε. So we conclude |g| = |τDτg| ≥ c|τ|. On the other hand, since g(x, η, 0) =

0, there is a matrix a(x, η, τ) whose elements are homogeneous of degree zero such that

g(x, η, τ) = a(x, η, τ)τ.

This implies that |g| ≤ c|τ|. So we obtain |g| ≃ |τ|. Applying the remark above, we obtain

the conclusion of the corollary. �

1.3.4 Asymptotic expansions of double symbols

Proposition 1.46. Let a j ∈ S m j,p j be a sequence of double symbols. Set m′j = supph≥ j mh, p j =

supph≥ j ph.

a) If max j m j = m ∈ R and p j ↘ −∞, then one can find a ∈ S m,p0 such that for every

J

(a −
∑

0≤ j<J−1

a j) ∈ S m,pJ .
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1.3 Amplitude functions of double orders

The function a is uniquely determined modulo S m,−∞ and we write a ∼ ∑
j a j.

b) If max j p j = p ∈ R and m j ↘ −∞ as j → ∞, then there exists a function a ∈ S m,p,

m = max j m j uniquely modulo S −∞,p such that

(a −
∑

0≤ j<J

)a j ∈ S mJ ,p.

We write a =
∑

j a j modulo S −∞,p.

c) If m j, p j ↘ −∞ as j → ∞, then there exists a function a ∈ S m,p uniquely modulo

S −∞ such that a − ∑
0≤ j<J

a j

 ∈ S mJ ,pJ .

We write a =
∑

j a j modulo S −∞.

Proof. We first prove the statement c). Take a smooth function χ ∈ C∞0 (Rk+l) which is

equal to 1 near zero. We can choose a decreasing positive sequence ϵ j converging to 0 so

rapidly in the sense that

|∂θα∂βx(1 − χ(x, ϵθ))a j(x, θ)| ≤ 2− j ⟨η, τ⟩p j+p−|α′ | ⟨τ⟩m j−p j+m−p−|α′′ | , θ = (η, τ), |α| + |β| ≤ j.

Let a′j(x, θ) = (1 − χ(x, ϵθ))a j(x, θ) and define a =
∑

j a′j. Then a ∈ C∞ because this

sum is locally finite. Given α, β, J, we can choose N satisfying N ≥ |α| + |β| and mN ≤
mJ + m, pN ≤ pJ + p. Then we have∣∣∣∣∣∣∣∂αθ∂βx

a − ∑
0≤ j<J

a′j


∣∣∣∣∣∣∣ ≤ ⟨η, τ⟩pJ−|α′ | ⟨τ⟩mJ−pJ−|α′′ | .

Since (a j − a′j) ∈ S −∞ and a′j ∈ S m j,p j when j ≥ J, we conclude that

(a −
∑

0≤ j<J−1

a j) ∈ S mJ ,pJ .

The uniqueness of a is obvious from this property.

The statements b) and c) are proved similarly. �

Using the method of stationary phase, one easily obtains the following result:

Proposition 1.47. Suppose that a(x, η, τ) ∈ S m,p(Rk × Rl) and η = (η′, η′′) ∈ Rk−r × Rr,

τ = (τ′, τ′′) ∈ Rl−r × Rr. Assume that exists ε > 0 such that

(x, η, τ) ∈ supp a =⇒ |η′′|/|η′, τ′| ≤ ε. (1.40)

Set b(x, η′, τ′) =
∫
R2r eiη′′τ′′/|η′,τ′ |a(x, η, τ)dη′′τ′′. Then b ∈ S m+r,p+r(X × Rk−r × Rl−r).

Moreover, one has the following asymptotic expansion

b(x, η′, τ′) ∼
∑
|α|

iα

α!
∂αη′′∂

α
τ′′a(x, η, τ)

∣∣∣∣
η′′=0,τ′′=0

modulo S m+r,−∞.
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1 Paired Lagrangian distributions

1.4 Local representation of paired Lagrangian distribu-

tions

In this section we prove that using multiphase functions and symbols in class S∞ =

∪m,p∈RS m,p, one can define a class of paired Lagrangian distributions via oscillatory in-

tegrals.

1.4.1 Local definition and micro-local properties

Let X be an open subset of Rn, ϕ(x, η, τ) ∈ C∞(X × (RN \0)) be a multiphase function, and

a ∈ S m,p(X × RN−l × Rl). Consider the integral

I(ϕ, a)u :=
"

eiϕ(x,η,τ)a(x, η, τ)u(x)dηdτdx, u ∈ C∞0 (X). (1.41)

It is clear that this integral converges absolutely when m < −N, p < −(N − l).

Lemma 1.48. Let ϕ(x, η, τ) be a multiphase function. There exists a first-order differential

operator

L =
N−l∑
j=1

p(x, η, τ)∂η j +

l∑
j=1

q(x, η, τ)∂τ j +

n∑
j=1

r j(x, η, τ)∂x j + s(x, η, τ),

with coefficients p j ∈ S 0, q j ∈ S 0,−1, r j, s ∈ S −1,−1 such that L(eiϕ) = eiϕ. Moreover, the

formal adjoint operator tL : S m,p → S m−1,p−1 for all m, p ∈ R.

Proof. Take an arbitrary cut-off function χ(θ) ∈ C∞0 (RN) such that χ is identical to 1 when

|θ| ≤ 1 and vanishes outside |θ| ≥ 2. Then define

L :=
1 − χ(η, τ)

iD

|η, τ|2 N−l∑
j=1

ϕη j∂ j + |τ|2
l∑

j=1

ϕτ j∂τ j +

n∑
j=1

ϕx j∂x j

 + χ(η, τ), (1.42)

where D(x, η, τ) := |ϕx|2 + |η, τ|2|ϕη|2 + |τ|2|ϕτ|2. Note that D is homogeneous in (η, τ)

and D , 0 for all (η, τ) , 0, so the definition of L is well-defined. Indeed, because D is

homogeneous of degree 2 in η, τ, we may assume that |η, τ| = 1. If ϕη = 0, ϕτ = 0, then

ϕx , 0 since ϕ(x, η, τ) is a phase function. If |τ| = 0, then |ϕx(x, η, 0)| + |ϕη(x, η, 0)| , 0

since ϕ(x, η, 0) is a phase function. This implies that D , 0. Now the remain case is

ϕτ , 0 and τ , 0, then it is obvious that D ≥ |τ|2|ϕτ|2 > 0. Therefore, D , 0 as we need.
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1.4 Local representation of paired Lagrangian distributions

Now it is easy to check that

L(eiϕ) = eiϕ,

p j(x, η, τ) = i
(1 − χ)|η, τ|2ϕη j(x, η, τ)

D
∈ S 0 ⊂ S 0,0,

q j(x, η, τ) = i|η|2 ·
(1 − χ)ϕτ j

D
∈ S 2,0 · S −2,−2 ⊂ S 0,−2 ⊂ S 0,−1,

r j(x, η, τ) = i
(1 − χ(η, τ))ϕτ j(x, η, τ)

D
∈ S −1 ⊂ S −1,−1,

s(x, η, τ) = χ(η, τ) ∈ S −1,−1.

For each a(x, η, τ) ∈ S m,p, we have

tLa =
N−l∑

j

∂η j(p ja) +
l∑
j

∂τ j(q ja) +
n∑
j

∂x j(r ja) + sa

Combining with properties of symbols, we conclude that tL acts continuously from S m,p

to S m−1,p−1. �

Using the operator L, just as in the classical theory of oscillatory integral, we have the

following result:

Theorem 1.49. The definition of integral (1.41) can be extended in a unique way to all

a ∈ S m,p and u ∈ C∞0 (X) such that I(ϕ, a)u is a continuous function of a ∈ S m,p for every

fixed (m, p). We define an oscillatory integral by

I(ϕ, a)u :=
∫

eiϕ(x,η,τ)(tL)k(a(x, η, τ)u(x))dηdτdx,

for k large such that m − k < −N, p − k < −(N − l).

Remark 1.50. We also have

I(ϕ, a)u = lim
ε→0

$
eiϕ(x,η,τ)a(x, η, τ)χ(εη, ετ)u(x)dxdηdτ

for χ ∈ C∞0 (RN), χ(0) = 1.

Next we prove an important result which describes the wave front set of distributions

defined by this oscillatory integral.

Proposition 1.51. Assume that Γ is a conic cone in X × (RN−l × Rl) and ϕ(x, η, τ) is a

multiphase function in Γ. If a ∈ S m,p(X × RN−l × Rl) vanishes near zero section and

cone supp a ⊂ Γ, then u 7→ I(ϕ, a)u defines a distribution A(x) in X.
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1 Paired Lagrangian distributions

Moreover, we have

WF(A) ⊆
{
(x, ϕx)

∣∣∣ (x, η, τ) ∈ Γ, ϕη = 0, ϕτ = 0
}

∪
{
(x, ϕx)

∣∣∣ (x, η, τ) ∈ Γ, ϕη = 0, τ = 0
}
. (1.43)

Proof. Take a point (x0, ξ0) ∈ X × Rn\0, which does not belong to the right hand-side

of (1.43). We shall prove that (x0, ξ0) < WF(A). Choose a closed conic cone Γ which

contains cone supp a such that (x0, ξ0) < F := {(x, ϕx(x, η, τ))
∣∣∣ (x, η, τ) ∈ Γ; ϕη = 0; ϕτ =

0 or τ = 0}. We have

χ̂A(ξ) =
∫

ei(ϕ(x,η,τ)−xξ)a(x, η, τ)χ(x)dηdτdx, χ ∈ C∞0 (X),

First, we shall show that there exist ε, δ > 0 and a conic neighbourhood K of ξ0 such that

|ϕx(x, η, τ) − ξ| + |η, τ||ϕη(x, η, τ)| + |τ||ϕτ(x, η, τ)| ≥ δ|η, τ, ξ| (1.44)

whenever |x − x0| ≤ ε, ξ ∈ K. In fact, since for (x, ξ) = (x0, ξ0) the left-hand-side of

(1.44) is non-zero, the inequality (1.44) holds with δ(x0, ξ0) for x = x0, ξ = ξ0, (x0, η, τ) ∈
Γ. By the continuity of this function in (x, ξ)-variables, there is a conic neighbourhood

B(x0, 2ε) × K of (x, ξ) such that this inequality also holds with δ := δ(x0, ξ0)/2.

Now take any cut-off function χ with supp χ ∈ B(x0, ε). The operator

L := −i
(ϕx − ξ)∂x + |η, τ|2ϕη∂η + |τ|2ϕτ∂τ
|ϕx − ξ|2 + |η, τ|2|ϕη|2 + |τ|2|ϕτ|2

satisfies the following properties:

Lei(ϕ(x.η,τ)−xξ) = ei(ϕ(x.η,τ)−xξ),

|(tL)k(aχ)| ≤ Ck(1 + |η, τ, ξ|)−k(1 + |η, τ|)p(1 + |τ|)m−p.

Hence, take some k0 ∈ N : m − k0 < −N, p − k0 < −(N − l), we estimate the terms above

as ∣∣∣∣χ̂A(ξ)
∣∣∣∣ ≤ ∣∣∣∣∣∫ ei(ϕ−xξ)(tL)k(aχ)dηdτdx

∣∣∣∣∣ ≤ Ck(1 + |ξ|)k0−k

for all ξ ∈ K and k > k0 large enough. This means that (x0, ξ0) <WF(A). �

Theorem 1.52. Let ϕ(x, η, τ) be a multiphase function on a conic neighbourhood Γ in

X × (Rk × Rl \ 0). Denote by Λ0,Λ1 the Lagrangian manifolds which are generated by

ϕ0, ϕ1 in the following sense:

Λ0 = {(x, ϕx(x, η, τ))
∣∣∣ ϕη(x, η, τ) = 0, ϕτ(x, η, τ) = 0},

Λ1 = {(x, ϕx(x, η, 0)
∣∣∣ ϕη(x, η, 0) = 0}.

42



1.4 Local representation of paired Lagrangian distributions

If a(x, η, τ) ∈ S m′,p′(X × Rk × Rl) with support in Γ and m′ = m − (k + l)/2 + n/4, p′ =

p − k/2 + n/4, then WF(I(a, ϕ)) ⊆ Λ0 ∪ Λ1. Moreover, for all (x0, ξ0) ∈ WF(I(a, ϕ)) the

following statements hold:

1. When (x0, ξ0) ∈ Λ1 \ Λ0, there exists a distribution v(x) ∈ I p(X;Λ1) such that

(x0, ξ0) <WF(I(a, ϕ) − v).

2. When (x0, ξ0) ∈ Λ0 \ Λ1, there exists a distribution v(x) ∈ Im(X;Λ0) such that

(x0, ξ0) <WF(I(a, ϕ) − v).

3. When (x0, ξ0) ∈ Λ0∩Λ1 and ψ(x, η, τ) is another multiphase function parametrizing

the pair (Λ0,Λ1) near the point (x0, ξ0), there exists a function ã(x, η̃, τ̃) ∈ S m̃,p̃(X ×
Rk̃ × Rl̃) such that (x0, ξ0) <WF(I(a, ϕ) − I(ã, ϕ̃)).

Proof. We prove the first statement. For (x0, ξ0) ∈ Λ1 \ Λ0, set

Fx0,ξ0 =
{
(x0, η, 0) ∈ Γ

∣∣∣ ϕη(x, η, 0) = 0, ϕx(x0, η, 0) = ξ0

}
.

The set Fx0,ξ0 is non-empty and ϕτ(x0, η0, 0) , 0 for all (x0, η0, 0) ∈ Fx0,ξ0 . So we may

assume that |ϕτ(x0, η, 0)| ≥ ϵ > 0 on Fx0,ξ0 . Choose a homogeneous smooth func-

tion χ(x, η, τ), which is identical to 1 on
{
(x, η, τ)

∣∣∣ |ϕτ| ≥ ϵ/2} and vanishes on the set{
(x, η, τ)

∣∣∣ |ϕτ(x, η, τ)| ≤ ϵ/4
}
. Define u(x) = v(x) + w(x), where

w(x) =
∫

eiϕ(x,η,τ)a(x, η, τ)(1 − χ(x, η, τ))dηdτ,

v(x) =
∫

eiϕ(x,η,0)
(∫

ei(ϕ(x,η,τ)−ϕ(x,η,0))a(x, η, τ)χ(x, η, τ)dτ
)

dη.

We now show that (x0, ξ0) <WF(w) and v ∈ I p(X;Λ1 \ Λ0).

We prove that (x0, ξ0) < WF(w) by contradiction. Assume that (x0, ξ0) ∈ WF(w) ⊆
Λ0 ∪ Λ1. Because (x0, ξ0) < Λ0, we have (x0, ξ0) ∈ Λ1. Hence, there exists (x0, η0, 0) ∈
supp a(1 − χ) such that

ξ0 = ϕx(x0, η0, 0), ϕη(x0, η0, 0) = 0.

This yields (x0, η0, 0) ∈ Fx0,ξ0 . Because (1 − χ) vanishes on a neighbourhood of Fx0,ξ0 , we

obtain that a(1 − χ) vanishes on a neighbourhood of (x0, η0, 0), which contradicts the fact

that (x0, η0, 0) ∈ supp a(1 − χ).

In order to show that v ∈ I p(X;Λ0 \ Λ0), we need to prove that

b(x, η) =
∫

ei(ϕ(x,η,τ)−ϕ(x,η,0))a(x, η, τ)χ(x, η, τ)dτ ∈ S p′(X × Rk).

By rewriting ã as aχ, we may assume that a ∈ S m′,p′ and |ϕτ(x, η, τ)| ≥ ϵ/2 on its support.
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1 Paired Lagrangian distributions

Lemma 1.53. Let a ∈ S m,p(X × Rk × Rl) vanish near (η, τ) = 0 and ϕ be a multiphase

function such that |ϕτ| ≥ c on the support of a. Define ψ(x, η, τ) = ϕ(x, η, τ) − ϕ(x, η, 0).

Then b(x, η) :=
∫

eiψa(x, η, τ)dτ belongs to the symbol class S p(X × Rk).

To prove this lemma, we use the following facts:

• The function ψ(x, η, τ) ∈ S 1,0 on the support of a. In fact, ψ(x, η, τ) = τ
∫ 1

0
ϕτ(x, η, sτ)ds,

where
∫ 1

0
ϕτ(x, η, sτ)ds is homogeneous of degree zero in (η, τ). This implies that

ψ ∈ S 1,0 outside (η, τ) = 0.

• For all multi-indices α, β, γ, we have

e−iψ(x,η,τ)∂αx∂
β
η∂

γ
τ

(
eiψ(x,η,τ)a(x, η, τ)

)
∈ S m+|α|,p−|β|.

Define L =
ψτ∂τ
i|ψτ|2

, then Leiψ = eiψ and (′L)ra ∈ S m−r,p. We write

b(x, η) =
∫

eiψa(x, η, τ)dτ =
∫

eiψ(′L)ra(x, η, τ)dτ,

The remark above implies that ∂αx∂
β
ηb(x, η) =

∫
eiψã(x, η, τ)dτ, where ã ∈ S m+|α|−r,p−|β|.

Therefore, for each compact set K b X, we estimate

|∂αx∂βηb(x, η)| ≤ CK,α,β,r

∫
⟨η, τ⟩p−|β| ⟨τ⟩m+|α|−r−(p−|β|) dη

≤ C ⟨η⟩p−|β| ⟨τ⟩|p−|β||+m+|α|−r−(p−|β|) dη ≤ C ⟨η⟩p−|β|

if we choose r large enough, for instance |p − |β|| + m + |α| + |β| − p < r − l. This means

that b ∈ S p(X × Rk), and the lemma is proved.

Apply this lemma, we conclude that v ∈ I p(X;Λ1 \Λ0). This proves the first statement

of the theorem.

The second statement is proved similarly. Define

Fx0,ξ0 = {(x0, η, τ)
∣∣∣ ϕx(x0, η, τ) = ξ0, ϕη(x0, η, τ) = 0, ϕτ(x, η, τ) = 0}.

Because (x0, ξ0) ∈ Λ0 \ Λ1, the set Fx0,ξ0 is non-empty and τ , 0 for all (x0, η, τ) ∈
Fx0,ξ0 . Hence, we may assume that |τ| ≥ ϵ |η, τ| for all (x0, η, τ) ∈ Fx0,ξ0 . Take a smooth,

homogeneous function χ(η, τ) such that χ is identical to 1 on |τ| ≥ ϵ |η, τ|/2, vanishes on

the set |τ| ≥ ϵ |τ, η|/4. Then (1 − χ) vanishes on a neighbourhood of Fx0,η0 . By setting

v(x) = I(aχ, ϕ) and w(x) = I(a(1 − χ), ϕ), we get u(x) = v(x) + w(x).
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1.4 Local representation of paired Lagrangian distributions

We now show that (x0, ξ0) < WF(w) and v ∈ Im(X;Λ1). Indeed, if (x0, ξ0) ∈ WF(w) ⊆
Λ0 ∪ Λ1, this yields (x0, ξ0) ∈ Λ0. Thus, there exists a point (x0, η0, τ0) ∈ supp a(1 − χ)

such that ξ0 = ϕx(x0, η0, τ0), ϕη = 0, ϕτ = 0. Thus (x0, η0, τ0) ∈ Fx0,ξ0 . This implies

that (1 − χ) vanishes on a neighbourhood of this point, which contradicts the assumption

(x0, η0, τ0) ∈ supp a(1 − χ).

Moreover, to prove that v ∈ Im(X;Λ0 \ Λ1), we note that on the support of aχ, we

have |τ| ≥ ϵ |η, τ|. Combining this with the fact that a ∈ S m′,p′ , we conclude that aχ ∈
S m′(X × Rk+l). This shows that v = I(aχ, ϕ) belongs to the class Im(X;Λ0 \ Λ1). �

This theorem has the following immediate consequences:

Corollary 1.54. Let ϕ(x, η, τ) be a multiphase function and a ∈ S m−(k+l)/2+n/4,p−k/2+n/4(X ×
Rk×Rl). Define u(x) = I(a, ϕ). Let A ∈ Ψr(X) be a properly supported pseudo-differential

operator of order r on X.

a) If WF′(A) ∩ Λ0 = ∅, then Au ∈ Ir+p(X;Λ1 \ Λ0). If WF′(A) ∩ Λ1 = ∅, then

Au ∈ Ir+m(X;Λ0 \ Λ1).

b) If WF(u) ⊆ Λ0 \ Λ1, then u ∈ Im(X;Λ0 \ Λ1). Similarly, if WF(u) ⊆ Λ1 \ Λ0, then

u ∈ I p(X;Λ1 \ Λ0).

Definition 1.55. Let Λ0,Λ1 be an intersecting pair of Lagrangian manifolds in T ∗X \ 0.

Assume that H(η) and ϕ(x, η, τ) are homogeneous functions such that ϕ(x, η, τ + H(η)) is

a multiphase function on X × (Rk ×Rl \ 0) parametrizing the pair Λ0,Λ1. Let Jm,p(Λ0,Λ1),

where l = codimΛ0(Λ0 ∩ Λ1), denote the set of all distribution u can be defined as the

oscillatory integral

u(x) = (2π)−(k+l)/2−n/4
∫

eiϕ(x,η,τ)a(x, η, τ)dηdτ, (1.45)

where the amplitude function a ∈ S m′,p′ is of the form

a(x, η, τ) = ã(x,
η

⟨τ − H(η)⟩ , τ − H(η)), (1.46)

for some ã(x, τ, η) ∈ S p′(X × Rk)⊗̂C∞(X)S m′(X × Rl), m′ = m − (k + l)/2 + n/4, p′ =

p − k/2 + n/4.

We now refine the assumptions by requiring that ã ∈ S p′

cl (X × Rk)⊗̂C∞(X)S m′
cl (X × Rl),

where S p
cl(X × Rk) is the space of classical symbols.
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1 Paired Lagrangian distributions

Remark 1.56. If a(x, η, τ) ∈ S m
cl(X × Rk+l) and ã(x, η̃, τ) := a(x, η̃⟨τ⟩, τ), then ã ∈ S m

cl(X ×
Rk)⊗̂C∞(X)S m

cl(X × Rl). The leading homogeneous parts ã0, ã1, ã00 of ã in η̃, in τ, and in

(η̃, τ), are given as follows:

ã0(x, η̃, τ) = lim
t→∞

t−ma(x, tη̃⟨τ⟩, τ) = ⟨τ⟩ma0(x, η̃, 0),

ã1(x, η̃, τ) = |τ|ma0(x, η̃,
τ

|τ|),

ã00(x, η̃, τ) = |τ|ma0(x, η̃, 0).

In general, an intersecting pair may have no global multiphase function. In this case,

we use the micro-local definition of this space as follows:

Definition 1.57. Let Λ0,Λ1 be an intersecting pair of closed conic Lagrangian manifolds

in T ∗X \ 0. We write Jm,p(X;Λ0,Λ1) for the space of all distribution u ∈ D′(X) such that

WF(u) ⊆ Λ0∪Λ1 and for all (x, ξ) ∈WF(u), the distribution u can be micro-locally written

as the oscillatory integral u = I(a, ϕ), for some local multiphase function ϕ parametrizing

the pair Λ0,Λ1 near (x0, ξ0) and an amplitude function a ∈ S m−(k+l)/2+n/4,p−k/2+n/4(X × Rk ×
Rl).

Set J(Λ0,Λ1) = ∪m,pJ
m,p(Λ0,Λ1). Now we prove that this class is invariant under

action of Fourier integral operators.

Theorem 1.58. Suppose that a homogeneous canonical relation C from T ∗Y \0 to T ∗X \0
and a pair of Lagrangian submanifolds (Λ0,Λ1) of T ∗Y \ 0 are satisfied the assump-

tion in Theorem 1.28. Let A ∈ Iq(X × Y; C) be a properly supported operator and

u ∈ Jm,p(Y;Λ0,Λ1). Then Au ∈ Jq+m,q+p(X; C ◦ Λ0,C ◦ Λ1).

Proof. We follow the method used to prove the composition of Lagrangian distributions.

First, we assume that X ⊆ RnX ,Y ⊆ RnY and

A(x, y) =(2π)−(nX+nY+2Nξ)/4
∫

eiΦ(x,y,ξ)a(x, y, ξ)dξ,

u(y) =(2π)−nY/4−(nη+nτ)/2
∫

eφ(y,η,τ)b(y, η, τ)dηdτ,

where Φ(x, y, ξ) is a regular phase function in a neighbourhood Γ1 ⊆ X × Y × (RNξ \ 0) of

(x0, y0, ξ0) parametrizing C, φ(y, η, τ) is a regular multiphase function in a neighbourhood

Γ2 ⊆ Y × (Rnη \0)×Rnτ of (y0, η0, τ0) parametrizing (Λ0,Λ1), a ∈ S q′ , b ∈ S m′,p′ have order

q′ = q + (nX + nY)/4 − nξ/2,m′ = m + nY/4 − (nη + nτ)/2, p + nY/4 − nη/2 and support in
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1.4 Local representation of paired Lagrangian distributions

a closed cone of Γ1,Γ2, respectively. If a ∈ S −∞, b ∈ S −∞, then

Au(x) = (2π)−N
∫

eiψ(x,y,ξ,η,τ)a(x, y, ξ)b(y, η, τ)dydξdηdτ, (1.47)

where N = nX/4 + (nY + nξ + nη + nτ)/2 and ψ(x, y, ξ, η, τ) = Φ(x, y, ξ) + φ(y, η, τ). By

Theorem 1.28, we know that (ψ,H) is a multiphase function parametrizing (C◦Λ0,C◦Λ1).

Since Φ and φ are phase functions, there are positive constants c1, c2 such that c1|ξ| <
|η, τ| < c2|ξ| if (x, y, ξ) ∈ supp a, (y, η, τ) ∈ supp b and

Φξ = 0, φη = 0, φτ = 0,Φy + φy = 0.

Note that in the part {|η| ≤ c|τ − H(η)|}, u ∈ Im(Y;Λ0) is a Lagrangian distribution, then

we obtain Au ∈ Im+q(C ◦ Λ0) by the classical theory. Hence we only need to consider the

region {|η| ≥ c|τ − H(η)|}. Let χ(ξ, η, τ) be a homogeneous function of degree 0 satisfying

χ(ξ, η, τ) =


1 , (ξ, η, τ) ∈ {c1/2|ξ| < |η, τ| < c2/2|ξ|}

0 , (ξ, η, τ) < {c1/3|ξ| < |η, τ| < c2/3|ξ|}
. (1.48)

Set c(x, y, ξ, η, τ) = χ(ξ, η, τ)a(x, y, ξ)b(y, η, τ) and r(x, y, ξ, η, τ) = (1 − χ)ab. In the sup-

port of r we have

|∂yψ(x, y, ξ, η, τ)| ≥ c|ξ, η, τ|.

Therefore, the distribution corresponding to r is a C∞ function on X, which depends

continuously on a and b.

We have c(x, y, ξ, η, τ) ∈ S m+q+(nX+2nY )2−(nξ+nη+nτ)/4,p+q+(nX+2nY )2−(nξ+nη)/4(X × Y).

Changing variables y 7→ θ = y(|ξ|2 + |η|2)1/2, we have

|ξ, η|−nyc(x, θ/|ξ, η|, ξ, η, τ) ∈ S q+m+nX/4−2(nY+nξ+nη))/2,p+nX/4−(nτ+nY+nξ)/2.

This shows that Au ∈ Jq+m,q+p(C ◦ Λ0,C ◦ Λ1). �

Theorem 1.59. Let ϕ be a regular multiphase function parametrizing an intersecting pair

of Lagrangian manifolds Λ0,Λ1. Then the space Jm,p(Λ0,Λ1) coincides with the space of

paired Lagrangian distributions Im,p(Λ0,Λ1).

Proof. Because both spaces Jm,p(Λ0,Λ1) and Im,p(Λ0,Λ1) are invariant under action of

Fourier integer operators of order zero, we only need to prove for the model pair (Λ̃0, Λ̃1).

Recall that Im,p(Λ0,Λ1) are defined by oscillatory integral with respect to the model mul-

tiphase ϕ(x, η, τ) = x′η+ x′′τ and the usual functional spaces S m−n/4,p−n/4+l/2(X×Rn−l×Rl).
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1 Paired Lagrangian distributions

First of all, it is obvious that Im,p(Λ0,Λ0) ⊆ Jm,p(Λ0,Λ1). It is sufficient to prove the

inverse conclusion.

Given u ∈ Jm,p(Λ0,Λ1). By definition, u(x) is defined as the oscillatory integral of a

multiphase function ϕ(x, η, τ) and an amplitude function a(x, η, τ) ∈ S m+n/4−(k+l)/2,p+n/4−k/2.

Using Lemma 1.60, we can rewrite

u(x) =
∫

eixξb(x, ξ)dξ, a ∈ S m−n/4,p−n/4+l/2.

This implies that u ∈ Im,p(Λ0,Λ1). �

The proof is completed by applying the following lemma, which states that each reg-

ular multiphase function can be reduced to a model multiphase function:

Lemma 1.60. Consider a model pair of Lagrangian submanifolds in T ∗Rn:

Λ0 = {(x, ξ)
∣∣∣ x = 0},Λ1 = {(x, ξ)

∣∣∣ x′ = 0, ξ′′ = 0}; x′ = (x1, . . . , xn−l), x′′ = (xn−l+1,...,xn).

Assume that

u(x) =
∫

eiφ(x,η,τ)a(x, η, τ)dηdτ,

where a ∈ S m+n/4−(k+l)/2,p+n/4−k/2 and (φ,H) is a regular multiphase function parametrizing

the pair (Λ0,Λ1). Then there exists an amplitude function ã(x, ξ′, ξ′′) ∈ S m−n/4,p−n/4+l/2

such that

u(x) =
∫

eixξã(x, ξ′, ξ′′)dξ.

Proof. Step 1. Without loss of generality, one takes H = 0. In fact, if one defines

ϕ(x, η, τ) = φ(x, η, τ + H(η)), ã(x, η, τ) = a(x, η, τ + H(η)),

then (ϕ,H = 0) is a multiphase function which parametrizes Λ0,Λ1. Hence, u can be

represented in the form ∫
eiϕ(x,η,τ)ã(x, η, τ)dηdτ, ã ∈ S m′,p′ .

Step 2. Reduce the number of η-variables and ϕ(x, η, 0) = x′η. One can reduce the

number of η-variables until φηη = 0 at the point (x0, η0, 0). Since φ1(x, η) = φ(x, η, τ)
∣∣∣
τ=0

parametrizes Λ1, we have φη(x, η, 0) = 0 is equivalent to x′ = 0, φx′′(x, η, 0) = 0. Indeed,

assume that rank(φ1ηη)(x, η, 0) = r, by linear transformation in η, this leads to

η = (η′, η′′), η′ = (η1, . . . , ηk−r), η′′ = (ηk−r+1 . . . , ηk),

d2
η′φ(x0, η0, 0) = 0, dη′dη′′φ(x0, η0, 0) = 0,

d2
η′′η′′φ(x0, η0, τ)) = r for τ/|η| small enough.
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1.4 Local representation of paired Lagrangian distributions

As d2
η′′η′′φ(x0, η0, τ)) is non-degenerate, the equation dη′′φ(x, η, τ) = 0 is solved by η′′ =

g(x, η′, τ). Applying the stationary phase method in η′′-variables, one obtains∫
a(x, η, τ)eiϕ(x.η,τ)dη′′ = eiϕ(x,η′,g(x,η′,τ),τ)b(x, η′, τ),

where the function b has an asymptotic expansion such that

b(x, η′, τ) − a(x, η′, g(x, η′, τ), τ) ∈ S m′+r/2−1,p′+r/2−1.

Consequently, one obtains

b ∈ S m+n/4−(k+l−r)/2,p+n/4−(k−r)/2.

So one can assume that k = n − l, d2
ηηφ(x, η, τ) = 0 in an open conic neighbourhood V of

(x0, η0, τ0) and that a ∈ S m−n/4,p−n/4+l/2 has support in V .

Step 3. By Proposition 1.34, two multiphase functions ϕ(x, η, τ) and x′ξ′ + x′′ξ′′ are

locally equivalent at (x0, η0, 0) and (x0, ξ0) with ξ0 = ϕx(x0, η0, 0). Hence, there is a dif-

feomorphism transformation (x, ξ) → (x, η(x, ξ), τ(x, ξ) such that ϕ(x, η, τ) = ξ on the set

|τ|/|η| ≤ ε. On this set, the symbol a(x, η, τ) behaves like a classical symbol in S m′ , this

part contributes to Im(Λ0). So we assume that the amplitude function has cone supp a in

a small conic neighbourhood of (x0, η0, 0). Using the change of variables above, one can

rewrite

u(x) =
∫

eixξã(x, ξ)dξ,

where ã = a(x, η(x, ξ), τ(x, ξ))|D(η, τ)/D(ξ′, ξ′′)| ∈ S m′,p′ by Corollary 1.45. The lemma

is proved. �

1.4.2 Representation of paired Lagrangian distributions via degen-

erate multiphase functions

Although each intersecting pair of Lagrangian manifolds can always be parametrized by

a non-degenerate multiphase function, it is convenient to consider the representation of

paired Lagrangian distributions by oscillatory integrals of clean multiphase functions and

amplitude functions. This representation appears naturally when a Fourier integral oper-

ator composes cleanly with a paired Lagrangian distribution. Now we introduce a new

result which states that distributions defined by clean multiphase function indeed belong

to the class of paired Lagrangian distributions.
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Theorem 1.61. Let ϕ be a clean multiphase function with excess e in a conic neighbour-

hood of (x0, η0, 0). If a ∈ S m+n/4−N/2,p+n/4−(N−l)/2(X×RN−l×Rl), then the oscillatory integral

I(ϕ, a) defines a distribution belonging to Im+e/2,p+e/2(Λ0,Λ1), where Λ0 = {(x, ϕx)|ϕη =
0, ϕτ = 0},Λ1 = {(x, ϕx)|ϕη = 0, τ = 0} .

Proof. First, we assume that there is a splitting of fibre variables (η, τ) → (η′, η′′, τ)

satisfying the following essential condition

∂η′′ϕ(x, η, τ) = 0. (1.49)

By rewriting the distribution u in the form

u(x) =
∫
ω

dω
∫

eiϕ(x,η′,|η′,τ|ω,τ)|η′, τ|ea(x, η′, |η′, τ|ω, τ)dη′dτ,

we derive the conclusion of the theorem.

Indeed, define ψ(x, η′, τ) = ϕ(x, η′, |η′, τ|ω, τ) for fixed ω . We shall show that ψ

is a new regular multiphase function parametrizing the pair of Lagrangian submanifold

(Λ0,Λ1). Because dϕη′′ = 0, we have

rank

ψxη′ ψη′η′

ψxτ ψη′τ

 (x0, η
′
0, 0) = rank


ϕxη ϕη′η′ 0

0 0 0

ϕxτ ϕη′τ 0

 (x0, η0, 0) = N − e.

This means that the function ψ(x, η′, τ) is a regular multiphase function. Just by a

simple calculation, we see that ψ parametrizes the pair (Λ0,Λ1) near (x0, ξ0). For a fixed

ω the distribution I(ω) =
∫

eiψ(x,η′,τ)|η′, τ|ea(x, η′, |η′, τ|ω, τ)dη′dτ belongs to Im+e/2,p+e/2,

so does the integral u(x) =
∫
Re I(ω)dω. This proves the claim.

Now we shall complete the proof of this theorem by showing that after a suitable

change of fibre variables, the condition (1.49) holds. In fact, splitting η = (η′, η′′) such

that at (x0, η0, 0) we have

rank


ϕxη′ ϕη′η′ ϕη′′η′ ϕτη′

ϕxη′′ ϕη′η′′ ϕη′′η′′ ϕτη′′

ϕxτ ϕη′τ ϕη′′τ ϕττ

 = rank


ϕxη′ ϕη′η′ 0 ϕτη′

0 0 0 ϕτη′′

ϕxτ ϕη′τ ϕη′′τ ϕττ

 .
Using procedure of eliminating excess for ϕ1(x, η) = ϕ(x, η, 0), we can assume that

ϕη′′(x, η, 0) = 0 in some neighbourhood of (x0, η0). Since ϕη′′ vanishes on the set {ϕτ′ =
0, ϕτ = 0}, there are matrices p, q whose elements are smoothly homogeneous func-

tions of degree zero with the property ϕη′′ = ϕη′ p + ϕτq. The function ϕη′′(x, η, τ) −
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1.4 Local representation of paired Lagrangian distributions

ϕη′(x, η, τ)p(x, η, τ) vanishes on the cleanly intersecting pair {(x, η, τ)|ϕη′(x, η, τ) = 0, ϕτ =

0} and {(x, η, τ)|ϕη′ = 0, τ = 0}. Hence, there exist smooth functions c(x, η, τ), d(x, η, τ)

satisfying

ϕη′′(x, η, τ) − ϕη′(x, η, τ)p(x, η, τ) = ϕη′(x, η, τ)c(x, η, τ) + τϕτ(x, η, τ)d(x, η, τ).

This implies

ϕη′′(x, η, τ) = ϕη′(x, η, τ) f (x, η, τ) + ϕτ(x, η, τ)g(x, η, τ),

where f = p + c, and g = τd are matrices of smoothly homogeneous functions, and

g(x, η, 0) = 0. This fact leads to the existence of changing of coordinates (x, η, τ) 7→
(x, η′+ f̃ , η′′, τ+ g̃) satisfying g̃(x, η, 0) = 0. Let us define ϕ̃(x, η, τ) = ϕ(x, η′+ f̃ , η′′, τ+ g̃),

where f̃ , g̃ are determined just as in Remark 1.12 . Then ϕ̃ and ϕ are locally equivalent in

some conic neighbourhood of (x0, η0, 0) and ϕ̃η′′ = 0. So we may assume that ϕη′′(x, η, τ) =

0. The theorem is proved. �

Theorem 1.61 has the following generalization.

Theorem 1.62. Let ϕ be a degenerate multiphase function with excesses (e0, e1, e) in an

open conic neighbourhood Γ ⊆ X× (Rk×Rl \0) of (x0, η0, 0). Then Λ0 = {(x, ϕx)|ϕθ(x, θ) =

0} and Λ1 = {(x, ϕx)|ϕη(x, η, τ) = 0, τ = 0} intersect cleanly near (x0, ξ0) with ξ0 =

ϕx(x0, η0, 0), and the intersection Λ0 ∩ Λ1 is an isotropic submanifold of dimension

(n − l − e0 − e1 + 2e).

Moreover, if a ∈ S m+n/4−(k+l)/2,p+n/4−k/2(Γ) has support in a small conic neighbourhood

of (x0, η0, 0), then the distribution I(ϕ, a) belongs to the space Im+e0/2,p+e1/2(Λ0,Λ1).

Proof. First we make an additional condition that e0 = e. By Proposition 1.37, we assume

that η = (η′, η′′), τ = (τ′, τ′′) such that ϕω(x, η, τ) = 0, where ω = (η′′, τ′′). Using a change

of variables η′′ = ω1|η′, τ′|, τ′′ = ω2|η′, τ′|, then a = a(x, η′, ω1|η′, τ′|, τ′, ω2|η′, τ′|). Since

a has support in some small conic neighbourhood of (x0, η0, 0), η′0 , 0, we may assume

that |ω| = |η′′, τ′′|/|η′, τ′| is bounded on the support of a. For fixed ω, a simple calculation

shows that

a ∈ S m′,p′(X × Rk−(e−e1) × Rl−e1).

Rewriting I(a, ϕ) in new variables, we have

I(a, ϕ) =
∫
ω

(∫
eiϕ(x,η′,|η′,τ′ |ω1,τ

′,|η′,τ′ |ω2)|η′, τ′|ea(x, η′, |η′, η′|ω1, τ
′, |η′, τ′|ω′2)dη′dτ′

)
dω.
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1 Paired Lagrangian distributions

For fixed ω the function ϕ(x, η′, τ′) is a non-degenerate multiphase function parametrizing

the Lagrangian pair (Λ0,Λ1). Therefore, we conclude that I(a, ϕ) ∈ Im+e/2,p+e/2.

Now considering arbitrary excesses, we shall show that I(a, ϕ) ∈ Im+e0/2,p+e1/2(Λ0,Λ1).

Indeed, by Proposition 1.36, we can rewrite ϕ(x, η, τ) = ψ(x, η′, τ′) + η′′τ′′/|η′, τ′|, where

ψ(x, η′, τ′) is a multiphase function with excesses (e0, e0 + e1 − e, e0) which parametrizes

the Lagrangian pair (Λ0,Λ1) near the point (x0, ξ0). Then we have

I(ϕ, a) =
∫

eiψ(x,η′,τ′)b(x, η′, τ′)dη′dτ′,

where b(x, η′, τ′) =
∫

eiη′′τ′′/|η′,τ′ |a(x, η′, η′′, τ′, τ′′)dη′′dτ.

Since a ∈ S m′,p′ and supp a is contained in some conic neighbourhood of (x0, η0, 0),

we get b ∈ S m′+(e−e0),p′+(e−e0) by Proposition 1.47. This means that I(a, ϕ) = I(b, ψ) where

b ∈ S m′+(e−e0),p+(e−e0) and ψ is a multiphase function with excesses (e0, e0 + e1 − e, e0)

near (x0, η
′
0, 0) in X × (Rk−(e−e0) × Rl−(e−e0) \ 0). The first step of the proof asserts that

I(b, ψ) ∈ Im′′,p′′(Λ0,Λ1), where the orders m′′, p′′ satisfy

m′′ = m′ + (e − e0) + (k + l − 2(e − e0) − e0)/2 + n/4 = m + e0/2

p′′ = p′ + (e − e0) + (k − (e − e0) − (e0 + e1 − e))/2 + n/4 = p + e1/2.

Hence, I(a, ϕ) ∈ Im+e0/2,p+e1/2(Λ0,Λ1). �

As a corollary of this theorem, Theorem 1.28 and Theorem 1.58, we obtain

Corollary 1.63. Let X,Y be smooth manifolds and Γ be a canonical relation from T ∗Y \0

to T ∗X \ 0 and (Λ0,Λ1) be a cleanly intersecting pair of Lagrangian submanifold in

T ∗Y \ 0. Assume that Γ × Λ0,Γ × Λ1 and T ∗X × ∆T ∗Y form an intersecting triple. If

u ∈ Im,p(Λ0,Λ1), kQ ∈ Iq(X × Y, Γ′), then Qu ∈ Im+e0/2,p+e1/2(Γ ◦Λ0,Γ ◦Λ1), where e0, e1, e

are the excesses of the intersecting triple above.
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2 Compositions of paired Lagrangian

distributions

Composition theorems for Fourier integral operators have been understood in a great vari-

ety of cases. For instance, if two canonical relations satisfy a certain geometric condition,

then the composition of two corresponding Fourier integral operators is again a Fourier

integral operator. Moreover, the symbolic calculus of the composition was asserted, see

[Hör85, Theorem 25.2.3].

The analogous question for the composition of Fourier integral operators and paired

Lagrangian distributions has not been studied systematically. Joshi proposed and proved

a part of composition theorem under a more general condition. However, the symbolic

formulation of this statement, the order and principal symbol of the composite were not

given, see [Jos99] for details.

In the same situation, the composition theorem for paired Lagrangian operators has

been proved only in a particular case. More precisely, only the case of paired Lagrangian

distributions when the first canonical relation is the diagonal and the second one is a

flow-out manifold, the one obtained from the flow of the characteristic set under a bichar-

actertistic flow. For details, see [AU85, Theorem 0.1] and [Jos98, Theorem 11.2]. More

general cases of canonical relations are unknown.

This chapter is devoted to composition theorems for classes of paired Lagrangian

distributions, in general case under some geometric condition on their canonical rela-

tions. Our first main result is the composition of Fourier integral operators and paired

Lagrangian distributions, under a certain condition on the canonical relations, see Theo-

rem 2.8. Note that when this condition fails, the composite, in general, is not a PLD, see

Theorem 2.46 and Corollary 2.49 below. As a consequence of Theorem 2.8, we prove a

composition theorem for FIOs which generalizes the cleanly composition [Hör85, Theo-

rem 25.2.3] to the weak canonical relations, see Proposition 2.10.



2 Compositions of paired Lagrangian distributions

2.1 Composition of Fourier integral operators and paired

Lagrangian distributions

Throughout this section we make the following assumptions: X,Y,Z are subset in Eu-

clidean spaces; C is a canonical relation from T ∗Y \ 0 to T ∗X \ 0 and (C0,C1) is an

intersecting paired of canonical relations from T ∗Z \ 0 to T ∗Y \ 0.

In chapter 1, the intersecting triple condition is introduced to preserve the cleanness of

Lagrangian pair under composition of relations. Now we give more details on this condi-

tion. Moreover, we will show that this condition is also sufficient for strong composition

of FIOs and PLDs.

2.1.1 Geometric condition

Proposition 2.1 (Joshi). If the submanifolds X,Y,Z form an intersecting triple, then near

any point there exist local coordinates such that each submanifold is given by a subset of

coordinates vanishing.

As a corollary, one obtains

Corollary 2.2. If submanifolds X, Y,Z of M is an intersecting triple then for any smooth

function f on X which vanishes on X∩ (Y ∪Z), there exists an extension h of f on M such

that h vanishes on Y ∪ Z.

Now we prove a criterion for locally clean intersections.

Lemma 2.3. Let Y,Z be submanifolds of a smooth manifold X and Σ be a closed subman-

ifold of Y and Z such that for all p ∈ Σ, one has

TpΣ = TpY ∩ TpZ. (2.1)

Then Y and Z intersect cleanly locally near Σ, that is, there exists a neighbourhood U of

Σ in X satisfying

Y ∩ Z ∩ U = Σ.

Proof. Because of the following inclusions Σ ⊆ Y ⊆ X, there exist coordinates x =

(x′, x′′, x′′′) such that

Y = {x′ = 0},Σ = {x′ = 0, x′′ = 0}, x = (x1, . . . , xk, xk+1, . . . , xk+l, xk+l+1, . . . , xd). (2.2)
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2.1 Compositions of FIOs and PLDs

Then the tangent space at p = (0, 0, x′′′) ∈ Σ is determined by equations

(t′, t′′, t′′′) ∈ Rd, t′ = 0, t′′ = 0.

Since Z is a submanifold of X, there exists a smooth function F = (F1, . . . , Fm) such that

locally near p,

Z = {x
∣∣∣ F(x) = 0}, (2.3)

and dF are linearly independent at Z. A vector t ∈ TpY ∩ TpZ if and only if t′ = 0 and

dF(p)t = 0. By relation (2.1), one obtains

∂F
∂x′′

(0, 0, x′′′)t′′ +
∂F
∂x′′′

(0, 0, x′′′)t′′′ = 0⇐⇒ t′′ = 0.

Hence
∂F
∂x′′′

(0, 0, x′′′) ≡ 0, rank
∂F
∂x′′

(0, 0, x′′′) = l.

Since Σ ⊆ Z, one obtains F(0, 0, x′′′) = 0. Then, by standard calculus, one has

F(x) = A(x)x′ + B(x)x′′ =⇒ dF(x) = A(x)dx′ + B(x)dx′′,

where A ∈ Mm×k, B ∈ Mm×l are matrices of smooth functions. Consequently,

∂F
∂x′′

(0, 0, x′′′) = B(0, 0, x′′′).

Therefore, B(0, 0, x′′′) has full rank l. Without loss of generality, assume that B(x) has

rank l in a neighbourhood Up. Hence, in Up the set Y ∩ Z is determined by the following

system:

F(x) = 0, x′ = 0, x ∈ Up ⇐⇒ A(x)x′ = 0, B(x)x′′ = 0, x′ = 0, x ∈ Up (2.4)

⇐⇒ x′ = 0, x′′ = 0, x ∈ Up, (2.5)

as B has rank l. In other words, Y ∩ Z ∩ Up = Σ ∩ Up. The proof is completed by setting

U =
∪

p∈ΣUp. �

Remark 2.4. Away from Σ, the intersection Y ∩ Z freely has any type of singularities. In

other words, Y, Z may not intersect cleanly far from Σ. The analogous statement does not

hold if one replaces (2.1) by a weaker condition: The following space(
TpY ∩ TpZ

TpΣ

)
, p ∈ Σ, (2.6)

has a positive constant dimension.

If Σ = Y ∩ Z, then trivially one has globally clean intersection.
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2 Compositions of paired Lagrangian distributions

2.1.2 Weak compositions

We now reformulate the following result whose details can be found in [Jos99]. Note

that for our aim, we translate this into the language of canonical relations and operators

without the Sobolev stable orders.

Theorem 2.5 (Joshi). Let C0,C1 be a cleanly intersecting pair of canonical relations from

T ∗Y \ 0 to T ∗X \ 0 and C be a canonical relation from T ∗Z \ 0 to T ∗Y \ 0 such that

(T ∗X \ 0) × ∆T ∗Y\0 × (T ∗Z \ 0),C0 ×C,C1 ×C (2.7)

form an intersecting triple. Then the weak composition of properly supported operators

holds:

I(C0,C1) ◦ I(C) ⊆ I(C0 ◦C,C1 ◦C).

Sketch of Proof. By using partition of Unity, for any conic neighbourhood W of C0 ∩C1,

one has the following finite decomposition

A = A0 +
∑

A j, j ∈ J,

where WF′(A0) ⊂ W and A j ∈ I(C0 \ W) + I(C1 \ W). Using composition theorem for

FIOs, it is sufficient to consider the composition of A0 and B.

Hence, we suppose that WF′(A) is contained in a small conic neighbourhood of C0∩C1

and WF′(B) is contained in a sufficiently small conic neighbourhood. This leads to an

important effect on composition that C0 ◦C,C1 ◦C, (C0∩C1)◦C are proper compositions.

Note that the compositions of canonical relations hold locally with respect to the wave

front relations of initial operators, but the weak composition law is true globally.

The geometric part asserts that C0 ◦ C,C1 ◦ C form a cleanly intersecting pair of

canonical relations while the analysis part shows that the composed operator is a paired

Lagrangian distribution.

The geometric part goes as follows: By Theorem 1.7, the following properties locally

hold:

• C0 ◦C,C1 ◦C are canonical relations,

• Σ = (C0 ∩C1) ◦C is an isotropic relation, submanifold of C0 ◦C, j = 0, 1,

• For each p ∈ Σ, one has

TpΣ = Tp(C0 ◦C) ∩ Tp(C1 ◦C).
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2.1 Compositions of FIOs and PLDs

Hence, C0 ◦C and C1 ◦C intersect cleanly near (C0 ∩C1) ◦C by Lemma 2.3.

We prove the second part by using geometric characterization of paired Lagrangian

distributions. Without loss of generality, we assume that C0 ◦C,C1 ◦C intersect cleanly.

Firstly, decompose composition into fundamental operations: For all A ∈ I(C0,C1), B ∈
I(C), one has

A ◦ B = π∗∆∗ (kA ⊗ kB) , (2.8)

where ∆ is the diagonal map

X × Y × Z ∋ (x, y, z) 7→ (x, y, y, z) ∈ X × Y × Y × Z,

and π is the projection from X × Y × Z into X × Z.

Secondly, remove the singular part of the tensor product kA ⊗ kB. Although

kA ⊗ kB < I(C0 ×C,C1 ×C),

one still has a small perturbation

kA ⊗ kB = α + β, α ∈ I(C0 ×C,C1 ×C), π∗∆∗(β) ∈ C∞. (2.9)

Therefore, it is sufficient to prove that

π∗∆
∗ (I(C0 ×C,C1 ×C)) ⊆ I(C0 ◦C,C1 ◦C). (2.10)

Finally, relation (2.10) is a consequence of the push-forward Theorem and the follow-

ing property: every smooth homogeneous of degree zero function on D := T ∗X × ∆T ∗Y ×
T ∗Z which vanishes on (C0 ×C)∩D, (C1 ×C)∩D can be extended to a smooth homoge-

neous of degree zero function on T ∗(X × Y × Y × Z) which vanishes on C0 × C,C1 × C.

The proof is completed by applying Corollary 2.2. �

Remark 2.6. Although C0 ◦ C,C1 ◦ C may have bad intersections globally, the isotropic

subset Σ is an intrinsic part which contains singularities of the composed operator. In

general, C0 ◦C,C1 ◦C does not form a cleanly intersecting paired, even locally in Σ.

Self-intersections of canonical relations are avoidable if we consider only proper, con-

nected compositions. Then Σ is a smooth subset of C0 ◦ C
∩

C1 ◦ C which is separated

from the remainder. All singularities of composed operators come from Σ, so we can

neglect all other parts of the intersection C0 ◦C
∩

C1 ◦C.

In order to get global cleanness of the pair C0 ◦C,C1 ◦C, a further assumption should

be added. For instance, C0 ◦C
∩

C1 ◦C = (C0 ∩C1) ◦C is a sufficient condition.
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2 Compositions of paired Lagrangian distributions

Remark 2.7. The same procedure was used to prove the weak composition of FIOs: If D

and C0 ×C intersect cleanly then microlocally, one get

I(C0) ◦ I(C) ⊆ I(C0 ◦C).

However, similar statement fails if at least one canonical relation contains zero section.

See Proposition 2.10 for further discussion.

2.1.3 Strong compositions

By using oscillatory integral representation as in Chapter 1, we shall improve the compo-

sition of FIOs and PLDs. Being consistent with the action of Fourier integral operators

on paired Lagrangian distributions, we state a slightly different form from the weak com-

position theorem.

Theorem 2.8. Let C be a canonical relation from T ∗Y \ 0 to T ∗X \ 0 and (C0,C1) be two

canonical relations from T ∗Z \0 to T ∗Y \0 such that C×C0,C×C1 and T ∗X×∆T ∗Y ×T ∗Z

form an intersecting triple. If A ∈ Im(X, Y; C) and B ∈ I p0,p1(Y,Z; C0,C1) are two properly

supported operators, then the composite

A ◦ B ∈ Im+p0+e0/2,m+p1+e1/2(X,Z; C ◦C0,C ◦C1), (2.11)

where e j is the excess of the composition C ◦C j, j = 0, 1.

Proof. We use the method of the proof of the compositions of Fourier integral opera-

tors. Let ϕ(x, y, θ) be a regular phase function parametrizing the canonical relation C and

ψ(y, z, η, τ) be a regular multiphase function parametrizing the pairs (C0,C1). One only

needs to prove this conclusion locally. Assume that

kA(x, y) =
∫

eiϕ(x,y,θ)a(x, y, θ)dθ,

kB(y, z) =
∫

eiψ(y,z,η,τ)b(y, z, η, τ)dηdτ,

where a ∈ S m′(X × Y), b ∈ S p′0,p
′
1(Y × Z). Then we have

kA◦B(x, z) =
∫

eiϕ(x,y,θ)+iψ(y,η,τ)a(x, y, θ)b(y, η, τ)dθdηdτ.

Step 1. Lifting the multiphase phase function. Write

Ψ(x, z, ω, θ, η, τ) = ϕ(x, ω/|η, η, τ|, θ) + ψ(ω/|η, η, τ|, η, τ).
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2.1 Compositions of FIOs and PLDs

By Theorem 1.28, the function Ψ is a multiphase function parametrizing the pair C ◦
C0,C ◦C1 with excesses e0, e1, e.

Step 2. Lifting the amplitude function. Using similar argument in the proof of Theo-

rem 1.58, there exists a constant c > 0 such that whenever ϕy(x, y, θ) + ψy(y, z, η, τ) = 0,

we have |θ|/c ≤ |η, τ| ≤ c|θ|. Thus, only the part satisfying |θ| ≃ |η, τ| contributes to the

singularities of kA◦B. Hence, the amplitude function a(x, y, θ)b(y, z, η, τ) belongs to the

symbol classes S m1,m2(X × Z).

Step 3. Using Theorem 1.62 which provides oscillatory integral representation of

paired Lagrangian distributions via multiphase functions, one obtains the conclusion of

the theorem. �

Remark 2.9. If C is the graph of a canonical transformation, then the assumption in the

theorem automatically holds. Compositions of paired Lagrangian operators and Fourier

integral operators are formulated and proved in the same way.

Proposition 2.10. Let C be a canonical relation from T ∗Y \0 to T ∗X \0 and C1 be a weak

canonical relation from T ∗Z \ 0 to T ∗Y such that

(T ∗X \ 0) × ∆T ∗Y × (T ∗Z \ 0),C ×C1, 0X×Y ×C1

is an intersecting triple. Then for all properly supported operators A ∈ Im(C), B ∈
Im1(C1), one has

A ◦ B ∈ Im+m1+e/2,m1+e0/2−(dx+dy)/4(C ◦C1, 0X×Y ◦C1),

where e, e0 are excesses of composition C ◦C1, 0X×Y ◦C1, respectively.

Idea of the first Proof. The geometric part, which asserts that C ◦ C1, 0X×Y ◦ C1 intersect

cleanly, follows from the intersecting triple. The second part works well by using the

method as in the proof of Theorem 2.8, except that the second step needs a slight modifi-

cation. �

Second Proof. Rewrite composition in terms of fundamental operations as in (2.8). The

proof is divided into three steps:

Step 1. Describe the singularities of the tensor product. We use the following fact: If

u ∈ I p1(X;Λ1) and v ∈ I p2(Y;Λ2), then

u ⊗ v ∈ I p1+p2,p2−d1/4,p1−d2/4(X × Y;Λ1 × Λ2, 0X × Λ2,Λ1 × 0Y),
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2 Compositions of paired Lagrangian distributions

where d1 = dim X, d2 = dim Y and the right hand-side is the space of distributions associ-

ated with three Lagrangian manifolds with the following properties: Λ1×0Y
∩

0X×Λ2 = ∅.
This implies that this class, indeed, consists of sum of paired Lagrangian distributions.

Using the fact above for kA ∈ Im(X × Y; C′), kB ∈ Im1(Y × Z; C′1), we obtain

kA ⊗ kB ∈ Im+m1,m1−(dx+dy)/4,m−(dy+dz)/4(X × Y × Y × Z; L1, L2, L3),

where L1 = C ×C1, L2 = 0X×Z ×C1, L3 = C × 0Y×Z.

Step 2. Eliminate the singular part of the tensor product. Note that P = π∗∆
∗ is a

FIO of order zero associated with the canonical relation Γ from T ∗(X × Y × Y × Z) \ 0 to

T ∗(X × Z) defined by

Γ′ = N∗M(∆X×Y×Z),M = (X × Y × Z) × (X × Y × Z). (2.12)

Since Γ ◦ L3 = ∅, only the part microlocally near L1 ∪ L2 contributes to singularities of

kA◦B. Moreover, Γ ◦ L1 = C ◦C1, Γ ◦ L2 = 0X×Z ◦C1 and away from L3, one has:

Iµ1,µ2,µ3(L1, L2, L3) ⊂ Iµ1,µ2(L1 \ L3, L2 \ L3).

Hence, the conclusion follows if one shows that

P : Iµ1,µ2(L1, L2) ⊆ Iµ1+e1/2,µ2+e2/2(Γ ◦ L1,Γ ◦ L2).

Step 3. Compose of the regular part. By applying Theorem 2.8, the proof is com-

pleted. �

Example 2.11. Let X be a k–dimensional submanifold of Z. Consider the following

canonical relations:

C = ∆T ∗X ⊂(T ∗X \ 0) × (T ∗X \ 0), (2.13)

C1 = N∗X×Z(∆X)′ ⊂T ∗X × (T ∗Z \ 0), (2.14)

C0 = N∗X×Z(X × X)′ ⊂ T ∗X × (T ∗Z \ 0). (2.15)

Then the assumption of Proposition 2.10 is fulfilled and one obtains

Im(∆X) ◦ I p(C1) ⊆ Im+p,p−k/2(C1,C0).

The condition in Theorem 2.8 is natural to obtain paired Lagrangian distributions.

When this condition is not fulfilled, in general, even (C◦C0,C◦C1) is a cleanly intersecting

pair of canonical relations, the composed operator is not a paired Lagrangian distribution

associated with this pair. For more precise statement, see Theorem 2.46.
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2.2 Composition of paired Lagrangian distributions near

their intersections

Let (C0,C1) and (C̃0, C̃1) be pairs of canonical relations from T ∗Y \ 0 to T ∗X \ 0 and

from T ∗Z \ 0 to T ∗Y \ 0, respectively. We shall investigate compositions A ◦ B of properly

supported operators A ∈ I(C0,C1) and B ∈ I(C̃0, C̃1). By abstract composition, WF′(A◦B)

is contained in
∪

i, j=0,1 C j ◦ C̃k. According to geometric property of the system

L =
{
C j ◦ C̃k, j, k = 0, 1

}
,

the composite can be in various forms. In general, L can be a system of canonical rela-

tions which might have non-clean intersections. Moreover, the compositions of isotropic

canonical relations Ci ∩ C j and C̃k ∩ C̃l for i, j, k, l = 0, 1 have a strong effect on the re-

sulting operators. Note that away from the intersection of two Lagrangian manifolds, the

corresponding PLDs are indeed Lagrangian distributions. So if
(
C0

∩
C1

)◦(C̃0
∩

C̃1
)
= ∅,

then the composition of related paired Lagrangian distributions can be written as sum of

compositions of FIOs and PLDs by using microlocal decomposition and the fact above.

These typical results have been already investigated in the last section. Therefore, in this

section we consider only the non-trivial cases

(
C0

∩
C1

) ◦ (C̃0

∩
C̃1

)
, ∅.

We introduce a geometric condition which ensures that all involved compositions of

isotropic canonical relations are smooth isotropic relations. Furthermore, we prove that

under this condition, all resulting relations obey a nice law and the composition operators

belong to the class of distributions associated with this system.

Throughout this section we make the following fundamental assumption:

Assumption 1. The set {C j ◦ C̃k, j, k = 0, 1} forms a clean system of κ Lagrangian mani-

folds, i.e., the intersection of any number of those manifolds is again a submanifold whose

tangent plane at each point is equal to the intersection of those tangent planes.

2.2.1 Geometric condition

Definition 2.12. A family L = {L j, j ∈ J}, where J is a finite set, is called a cleanly

intersecting system (CIS) of submanifolds if locally each possible intersection is given by

a subset of vanishing local coordinates.
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2 Compositions of paired Lagrangian distributions

Remark 2.13. For |J| = 2, a cleanly intersecting system is a cleanly intersecting pair.

Similarly, a system of three submanifolds forms a cleanly intersecting system if and only

if it is a cleanly intersecting triple.

As a direct consequence of Definition 2.12, a CIS has the following properties:

Proposition 2.14. Let L = {L j, j ∈ J} be a cleanly intersecting system of smooth subman-

ifolds in X. Then one has:

1. For all A ⊆ J, the subsystem {L j, j ∈ A} is a CIS.

2. For all A ⊆ J, LA :=
∩

j∈A L j is a smooth submanifold and, for all p ∈ LA, one has

TpLA =
∩
j∈A

TpL j.

3. For all A ⊆ J and any point p ∈ LA one has

dim(
∑
j∈A

TpL j) =
∑
B⊆A

(−1)|B|+1 dim LB. (2.16)

4. For all p ∈ ∪
L j, Jp =

{
j ∈ J

∣∣∣ p ∈ L j

}
. In some neighbourhood of p in X, there

exist coordinates x1, . . . , xn and subsets of B j ⊆ {1, . . . , n} for j ∈ Jp such that

L j = {xk = 0, k ∈ B j}.

Example 2.15. Let (C0,C1) and (C̃0, C̃1) be cleanly intersecting pairs of smooth subman-

ifolds in X and in Y , respectively. Then
{
C j × C̃k

∣∣∣ j, k = 0, 1
}

is a CIS in X × Y .

Proof. Let define

L2 j+k = C j × C̃k, j, k = 0, 1.

Since (C0,C1) is a cleanly intersecting system in X, there exist coordinates x1, . . . , xn in

X such that C0 = {x′ = 0, x′′ = 0} and C1 = {x′ = 0, x′′′ = 0, }. Similarly, there exist

coordinates y1, . . . , ym in Y such that C̃0 = {y′ = 0, y′′ = 0} and C̃1 = {y′ = 0, y′′′ = 0}.
Then in the coordinates x, y of X × Y , C j × C̃k is given by some coordinates vanishing.

Hence, the system {L j, j = 0, 1, 2, 3} forms a CIS. Furthermore, this system satisfies:

L2 j+0 ∩ L2 j+1 = C j × (C̃0 ∩ C̃1)

Lk ∩ L2+k = (C1 ∩C2) × C̃k,

L0 ∩ L3 = L1 ∩ L2 = (C0 ∩C1) × (C̃0 ∩ C̃1),∩
j,k

L j = (C0 ∩C1) × (C̃0 ∩ C̃1), ∀ j, k ∈ {0, 1, 2, 3}

L0 ∩ L1 ∩ L2 ∩ L3 = (C1 ∩C2) × (C̃0 ∩ C̃1).
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2.2 Compositions of PLDs near their intersections

�

Definition 2.16. Let D be a submanifold of manifold X and L be a subset of X. We say

that D has the LIFT property (with respect to L) if, for every smooth function f on D

which vanishes on D ∩ L, there exists a smooth function f̃ on X such that f̃
∣∣∣
D
= f and

f̃
∣∣∣
L
= 0.

Example 2.17. If L and D are submanifolds of X such that D and L intersect cleanly, then

(D, L) has the lift property. Similarly, if {D, L1, L2} forms a cleanly intersecting triple,

then (D, L1 ∪ L2) has the lift property.

From now on we restrict to the case that L is the union of a system of submanifolds

because in composition theorems of paired Lagrangian distributions, one only meets the

situation when L is union of four closed, conic Lagrangian manifolds.

Let us recall some facts about conic manifolds. By a conic manifold X we mean a

smooth manifold equipped with a free, proper action of the group R+:

R+ × X → X, (t, x) 7→ t · x.

This action defines an equivalent relation on X as in the following sense: x ∼ y if and

only if there exists a t ∈ R+, such that y = t · x. An equivalent class is called a R+-orbit.

By [DK00, Theorem 1.11.4], the space of R+-orbits X/R+ is a smooth manifold and X is

a R+-principal fibre bundle over X/R+ with the canonical projection

π : X → X/R+.

In general, we obtain the following result:

Lemma 2.18. Let X be a conic manifold and {L j, j ∈ J} be a CIS of conic submanifolds

in X. Then their images {π(L j), j ∈ J} form a CIS in the space of R+-orbits X/R+.

Proof. Because L j ⊆ X is a conic submanifold, we have a free, proper action:

R+ × L j → L j.

Hence, π(L j) is a submanifold of X/R+ and codim π(L j) = codim L j. So {π(L j), j ∈ J}
is a system of submanifolds in X/R+. For any given point θ0 ∈

∩
j∈A π(L j), A ⊆ J, we

shall show that there exist local coordinates on X/R+ near θ0 such that each L j, j ∈ A is
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2 Compositions of paired Lagrangian distributions

given by some coordinates vanishing. Indeed, by [DK00, Theorem 1.11.4], there are a

neighbourhood S ⊂ X/R+ and a diffeomorphism

τ : π−1(S )→ R+ × S

x 7→ (r(x), θ(x))

such that, for all t ∈ R+, x ∈ π−1(S ):

π(x) = θ(x) and τ(t · x) = (tr(x), θ(x)).

Since θ0 ∈
∩

j∈A π(L j), the point x(1, θ0) ∈ ∩
j∈A L j. By the assumption of CIS, there exist

local coordinates x such that

L j ∩ π−1(S ) =
{
x ∈ M

∣∣∣ xk = 0, k ∈ α j ⊆ {1, 2 . . . , n}
}
, j ∈ A.

Therefore, as a submanifold in X/R+ with coordinate θ, we obtain

π(L j) ∩ S =
{
θ ∈ S

∣∣∣ x j(1, θ) = 0, j ∈ α j ⊆ {1, 2 . . . , n}
}
, j ∈ A.

Since t · x(1, θ0) = x(r, θ0) ∈ ∩
j∈A L j by conic assumption of the submanifolds L j, j ∈ J,

we have xk(r, θ0) = 0, k ∈ α j. Differentiating with respect to t, we obtain ∂r xk(1, θ0) = 0,

k ∈ α j. Consequently,

rank(∂θxk, k ∈ α j)
∣∣∣
θ=θ0
= rank(dxk, k ∈ α j)

∣∣∣
r=1,θ=θ0

= |α j|.

Thus, dθxk(1, θ), k ∈ α j are linearly independent at θ0. Similarly, the system {dθxk(1, θ), k ∈∪
j∈A α j} has rank |∪ j∈A α j| at θ0 and the linear independence of the differentials follows.

This means that {π(L j), j ∈ J} forms a CIS in X/R+.

�

Proposition 2.19. Let {D, L j} j∈J be a CIS in X. Then D satisfies the LIFT property with

respect to L =
∪

j∈J L j. More strictly, for any smooth function f on D which vanishes

on D ∩ L, there exists an extension f̃ on X such that f̃ vanishes on the system L. Fur-

thermore, if X and D, L are conic manifolds, then the LIFT property holds in the class of

homogeneous of degree one functions.

Proof. By partition of unity, it suffices to prove this result locally. Suppose that p ∈∩
j∈A L j, A ⊆ J. By inductive on |J|, consider only the case A = J. We pick coordinates

x such that L j := {xk = 0, k ∈ α j} and D := {xk = 0, k ∈ α0}. For any 1 ≤ k ≤ n, we
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2.2 Compositions of PLDs near their intersections

define J(k) = { j ∈ J
∣∣∣ k ∈ α j}. The germs of smooth functions which vanish on

∪
j∈J L j

are generated by the following germs

xk

∣∣∣ 1 ≤ k ≤ n, J(k) = J, (2.17)

xk1 xk2

∣∣∣ 1 ≤ k1, k2 ≤ n, J(k1)
∪

J(k2) = J, J(k2) , J, J(k1) , J, (2.18)

xk1 xk2 xk3

∣∣∣ 1 ≤ k1, k2, k3 ≤ n,
3∪

i=1

J(ki) = J,
∪
i, j

J(ki) , J, j = 1, 2, 3, (2.19)

...

|J|∏
i=1

xki

∣∣∣ 1 ≤ ki ≤ n,
|J|∪
i=1

J(ki) = J,
∪
i, j

J(ki) , J, 1 ≤ j ≤ |J|. (2.20)

Similarly, on D the local coordinates are x j, j ∈ {1, . . . , n} \ α0. Hence, near the point p in

manifold D, the submanifolds D ∩ L j, j ∈ J are given by:

D ∩ L j = {x j = 0
∣∣∣ j ∈ α j \ α0}.

Therefore, the germs of smooth functions near p which vanish on
∪

(D∩L j) are generated

by functions given as in (2.17)-(2.20) with α j are replaced by α j \ α0. Obviously, these

functions are restriction to D of the functions given in (2.17)-(2.20). Hence, the first part

holds.

To prove the second part, we apply the lift property for the corresponding CIS system

in the space of X/R+. Indeed, assume that f is a smooth function on D homogeneous of

degree 1 such that f vanishes on D ∩ (
∪

j∈J L j). Let Dc = π(D), Lc
j = π(L j), j ∈ J, be

the projections of D, L j, j ∈ J to X/R+, respectively. Then f defines a unique smooth

function f c on Dc which vanishes on Dc ∩ Lc
j. By Lemma 2.18, {Dc, Lc

j, j ∈ J} forms a

CIS in X/R+. Applying the lift property for this system, there exists a smooth extension

f̃ c on X/R+ such that f̃ c vanishes on Dc ∩ (
∪

Lc
j). Hence, f̃ c can be extended to a smooth

function f̃ on X homogeneous of degree 1. Obviously, f̃
∣∣∣
L j
= 0, j ∈ J and f̃

∣∣∣
D
= f

follow from f̃ c
∣∣∣
Dc∩Lc

j
= 0 and f̃ c

∣∣∣
Dc = f c. �

Remark 2.20. Although a cleanly intersecting system L of Lagrangian submanifolds is

given by the vanishing of coordinates, in general, the oscillatory integral representation

of distributions associated with L is still quite complicated. For example, consider the

following system of three Lagrangian submanifolds in T ∗Rn:

L1 = N∗{x′′ = 0, x1 = 0}, L2 = N∗{x′′ = 0, x2 = 0}, L3 = N∗{x = 0},
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2 Compositions of paired Lagrangian distributions

where x = (x1, x2, x′′). ThenM, the class of first order symbol vanishing on L1, L2, L3, is

generated by

{x′′|ξ|, x1x2|ξ|, x1ξ1, x2ξ2}.

Hence, u ∈ E′(Rn) belongs to I(L1, L2, L3) if and only if there exists m ∈ R such that for

all multi-index α ∈ Zn, l ∈ Z

|(|ξ|∂ξ′′)α
′′
(ξ2∂ξ2)

α2(ξ1∂ξ1)
α1(|ξ|∂2

ξ1ξ2
)lû(ξ)| ≤ C ⟨ξ⟩m , |ξ| ≥ 1. (2.21)

Lemma 2.21. Let (C0,C1) and (C̃0, C̃1) be cleanly intersecting pairs of canonical rela-

tions from T ∗Y \0 to T ∗X \0 and from T ∗Z \0 to T ∗Y \0, respectively. In addition, assume

that {(T ∗X \ 0) × ∆T ∗Y\0 × (T ∗Z \ 0),C j × C̃k, j, k = 0, 1} forms a CIS of five submanifolds.

Then the following statements hold locally.

1. All compositions C j ◦ C̃k, j, k = 0, 1 are canonical relations from T ∗Z \ 0 to T ∗X \ 0.

2. All subsets (Ci
∩

C j) ◦ (C̃k ∩ C̃l), i, j, k, l = 0, 1 are conic isotropic submanifolds in

T ∗(X × Z) \ 0.

3. The composition distributes over the intersection in the sense that for all γ ∈(
Ci

∩
C j

) ◦ (C̃k
∩

C̃l
)
,

Tγ

((
Ci

∩
C j

) ◦ (C̃k

∩
C̃l

))
= Tγ

(
Ci ◦ C̃k

)∩
Tγ

(
C j ◦ C̃l

)
, i, j, k, l = 0, 1. (2.22)

4.
{
C j ◦ C̃k, j, k = 0, 1

}
is a pairwise cleanly intersecting system.

Proof. Note that the CIS assumption implies that C j×C̃k and (T ∗X \0)×∆T ∗Y\0× (T ∗Z \0)

intersect cleanly. So the first part is a consequence of the clean composition of Lagrangian

canonical relations.

The second part follows if one shows that all conditions in composition of isotropic

relations are fulfilled. Let Σ := C0 ∩C1, Σ̃ := C̃0 ∩ C̃1. The compositions of type C j ◦ Σ̃ or

Σ ◦ C̃k are well-defined. For example, the composition C0 ◦ Σ̃ is an isotropic relation since

{D,C0 × C̃0,C0 × C̃1} is an intersecting triple by CIS assumption.

We now show that Σ ◦ Σ̃ defines an isotropic relation. By Theorem 1.4 or [BG81,

Theorem 9.4], one needs to check that both (Σ × Σ̃) ∩ D and Tp(Σ × Σ̃) ∩ TpDσ, ∀p ∈
(Σ × Σ̃) ∩ D have constant dimensions. Since (Σ × Σ̃) ∩ D =

∩
i, j=0,1(C j × C̃k) ∩ D,

it has constant dimension by Proposition 2.14, Item 2. Besides, due to the symplectic

complement, for all p ∈ (Σ × Σ̃) ∩ D, one gains
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2.2 Compositions of PLDs near their intersections

dim(Tp(Σ × Σ̃) ∩ TpDσ) = 2 dim X + 4 dim Y + 2 dim Z − dim
(
Tp(Σ × Σ̃)σ + TpD

)
= 2 dim X + 4 dim Y + 2 dim Z − dim

(∩
j,k

Tp(C j × C̃k)
)σ
+ TpD


= 2 dim X + 4 dim Y + 2 dim Z − dim

 ∑
i,k=0,1

Tp(C j × C̃k) + TpD

 .
By Proposition 2.14, Item 3, the space

∑
i,k=0,1 Tp(C j × C̃k)+ TpD has constant dimen-

sion, so does Tp(Σ × Σ̃) ∩ TpDσ.

The third part is proved similarly as in Theorem 1.7. Let γ ∈ Σ ◦ Σ̃ and p ∈ Σ× Σ̃ such

that π(p) = γ. Define

∆ = Tp(T ∗X × ∆T ∗Y × T ∗Z),

L0 = Tp(C0 × C̃1), L1 = Tp(C1 × C̃0),

L2 = Tp(C1 × C̃1), L3 = Tp(C1 × C̃1).

Then one has

∆ ∩
3∑

j=0

L j =

3∑
j=0

(∆ ∩ L j)

By taking the symplectic complement, we obtain

(
3∩

j=0

L j) + ∆σ =
3∩

j=0

(L j + ∆
σ). (2.23)

On the other hand, for any vector subspace A, the following relation holds

(A + ∆σ) ∩ ∆ = (A ∩ ∆) + ∆σ. (2.24)

Indeed, since ∆σ ⊂ ∆ one has (A + ∆σ) ∩ ∆ ⊇ (A ∩ ∆) + (∆σ ∩ ∆) = (A ∩ ∆) + ∆σ.

To prove the inverse conclusion, take any element a + dσ = d ∈ (A + ∆σ) ∩ ∆. Since

a = d − dσ ∈ ∆, dσ ∈ ∆σ, one gains a + dσ ∈ (A ∩ D) + ∆σ. Therefore,

(A + ∆)σ ∩ ∆ ⊆ (A ∩ ∆) + ∆σ.

The relation (2.24) is verified.

Intersecting both side of (2.23) with ∆ and using (2.24), we conclude

L0 ∩ L1 ∩ L2 ∩ L3 ∩ ∆
∆σ

=

3∩
j=0

L j ∩ ∆
∆σ

.

67



2 Compositions of paired Lagrangian distributions

Hence,

Tγ(Σ ◦ Σ̃) =
∩

j,k=0,1

Tγ(C j ◦ C̃k).

Similarly, any intersections from {C j ◦ Ck, j.k = 0, 1} intersect cleanly. This proves

that {C j ◦Ck, j, k = 0, 1} is a cleanly system. �

2.2.2 Geometric method for weak compositions

In this section we use geometric characterization of paired Lagrangian distributions and

other distributions. The advantage of this approach is that we can treat many kinds of

distributions in a united manner and, moreover, the geometrical condition of canonical

relations appears naturally. However, the results which are obtained by this method are

far from a symbolic calculus. The basic idea in this section is taken from [Jos99]. Now

we recall some basic definitions:

Definition 2.22. A defining class of symbols on a manifold X is a submodule of the spaces

of homogeneous smooth functions of order one over the ring of those of order zero which

is closed under Poisson bracket.

Definition 2.23. If M is a defining class of symbols, then I(s)(X,M) is the class of all

u ∈ Hs
loc(X) such that

P1 . . . Pku ∈ H s
loc(X)

for all k ∈ N0 and P j ∈ Ψ1
cl(X) is a classical pseudo-differential operator whose principal

symbol belongs to the classM. Usually, we write

I(X,M) =
∪
s∈R

I(s)(X,M).

Example 2.24. Let Λ be a closed conic Lagrangian submanifold in T ∗X \ 0 andM be the

set of all smooth functions on T ∗X \0 homogeneous of degree 1 which vanish on Λ. Then

the class of Lagrangian distribution I(X;Λ) is determined by I(X,M).

Example 2.25. Let (Λ0,Λ1) be a cleanly intersecting pair of closed conic Lagrangian

manifolds in T ∗X \ 0. Then the class of paired Lagrangian distributions associated with

Λ0,Λ1 is identified with I(X,M), whereM(Λ0,Λ1) is the set of all principal symbols of

first order classical pseudo-differential operators on X which vanish on Λ0 ∪ Λ1.

Similarly, we have:
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2.2 Compositions of PLDs near their intersections

Definition 2.26. Let L = {Λ j, 0 ≤ j ≤ κ} be a system of closed, conic Lagrangian mani-

folds in T ∗X \ 0. We denote I(X; L) = I(X,M(L)), whereM(L) is the set of all first order

symbols which vanish on
∪κ

j=0Λ j.

Proposition 2.27. Let L = {Λ j, 0 ≤ j ≤ κ} be a system of closed, conic Lagrangian

manifolds in T ∗X \ 0. If u ∈ I(X; L), then

WF(u) ⊆
κ∪

j=0

Λ j.

Proof. Let (x0, ξ0) ∈ T ∗X \
(∪

jΛ j

)
and ξ0 , 0. We shall show that (x0, ξ0) < WF(u).

Indeed, since (x0, ξ0) does not belong to the closed conic subset
∪
Λ j, there exists an

operator P ∈ Ψ1(X) such that σ1(P) = 0 on
∪

jΛ j and σ1(P)(x0, ξ0) , 0. Hence, there

is s ∈ R such that PNu ∈ H s
loc(X) for all N > 0. By micro-ellipticity (see [Hör97,

Theorem 8.4.8]), we obtain u ∈ H s+N
loc (X) microlocally at (x0, ξ0) for all N. Therefore,

(x0, ξ0) <WF(u). �

Proposition 2.28. Let J be a subset of {0, 1, . . . , κ} and (x0, ξ0) <
∪

j∈J Λ j. If u ∈ I(X; L)

then

u ∈ I(X;Λ j, j < J) microlocally at (x0, ξ0).

Proof. Let p(x, ξ) be a smooth function homogeneous of degree zero such that p(x, ξ) = 1

in a conic neighbourhood W of (x0, ξ0), and vanishes on
∪

j∈J L j. We have that q satisfies

q − 1 ∈ S −∞ microlocally near (x0, ξ0). Let Q be a properly supported operator with the

left full symbol q(x, ξ). Choose a smooth function ψ such that suppψ ⊂ W and ψ = 1

in a conic neighbourhood of (x0, ξ0). Then we have Qψ = ψ. Consider the following

decomposition

u = ψ(x,D)u + (u − ψ(x,D)u).

Since 1 − ψ ∈ S −∞ near (x0, ξ0), we obtain

(x0, ξ0) <WF((1 − ψ(x,D))u).

We shall verify that ψ(x,D)u ∈ I(X;Λ j, j < J). Since u ∈ I(X;Λ j), there exists a

s ∈ R such that u ∈ H s
loc(X). Hence, v(x) = ψ(x,D)u ∈ H s

loc(X). Take any P(x,D) ∈
Op(M(Λ j, j < J)). Then σ(Pψ) = σ(P)σ(ψ) vanishes on

∪
jΛ j. Thus, we obtain

Pv(x) = Pψu ∈ Hs
loc(X),
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2 Compositions of paired Lagrangian distributions

as Pψ ∈ Op(M(Λ j)). Assume that

P1 . . . PNv ∈ H s
loc(X), ∀σ(P1), . . . , σ(PN) ∈ M(Λ j, j < J).

Take any N + 1 symbols p j, j = 1, . . . ,N + 1, we have

P1 . . . PN PN+1v = P1 . . . PN PN+1ψu

= P1 . . . PN PN+1QN+1ψu

= P1 . . . PN QN(PN+1Q)ψu + P1 . . . (PN[PN+1,QN]Q)ψu

The second term belongs to H s
loc(X) by the inductive assumption. For the first term, using

commutator method, one easily checks that

P1 . . . PN QN ∈ Op(M(Λ j, 0 ≤ j ≤ κ))N .

Hence,

P1 . . . PN QN(PN+1Q)ψu ∈ H s
loc(X).

Therefore, ψ(x,D)u ∈ I(X;Λ j, j < J). �

Abstract theory of distributions states that the kernel of the composition can be decom-

posed into three fundamental operations: tensor product, pull-back, and push-forward.

Namely, let A : D(Z)→ D′(Y) and B : D(Y)→ D′(X) be such that WFY(A)∩WF′Y(B) = ∅
and the projection supp kA × supp kB into X × Z is proper. Then A ◦ B is well-defined as

an operator from D(Z) to D′(X) and kA◦B = π∗∆
∗(kA ⊗ kB), where ∆ is the diagonal map

X×Y ×Z → X×Y ×Y ×Z and π : X×Y ×Z → X×Z. Therefore, one needs to understand

the change of defining classes of symbols under these operations.

Theorem 2.29 (Joshi). Let M be a defining class of symbols on X × Y where X, Y are

smooth manifolds and Y is equipped with a smooth density. If u ∈ I(s)(X × Y,M) and the

support of u is proper with respect to the projection onto Y, then π∗u ∈ I(s)(X, M̃), where

M̃ is the class of symbols on X, which after being pulled back to
∪

x∈X N∗X×Y({x} × Y) are

restrictions of elements ofM.

Remark 2.30. The operator π∗∆∗ is a Fourier integral operator associated with the canoni-

cal relation Γ = {(x, ξ, z, ζ, x, ξ, y, η, y,−η, z, ζ)} and its principal symbol is one. Therefore,

in composition, only WF(kA ⊗ kB) near (x, ξ, y, η, y, η, z, ζ) contributes to the wave front

set of the composite. For more details, see [BG81, Theorem 9.4].
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2.2 Compositions of PLDs near their intersections

We now provide the decomposition of the tensor product of paired Lagrangian dis-

tributions. Roughly speaking, one proves that on the regular part, the tensor product

I(Λ0,Λ1) ⊗ I(Λ̃0, Λ̃1) of two classes of paired Lagrangian distributions is characterized

by the class of first order symbols which vanish on Λ j × Λ̃k

∣∣∣ j, k = 0, 1. The following

argument relies on the proof for the tensor product of two isotropic distributions which

was given in [BG81, Theorem 9.3].

Lemma 2.31. Let (Λ0,Λ1) and (Λ̃0, Λ̃1) be cleanly intersecting pairs of closed, conic

Lagrangian manifolds in T ∗X \ 0 and T ∗Y \ 0, respectively. Assume that u(x) ∈ I(Λ0,Λ1)

and v(y) ∈ I(Λ̃0, Λ̃1) are paired Lagrangian distributions and U is a conic neighbourhood

of the conic set ∪
j=0,1

(Λ j × 0Y)
∪
k=0,1

(0X × Λ̃k).

Then there exists a decomposition

u ⊗ v = w + r, (2.25)

where w ∈ I(Λ j × Λ̃k, j, k = 0, 1) and WF(r) ⊆ U.

Proof. Because the statement is invariant under conjugating by elliptic FIOs associated

with canonical transformation, without loss of generality, one takes X = Rd1 ,Y = Rd2 and

Λ0 = N∗{x = 0}, Λ1 = N∗{x′′ = 0},

Λ̃0 = N∗{y = 0}, Λ̃1 = N∗{y′′ = 0}.

Hence, paired Lagrangian distributions u, v have the following representations:

u(x) =
∫

eixξa(x, ξ)dξ (2.26)

v(y) =
∫

eiyηb(y, η)dη, (2.27)

where smooth functions a(x, ξ) and b(y, η) satisfy the following estimates:∣∣∣Dα
ξ Dβ

xa(x, ξ)
∣∣∣ ≤ C ⟨ξ′⟩m0−|α′ | ⟨ξ⟩m1−|α′′ | , x ∈ K b X∣∣∣Dα

ηDβ
yb(y, η)

∣∣∣ ≤ C′ ⟨η′⟩p0−|α′ | ⟨η⟩p1−|α′′ | , x ∈ K′ b Y.

This implies that

(u ⊗ v)(x, y) =
"

ei(xξ+yη)a(x, ξ)b(y, η)dξdη (2.28)
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2 Compositions of paired Lagrangian distributions

For any positive constant ϵ < 1, choose a cut-off function χ ∈ C∞c (R) such that χ(t) = 1 if

ϵ ≤ t ≤ ϵ−1. Define w(x, y) =
!

ei(xξ+yη)χ( ⟨η⟩⟨ξ⟩ )a(x, ξ)b(y, η)dξdη and r = u − w.

We shall show that this decomposition has the desired properties if ϵ is sufficiently

small. Indeed, in the support of χ one has ⟨η⟩ ≃ ⟨ξ⟩. Therefore, c(x, y, ξ, η) = χab

satisfies the following estimate:∣∣∣Dα
ξ Dβ

ηD
γ
x,yc(x, y, ξ, η)

∣∣∣ ≤ C ⟨ξ′⟩m0−|α′ | ⟨η′⟩p0−|β′ | ⟨ξ, η⟩m1+p1−|α′′ |−|β′′ | , (x, y) ∈ K b X × Y.

This yields that w ∈ I(Λ j × Λ̃k, j, k = 0, 1). It remains to prove that WF(u − w) ⊂ U.

It follows from the facts that WF(u − w) ⊆ ∪
j,k=0,1

(
Λ j × Λ̃k ∩ Λ j × 0Y ∩ 0X × Λ̃k

)
and

WF(u − w) does not meet the set
{
(x, y, ξ, η)| ϵ ≤ ⟨η⟩⟨ξ⟩ ≤ ϵ−1

}
. �

Now we are in a position to state the main result in this section, the weak composition

of paired Lagrangian distributions.

Theorem 2.32. Let C0,C1 and C̃0, C̃1 be clean pairs of canonical relations from T ∗Y \ 0

to T ∗X \ 0 and from T ∗Z \ 0 to T ∗Y \ 0, respectively. Define

D = (T ∗X \ 0) × ∆T ∗Y\0 × (T ∗Z \ 0), (2.29)

Li = C j × C̃k, j, k = 0, 1, i = 2 j + k. (2.30)

Assume that the following assumptions are fulfilled.

1. All systems (D, L0, L1); (D, L0, L2); (D, L1, L3); (D, L2, L3) are cleanly intersecting

triples.

2. The system
(
D

∩
L j, j = 0, 1, 2, 3

)
forms a CIS of four manifolds.

3. The rank condition

TpD
∩ 3∑

j=0

TpL j =

3∑
j=0

Tp(D ∩ L j), p ∈ D
∩

j

L j. (2.31)

Then
{
C j ◦ C̃k, j, k = 0, 1

}
is a system of canonical relations satisfying:

Tγ

(
(C j ◦ C̃0) ∩ (C j ◦ C̃1)

)
= Tγ(C j ◦ C̃0) ∩ Tγ(C j ◦ C̃1), γ ∈ C j ◦ (C̃0 ∩ C̃1), j = 0, 1;

Tγ

(
(C0 ◦ C̃k) ∩ (C1 ◦ C̃k)

)
= Tγ(C0 ◦ C̃k) ∩ Tγ(C1 ◦ C̃k), γ ∈ (C0 ∩C1) ◦ C̃k, k = 0, 1;

Tγ

 ∩
j,k=0,1

C j ◦ C̃k

 = ∩
j,k=0,1

Tγ(C j ◦ C̃k), γ ∈ (C0 ∩C1) ◦ (C̃0 ∩ C̃1).

Moreover, the weak composition law holds:

I(C0,C1) ◦ I(C̃0, C̃1) ⊆ I(C j ◦ C̃k, j, k = 0, 1). (2.32)
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2.2 Compositions of PLDs near their intersections

Proof. Because of the cleanness assumption, (C j ◦Ck, j, k = 0, 1) contains only canonical

relations from T ∗Z \ 0 into T ∗X \ 0. The geometric part follows from Lemma 2.21.

Now we prove the analytic part. By a result proved by Joshi [Jos99], the composite

A ◦ B belongs to the class of distributions which is determined by the defining class of

symbolM on T ∗(X × Z) \ 0, after being pulled back to D = (T ∗X \ 0)×∆T ∗Y\0 × (T ∗Z \ 0)

are restriction of class of symbols vanishing on C j×C̃k. Hence, we only need to show that

the set of all first order principal symbols vanishing on
∪

C j ◦ C̃k is the stable defining

class of composed operators. It is equivalent to prove that any smooth function on D

homogeneous of degree 1 which vanishes on
∪3

j=0 L j ∩ D can be extended to a smooth

function on T ∗(X × Y × Y × Z) \ 0 homogeneous of degree 1 which vanishes on
∪3

j=0 L j.

The hard part in the proof is the LIFT property since the system (D, L j, j = 0, 1, 2, 3) is

not a CIS. Since T ∗(X×Y ×Y ×Z) \0 is a conic manifold, the space of R+-orbits, denoted

by S , is a smooth manifold. Furthermore, the canonical projection π is a fibre map. Note

that π(D), π(L j), j = 0, 1, 2, 3 are smooth submanifolds of S .

By the argument in the proof of Lemma 2.19, the proof follows from the lift lemma.

�

Lemma 2.33 (Lift lemma). The submanifold π(D) of S has the lift property with respect

to
∪3

j=0 π(L j).

Proof of lift lemma. It suffices to prove the statement locally. Note that the projection

π commutes with the intersections of conic submanifolds. Since the action is free and

proper, π(D) is an embedded submanifold of S . Suppose that π(D) is given by coordinates

π(D) =
{
(x, y)

∣∣∣ y = 0
}
. By Lemma 2.18, the intersections π(D ∩ L j), j = 0, 1, 2, 3 form

a CIS. Hence, there are local coordinates xµ which are numbered by “subsets” of J =

{0, 1, 2, 3}:

π(D ∩ L j) =
{
xµ = 0, µ ∈ I j

}
, j = 0, 1, 2, 3,

I j =
{
µ ⊆ {0, 1, 2, 3}

∣∣∣ j ∈ µ},
where x = (xµ, x̄), µ ⊆ {0, 1, 2, 3} are local coordinates. For example, π(D ∩ L0) is given

by the following coordinates

x0, x01, x02, x03, x012, x013, x023, x0123,

while π(D ∩ L1) is given by the vanishing of

x1, x10, x12, x13, x012, x013, x123, x0123.
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2 Compositions of paired Lagrangian distributions

Then the set M of all smooth functions on π(D) vanishing on
∪3

j=0

(
π(D) ∩ π(L j)

)
is a

finitely generated ideal, whose generators are given by

x0123, (2.33)

xµ1 xµ2 , µ1 , J, µ2 , J, µ1 ∪ µ2 = J, (2.34)

xµ1 xµ2 xµ3 , µ1 ∪ µ2 , J, µ2 ∪ µ3 , J, µ3 ∪ µ1 , J, µ1 ∪ µ2 ∪ µ3 = J, (2.35)

x1x2x3x4. (2.36)

Because of the appearance of the full coordinates, the generators of M, in general, are

quite complicated. Since in our case, D ∩ L j has special properties, a simpler form of

local coordinates holds.

FACT 1. With the notation above, the coordinates (x0, x1, x2, x3, x12, x03) are absent from

vanishing coordinates, that is,

π(D ∩ L0) = {x01, x02, x023, x013, x012, x0123}

π(D ∩ L1) = {x10, x13, x123, x013, x012, x0123}

π(D ∩ L2) = {x02, x23, x123, x023, x012, x0123}

π(D ∩ L3) = {x13, x23, x123, x023, x013, x0123}.

Indeed, we shall show that #(x0, x03) = 0. For any p ∈ D ∩ L0 ∩ L1 ∩ L2, one has

Tp(L1 ∩ L2) = Tp(L0 ∩ L1 ∩ L2)⇐⇒ TpL1 + TpL2 = TpL0 + TpL1 + TpL2.

Adding TpDσ to both sides of this equation and taking the symplectic complements,

one obtains

TpDp ∩ TpL1 ∩ TpL2 = TpD ∩ TpL0 ∩ TpL1 ∩ TpL2.

This yields Tp(D∩L1∩L2) = Tp(D∩L0∩L1∩L2) by CIS assumption of D∩L j, j = 0, 1, 2.

Using the following relations

dim π(D ∩ L1 ∩ L2) = dim D ∩ L1 ∩ L2 − 1,

dim π(D ∩ L0 ∩ L1 ∩ L2) = dim D ∩ L0 ∩ L1 ∩ L2 − 1,

dim Tπ(p)(π(D ∩ L1 ∩ L2) − dim Tπ(p)(π(D ∩ L0 ∩ L1 ∩ L2) = #(x0, x03),

one obtains the conclusion above.

This leads to the following very useful statement:
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2.2 Compositions of PLDs near their intersections

FACT 2. The setM/ span(x0123) is determined by

span
⟨
x01x23, x02x13, x0̂x01, x0̂x02, x1̂x01, x1̂x13, x2̂x20, x2̂x23, x3̂x31, x3̂x32, x ĵxk̂

⟩
,

where j , k, j, k = 0, 1, 2, 3, ĵ = {0, 1, 2, 3} \ { j} for j = 0, 1, 2, 3.

As a consequence, any function f ∈ M/ span(x0123) can be decomposed into g(x)h(x)

such that g and h vanish on π(D∩ L0)∪ π(D∩ L1) and π(D∩ L1)∪ π(D∩ L3) respectively,

or on π(D∩L0)∪π(D∩L1) and π(D∩L1)∪π(D∩L3) respectively. By cleanly intersecting

triples, one defines f̃ (x, y) = g̃(x, y)h̃(x, y), where g̃, h̃ are the corresponding extensions of

g, h too. This fact implies the following result:

FACT 3. The setM/ span(x0123) has the lift property.

Therefore, it is enough to show that x0123 has some extension on S that vanishes on∪
π(L j), j = 0, 1, 2, 3.

With these notations, it is apparent that for all µ ⊂ J, the dimension of the space∑
j∈µ

Tpπ(D ∩ L j), p ∈ π(D)
∩
j∈µ
π(L j)

is equal to

dim π(D) −
∑
µ⊆ν

#(xν).

Hence, the numbers of variables xµ, µ ⊆ J can be computed in terms of the dimensions

of those spaces Tpπ(D
∩

L j). For instance, the space
∑3

j=0 Tpπ(D ∩ L j) has dimension

dim π(D)− #(x0123). Similarly, (π(L0), π(L1), π(L2), π(L3)) is a CIS by Lemma 2.18. Thus,

there exist coordinates fµ, µ ⊆ J such that π(L j) is given by the following coordinates

vanishing:

π(L j) = { fµ(x, y) = 0, µ ⊆ J, j ∈ µ}. (2.37)

Thus, the space Tpπ(D) ∩∑3
j=0 Tpπ(L j) is determined by the following equations:

(x, y; vx, vy) ∈ Tpπ(D)
∣∣∣ y = 0, x ∈ ∩π(D ∩ L j), ty = 0 (2.38)

(vx, vy) ∈
3∑

j=0

Tpπ(L j)
∣∣∣ dx f0123(x, y)vx + dy f0123(x, y)vy

∣∣∣
y=0
= 0. (2.39)

Hence, setting g0123 = f0123

∣∣∣
π(D)

, we conclude that

dim

Tpπ(D)
∩ 3∑

j=0

Tpπ(L j)

 = dim π(D) − rank{dg0123}. (2.40)
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2 Compositions of paired Lagrangian distributions

On the other hand, we have

dim

 3∑
j=0

Tpπ(D ∩ L j)

 = dim
3∑

j=0

Tp(D ∩ L j) − 1,

dim

Tpπ(D)
∩ 3∑

j=0

Tpπ(L j)

 = dim

TpD
∩ 3∑

j=0

TpL j

 − 1.

Therefore, condition (2.31) is equivalent to

rank{dg0123} = rank(dx0123) (2.41)

Because g0123 vanishes on
∪3

j=0 π(D ∩ L j), there exists a smooth matrix C(x) satisfying

g0123(x) = C(x)x0123 + R,

where

R = span {xµ1 xµ2; xµ1 xµ2 xµ3; x1x2x3x4} = o(x2).

This implies that rank C(p) = rank{dg0123}. So we can choose a left inverse B of C and

extend it into a neighbourhood of p in the whole manifold. And the formula above can be

written as

x0123 = Bg0123 − BR.

We have to show that the functions x0123 can be extended in to smooth functions on S

which vanish on
∪
π(L j). One already has that property holds for functions g0123 trivially

and for R(x) by the fact above. The proof is completed. �

Remark 2.34. The proof strongly relies on the special property of the system L0, L1, L2, L2.

The analogous method can be used to prove the composition of a FIO A ∈ I(X,Y; C) with

a class of distributions associated with a CIS of four Lagrangian manifolds L0, L1, L2, L3

of T ∗Y \ 0. In this case, one needs further assumption.

Example 2.35. Let consider the following canonical relations:

C0 = N∗{x − y = 0}′, C1 = N∗{x′′ − y′′ = 0, x′′′ − y′′′ = 0}′, (2.42)

C̃0 = N∗{y − z = 0}′, C̃1 = N∗{y′ − z′ = 0, y′′′ − z′′′ = 0}′. (2.43)
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2.2 Compositions of PLDs near their intersections

Let D = {y − ỹ = 0, η − η̃ = 0} with standard coordinates (x, y, ỹ, z; ξ, η, η̃, ζ) on T ∗(X ×
Y × Y × Z). With the notations as in Theorem 2.32, we have

L0 = N∗{x − y = 0, ỹ − z = 0}′,

L1 = N∗{x − y = 0, ỹ′ − z′ = 0, ỹ′′′ − z′′′ = 0}′,

L2 = N∗{x′′ − y′′ = 0, x′′′ − y′′′ = 0, ỹ′ − z′ = 0, ỹ′′′ − z′′′ = 0}′,

L3 = N∗{x′′ − y′′ = 0, x′′′ − y′′′ = 0, ỹ′ − z′ = 0, ỹ′′′ − z′′′ = 0}′,

D = {y − ỹ = 0, η − η̃ = 0}.

Obviously, the system {D, L0, L1, L2, L3} forms a CIS. Hence, the weak composition law

holds:

I(C0,C1) ◦ I(C̃0, C̃1) ⊆ I(E0, E1, E2, E3),

where E2 j+k = C j ◦ C̃k, j, k = 0, 1 are four canonical relations from T ∗Z \ 0 into T ∗Z \ 0.

Example 2.36. Consider the following canonical relations

C0 = N∗{x − y = 0}′, C1 = N∗{x′ − y′ = 0, x′′′ − y′′′ = 0}′,

C̃0 = N∗{y − z = 0}′, C̃1 = N∗{y′′′ − z′′′ = 0}′,

E0 = N∗{x − z = 0}′, E1 = N∗{x′′′ − z′′′ = 0}′, E2 = N∗{x′ − z′ = 0, x′′′ − z′′′ = 0}′

It is not hard to verify that all assumptions in the previous theorem are fulfilled. Moreover,

C0 ◦ C̃0 = E0, C0 ◦ C̃1 = E1, C1 ◦ C̃0 = E2, C1 ◦ C̃1 = E1.

Therefore, one has the weak composition law

I(C0,C1) ◦ I(C̃0, C̃1) ⊆ I(E0, E1, E2), (2.44)

where the left hand side is the space of operators whose Schwartz kernels correspond to

three Lagrangian manifolds.

Example 2.37. Consider the following canonical relations

C0 = N∗{x′ − y′ = 0, x′′′ − y′′′ = 0}′, C1 = N∗{x′′′ − y′′′ = 0}′

C̃0 = N∗{y′′ − z′′ = 0, x′′′ − z′′′ = 0}′, C̃1 = N∗{y′′′ − z′′′ = 0}′

E0 = N∗{x′′′ − z′′′ = 0}′.
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2 Compositions of paired Lagrangian distributions

All assumptions in Theorem 2.32 are satisfied. In addition,

C j ◦ C̃k = E0, j, k = 0, 1.

Hence, the weak composition law holds

I(C0,C1) ◦ I(C̃0, C̃1) ⊆ I(E0). (2.45)

Corollary 2.38. Assume that all assumptions in Theorem 2.32 are fulfilled and the system

{C j ◦ C̃k, j, k = 0, 1} contains two canonical relations E0, E1.

Case 1. When the following compatible condition is satisfied

(C0 ∩C1) ◦ (C̃0 ∩ C̃1) =E0 ∩ E1, (2.46)

then E0, E1 intersect cleanly. Moreover, the weak composition holds:

I(C0,C1) ◦ I(C̃0, C̃1) ⊆ I(E0, E1).

Case 2. When E0 and E1 intersects cleanly and K := (C0 ∩ C1) ◦ (C̃0 ∩ C̃1) ( E0
∩

E1,

the weak composition holds

I(C0,C1) ◦ I(C̃0, C̃1) ⊆ I(E0,K) + I(E1,K) ( I(E0, E1).

Proof. Obviously, when {C j◦C̃k, j, k = 0, 1} contains only two cleanly intersecting canon-

ical relations E0, E1 then I(C j ◦ C̃k, j, k = 0, 1) = I(E0, E1).

Let us consider the second case, when {C j ◦ C̃k, j, k = 0, 1} has two canonical relations

E0, E1 satisfying (C0∩C1)◦ (C̃0∩ C̃1) = E0∩E1. Because of the composition of isotropic

relations, Theorem 1.4, the set Σ = (C0 ∩ C1) ◦ (C̃0 ∩ C̃1) is an isotropic manifold. Thus

we need to verify that for all γ ∈ Σ = E0 ∩ E1, the tangent condition holds. Indeed, due to

relation (2.31), for any p in the fibre π−1(γ) we have

TpD ∩
∑

Tp(C j × C̃k) =
∑

Tp(D ∩
(
C j × C̃k

)
.

Taking the symplectic complement and intersecting with TpDσ, we obtain

Tp

(
(C0 ∩C1) × (C̃0 × C̃1)

∩
D
)
+ TpDσ =

∩(
Tp(D ∩C j ◦ C̃k) + TpDσ

)
Dividing by Tp∆

σ, this yields

TγΣ =
∩

Tγ

(
C j ◦ C̃k

)
(2.47)

Replacing C j ◦ C̃k by E0, E1, one concludes that Tγ(E0 ∩ E1) = TγE0 ∩ TγE1. Hence, E0

and E1 intersect cleanly. The proof is completed. �
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2.2 Compositions of PLDs near their intersections

Example 2.39. Let X = Y = Z = Rd with coordinates x = (x′, x′′) ∈ Rd′+d′′ . Consider the

following canonical relations:

C0 = N∗{x − y = 0}′, C1 = N∗{x′ − y′ = 0}′, (2.48)

C̃0 = N∗{y − z = 0}′, C̃1 = N∗{y′ − z′ = 0}′, (2.49)

E0 = N∗{x − z = 0}′, E1 = N∗{x′ − z′ = 0}′. (2.50)

Then these canonical relations satisfy all assumptions in Corollary 2.38. Moreover,

C0 ◦ C̃0 = E0,

C j ◦ C̃k = E1, ∀( j, k) , (0, 0)

(C0 ∩C1) ◦ (C̃0 ∩ C̃1) = E0 ∩ E1.

Hence, we obtain the weak composition law

I(C0,C1) ◦ I(C̃0, C̃1) ⊆ I(E0, E1).

Indeed, D, L0, L1, L2, L3 are given by coordinates vanishing as follows: For any point

p = (x, y, ỹ, z, ξ, η, η̃, ζ) ∈ T ∗(X × Y × Y × Z) \ 0,

one has

D = {y − ỹ = 0, η − η̃ = 0},

L0 = {x − y = 0, ξ − η = 0, ỹ − z = 0, η̃ − ζ = 0},

L1 = {x − y = 0, ξ − η = 0, ỹ′ − z′ = 0, η̃ − ζ = 0, η̃′′ + ζ′′ = 0},

L2 = {x′ − y′ = 0, ξ − η = 0, ξ′′ + η′′ = 0, ỹ − z = 0, η̃ − ζ = 0},

L3 = {x′ − y′ = 0, ξ − η = 0, ξ′′ + η′′ = 0, ỹ′ − z′ = 0, η̃ − ζ = 0, η̃′′ + ζ′′ = 0}.

The intersections D ∩ L j, j = 0, 1, 2, 3 are determined by the following equations:

D ∩ L0 = {x − y = 0, ξ − η = 0, y − z = 0, η − ζ = 0}, (2.51)

D ∩ L1 = {x − y = 0, ξ′ − η′ = 0, y′ − z′ = 0, η′ − ζ′ = 0, ξ′′ = 0, η′′ = 0, ζ′′ = 0}, (2.52)

D ∩ L2 = {x′ − y′ = 0, ξ′ − η′ = 0, y − z = 0, η′ − ζ′ = 0, ξ′′ = 0, η′′ = 0, ζ′′ = 0}, (2.53)

D ∩ L3 = {x′ − y′ = 0, ξ′ − η′ = 0, y′ − z′ = 0, η′ − ζ′ = 0, ξ′′ = η′′ = ζ′′ = 0}. (2.54)

This leads to the conclusion that the system D∩ L j, j = 0, 1, 2, 3 is a CIS on D. Note that

(D, L1, L2) does not form an intersecting triple. We now verify the condition (2.31), that

79



2 Compositions of paired Lagrangian distributions

is,

TpD ∩
∑

TpL j =
∑

Tp(D ∩ L j), p ∈
3∩

j=0

L j ∩ D.

By formulas (2.51)-(2.54), one obtains

dim(
∑

Tp(D ∩ L j) = dim D − 2(d + d′).

On the other hand,

dim(TpD ∩
∑

TpL j) = dim D + dim
∑

L j − dim(TpD +
∑

TpL j)

= dim D + dim(TpDσ ∩
∩

TpL j) − dim(
∩

L j)

= dim D + 0 − dim(C0 ∩C1) × (C̃0 ∩ C̃1)

= dim D − 2(2d − d′′) = dim D − 2(d + d′)

This implies (2.31). Moreover,

TpL0 + TpL3 =

3∑
j=0

TpL j,
∑
j=0,3

(Tp(D ∩ L j) =
3∑

j=0

(Tp(D ∩ L j),

shows that (D, L0, L3) forms a CIS. However, (D, L1, L2) is not a CIS because

TpD∩ (TpL1+TpL2) = Tp(D∩ (TpL0+TpL3) =
3∑

j=0

Tp(D∩L j) ) Tp(D∩L1)+Tp(D∩L2).

Thus, in this example our assumptions are satisfied.

Similarly, the following example provides the second case when one obtains closed-

ness of the classes of paired Lagrangian distributions.

Example 2.40. The canonical relations C0,C1 and C̃0, C̃1 satisfy the following properties

C j ◦ C̃0 = E0, j = 0, 1, (2.55)

C j ◦ C̃1 = E1, j = 0, 1, (2.56)

(C0 ∩C1) ◦ (C̃0 ∩ C̃1) = E0 ∩ E1. (2.57)

For instance, let X = Y = Z = Rd with local coordinates x = (x′, x′′, x′′′), y = (y′, y′′, y′′′)

and z = (z′, z′′, z′′′). Then the canonical relations defined by

C0 = N∗{x − y = 0}′, C1 = N∗{x′ − y′ = 0, x′′′ − y′′′ = 0}′,

C̃0 = N∗{y′ − z′ = 0}′, C̃1 = N∗{y′ − z′ = 0, y′′′ − z′′′ = 0}′,

E0 = N∗{y′ − z′ = 0}′, E1 = N∗{y′ − z′ = 0, y′′′ − z′′′ = 0}′.

satisfy our assumption.
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2.3 Models for compositions

2.3 Models for compositions

2.3.1 Models for strong compositions

To summarize several examples where the weak composition holds, let x = (x′, x′′, x′′′, xiv) ∈
Rk1 × Rk2 × Rk3 × RdX−k1−k2−k3 be splitting of coordinates in X and similar notations for y

and z. Let us define the following canonical relations from (T ∗Y \ 0) to (T ∗X \ 0):

C0 = N∗{x′ − y′ = 0, x′′ − y′′ = 0, x′′′ − y′′′ = 0}′,

C1 = N∗{x′ − y′ = 0, x′′′ − y′′′ = 0}′,

C2 = N∗{x′′ − y′′ = 0, x′′′ − y′′′ = 0}′,

C3 = N∗{x′′′ − y′′′ = 0}′,

and from (T ∗Z \ 0) to (T ∗Y \ 0):

D0 = N∗{y′ − z′ = 0, y′′ − z′′ = 0, y′′′ − z′′′ = 0}′,

D1 = N∗{y′ − z′ = 0, y′′′ − z′′′ = 0}′,

D2 = N∗{y′′ − z′′ = 0, y′′′ − z′′′ = 0}′,

D3 = N∗{y′′′ − z′′′ = 0}′.

Then we have the following weak compositions for properly supported operators:

A B A ◦ B Involved Lagrangian manifolds note

I(C0,C2) I(D0,D1) I(E0, E1, E2, E3) Four Exam. 2.35

I(C0,C1) I(D2,D3) I(E1, E2, E3) E0, E2 and two times E3 Exam. 2.36

I(C0,C1) I(D0,D1) I(E0, E1) E0 and three times E1 Exam. 2.39

I(C0,C2) I(D2,D3) I(E2, E3) 2 times E1 and 2 times E3 Exam. 2.40

I(C1,C3) I(D2,D3) I(E3) 4 times E3 Exam. 2.37

Table 2.1: Weak composition of paired Lagrangian distributions

where the canonical relations E j, j = 0, 1, 2, 3 from (T ∗Z \ 0) to (T ∗X \ 0) are defined by:

E0 = N∗{x′ − z′ = 0, x′′ − z′′ = 0, x′′′ − z′′′ = 0}′,

E1 = N∗{x′ − z′ = 0, x′′′ − z′′′ = 0}′,

E2 = N∗{x′′ − z′′ = 0, x′′′ − z′′′ = 0}′,

E3 = N∗{x′′′ − z′′′ = 0}′.
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2 Compositions of paired Lagrangian distributions

Now we shall prove some strong compositions corresponding to these cases.

Theorem 2.41. Let C j,Dk, El be canonical relations as above. Suppose that A ∈ Im0,m2(X,Y; C0,C2)

and B ∈ I p0,p1(Y,Z; D0,D1) are two operators such that the projection into X × Z from

(supp kA × supp kB) ∩ (X × ∆Y × Z) is proper. Then A ◦ B ∈ Iq0,q1,q2,q3(X,Z; E0, E1, E2, E3),

where

q0 = m0 + p0 + e/2, q1 = m0 + p1 + e/2, q2 = m2 + p0 + e/2, q3 = m2 + p1 + e/2, (2.58)

with the excess e = dY − (k1 + k2 + k3).

Proof. Recall that A ∈ Im0,m2(X,Y; C0,C2) means that its Schwartz kernel has the follow-

ing representation

kA(x, y) =
∫

ei(x−y)ηa(x, y, η)dη,

where a(x, y, η) ∈ S m′0,m
′
2(X × Y × (Rk1+k2+k3 \ 0), i.e. for any compact subset K b X × Y

and multi-indices α, β, there is a constant CK,α,β such that

|Dβ
x,yDα

ηa(x, y, η)| ≤ C ⟨η⟩m′2−|α′′,α′′′ | ⟨η′⟩m′0−m′2−|α
′ | , (x, y) ∈ K,

with m′0 = m0+(dX+dY)/4−(k1+k2+k3)/2,m′2 = m2+(dX+dY)/4−(k2+k3)/2. Similarly,

B ∈ I p0,p1(Y,Z; D0,D1) implies that

kB(y, z) =
∫

ei(y−z)ξb(y, z, ξ)dξ,

where the function b satisfies

|Dβ
y,zD

α
ξb(y, z, ξ)| ≤ C ⟨ξ⟩p′1−|α′,α′′′ | ⟨ξ′′⟩p′0−p′1−|α

′′ | , (y, z) ∈ K b Y × Z,

with p′0 = p0 + (dY + dZ)/4 − (k1 + k2 + k3)/2, p′1 = p1 + (dY + dZ)/4 − (k1 + k3)/2. Then

the composed operator A ◦ B has the Schwartz kernel

kA◦B(x, z) =
∫

ei(x−y)η+i(y−z)ξa(x, y, η)b(x, z, ξ)dydηdξ.

Without loss of generality, assume that a(x, y, η) and b(y, z, ξ) vanish when |η| ≤ 1 and

|ξ| ≤ 1, respectively. If |ξ| ≤ |η|/2 or |η| ≤ |ξ|/2 in the support of a(x, y, η)b(y, z, ξ), then we

have |η− ξ| ≥ (|η|+ |ξ|)/2 for all (x, y, z, η, ξ) ∈ supp ab. Using integration by part in y, we

conclude that this part contributes to kA◦B(x, z) only smooth function. Hence, we make a

further assumption that |η|/2 ≤ |η| ≤ 2|ξ| in the support of ab. This yields

|Dγ
x,y,zD

β
ηD

α
ξ (ab)| ≤ C ⟨ξ, η⟩m′2+p′1−|α

′,α′′′ |−|β′′,β′′′ | ⟨η′⟩m′0−m′2−|β
′ | ⟨ξ′′⟩p′0−p′1−|α

′′ | ,
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2.3 Models for compositions

for all (x, y, z) ∈ K b X × Y × Z.

Because the variables ξ′, η′′, η′′′ have the same behaviour as usual symbol of type S 1,0,

using stationary phase method in y′, y′′, y′′′, ξ′, η′′, η′′′, we obtain:

kA◦B(x, z) =
∫

ei(x′−z′)η′+(x′′−z′′)ξ′′+(x′′′−z′′′)ξ′′′c(x, z, η′, ξ′′, ξ′′′, y(4))dη′dξ′′dξ′′′dy(4),

where

c(x, z, η′, ξ′′, ξ′′′, y(4)) = ei(y′−z′)(η′−ξ′)−i(x′′−y′′)(η′′−ξ′′)−i(x′′′−y′′′)(η′′′−ξ′′′)abdy′dy′′dy′′′dξ′dη′′dη′′′

= e−i⟨Dy′ ,Dξ′⟩+i⟨Dy′′ ,Dη′′⟩+i⟨Dy′′′ ,Dη′′′⟩(a(x, y, η)b(y, z, ξ)
)∣∣∣

V0
,

∼
∑

j

1
j!
(−i

⟨
Dy′ ,Dξ′

⟩
+ i

⟨
Dy′′ ,Dη′′

⟩
+ i

⟨
Dy′′′ ,Dη′′′

⟩) j(ab)|V0 ,

with V0 =
{
(x, y, z, η, ξ)

∣∣∣ (y, ξ′, η′′, η′′′) = (z′, x′′, x′′′, η′, ξ′′, ξ′′′)
}
. As a consequence, the

symbol a(x, z, η′, ξ′′, ξ′′′, y(4)) satisfies the following estimate:∣∣∣∣Dβ

x,z,y(4) D
α
η′,ξ′′,ξ′′′c(x, z, η′, ξ′′, ξ′′′, y(4))

∣∣∣∣ ≤ C ⟨η′, ξ′′, ξ′′′⟩m′2+p′1−|α
′′′ | ⟨η′⟩m′0−m′2−|α

′ | ⟨ξ′′⟩p′0−p′1−|α
′′ | .

Therefore, c̃(x, z, η′, ξ′′, ξ′′′) =
∫

c(x, z, η′, ξ′′, ξ′′′, y(4))dy(4) also satisfies the same estimate

above. This implies that A ◦ B ∈ Iq(X,Z; E0, E1, E2, E3). By definition A.26, the order

q ∈ R4 satisfies the following equations:

q′1 + q′2 − q′0 − q′3 = 0

q′0 − q′2 = m′0 − m′2 = m0 − m2 − k1/2

q′0 − q′1 = p′0 − p′1 = p0 − p1 − k2/2

q′3 = m′2 + p′1 = m2 + (dX + dY)/4 − (k2 + k3)/2 + p1 + (dY + dZ)/4 − (k1 + k3)/2

q′0 = q0 + (dX + dZ)/4 − (k1 + k2 + k3)/2

q′1 = q1 + (dX + dZ)/4 − (k1 + k3)/2

q′2 = q2 + (dX + dZ)/4 − (k2 + k3)/2

q′3 = q3 + (dX + dZ)/4 − k3/2

Hence, A ◦ B ∈ Iq(X,Z; E) with the correct order q satisfying relation (2.58). The proof is

completed. �

More general, we have the following embedding maps

Im0,m2(C0,C2) ⊂ Im0,m0−k2/2,m2,m2−k2/2(X,Y; C0,C1,C2,C3),

I p0,p1(D0,D1) ⊂ I p0,p1,p0−k1/2,p1−k1/2(Y,Z; D0,D1,D2,D3).

Then the previous theorem is a special case of the following result.
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2 Compositions of paired Lagrangian distributions

Proposition 2.42. Let X,Y,Z,Ci,D j, Ek be as above and m, p ∈ R4. Suppose that A ∈
Im(X, Y; C) and B ∈ I p(Y,Z; D) are two properly operators, i.e., the Schwartz kernel kA ∈
Im(X × Y,C′), kB ∈ Im(Y × Z, E′). Then A ◦ B ∈ Im+p+e/2(X,Z; E) where the excess e ∈ R4

is determined by e0 = dY − (k1 + k2 + k3), e1 = e0 + k2, e2 = e0 + k1, e3 = e0 + k1 + k2.

Lemma 2.43. If a(x, y, η) ∈ S m(X × Y,C) and b(y, z, ξ) ∈ S p(Y × Z,D) then the Gauss

transform ei⟨Dy,Dη⟩(a(x, η)b(y, ξ)
)∣∣∣∣

(y,η)=(x,ξ)
∈ S m+p(X × Z, E).

Proof. We will apply Hörmander’s results on Gauss transforms [Theorem 18.4.10’, Hör85]

to conclude that ei⟨Dy,Dη⟩a(x, y, η)b(y, z, ξ)|(y,η)=(x,ξ) belongs to S (m + p, E). Let

V = X × Y × Z × R2N

with the coordinates v = (x, y, z, η, ξ). Consider the following metric

gv(dv) = dx2 + dy2 + dz2 +
|dη′|2

1 + |η′|2 +
|dη′′|2

1 + |η|2 +
|dξ′|2

1 + |ξ′|2 +
|dξ′′|2

1 + |ξ|2 .

On V we define weighted functions

w(v) = ⟨η′, η′′⟩m0 ⟨η′⟩m1 ⟨η′′⟩m2 ⟨η⟩m3 ⟨ξ′, ξ′′⟩p0 ⟨ξ′⟩p1 ⟨ξ′′⟩p2 ⟨ξ⟩p3 ∀m, p ∈ R4.

The symmetric bilinear form on the dual V ′ of V is given by

σ(v̂, ˆ̂v) = η̂ ˆ̂y + ŷ ˆ̂η.

The dual metric of g with respect to σ is given by

gσv (dv) = sup
gv(σd̂v)<1

⟨
dv, d̂v

⟩2
(2.59)

=


+∞, if |dx|2 + |dξ|2 + |dz|2 , 0,

⟨η′⟩2 |dy′|2 + ⟨η⟩2 |dy′′|2 + |dη|2, otherwise.
(2.60)

Let V0 = V |(y,η)=(x,ξ) be a subspace of V . One has to verify the following properties:

• The metric g is slowly varying in V . It is trivial by choosing c < 1/4 and C = 2.

• The weighted functions w are g-continuous. It is also trivial with the same constants

as above.

• The metric g is σ-temperate and w is g, σ-temperate with respect to v uniformly in

V0.
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2.3 Models for compositions

• The inequality gv(dv) ≤ gσv (dv). It is a consequence of (2.60).

It remains to check the third property. In order to obtain the temperateness of g, we verify

gv(dv) ≤ gu(dv)(1 + gσv (v − u))

⇔ sup
dv,0

gv(dv)
gu(dv)

≤ (1 + gσv (v − u)),

where v = (x, y, z, ξ, η), u = (x̃, ỹ, z̃, ξ̃, η̃). Because g is diagonal, one needs to prove

that

max
{

1,
1 + |ξ̃|2
1 + |ξ|2 ,

1 + |ξ̃′|2
1 + |ξ′|2 ,

1 + |η̃|2
1 + |η|2 ,

1 + |η̃′|2
1 + |η′|2

}
≤ (1 + gσv (v − u)). (2.61)

It follows from the inequality 1 + gσv (v − w) ≥ (1 + |η̃ − η|2 + |ξ̃ − ξ|2). Similarly, one

obtains
w(v)
w(u)

≤ (1 + |ξ̃ − ξ|2 + |η̃ − η|2)|m|/2 ≤ (1 + gσv (v − u))|m|/2,

with |m| = ∑3
j=0 |m j|. Hence, w(v) is σ, g–temperate. �

Theorem 2.44. Let A ∈ Im0,m2(C0,C2) and B ∈ I p2,p3(D2,D3) be two operators such

that the projection from supp kA × supp kB ∩ (X × ∆Y × Z) into X × Z is proper. Then

A ◦ B ∈ Im2+p2+e/2,m2+p2+e/2(E2, E3) with e = dY − (k2 + k3).

Proof. Since A ∈ Im0,m2(C0,C2), there exists a symbol a(x, y, ξ) = a(x, y, ξ′, ξ′′, ξ′′′) such

that for each K compact in X × Y ,

|Dα
x,yDβ

ξa(x, y, ξ′, ξ′′, ξ′′′)| ≤ CK ⟨ξ⟩m
′
2−|β

′′,β′′′ | ⟨ξ′⟩m′0−m′2−|β
′ | , (x, y) ∈ K,

with m′0 = m0 + (dX + dY)/4 − (k1 + k2 + k3)/2,m′2 = m2 + (dX + dY)/4 − (k2 + k3)/2 and

for all u ∈ C∞c (Y):

Au(x) =
∫

ei
(

(x′−y′)ξ′+(x′′−y′′)ξ′′+(x′′′−y′′′)ξ′′′
)
a(x, y, ξ′, ξ′′, ξ′′′)u(y)dydξ′dξ′′dξ′′′.

Similarly, there exists b(y, z, η) = b(y, z, η′′, η′′′) such that for all compact subset K of

Y × Z, ∣∣∣Dα
y,zD

β
η′′,η′′′b(y, z, η′′, η′′′)

∣∣∣ ≤ C ⟨η′′, η′′′⟩p′3−|β′′′ | ⟨η′′⟩p′2−p′3−|β
′′ | , (y, z) ∈ K,

where p′2 = p2+(dY+dZ)/4−(k2+k3)/2, p′3 = p3+(dY+dZ)/4−k3/2 and for all v ∈ C∞c (Z),

Bv(y) =
∫

ei
(

(y′′−z′′)η′′+(y′′′−z′′′)η′′′
)
b(y, z, η′′, η′′′)v(z)dzdη′′dη′′′.
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2 Compositions of paired Lagrangian distributions

This yields

kA◦B(x, z) =
∫

ei
(

(x′−y′)ξ′+(x′′−y′′)ξ′′+(x′′′−y′′′)ξ′′′
)
+i
(

(y′′−z′′)η′′+(y′′′−z′′′)η′′′
)
a(x, y, ξ)b(y, z, η)dydξdη,

= ei
(

(x′′−z′′)η′′+(x′′′−z′′′)η′′′
)
c(x, z, η′′, η′′′)dη′′dη′′′,

where c(x, z, η′′, η′′′) =
∫

ei
(

(x′−y′)ξ′+(x′′−y′′)(ξ′′−η′′)+(x′′′−y′′′)(ξ′′′−η′′′)
)
a(x, y, ξ)b(y, z, η)dξdy. Re-

group x̂ = (x′, x′′, x′′′), ŷ = (y′, y′′, y′′′) then the previous formula can be rewritten as

c(x, z, η′′, η′′′) =
∫

c̃(x, z, η′′, η′′′, y(4))dy(4),

c̃(x, z, η′′, η′′′, y(4)) = ei⟨Dξ ,Dŷ⟩a(x, ŷ, y(4), ξ)b(ŷ, y(4), z, η′′, η′′′)|ξ=(0,η′′,η′′′),ŷ=x̂.

It follows from Hörmander results on Gauss transforms that c ∈ S m′2+p′2,m
′
2+p′3 with extra

parameter y(4). This implies that

A ◦ B ∈ Im2+p2+e/2,m2+p3+e/2(E2, E3), e = dY − (k2 + k3).

The proof is completed. �

Remark 2.45. It is not surprising that the order on C0 \ C1 does not contribute to the

composed operators. In fact, since (C0 \C2) ◦ (D2 ∪ D3) = ∅, the composition takes place

on C2 only. However, this composition is still different from the composition of Fourier

integral operator A ∈ I(C2) with the paired Lagrangian distribution B ∈ I(D2,D3) since

the intersection C2 ∩C0 also contributes to the composite.

2.3.2 Models for compositions without the CIS condition

As we claim in the strong composition of FIO with PLD, if the CIS condition is violate,

then the composed operator does not belong to the class of paired Lagrangian distribu-

tion associated with the natural cleanly intersecting pair of canonical relations. Now we

introduce a model with this property:

Theorem 2.46. Let X = Rdx ,Y = Rdy and Z = Rdz . Consider canonical relations C0,C1

from T ∗Z \ 0 to T ∗Y \ 0 and C from T ∗Y \ 0 to T ∗X \ 0 as follows:

C = N∗{y′′ − x′′ = 0, y′′′ − x′′′ = 0}′,

C0 = N∗{z′ − y′ = 0, z′′ − y′′ = 0, z′′′ − y′′′ = 0}′,

C1 = N∗{z′ + y′ = 0, z′′ − y′′ = 0}′,

C̃0 = N∗{x′′ − z′′ = 0, x′′′ − z′′′ = 0}′,

C̃1 = N∗{x′′ − z′′ = 0}′, Σ̃ = (C̃0 ∩ C̃1)
∣∣∣
z′=0

,
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2.3 Models for compositions

where x = (x′, x′′, x′′′, xiv), y = (y′, y′′, y′′′, yiv) and z = (z′, z′′, z′′′, ziv) are coordinates of

X,Y and Z, respectively. Then

C ◦C j = C̃ j, j = 0, 1, C ◦ (C0 ∩C1) = Σ̃. (2.62)

Furthermore, for all properly supported operators A ∈ Im(C) and B ∈ Im0,m1(C0,C1), the

composition

A ◦ B ∈
∑
j=0,1

Im j+m+e/2,(m0+m1)/2+(2k′+k′′′)/4−m j(C̃ j, Σ̃), (2.63)

where e = dy − (k′ + k′′ + k′′′) is the excess of the composition C ◦C0.

With the same proof, one also gains the following result:

Theorem 2.47. Let X = Rdx ,Y = Rdy and Z = Rdz . Consider canonical relations C0,C1

from T ∗Y \ 0 to T ∗X \ 0 and C from T ∗Z \ 0 to T ∗Y \ 0 as follows:

C0 = N∗{x′ − y′ = 0, x′′ − y′′ = 0, x′′′ − y′′′ = 0}′,

C1 = N∗{x′ + y′ = 0, x′′ − y′′ = 0}′,

C = N∗{y′′ − z′′ = 0, y′′′ − z′′′ = 0}′,

C̃0 = N∗{x′′ − z′′ = 0, x′′′ − z′′′ = 0}′,

C̃1 = N∗{x′′ − z′′ = 0}′, Σ̃ = (C̃0 ∩ C̃1)
∣∣∣
x′=0

,

where x = (x′, x′′, x′′′, xiv), y = (y′, y′′, y′′′, yiv) and z = (z′, z′′, z′′′, ziv) are coordinates of

X,Y and Z, respectively. Then

C j ◦C = C̃ j, j = 0, 1, (C0 ∩C1) ◦C = Σ̃. (2.64)

Furthermore, for all properly supported operators A ∈ Im0,m1(C0,C1) and B ∈ Im(C), the

composition

A ◦ B ∈
∑
j=0,1

Im j+m+e/2,(m0+m1)/2+(2k′+k′′′)/4−m j(C̃ j, Σ̃), (2.65)

where e = dy − (k′ + k′′ + k′′′) is the excess of the composition C0 ◦C.

Proof. Obviously, C0 and C1 intersect cleanly at an isotropic submanifold Σ of dimension

dx + dy − 2k′ − k′′′ and (2.62) holds. Decomposing paired Lagrangian distributions into

sum of marked Lagrangian distributions [Jos99, Theorem 5.1], one has

Im0,m1(C0,C1) = Im0,(m1−m0)/2+(2k′+k′′′)/4(C0,Σ) + Im1,(m0−m1)/2+(2k′+k′′′)/4(C1,Σ).
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2 Compositions of paired Lagrangian distributions

Therefore, it remains to check

Im j,s(C j,Σ) ◦ Im(C) ⊆ Im j+m+e/2,s(C̃ j, Σ̃), j = 0, 1. (2.66)

The proof is completed by using Lemma 2.48 below. �

Lemma 2.48. If A ∈ Im j,s(C j,Σ) and B ∈ Im(C) are compactly supported operators, then

A ◦ B ∈ Im j+m+e/2,s(C̃ j, Σ̃).

Proof. We shall prove the case j = 0, while j = 1 is proved similarly. Rewrite

x̂ = (x′, x′′, x′′′), ŷ = (y′, y′′, y′′′).

By Proposition A.22, there exists a C∞ function a(x̂ + ŷ, xiv, yiv, ξ′, ξ′′, ξ′′′) such that

KA(x, y) =
∫

ei
(

(x′−y′)ξ′+(x′′−y′′)ξ′′+(x′′′−y′′′)ξ′′′
)
a(x̂ + ŷ, xiv, yiv, ξ′, ξ′′, ξ′′′) dξ′dξ′′dξ′′′,

where the function a satisfies the following estimate: for all K b X, multi-indices α′, β,

we have∣∣∣∣Dα
x̂ Dβ

ξD
γ

xiv,yiva(x̂, xiv, yiv, ξ)
∣∣∣∣ ≤ CK,α,β

(
|x′| + |ξ

′, ξ′′′| + ⟨ξ′′⟩1/2
⟨ξ⟩

)−2s−|α′ |−|β′,β′′′ |

⟨ξ⟩p′−|β| ,

with p′ = p + (dx + dy)/4 − (k′ + k′′ + k′′′)/2.

Similarly, B ∈ Im(C) implies that

KB(y, z) =
∫

ei
(

(x′′−y′′)η′′+(x′′′−y′′′)η′′′
)
b(y, z, η′′, η′′′)dη′′dη′′′,

where the function b ∈ S m+(dy+dz)/4−(k′′+k′′′)/2(Y × Z × Rk′′+k′′′). The Schwartz kernel of the

composition A ◦ B can be written as an oscillatory integral:

kA◦B(x, z) =
∫

ei
(

(x′−y′)ξ′+(x′′−y′′)ξ′′+(x′′′−y′′′)ξ′′′
)
+i
(

(y′′−z′′)η′′+(y′′′−z′′′)η′′′
)
a(x, y, ξ)b(y, z, η)dydξdη

=

∫
ei
(

(x′′−z′′)η′′+(x′′′−z′′′)η′′′
)
c(x, z, η′′, η′′′)dη′′dη′′′,

where c(x, z, η′′, η′′′) =
∫

ei
(

(x′−y′)ξ′+(x′′−y′′)(ξ′′−η′′)+(x′′′−y′′′)(ξ′′′−η′′′)
)
a(x, y, ξ)b(y, z, η)dξdy. The

previous formula yields

c(x, z, η′′, η′′′) =
∫

c̃(x, z, η′′, η′′′, yiv)dyiv,

c̃(x, z, η′′, η′′′, y(4)) = ei⟨Dξ ,Dŷ⟩a(x̂, ŷ, xiv, yiv, ξ)b(ŷ, yiv, z, η′′, η′′′)|ξ=(0,η′′,η′′′),ŷ=x̂.
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2.3 Models for compositions

It follows from Hörmander results on Gauss transforms that c(x, z, η) satisfies:∣∣∣∣Dα
x′D

β
ξD

γ

xiv,zivc(x, z, η)
∣∣∣∣ ≤ CK,α,β

(
|x′| + |η

′′′| + ⟨η′′⟩1/2
⟨η′′, η′′′⟩

)−2s−|α|−|β′′′ |

⟨η′′, η′′′⟩p′+m′−|β′′,β′′′ | .

But this exactly means that a ∈ S p′+m+e/2,s. As a conclusion, one has A◦B ∈ I p+m+e/2,s(C0, Σ̃).

�

We are interested in the degenerate case when there is a canonical relation C̃ from

T ∗Z \ 0 to T ∗X \ 0 such that C̃ = C j ◦ C, j = 0, 1, and (C0 ∩ C1) ◦ C = Σ̃ is an isotropic

submanifold, but I(C0,C1) ◦ I(C) = I(C̃, Σ̃), the class of marked Lagrangian distributions.

Let y′′′ = ∅ and rewrite y′′′ instead of yiv, one gets:

Corollary 2.49. Let X = Rdx , Y = Rdy and Z = Rdz . Consider canonical relations C0,C1

from T ∗Y \ 0 to T ∗X \ 0 and C from T ∗Z \ 0 to T ∗Y \ 0 as follows:

C0 = N∗{x′ − y′ = 0, x′′ − y′′ = 0}′,

C1 = N∗{x′ + y′ = 0, x′′ − y′′ = 0}′,

C = N∗{y′′ − z′′ = 0}′,

C̃ = N∗{x′′ − z′′ = 0}′, Σ̃ = C̃
∣∣∣
x′=0

,

where x = (x′, x′′, x′′′), y = (y′, y′′, y′′′) and z = (z′, z′′, z′′′) are coordinates of X,Y and Z,

respectively. Then

C j ◦C = C̃, j = 0, 1, (C0 ∩C1) ◦C = Σ̃.

Furthermore, for all properly supported operators A ∈ Im0,m1(C0,C1) and B ∈ Im(C), the

composition

A ◦ B ∈ Imax{m0,m1}+m+e/2,(m0+m1+k′)/2−max{m0,m1}(C̃, Σ̃),

where e = dy − #(y′, y′′) is the excess of the composition C0 ◦C.

We have seen that the violation of the CIS condition causes new singularities in the

composition of FIOs and PLDs. An analogous phenomena takes place in the composition

of PLDs. Indeed, let C0,C1 and C̃0, C̃1 be the following twisted conormal bundles to clean

submanifolds:

C0 = N∗ {x′ − y′ = 0, x′′ − y′′ = 0, x′′′ − y′′′ = 0}′ , (2.67)

C1 = N∗ {x′ + y′ = 0, x′′ − y′′ = 0, x′′′ − y′′′ = 0}′ , (2.68)

C̃0 = N∗{y′′ − z′′ = 0, y′′′ − z′′′ = 0}′, (2.69)

C̃1 = N∗{y′′′ − z′′′ = 0}′. (2.70)
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2 Compositions of paired Lagrangian distributions

One can easily check that

C j ◦ C̃k = Ek, C j ◦ (C̃0 ∩ C̃1) = E0 ∩ E1 ∀ j, k = 0, 1.

However, one has

(C0 ∩C1) ◦ C̃ j = K j, (C0 ∩C1) ◦ (C̃0 ∩ C̃1) = K0 ∩ K1 ( E0 ∩ E1,

where

E0 = N∗{x′′ − z′′ = 0, x′′′ − z′′′ = 0}′, E1 = N∗{x′′′ − z′′′ = 0}′, (2.71)

K j = E j|x′=0, j = 0, 1, K0 ∩ K1 = E0 ∩ E1

∣∣∣
x′=0

, (2.72)

with x = (x′, x′′, x′′′, x(4)), y = (y′, y′′, y′′′, y(4)) and z = (z′, z′′, z′′′, z(4)) are coordinates on

X, Y and Z, respectively.

Actually, we show that the resulting operators stay in a more general class of distribu-

tions associated with such Lagrangian manifolds with some isotropic marking on them,

which combine paired Lagrangian distributions and marked Lagrangian distributions in

the sense of Melrose [Mel87]. More precisely, we have

Definition 2.50. Let (Λ0,Λ1) be a cleanly intersecting pair of closed conic Lagrangian

manifolds of T ∗X \ 0 and M j be a conic submanifold of Λ j for j = 0, 1. The set

M(Λ0,Λ1,M0, M1) consists of all function p ∈ M(Λ0,Λ1) whose Hamiltonian vector

field is tangent to M0, M1. The class of distributions on X which is determined by the

defining class of symbolM(Λ0,Λ1, M0,M1) will be denoted by I(X;Λ0,Λ1,M0,M1).

In our case, (E′0, E
′
1) is a paired of closed conic Lagrangian manifolds of T ∗(X ×Z) \ 0

and K′j is conic submanifolds of E′j. This leads to the following observation:

Definition 2.51. Let I(E0, E1,K0,K1) denote the class of operators associated with the

system (E0, E1,K0,K1) which consists of all operators A : C∞c (Z) → D′(X) such that its

Schwartz kernel kA ∈ I(X × Z; E′0, E
′
1,K

′
0,K

′
1).

Remark 2.52. Because of the identification ′ : T ∗X × T ∗Z → T ∗(X × Z), we identify a

defining class of symbols with its pull-back by the symplectomorphism above.

Theorem 2.53. Let A ∈ I(X × Y; C0,C1) and B ∈ I(Y × Z; C̃0, C̃1) be properly supported

operators. Then A ◦ B is a properly supported operator belonging to the class

I(X × Z, E0, E1,K0,K1).
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2.3 Models for compositions

Proof. The left hand side is determined by the following defining class of symbols

M(E0, E1,K0,K1) :=
{
p(x, z, ξ, ζ) ∈ M(E0, E1)

∣∣∣ ∀γ ∈ K′j,Hp(γ) ∈ Tγ(K′j), j = 0, 1
}
,

where Hp is the Hamiltonian vector field corresponding to p. Because K′j, j = 0, 1 are

isotropic conic submanifolds, this class of symbols is closed under Poisson bracket. We

have to show that the composite belongs to I(E0, E1,K0,K1), the distributional space cor-

responding to the class M(E0, E1,K0,K1). Because E0, E1 are given by 2.71, the space

M(E0, E1) is spanned by the following functions

ξ′,

ζ′, (x′′ − z′′)(ξ′′ − ζ′′), (x′′′ − z′′′)|ξ, ζ |, ξ′′′ − ζ′′′, ξ(4), ζ(4).

Evidently, for any p ∈ M(E0, E1), the vector Hp tangents to E j. Hence, Hp is tangent to K j

if and only if Hp(dx′) = 0. This yields Hx′(dp) = ∂ξ′ p = 0 at K j. ThusM(E0, E1,K0,K1)

has the following generators

x′ξ′,
ξ′ξ′

|ξ, ζ | ,
ξ′(ξ′′ − ζ′′)
|ξ, ζ | , (x′′ − z′′)ξ′,

ζ′, (x′′ − z′′)(ξ′′ − ζ′′), (x′′′ − z′′′)|ξ, ζ |, ξ′′′ − ζ′′′, ξ(4), ζ(4).

We need to verify that any function f (x, z, ξ, ζ) ∈ M, considered as a function on

D = (T ∗X \ 0) × ∆T ∗Y\0 × (T ∗Z \ 0),

is the restriction to D of some defining function f̃ ∈ M(C j × C̃k, j, k = 0, 1), the set of all

first order symbols on X × Y × Y × Z vanishing on C j × C̃k for all j, k = 0, 1.

On the other hand, the set M(C j × C̃k, j, k = 0, 1) is determined by the following

generators

(x′ − y′)(x′ + y′)|ξ, η, η̃, ζ |, (x′ + y′)(ξ′ − η′), (x′ − y′)(ξ′ + η′),
(ξ′ + η′)(ξ′ − η′)
|ξ, η, η̃, ζ | ,

(x′′ − y′′)|ξ, η, η̃, ζ |, (x′′′ − y′′′)|ξ, η, η̃, ζ |, ξ′′ − η′′, ξ′′′ − η′′′, ξ(4), η(4),

η̃′, ζ′, (ỹ′′′ − z′′′)|ξ, η, η̃, ζ |, η̃′′′ − ζ′′′, η̃(4), ζ(4), (ỹ′′ − z′′)(η̃′′ − ζ′′).

Restricting to y = ỹ, η = η̃, one obtains the following ideal⟨
(x′ − y′)(x′ + y′)|ξ, η, ζ |, (x′ ± y′)ξ′,

(ξ′ − η′)(ξ′ + η′)
|ξ, η, ζ | ,

(x′′ − y′′)|ξ, η, ζ |, (x′′′ − y′′′)|ξ, η, ζ |, ξ′′ − η′′, ξ′′′ − η′′′, ξ(4), η(4),

η′, ζ′, (y′′′ − z′′′)|ξ, η, ζ |, η′′′ − ζ′′′, (y′′ − z′′)(η′′ − ζ′′), ζ(4)
⟩
.
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2 Compositions of paired Lagrangian distributions

Therefore, the conclusion easily follows. For instance, we have

x′ξ′ =
(x′ − y′)ξ′ + (x′ + y′)ξ′

2
,

(x′′ − z′′)ξ′ = (x′′ − y′′)ξ′ + (y′′ − z′′)ξ′,

(x′′′ − z′′′)|ξ, ζ | = (x′′′ − y′′′)|ξ, ζ | + (y′′′ − z′′′)|ξ, ζ |,

(x′′ − z′′)(ξ′′ − ζ′′) = (x′′ − z′′)(ξ′′ − η′′) + (x′′ − y′′)(η′′ − ζ′′) + (y′′ − z′′)(η′′ − ζ′′),

ξ′′′ − ζ′′′ = (ξ′′ − η′′) + (η′′ − ζ′′),
ξ′2

|ξ, ζ | =
(ξ′ + η′)(ξ′ − η′)

|ξ, ζ | +
η′2

|ξ, ζ | .

The proof is completed. �
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A Appendix

A.1 Distribution theory

Let X be an open subset of Rd andD′(X) be the set of all distributions in X.

Definition A.1. Let u ∈ D′(X) and (x0, ξ0) ∈ X × (Rd \ 0). We say that (x0, ξ0) <WF(u) if

there exist a neighbourhood V of x0 and a conic neighbourhood W of ξ0 in (Rd \ 0) such

that for some function χ ∈ C∞c (V), χ(x0) , 0, the Fourier transform χ̂u rapidly decreases

in W in the sense that for all N ∈ R, there is a constant C > 0 such that

∣∣∣χ̂u(ξ)
∣∣∣ ≤ C ⟨ξ⟩−N , ξ ∈ W. (A.1)

Note that WF(u) is a closed conic subset of X × (Rd \ 0) whose projection into X is

equal to the singular support of u. In general, any closed conic subset of X × (Rd \ 0) can

be wave front set of some distribution u ∈ D′(X).

With the help of pseudo-differential operators, one can use the following result as

definition of wave front set of sectional distributions on manifold. The proof can be found

in [Hör85, Chapter 18].

Proposition A.2. LetΨm(X) be the set of all classical properly supported pseudo-differential

operators P of order m on X with principal symbol σ(P). For any m ∈ R and u ∈ D′(X)

we have

WF(u) =
∩

A∈Ψm(X)
Pu∈C∞(X)

Char P, (A.2)

where Char P =
{
(x0, ξ0) ∈ T ∗X \ 0

∣∣∣ σ(P)(x0, ξ0) = 0
}
.

The following results shall tell us how wave front sets behave under fundamental

operations such as tensor product, push-forward and pull-back.



A Appendix

Theorem A.3 (Tensor product). Let X be an open subset in Rd1 and Y be an open subset in

Rd2 . For all u ∈ D′(X), v ∈ D′(Y), u ⊗ v defines a distribution in D′(X × Y) and moreover,

WF(u ⊗ v) ⊆WF(u) ×WF(v)
∪

(supp u × 0) ×WF(v)
∪

WF(u) × (supp v × 0). (A.3)

where one identifies X × Y × Rd1+d2 with X × Rd1 × Y × Rd2 .

Theorem A.4 (pull-back). Suppose that f : X → Y is a smooth map and f ∗ : C∞c (Y) →
C∞(X) is the pull-back operator defined by f ∗u = u ◦ f . Set

N f =
{
( f (x), η)

∣∣∣ x ∈ X, η ∈ Rd2 \ 0, td f (x)η = 0
}
.

Then f ∗ extends uniquely to an operator

f ∗ :
{
u ∈ D′(V)

∣∣∣ WF(u) ∩ N f = ∅
}
→ D′(X).

Moreover,

WF( f ∗u) ⊆
{
(x, td f (x)η)

∣∣∣ ( f (x), η) ∈WF(u)
}
.

Theorem A.5 (push-forward). Suppose that Y,Z are smooth manifolds endowed positive

densities ν, θ. Let

π∗ : C∞c (Y × Z)→ C∞c (Y)

be the operator defined by

π∗(u)(y) =
∫

Z
u(y, z)ν, u ∈ C∞c (Y × Z). (A.4)

Then π∗ can be extended to an operator

π∗ :
{
u ∈ D′(Y × Z)

∣∣∣ π : supp u→ Y proper
}
→ D′(Y). (A.5)

Moreover,

WF(π∗u) ⊆
{
(y, η) ∈ T ∗Y \ 0

∣∣∣ ∃z ∈ Z, (y, z, η, 0) ∈WF(u)
}
.

In composition theorem, it is convenient to work with wave front relation:

Definition A.6. Let A : C∞c (Y) → D′(X) be a linear continuous operator. Wave front

relation WF′(A) ⊆ T ∗X × T ∗Y of A is defined by the following relation

WF′(A) =
{
(x, ξ; y, η)

∣∣∣ (x, y, ξ,−η) ∈WF(kA)
}
, (A.6)

where kA ∈ D′(X × Y) denotes Schwartz kernel of A.
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A.1 Distribution theory

In order to formulate composition, one introduces the following sets:

WFX(A) =
{
(x, ξ) ∈ T ∗X

∣∣∣ ∃y ∈ Y, (x, ξ; y, 0) ∈WF′(A)
}
, (A.7)

WF′Y(A) =
{
(y, η) ∈ T ∗Y

∣∣∣ ∃x ∈ X, (x, 0; y, η) ∈WF′(A)
}

(A.8)

∆Y =
{
(y1, y2) ∈ Y × Y

∣∣∣ y1 = y2

}
. (A.9)

Definition A.7. A continuous map f : X → Y is proper if for any compact subset K b Y ,

its inverse image f −1(K) is a compact subset in X.

We recall a result about action of an operator in distributional class:

Theorem A.8. Let A : C∞c (Y)→ D′(X). For all u ∈ D′(Y) such that WF′Y(A)∩WF(u) = ∅
and the projection

(
supp kA × supp u

)∩
(X × ∆Y)→ X is proper, Au is well-defined as an

element inD′(X). Moreover,

WF(u) ⊆WF′(A) ◦WF(u)
∪

WFX(A).

Remark A.9. For most interesting operator, WFX(A) = ∅,WF′Y(A) = ∅, one can interpret

the formula above as the propagation of singularities under the action of operator A.

It is a special case (and also an equivalent form) of the following abstract composition:

Theorem A.10 (composition). Let X,Y,Z be smooth manifolds and A : C∞c (Y) → D′(X)

and B : C∞c (Z)→ D′(Y) be linear continuous operators. Suppose that WF′Y(A)
∩

WFY(B) =

∅, and the projection

π :
(
supp kA × supp kB

)∩
(X × ∆Y × Z)→ X × Z (A.10)

is proper. Then A ◦ B is well-defined as an operator from C∞c (Z)→ D′(X). Furthermore,

WF′(A ◦ B) ⊆WF′(A) ◦WF′(B)
∪

WFX(A) × 0Z

∪
0X ×WF′Z(B),

where 0X = X × {0}, 0Z = Z × {0} as the zero sections in the cotangent bundles T ∗X and

T ∗Z, respectively.

Proof. Let ∆ : X × Y × Z → X × Y × Y × Z be the diagonal map. The kernel of operator

A ◦ B can be rewritten as

kA◦B(x, z) = π∗∆∗(kA ⊗ kB). (A.11)
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Note that P := π∗∆∗ is a FIO associated with canonical relation Γ from T ∗(X×Y×Y×Z)\0
to T ∗(X × Z) \ 0 which is defined by Γ′ = N∗{∆X×Y×Z}. Hence, the operator P has the

following properties:

WF′(P) ⊆ Γ,WF′X×Y×Y×Z(P) = 0X × N∗Y×Y(∆Y) × 0Z ,WFX×Z(P) = ∅. (A.12)

This implies that (x, y, ỹ, z, ξ, η, η̃, ζ) ∈WF(kA × kB)
∩

WF′X×Y×Y×Z(P) if and only if

ξ = 0, ζ = 0, y = ỹ, η = −η̃, (x, y, y, z, 0, η,−η, 0) ∈WF(kA × kB).

It is equivalent to (y,−η) ∈ WF′Y(A)
∩

WFY(B) = ∅. Therefore, the composition theorem

follows by applying action of P on kA ⊗ kB. �

A.2 Gauss transforms

In this section we recall basic definitions and main results on Gauss transforms. For more

details, see [Hör85, Section 18.4]. From now on V denotes a finite dimensional vector

space and gx, x ∈ V is a family of Riemannian metric in V .

Definition A.11. The metric g is said to be slowly varying if there exist positive constant

c,C such that

gx(y) < c =⇒ gx+y(t) ≤ Cgx(t). (A.13)

Definition A.12. If g is slowly varying, then a positive real-valued function m : V → R is

called g continuous if there exist positive constants c,C such that

gx(y) < c =⇒ m(x)/C ≤ m(x + y) ≤ Cm(x). (A.14)

Denote by S (m, g) the set of all u ∈ C∞(V) such that

sup |u|gk(x)/m(x) := sup
t j∈V
|u(k)(x; t1, . . . , tk)|

/ k∏
1

gx(t j) < +∞, (A.15)

for all k ∈ N.

S (m, g) forms a Fréchet space with the topology defined by the semi-norms pk, k ∈ N
given by (A.15). Now let A be a quadratic form on V ′, the dual space of V . The operator

eiA(D) on S′(V) is given by

eiA(D)u(x) = F −1
(
eiA(ξ)û(ξ)

)
.
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A.3 Marked Lagrangian distributions

Definition A.13. If g is a positive definite quadratic form on V and A is a quadratic form

on V ′, then the dual form of g with respect to A is a quadratic form on V given as follows

gA(x) = sup
g(Aξ)≤1

⟨x, ξ⟩2 .

Definition A.14. The Riemannian metric g (and the positive function m) in V is called

A temperate (resp. A, g temperate) with respect to x ∈ V if g is slowly varying (m is g

continuous) and there exist constants C and N such that y, t ∈ V

gy(t) ≤ Cgx(t)
(
1 + gA

y (x − y)
)N

(A.16)

m(y) ≤ Cm(x)
(
1 + gA

y (x − y)
)N

(A.17)

Definition A.15. A continuous linear form on S (m, g) is called weakly continuous if the

restriction to a bounded subset is continuous in the C∞ topology.

We shall use the following result on Gauss transforms

Theorem A.16 (Hörmander). The map C∞c ∋ u 7→ exp iA(D)u(x) ∈ C has a unique exten-

sion to a weakly continuous linear form on (m, g) for every x such that g is A temperate,

gx ≤ gA
x , and m is A, g temperate with respect to x. We have∣∣∣exp iA(D)u(x)

∣∣∣ ≤ m(x) ∥u∥ .

Furthermore, if these conditions are fulfilled uniformly for all x in a linear subspace V0

of V, then the map

S (m, g) ∋ u 7→ exp iA(D)u
∣∣∣
V0

is weakly continuous with values in the space S (m, g)
∣∣∣
V0

of symbol in V0 corresponding to

the restrictions of m and of g.

A.3 Marked Lagrangian distributions

In this section we recall the definition of marked Lagrangian distributions, paired La-

grangian distributions and prove an oscillatory integral representation of these distribu-

tions in a model which is convenient for examining composition theorem. Let X = Rd

and x = (x′, x′′) be coordinates in X. First, we define

Λ0 = N∗{x = 0}, K0 = Λ
∣∣∣
ξ′=0

. (A.18)
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Definition A.17 (Melrose). The space of marked Lagrangian distributions of order (m, s) ∈
R2 associated with (Λ0,K0) (denote by Im,s(Λ0,K0)) consists of all distributions u such that

u(x) − (2π)−n/2
∫

eixξa(ξ)dξ ∈ C∞(X),

for some a ∈ S m′,s(Λ0,K0),m′ = m − d/4, i.e., a ∈ C∞(Rd) satisfies

∣∣∣Dα
ξa(ξ)

∣∣∣ ≤ C
(
(1 + |ξ′|4 + |ξ′′|2)1/4

⟨ξ⟩

)−2s−|α′ |

⟨ξ⟩m′−|α| . (A.19)

Remark A.18. We can extend the classes of symbols depending on x such that the os-

cillatory integral above defines the same classes of distributions. Namely, if a(x, ξ) ∈
C∞(X × Rd) such that for all multi-indices α, β, there exists a constant C satisfying

∣∣∣Dα
ξ Dβ

xa(x, ξ)
∣∣∣ ≤ C

(
(1 + |ξ′|4 + |ξ′′|2)1/4

⟨ξ⟩

)−2s−|α′ |

⟨ξ⟩m′−|α| . (A.20)

Then u(x) =
∫

eixξa(x, ξ)dξ belongs to Im,s(Λ0,K0).

In fact, using Taylor expansion near x = 0, it is evident that every symbol a(x, ξ) can be

reduced to a symbol independent of x. Taking ã(ξ) = e−i⟨Dx,Dξ⟩a(x, ξ)
∣∣∣
x=0
∈ S m′,s(Λ0,K0),

then u(x) −
∫

eixξã(ξ)dξ ∈ C∞(X). Therefore, it is enough to consider the symbol classes

which depend only on ξ.

Definition A.19 (Melrose, Joshi). Let Λ be a conic embedded Lagrangian manifold of

T ∗X \ 0 and K be a conic embedded submanifold of Λ. Denote Im,s(Λ,K), the space

of marked Lagrangian distributions of order (m, s) associated with (Λ,K). It consists of

distributions u with WF(u) ⊆ Λ, and for each λ ∈ Λ, there is a properly supported Fourier

integral operator F such that Fu ∈ Im,s(Λ0,K0), where F is of order zero, elliptic at λ

associated with a canonical transformation mapping (Λ,K) into (Λ0,K0) .

Joshi also proved oscillatory integral representation of marked Lagrangian distribu-

tions in the following models, when splitting variable x = (x′, x′′, x′′′):

Λ1 = N∗{x′′′ = 0}, K1 = Λ1

∣∣∣
x′=0

,

Λ2 = N∗{x′′ = 0, x′′′ = 0}, K2 = Λ2

∣∣∣
ξ′′=0

.

Proposition A.20 (Joshi). For all (m, s) ∈ R2, a distribution u ∈ Im,s(Λ1,K1) if and only

if u = u1 + u2, where u1 ∈ C∞ and

u2(x) =
∫

eix′′′ξ′′′a(x′, x′′, ξ′′′)dξ′′′
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with a ∈ S m′,s(Λ1,K1), the space of all smooth function a(x′, x′′, ξ′′′) satisfying∣∣∣∣Dα
x′,x′′D

β
ξ′′′a(x′, x′′, ξ′′′)

∣∣∣∣ ≤ CK,α,β

(
|x′| + ⟨ξ′′′⟩−1/2

)−2s−|α′ |
⟨ξ′′′⟩m′−|β| ,

for (x′, x′′) ∈ K compact, m′ = m + d/4 − k′′′/2, all multi-indices α, β.

For more details, see [Jos99, Section 4].

Now we shall investigate a generalized model with splitting x = (x′, x′′, x′′′, xiv),

Λ3 =N∗{x′′ = 0, x′′′ = 0}, K3 = Λ3

∣∣∣
x′=0,ξ′′=0

. (A.21)

Note that when xiv, ξ′′ or x′, xiv are degenerate, one obtains the two models above.

Definition A.21. The space S m,s(Λ3,K3) consists of all a(x, ξ′′, ξ′′′) ∈ C∞ such that for all

x ∈ K b X,

|Dβ
xDα

ξa(x, ξ)| ≤ CK,α,β

(
|x′| + (1 + |ξ′′|4 + |ξ′′′|2)1/4

⟨ξ′′, ξ′′′⟩

)−2s−|α′ |−|β′′ |

⟨ξ′′, ξ′′′⟩m′−|β′′,β′′′ | .

Proposition A.22. A distribution u ∈ Im,s(Λ3,K3) if and only if there exists a function

a(x, ξ′′, ξ′′′) ∈ S m′,s(Λ3,K3), m′ = m + d/4 − (k′′ + k′′′)/2,

such that

u(x) −
∫

a(x, ξ′′, ξ′′′)ei(x′′ξ′′+x′′′ξ′′′)dξ′′dξ′′′ ∈ C∞(X).

Proof. We use the standard argument in the proof of model (Λ1,K1), see [Jos99, Theorem

4.2]. Consider a canonical transformation χ mapping (Λ3,K3) into the model (Λ0,K0).

The map χ is defined away from |ξ′′′| = 0 as follows:

χ : (x, ξ)→
(
−x′

|ξ′′, ξ′′′| , (x′′, x′′′) +
x′ξ′ + xivξiv

|ξ′′, ξ′′′|2 (ξ′′, ξ′′′),
−xiv

|ξ′′, ξ′′′| , x
′|ξ′′, ξ′′′|, (ξ′′, ξ′′′), xiv|ξ′′, ξ′′′|

)
.

Rewrite xI = (x′, xiv), xII = (x′′, x′′′), then the phase function associated with the canonical

transformation above is given by

Ψ(y, x, η, ξI) = yIηI + (yII − xII)ηII − xIξI +
ηIξI

|ηII |
, (A.22)

Note that χ(Λ3) ⊆ Λ0 := N∗{x = 0}, χ(K3) ⊆ Λ0

∣∣∣
ξ′=0,ξ′′=0

. Let P be a properly

supported Fourier integral operator of order zero such that

Pv(y) =
∫

eiΨ(y,x,η,ξI ) p(y, x, η, ξI)v(x)dxdηdξI, (A.23)
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where p ∈ S −kI/2(Y × R(kI + d)), is elliptic near K3 and smooth outside K3. Assume that

u(x) =
∫

eixIIξII a(xI , ξII)dξII , for some a ∈ S m′,s(Λ3,K3) with compact support in xI . We

shall show that Pu ∈ Im,s(Λ0,K0). Indeed, we have

Pu(y) =
∫

eiyη

(∫
ei(−xIξI+xII (ξII−ηII )+ξIηI/|ηII |) p(y, η, ξI)a(x, ξII)dxdξ

)
dη (A.24)

=

∫
eiyηb(y, η)dη, (A.25)

where b(y, η) =
∫

ei(−xIξI+xII (ξII−ηII )+ξIηI/|ηII |) p(y, η, ξI)a(x, ξII)dxdξ. First of all, by applying

stationary phase method in variables xII , ξII , it reduces to prove that

b(y, η) =
∫

e
−i

xI−
ηI

|ηII |

ξI

p(x, η, ξI)a(xI , ηII)dxIdξI ,

=

∫
eixIξI p(y, η,−ξI)a(xI +

ηI

ηII
, ηII)dxIdξI

= ei⟨DxI ,DξI⟩p(y, η, ξI)a(xI, ηII)
∣∣∣
xI=ηI/|ηII |,ξI=0

belongs to S m−d/4,s(Λ0 × Ry,K0). It is easy to check that if a(xI , ηII) ∈ S m,s(Λ3,K3), then

ã(η) = a(ηI/|ηII |, ηII) ∈ S m,s(Λ0,K0). In fact, since a(xI , ηII) has compact support in xI , in

the support of a(ηI/|ηII |, ηII), one has

|ηII | ≤ |ηI, ηII | ≤ C|ηII |.

Replacing x′ by η′/|η′′, η′′′| implies

|x′|2 + ⟨η
′′⟩2 + ⟨η′′′⟩
⟨η′′, η′′′⟩2

≃ ⟨η
′, η′′⟩2 + ⟨η′′′⟩
⟨η′′, η′′′⟩2

≃
⟨η′, η′′⟩2 +

⟨
η′′′, ηiv

⟩
⟨ηI , ηII⟩2

Therefore, one obtains

|ã(η)| =
∣∣∣∣∣a(

ηI

|ηII |
, ηII)

∣∣∣∣∣
≤ C

(
| η′

|η′′, η′′′| +
(1 + |η′′|4 + |η′′′|2)1/4

⟨η′′, η′′′⟩

)−2s

⟨η′′, η′′′⟩m

≤ C

⟨η
′, η′′⟩ +

⟨
η′′′, ηiv

⟩1/2

⟨ηI , ηII⟩


−2s

⟨ηI , ηII⟩m .

The derivatives of ã(ηI , ηII) are estimated in the same way.

This yields

b(y, η) =
∑
|α|

⟨
iDxI ,DξI

⟩α
p(y, η, ξI)a(xI , ηII)

∣∣∣
xI=ηI/|ηII |,ξI=0

. ∈ S m−d/4(Λ0,K0).

Hence Pu ∈ Im,s(Λ0,K0). The first part was proved completed. The second part is proved

similarly. �
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A.4 The four-Lagrangian distributions

In this section we shall define a class of distributions corresponding to a given system of

four Lagrangian manifolds L j, j = 0, 1, 2, 3 of T ∗X \ 0.

Definition A.23. Let denote byM(L0, L1, L2, L3) the set of the principal symbols of first

order, properly supported pseudo-differential operators on X which characterize on L j, j =

0, 1, 2, 3.

It is evident that M(L0, L1, L2, L3) is closed under Poisson bracket. Thus, the set

M(L0, L1, L2, L3) is a defining class of symbols on X.

Definition A.24. The space of distributions on X associated with the system of La-

grangian manifolds L = {L j, j = 0, 1, 2, 3}, I(X; L), is determined by the classM(L).

We shall prove an oscillatory integral representation of distributions associated with

the following four conormal Lagrangian submanifolds in Rd × (Rd \ 0):

L0 =N∗S 0, S 0 = {x′ = 0, x′′ = 0, x′′′ = 0}, (A.26)

L1 =N∗S 1, S 1 = {x′ = 0, x′′′ = 0}, (A.27)

L2 =N∗S 2, S 2 = {x′′ = 0, x′′′ = 0}, (A.28)

L3 =N∗S 3, S 3 = {x′′′ = 0}, (A.29)

where x′ = (x1, . . . , xd′), x′′ = (xd′+1, . . . , dd′+d′′), x′′′ = (xd′+d′′+1, . . . , xd′+d′′+d′′′) and x(4) =

(xd′+d′′+d′′′+1, . . . .xd), x = (x′, x′′, x′′′, x(4)) ∈ Rd. For m = (m0,m1,m2,m3) ∈ R4, the basic

weighted functions are given by

m(ξ) = ⟨ξ′, ξ′′⟩m0 ⟨ξ′⟩m1 ⟨ξ′′⟩m2 ⟨ξ⟩m3 , (A.30)

wm(ξ) = ⟨ξ′, ξ′′⟩m1+m2−m0−m3 ⟨ξ′⟩m0−m2 ⟨ξ′′⟩m0−m1 ⟨ξ⟩m3 . (A.31)

From this definition, we obtain the following properties of the weighted functions

⟨ξ⟩m3−
∑2

j=0 max{m j,0} ≤ m(ξ) ≤ ⟨ξ⟩m3+
∑2

j=0 max{m j,0} , m ∈ R4,

⟨ξ⟩min m j ≤ wm(ξ) ≤ ⟨ξ⟩max m j , m ∈ R4

(wm(ξ)wp(ξ) = wm+p(ξ), m, p ∈ R4,

wm(ξ + η) ≤ Cwm(η) · ⟨ξ⟩4 max |m j | , m ∈ R4

wm(ξ) ≤ wp(ξ), m, p ∈ R4, m j ≤ p j, j = 0, 1, 2, 3.
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Definition A.25. The space S (L,m) is the set of all smooth functions a(x, ξ) such that for

all multi- indices α, β and compact subset K b Rd, there is a positive constant C = CK,α,β

|Dβ
xDα

ξa(x, ξ)| ≤ Cwm(ξ) ⟨ξ′⟩−|α′ | ⟨ξ′′⟩−|α′′ | ⟨ξ⟩−|α′′′ | , x ∈ K.

One easily checks that

S (L,m) · S (L,m′) ∋ (a, b) 7→ ab ∈ S (L,m + m′)

Dβ
xDα

ξ : S (L,m)→ S (L,m − eα), eα = (|α|, |α′| + |α′′′|, |α′′| + |α′′′|, |α′′′|).

Definition A.26. Let S = S j, j = 0, 1, 2, 3, and Im(X, S ) denote the space of all distribu-

tions u ∈ D′(Rd) such that

u(x) =
∫

eixξa(x, ξ)dξ + v(x), v ∈ C∞(Rd), a ∈ S̃ (L,m′),

where m′j = m j + (d/4 − N j/2), N0 = d′ + d′′ + d′′′,N1 = d′ + d′′′,N2 = d′′ + d′′′ and

N3 = d′′′. We write

I(X, S ) =
∪
m∈R4

Im(X, S ).

Since wm(ξ) ≤ wp(ξ) if m ≤ p, we obtain Im(X, S ) ⊆ I p(X, S ) if and only if m j ≤
p j, j = 0, 1, 2, 3.

Definition A.27. Let denote V(S ) the set of all smooth vector fields on Rd which are

tangent to all S j, j = 0, 1, 2, 3.

Using Taylor’s expansion, one easily verifies the following result:

Proposition A.28. The setV(S ) is generated by the following vector fields

x′∂x′ :=
{
x j∂xk , 1 ≤ j, k ≤ d′

}
(A.32)

x′′∂x′′ :=
{
x j∂xk , d′ < j, k ≤ d′ + d′′

}
(A.33)

x′′′∂x :=
{
x j∂xk , d′ + d′′ < j ≤ d′ + d′′ + d′′′, 1 ≤ k ≤ d

}
(A.34)

∂x(4) :=
{
∂xk , d′ + d′′ + d′′′ < k ≤ d

}
. (A.35)

Lemma A.29. Let s ∈ R and u ∈ Hs
loc(R

d) such that V1 . . .VNu ∈ H s
loc(R

d) for all N > 0,

V1, . . . ,VN ∈ V(L). Furthermore, assume that u has compact support. Then a(x(4), ξ) =∫
û(ξ)dξ(4) ∈ S (L,m) for all m ∈ R4 such that s +min0≤ j≤3{m j} > 0.

102



A.4 The four-Lagrangian distributions

Proof. For α = (α′, α′′, α′′′, α(4)) ∈ Nd, set

T (α) :=
{
β ∈ Nd : |β′′′| ≤ |α′′′|, |β′| + |β′′′| ≤ |α′| + |α′′′|,

|β′′| + |β′′′| ≤ |α′′| + |α′′′|, |β′, β′′, β′′′| ≤ |α′, α′′, α′′′|
}
.

By induction, one easily proves that for all β ∈ T (α),

Dβ
xxα ∈

|β|∑
k=0

Vk, (A.36)

whereV0 is the multiplication by smooth functions,V1 = V andVk+1 = V ◦Vk.

Hence, if β ∈ T (α), then Dβxαu = V1 . . .VNu ∈ H s
loc(R

d). Because supp u is compact

and u ∈ H s
loc(R

d), we obtain Dαû ∈ ⟨ξ⟩−s L2(Rd) for all α.

By assumption of u, we have ξβ(Dαû) ∈ ⟨ξ⟩−s L2(Rd) for all β ∈ T (α). Fix a multi-

index α and a positive integer N. Expanding
(
⟨ξ′⟩α′ ⟨ξ′′⟩|α′′ | ⟨ξ⟩|α′′′ |

⟨
ξ(4)

⟩N
)2

, we obtain

⟨ξ′⟩|α′ | ⟨ξ′′⟩|α′′ | ⟨ξ⟩|α′′′ |
⟨
ξ(4)

⟩N
Dαû ∈ ⟨ξ⟩−s L2(Rd). (A.37)

We have to show that there exist m ∈ R4 such that for all N > 0 and multi-index α,∣∣∣Dα
ξ û(ξ)

∣∣∣ ≤ CNwm(ξ) ⟨ξ′⟩−|α′ | ⟨ξ′′⟩−|α′′ | ⟨ξ⟩−|α′′′ |
⟨
ξ(4)

⟩−N
.

Choose m = (m0,m1,m2,m3) ∈ R4 such that s +min m j > 0. For |γ| ≥ d/2, we obtain

Dγ
ξ

(
wm(ξ)−1 ⟨ξ′⟩α′ ⟨ξ′′⟩|α′′ | ⟨ξ⟩|α′′′ |

⟨
ξ(4)

⟩N
Dα
ξ û(ξ)

)
∈ max
|δ|≤|γ|

∣∣∣Dδ
ξwm(ξ)−1

∣∣∣ ⟨ξ⟩−s L2(Rd).

On the other hand, wm(ξ)−1 = w−m(ξ) ∈ S (L,−m). So |Dγw−m(ξ)| ≤ Cw−m(ξ) ≤ C ⟨ξ⟩s

since s +min m j > 0. Hence,∣∣∣Dδ
ξwm(ξ)−1

∣∣∣ ⟨ξ⟩−s L2(Rd) ⊂ L2(Rd). (A.38)

For all N > 0, by Sobolev embedding theorem, we have

wm(ξ)−1 ⟨ξ′⟩|α′ | ⟨ξ′′⟩|α′′ | ⟨ξ⟩|α′′′ |
⟨
ξ(4)

⟩N
Dα
ξ û(ξ) ∈ L∞(Rd).

Therefore, by setting a(x(4), ξ′, ξ′′, ξ′′′) =
∫

eix(4)ξ(4)
û(ξ)dξ(4) we conclude that

u(x) =
∫

ei(x′ξ′+x′′ξ′′+x′′′ξ′′′)a(x(4), ξ′, ξ′′, ξ′′′)dξ′ dξ′′ dξ′′′, a ∈ S (L,m).

�
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Lemma A.30. Let a(x, ξ) ∈ S (L,m) for some m ∈ R4 and χ ∈ C∞c (Rd) be a smooth

function with compact support. Set u(x) = χ(x)
∫

eixξa(x, ξ)dξ. Then the Fourier trans-

form û(η) = Fx→ηu(η) belongs to the space S (L,m). As a corollary, if u ∈ Im(X; L) with

compact support, then û ∈ S (L, m̃).

Proof. By definition, we have

û(η) = (2π)−d
∫

eix(ξ−η)a(x, ξ)χ(x)dxdξ.

We now show that û(η) satisfies the estimates above. Fix any N > 0 and multi-index α,

we obtain

|Dα
η û(η)| =C

∣∣∣∣∣" eix(ξ−η)(−x)αa(x, ξ)χ(x)dxdξ
∣∣∣∣∣

=C
∣∣∣∣∣" e−ixξ ⟨ξ⟩−2k (−∆x + 1)k

(
χ(x)a(α)(x, η + ξ)

)
dxdξ

∣∣∣∣∣
≤C

∫
(m − α̂)(η + ξ) ⟨ξ⟩−2k

⟨
ξ(4) + η(4)

⟩−N
dξ

≤C(m − α̂)(η)
⟨
η(4)

⟩−N
∫
|m − α̂|(ξ) ⟨ξ⟩−2k

⟨
ξ(4)

⟩N
dξ ≤ C′(m − α̂)(η)

⟨
η(4)

⟩−N
.

This implies that û ∈ S (L,m). This completes the proof. �

Proposition A.31. The space I(X, S ) is equal to the set of all u ∈ D′(X) such that there

exists s ∈ R satisfying V1 . . .VNu ∈ Hs
loc(R

d) for all N, where V1, . . . ,VN ∈ V(L).

Proof. Let u ∈ I(X; L) and m ∈ R4 such that u(x) =
∫

eixξa(x, ξ)dξ, a ∈ S (L, m̃). Take

any cut-off function χ ∈ C∞c (Rd). By Lemma A.30, χ̂u(η) ∈ S (L, m̃). This implies that

χ̂u ∈ H s(Rd) for all s +min m′j > 0. Hence, Im(X; L) ⊂ H s
loc(R

d) for such s. Now take any

V1, . . . ,VN ∈ V(L). By induction we conclude that V1 . . .VNu ∈ Im(X; L). Consequently,

V1 . . .VNu ∈ Hs
loc(R

d). Hence, u is stable under iterated action of the vector fieldsV(L).

Conversely, let u ∈ D′(Rd) such that u ∈ H s
loc(R

d) and for all N > 0, V1, . . . ,VN ∈
V(L), we have V1 . . .VNu ∈ Hs

loc(R
d). We have to show that there exists m ∈ R4 such that

u ∈ Im(X; L). Take any locally finite family {ψ j} ⊂ C∞c (Rd) such that
∑
ψ2

j = 1. Applying

Lemma A.29, we obtain

ψ ju =
∫

eixξa j(ξ)dξ, a j(ξ) ∈ S (L,m′),

where m ∈ R4 such that s +min m′j > 0. Set a(x, ξ) =
∑

j ψ j(x)a j(ξ). Hence, a ∈ S (L,m′)

and u(x) =
∫

eixξa(x, ξ)dξ. Thus, u ∈ Im(X; L). The proof is complete. �
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Corollary A.32. If u ∈ I(X; L), then WF(u) ⊆ L.

In fact, sinceV(L)Nu ∈ Hs
loc(R

d) for all N ∈ N, we obtain

WF(u) ⊆ {(x, ξ) ∈ Rd × Rd \ 0 : σ(V)(x, ξ) = 0, ∀ V ∈ V(L)} = L.

Note that if u ∈ Im(X; L) then u ∈ Im j(X; L j \ (∪k, jLk) for j = 0, 1, 2, 3.

Theorem A.33. Let S = {S j, j = 0, 1, 2, 3} and L = {L j, j = 0, 1, 2, 3} be given as above.

Then we have

I(X, S ) = I(X; L).

Hence, we write Im(X; L) = Im(X, S ).

Proof. The first part I(X; L) ⊂ I(X, S ) follows from the inclusionV ⊂ Op(M). Hence, it

remains to prove that for any operator P ∈ Op(M),

P : Im(X; L)→ Im(X; L). (A.39)

We notice that A.39 holds for all vector fields in {x′∂x′ , x′′∂x′′ , x′′′∂x, ∂x(4)} which generate

V.

Take any P ∈ Op(M) and u ∈ Im(X; L). Since the principal symbol σ0(P)(x, ξ) of P

vanishes on L, there exist smooth functions q j(x, ξ/|ξ|) such that

σ0(P)(x, ξ) =
∑

j

q j(x, ξ/|ξ|)v j(x, ξ),

where v j(x, ξ) ∈ {x′ξ′, x′′ξ′′, x′′′ξ, ξ(4)}. Let Q j be properly pseudodifferential operators

with symbol q j, V j vector fields associated with v j. Set Q0 = P−∑
j Q jV j ∈ Ψ1(Rd). Then

the principal symbol of Q0 vanishes on a conic neighbourhood of L. Thus, Q0 ∈ Ψ0(Rd)

such that P = Q jV j + Q0 near L. Hence, Pu =
∑

Q jV ju + Q0u ∈ Im(X; L) for Q j,V j act

on Im(X; L). �

Similarly, we obtain:

Theorem A.34. Let P ∈ Ψp(Rd) be a properly pseudodifferential operator of order p.

Then u ∈ Im(X; L) implies Pu ∈ Im′(X; L), where m′j = m j + p, j = 0, 1, 2, 3. In par-

ticular, the spaces Im(X; L),m ∈ R are invariant under action of the properly supported

pseudodifferential operators of order zero.

If P ∈ Ψ1(Rd) is a properly supported operators such that its principal symbol p0(x, ξ)

vanishes on L, then Pu ∈ Im(X; L).
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Sketch of Proof. Without loss of generality, take u ∈ Im(X; L) ∩ E′(X). By Lemma A.30,

û(ξ′, ξ′′, ξ′′′, x(4)) ∈ S (L,m′). Let p(x, ξ) ∈ S p−d/4(Rd × Rd) be the total left symbol of

P ∈ Ψp(Rd), then Pu =
∫

eixξp(x, ξ)û(ξ)dξ. Because p ∈ S p−d/4 and û ∈ S (L,m′),

p(x, ξ)û(ξ) ∈ S (L, m̃+p). Hence, Pu ∈ Im′(X; L), with m′ = (m0+p,m1+p,m2+p,m3+p).

The proof is complete. �

Similarly, we now define the class of distributions associated with three Lagrangian

manifolds L0, L2, L3:

Definition A.35. Let S m0,m2,m3(L0, L2, L3) be the set of all smooth functions a(x, ξ) such

that for any multi-indices α, β and K ⊂⊂ Rd, there is a constant CK,α,β > 0 such that

|Dβ
xDα

ξa(x, ξ)| ≤ C ⟨ξ′⟩m0−m2−|α′ | ⟨ξ′, ξ′′⟩m2−m3−|α′′ | ⟨ξ⟩m3−|α′′′ | , x ∈ K.

We denote by Im0,m2,m3(X; L0, L2, L3) the set of all u ∈ D′(Rd) such that

u(x) =
∫

ei(x′ξ′+x′′ξ′′+x′′′ξ′′′)a(x, ξ)dξ, a(x, ξ) ∈ S m′0,m
′
2,m
′
3(L0, L2, L3), (A.40)

where m′0 = m0 + d/4 − (d′ + d′′ + d′′′)/2,m2 = m2 + d/4 − (d′′ + d′′′)/2,m′3 =

m3 + d/4 − d′′′/2.

Theorem A.36. Let L0, L2, L3 be given as above. Then the space
∪

m Im0,m2,m3(X; L0, L2, L3)

consists of all u ∈ D′(X) such that there exists a s ∈ R satisfying

P1 . . . PNu ∈ H s
loc(R

d), ∀N ∈ N

where P j, 1 ≤ j ≤ N are first order, properly supported pseudodifferential operators

whose principal symbols vanish on L0 ∪ L2 ∪ L3.

The relations of these spaces with four-Lagrangian distributions are given in the fol-

lowing result.

Proposition A.37. For every (m0,m2,m3) ∈ R3, we have

I(m0,−∞,m2,m3)(X; L) ( Im0,m2,m3(X; L0, L2, L3) ⊂ Im0,m1,m2,m3(X; L),

where m1 = m0 − d′′/2.

Proof. Let m1 = m0 − d′′/2. Then m′1 = m′0. Hence, we have

⟨ξ′⟩m′0−m′2−|α
′ | ⟨ξ′, ξ′′⟩m′2−m′3−|α

′′ | ⟨ξ⟩m′3−|α′′′ | = wm′(ξ)
(
⟨ξ′, ξ′′⟩
⟨ξ′′⟩

)m′0−m′1−|α
′′ |

⟨ξ′⟩−|α′ | ⟨ξ′′⟩−|α′′ | ⟨ξ⟩−|α′′′ |

≤ wm′(ξ) ⟨ξ′⟩−|α
′ | ⟨ξ′′⟩−|α′′ | ⟨ξ⟩−|α′′′ | .
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Thus, if a ∈ S m′0,m
′
2,m
′
3(L0.L1, L3) then a ∈ S (L,wm′). Therefore, the right inclusion follows.

The left inclusion is trivial. �

Remark A.38. As a consequence, if a(x, ξ) ∈ S (L,wm) satisfies

|ξ′| ≤ |ξ′′|, ∀ (x, ξ) ∈ supp a,

then a ∈ S m0,m2,m3(L0, L2, L3).

Theorem A.39. For all m ∈ R4, we have

Im(X; L) ⊂ Im0,m1,m3(X; L0, L1, L3) + Im0,m2,m3(X; L0, L2, L3) ⊂ Im∗(X; L),

where m∗ = (m0,max{m1,m0 − d′′/2},max{m2,m0 − d′/2},m3).

In particular, if min{m1 + d′′/2,m2 + d′/2} ≥ m0, then the following decomposition

holds

Im(X; L) = Im0,m1,m3(X; L0, L1, L3) + Im0,m2,m3(X; L0, L2, L3).

Proof. Let χ ∈ C∞(R) be a smooth function satisfying

χ(t) =


0, for t < 1,

0 ≤ χ(t) ≤ 1, for 1 ≤ t ≤ 2,

1, for t > 2.

Then ϕ(ξ′, ξ′′) = χ(⟨ξ′⟩ / ⟨ξ′′⟩) has support in ⟨ξ′⟩ ≥ ⟨ξ′′⟩, and for all α′, α′′, there exists a

constant C(α′, α′′) such that∣∣∣Dα′

ξ′ D
α′′

ξ′′ ϕ(ξ′, ξ′′)
∣∣∣ ≤ C ⟨ξ′⟩−|α′ | ⟨ξ′′⟩−|α′′ | .

Therefore, if u(x) =
∫

eixξa(x, ξ)dξ, a ∈ S (L,m′) then u = u1 + u2, where

u1(x) =
∫

eixξa1(x, ξ)dξ, a1(x, ξ) = ϕ(ξ′, ξ′′)a(x, ξ)

u2(x) =
∫

eixξa1(x, ξ)dξ, a2(x, ξ) = (1 − ϕ(ξ′, ξ′′))a(x, ξ).

Since a ∈ S (L,m′), it is obvious that a1 ∈ S m′(L0, L1, L3) and in the support of a1 we

have |ξ′| ≥ |ξ′′|. This implies that a1 ∈ S m′0,m
′
1,m
′
3(L0, L1, L3). Similarly, a2 ∈ S (L,m′)

and ⟨ξ′⟩ ≤ 2 ⟨η′′⟩ in the support of a2. This shows that ∈ S m′0,m
′
2,m
′
3(L0, L2, L3). Hence,

u j(x) ∈ Im0,m j,m3(X; L0, L j, L3), j = 1, 2. Thus, the left inclusion in the theorem holds. The

right one follows from Proposision A.37. The proof is complete. �
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Definition A.40. Let J be a subset of {0, 1, 2, 3}. DenoteV(S j, j ∈ J) the set of all smooth

vector fields on Rd which are tangent to S j, j ∈ J. Similarly, Op(M(L j, j ∈ J)) stands for

the set of all classical properly first order pseudodifferential operators on Rd with principal

symbols vanishing on ∪ j∈JL j.

In general,V(S j, j ∈ J) is a subspace of the vector space Op(M(S j, j ∈ J)). In some

case, Op(M(S j, j ∈ J)) are generated byV(S j, j ∈ J) overΨ0(Rd). For example, we have

V(S 0, S 1, S 2, S 3) = span{∂x4 , x′∂x′ , x′′∂x′′ , x′′′∂x} (A.41)

V(S 0, S 1, S 3) = span{∂x4 , x′′′∂x, (x′, x′′)∂x′′ , x′∂x′} = {x′∂x′′} ∪ V (A.42)

V(S 0, S 2, S 3) = span{∂x4 , x′′′∂x, x′′∂x′′ , (x′, x′′)∂x′} = {x′′∂x′} ∪ V (A.43)

V(S 0, S 1) = span{∂x4 , x′′′∂x, x′′∂x′′ , x′∂x} = {x′∂x′′ , x′∂x′′′} ∪ V (A.44)

V(S 0, S 2) = span{∂x4 , x′′′∂x, x′′∂x, x′∂x′} = {x′′∂x′ , x′′∂x′′′} ∪ V (A.45)

V(S 1, S 2) = span{∂x4 , x′′′∂x, x′′∂x′′ , x′∂x′ , x′x′′∂x} = {x′x′′∂x} ∪ V (A.46)

V(S 0, S 1, S 2) = span{∂x4 , x′′′∂x, x′′∂x′′ , x′∂x′ , x′x′′∂x} = {x′x′′∂x} ∪ V (A.47)

V(S 1, S 2, S 3) = span{∂x4 , x′∂x′ , x′′∂x′′ , x′′′∂x} = V, (A.48)

The following relations hold:

Op(M(L)) = Ψ0(X)V(L) + Ψ0(X) (A.49)

Op(M(L1, L2)) = Ψ0(X)
(V(S 1, S 2) + Op(ξ′ξ′′/|ξ|)) + Ψ0(X) (A.50)

Op(M(L0, L1, L2)) = Ψ0(X)V(S 0, S 1, S 2) + Ψ0(X) (A.51)

Op(M(L1, L2, L3)) = Ψ0(X)
(V(S 1, S 2, S 3) + Op(ξ′ξ′′/|ξ|)) + Ψ0(X). (A.52)

Therefore,M(·) is finite generated over the ring Ψ0 of first order, classical, properly sup-

ported pseudodifferential operators on X. Note that the operators Op(ξ′ξ′′/|ξ|) kill the

symbols on L0 while operators Op(x′x′′ξ j), 1 ≤ j ≤ d kill the symbols on L3.
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