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Summary 

The fine temporal precision and the wide dynamic range of the auditory system are 

possible through the reliable performance of all of its components. A key stage in the 

auditory coding is the transformation of the analog and continuous electrical signal of the 

inner hair cells (IHCs) into the discrete spike timings in the auditory nerve fibers (ANFs). 

In this work, by using modeling, we investigated the biophysical specializations at the 

IHC ribbon synapse, which performs this transcoding of the auditory signal.  

First, in combination with experiments, we studied the coupling of the ANF 

postsynaptic bouton to its action potential generator. We found that ANFs faithfully 

encode the precise timings of the neurotransmitter release from IHCs (chapter 2). 

Then we investigated the sound signal encoding at the presynaptic site. By 

modeling vesicle diffusion on the synaptic ribbon, we suggest that the ribbon acts as a 

“Brownian conveyor trap”, which accelerates vesicle arrival to the release sites (chapter 

3). By enabling high vesicle replenishment rates, the ribbon might expand the range of 

possible exocytosis rate and thus broaden the coding capabilities of the synapse. 

One specialization of ribbon synapses seems to be the ability to release multiple 

neurotransmitter quanta synchronously (MQR: synchronous multiquantal release). The 

MQR interpretation of the electrophysiological data was mostly influenced by the 

presence of unusually large “spontaneous” EPSCs (up to 800 pA) and of multiphasic 

EPSCs, which resemble the exocytosis of multiple poorly synchronized vesicles. The 

mechanism underlying MQR is however unclear. In chapter 4 we modeled the candidate 

biophysical scenarios of MQR and found that they were rather unlikely to take place, 

although regulated homotypic vesicle fusion might seem plausible. We suggested that 

alternative explanations of MQR should be considered. We found that one plausible 

scenario is that large EPSCs are uniquantal and that smaller EPSCs reflect subquantal 

release. Thus, large EPSCs might arise from a postsynaptic specialization (large 

neurotransmitter receptor clusters) rather than from a presynaptic one (many vesicles 

release at once). To test this hypothesis, in chapter 5 we analyzed postsynaptic bouton 

recordings of ANFs and deconvolved multiphasic EPSCs. The result of the 

deconvolution was more consistent with the interpretation of uniquantal release and 

flicking vesicle fusion pore rather than with poorly synchronized vesicle release. 

In the last chapter (chapter 6), we investigated biophysical mechanisms at the IHC 

ribbon synapse that might account for several response properties of ANFs: in particular 

their functional heterogeneity and their coding capabilities. We found how different 
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number of Ca2+ channels might underlie variability in the ANF dynamic range. Also we 

found that the control of vesicle exocytosis by only a few Ca2+ channels can be as precise 

as the control by many channels. 

 

 

A short connecting summary introduces each chapter to facilitate reading. Each 

chapter can be read independently and long chapters (2 and 4) contain an abstract. 
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2 1. Introduction 

1 Introduction 

The brain can be mostly viewed as a device integrating sense perceptions and 

transforming them into muscle actions. The cells performing these computations are 

neurons, which are connected via chemical and electrical synapses. The human brain 

contains around 100 billion neurons and 100 trillion synapses. Neurons are composed of 

dendrites, a soma and an axon (Fig. 1.1). The dendrites and soma integrate the excitatory 

and inhibitory input of presynaptic neurons, whereas the axon sends the results of the 

neurons computation to postsynaptic neurons. Neuronal membrane rests at a negative 

electrical potential and when enough excitatory input is received, the neurons excitable 

membrane generates an active depolarizing electrical wave, which is propagated from the 

soma to axons presynaptic terminals. Different types of ion channels situated on the 

neuron membrane mediate this electrical wave. Ion channel opening and closure is 

influenced by the transmembrane potential. Once the electrical depolarization reaches a 

presynaptic terminal, a chemical reaction elicited by the entry of calcium triggers the 

exocytosis of vesicles filled with neurotransmitter. The neurotransmitter is released into 

the synaptic cleft and binds to postsynaptic receptors, which generate a change in 

membrane potential in the postsynaptic neuron, thus propagating the neuronal signal. 

 Neurons are very diverse in form, function and response properties. They can 

form complex networks where each node has about 1000-10000 synaptic connections. 

Synapses also vary greatly in size, form and function throughout the brain. 

 In this thesis we will study biophysical mechanisms contributing to sound 

encoding at first synapse and the first neuron on the auditory pathway: the ribbon 

synapse in the inner hair cell and the spiral ganglion neuron. Both are different in 

comparison to usual cortex synapses and neurons. The ribbon synapses it is not part of a 

strictly speaking neuron, put of a graded potential cell (the inner hair cell), and it contains 

a large electron dense structure (the ribbon) to which synaptic vesicles tether. The spiral 

ganglion neuron, on the other hand, has only one presynaptic contact and few 

postsynaptic. In addition, both have also functional specializations, as we will see 

throughout this work. 

In the next sections will we will shortly review the mechanisms of action potential 

generation and synaptic transmission (Kandel et al., 2000; Purves et al., 2001; Dayan and 

Abbott, 2004). Then we will focus on the auditory system (Gelfand, 2004; Moller, 2006), 

and specifically on the inner hair cell ribbon synapse. 
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Figure 1.1 Scheme of a typical neuron and of a synaptic transmission 
Source : www.nia.nih.gov 

 

  



 
4 1. Introduction 

1.1 Action potentials in neurons 

The negative membrane potential of neurons (approximately between -80 mV and -60 

mV) is due to different concentrations of charged ions inside and outside the cell as well 

as to their relative permeability across the neuron membrane. Permeability is set by the 

density, conductance and state (open or closed) of the selective and non-selective ion 

channels present in the membrane. Active transmembrane ion pumps in neurons and 

astrocytes maintain the intracellular/extracellular concentration gradients. The three main 

ions in play are generally potassium K+, sodium Na+ and chloride Cl-. The equilibrium 

(or reversal) potential VR is determined by the Goldman-Hodgkin-Katz (GHK) equation, 

which is a generalization of the Nernst equation for multiple ions. The GHK equation 

for these three ions is: 

 
+ + -

+ + -

+ + -

out out inNa K Cl

+ + -

in in outNa K Cl

[Na ] [K ] [Cl ]
ln

[Na ] [K ] [Cl ]
R

P P PRT

F P P P
V

  
     

 (1.1) 

where [ . ]in and [ . ]out stand for the concentration of each ion inside and outside the cell, 

respectively. Pi is the relative membrane permeability of ion i (in m/s), R is the ideal gas 

constant, F is the Faraday constant and T is the temperature. Typical concentrations of 

these ions are: 

[K+] is higher inside of the neuron (≈ 140 mM) than outside (≈ 5 mM); 

[Na+] is lower inside of the neuron (≈ 12 mM) than outside (≈ 140 mM); 

[Cl-] is lower inside of the neuron (≈ 10 mM) than outside (≈ 120 mM). 

Since Na+ channels are usually closed at rest, the resting membrane potential is 

established by the reversal potential of K+ and Cl- ions, which are around -75 mV and -50 

mV respectively. But Na+ channels activate sharply as the membrane potential increases 

towards -50 mV. At that voltage, their openings produce a strong influx of Na+ inside the 

cell, which leads to an increase in the membrane potential. Equilibrium potential of Na+ 

alone is around +55 mV. The cell membrane never reaches such a high potential since 

K+ and Cl- channels remain open. In addition Na+ channels rapidly deactivate and 

additional voltage dependent K+ channels activate at higher voltages. This leads to a rapid 

decrease of the membrane potential back to its resting value. Such an escape from the 

usual neuronal resting potential and returning back is called an action potential or spike 

(Fig. 1.2). It is said that the neuron fired. The spike is usually initiated at the axon initial 

segment, close to the neuron cell body, and propagated until the end of the axon 

terminals - the synapses. When a neuron continuously receives excitation from other 

neurons, it fires repetitively.  
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Figure 1.2 Stereotypical action potential 
Source: http://faculty.washington.edu 

 

Depending on the exact voltage dependencies and activation and deactivation 

kinetics of different ion channels present in the neuron membrane, neurons can have 

very different response properties and excitabilities. One way to characterize the 

excitability of a neuron is to study how it responds to current injection. For a neuron that 

can be approximated as a single electrical compartment, the temporal evolution of its 

potential can be written as: 

 '( ) ( ( ), ) ( )m t injCV t I V t V I t   (1.2) 

where C stands for the neurons electrical capacitance, Im is the intrinsic membrane 

current and Iinf(t) the injected current. The intrinsic current at a time t depends in general 

on the membrane potential at time t, V(t) and on the membrane potential history Vt = 

{V(t1), t1 < t}. The intrinsic current can be decomposed into different ion currents: 

 ,( )m R k k

k

I V V G   (1.3) 

where Gk is the conductance for an ion k and VR,k is the reversal potential for ion k. This 

way of writing the current - as the product of the conductance times the “driving force” 

(V-VR) - is a simplification of the Goldman–Hodgkin–Katz flux equation. Here, the 

conductance Gk would depend on voltage history. A now standard way to express the 

temporal evolution of Gk for each current k was introduced by Hodgkin and Huxley in 

1952 (Hodgkin and Huxley, 1952), where it is the solution of a set of first order 

differential equations: 
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 

 (1.4) 

Where Gmax is the maximum conductance and φ and χ are channel gating variables. φ∞(V) 

and τφ(V) are the steady state value and the time constant of gating for a particular 

voltage, respectively. Similarly for χ∞(V) and τχ(V). The gating rates are usually 

Boltzmann factors. α and β are constants. 

Depending on the gating parameters, the equations describing the temporal 

evolution of all ion channels conductance can give rise to a rich set of dynamic behaviors 

of the neuron membrane potential (Izhikevich, 2007). Neurons can, however, be 

classified into three general classes of excitability depending on how they respond to a 

constant injected current Iinj (Hodgkin, 1948). Class I neurons can fire with an arbitrary 

small frequency and are also called integrators. Class II neuron have a minimum firing 

frequency and are also called resonators. And class III neurons fire only once for a 

constant injected current. These differences in firing behavior can mainly be explained by 

the non-linear competition of inhibitory (hyperpolarizing) and excitatory (depolarizing) 

currents with different time courses (Prescott et al., 2008a). Pyramidal neurons in the 

cortex are mainly class I, although it is argued that it might only be true under in vitro 

conditions (Prescott et al., 2008b); whereas fast spiking interneurons, which are often 

inhibitory, are mainly class II. In the auditory pathway, neurons are often class III.  

 A further complication of neuronal dynamics arises from the neurons geometry, 

which might makes it inadequate to describe a neuron as a single electrotonic 

compartment. This is particularly important if different electrical compartments have 

different ion channel densities, and thus different excitability properties. For example it is 

thought that the beginning of the axon contains a higher density of Na+ channels in 

comparison to the soma, which makes it more excitable than the soma (Kole et al., 2008; 

Fleidervish et al., 2010). However, excitation from the synaptic inputs arrives first to the 

soma. Thus, changes in the distance from the soma to where the spike is initiated can 

modulate the neurons excitability (Grubb et al., 2011) 

Often neurons can be described by much more simple models than the Hodgkin-

Huxley equations. One of the most simple model is the leaky integrate and fire neuron 

(Lapicque, 1907; Stein, 1967; Knight, 1972; Abbott, 1999; Brunel and van Rossum, 2007). 
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This model makes the approximation that the membrane is passive around the neuron 

resting potential, and that as soon as the voltage reaches a certain threshold, the 

activation of sodium channels is so sharp that a spike is immediately emitted: 

 '( ) ( ) ( )R injCV t G V V I t     (1.5) 

where C stands for the neurons capacitance, G for its conductance and VR is the reversal 

potential, also called leak potential. A spike is initiated when the voltage crosses a certain 

threshold VTh. After a spike, the potential is simply reset to a value close to the resting 

potential. 

By slightly modifying this equation and adding an additional adaptive term that has 

its own temporal evolution one can obtain the adaptive exponential integrate and fire 

neuron. With just two first order differential equations and a condition for resetting the 

membrane potential and the adaptive term after spiking, such a simple model can 

account for many different neuronal firing behaviors (Naud et al., 2008). 

1.2 Synapses and synaptic transmission 

When an action potential invades a synaptic terminal, the membrane experiences a short 

depolarization. Voltage-gated Ca2+ channels at the terminal open during the 

depolarization and Ca2+ enters into the cell during the hyperpolarization phase of the 

spike. Ca2+ buffers present in the cytoplasm restrict the Ca2+ signal to the proximity of 

the Ca2+ influx. Several neurotransmitter filled vesicles are positioned at the surface of 

the plasma membrane in the synapse. SNAREs (Jahn and Scheller, 2006), proteins 

performing the fusion of the vesicle membrane to the cell membrane, get activated once 

a Ca2+ sensor (e.g., synaptotagmin) binds to Ca2+ (Südhof, 2004). Before becoming 

fusion competent, vesicles must undergo a series of steps including docking and priming, 

which are also Ca2+ dependent (Neher and Sakaba, 2008). The vesicles that can undergo 

exocytosis immediately upon entry of Ca2+ are part of the so-called readily releasable pool 

(RRP). Once vesicles are used, new vesicles arrive from a recycling pool (Rizzoli and 

Betz, 2005). An even larger reserve pool resupplies the recycling pool. 

 The released neurotransmitter diffuses in the synaptic cleft and reversibly binds to 

postsynaptic receptors. These receptors can open transiently and elicit a current in the 

postsynaptic cell. Depending on the neurotransmitter type, the current can be 

depolarizing (EPSC, excitatory postsynaptic current) or hyperpolarizing (inhibitory: IPSC 

inhibitory postsynaptic current). The current leads to voltage changes in the postsynapse: 

EPSP / IPSP (excitatory/inhibitory postsynaptic potential). A miniature EPSC (mEPSC) 

is the EPSC elicited by the presynaptic release of a single vesicle. 
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 Several factors can modulate synapse responsiveness and properties. They can be 

categorized as presynaptic and postsynaptic. Presynaptically: Ca2+ channels can have 

different kinetics and be in different numbers; Ca2+ buffering can be more or less strong; 

the Ca2+ sensitivity of the Ca2+ sensor can vary; the size of the RRP and the size and 

dynamics of the reserve pool can be modulated; the channel-vesicle organization can be 

different; full vesicle fusion with the cell membrane or kiss-and-run. Postsynaptically: 

there can be modulations in the receptor type and number; differences in the extrusion of 

the neurotransmitter from the synaptic cleft can give the neurotransmitter concentration 

different time courses. Especially receptor kinetics (e.g., binging rates, inactivation, 

desensitization) can have a strong influence on synapse response. Depending on the 

particular synapse, it can exhibit a rich set of response properties in response to 

continuous stimulations. For example, a synapse can show depression or facilitation in its 

response: a decrease or an increase of the EPSC size with successive stimulations, 

respectively. RRP depletion can lead to synaptic depression, whereas Ca2+ buffer 

saturation can lead to synaptic facilitation. 

 To model the synaptic encoding, one often uses the concept of vesicle pools, 

transition rates between pools and release probability (Tsodyks and Markram, 1997; 

Markram et al., 1998; Schneggenburger et al., 2002; Pan and Zucker, 2009). Depending 

on the level of detail of the model, more or less of the above-mentioned processes can be 

included.  

1.3 Overview of the peripheral auditory system 

The auditory system bears the task of selecting and converting the signal present in the 

variations of the sound pressure into relevant information for the brain. Each animal 

adapted to hear the best in a certain frequency range to better adapt for survival in his 

own environment. Mammals have wide hearing frequency range, for example in humans 

it is from 2 Hz to 20 kHz. Animal to animal communication, discrimination of the nature 

of a sound and its provenance require exquisite temporal analysis and a very sophisticated 

apparatus. 

Detection, processing and analysis of sound by the auditory system occur in 

several stages. Firstly, a mechanical stage in the outer and middle ear; secondly, a 

transduction stage from mechanical movement into neural encoding in the inner ear; and 

finally analysis stages in the brainstem, thalamus and cortex (Fig. 1.3). The sound signal 

is decomposed in frequencies in the inner ear and for each frequency, temporal changes 

in intensity and the absolute intensity are encoded. 
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Figure 1.3 Organization of the auditory system 
Source: (Gelfand, 2004). 

 

The outer and middle ears transform the air vibrations into mechanical vibrations. 

Air vibrations are first transformed into vibrations of the tympanic membrane, then of 3 

bones, and finally transmitted into fluid and basilar and tectorial membranes vibration in 

the cochlea, situated in the inner ear (Fig. 1.4). In the cochlea, vibrations are spectrally 

decomposed by the basilar membrane that has different resonating frequencies along its 

length. At each frequency, vibrations are non-linearly amplified by outer hair cells 

(Fettiplace and Hackney, 2006; Ashmore, 2008; Hudspeth, 2008; Peng et al., 2011). Thus, 

the auditory system performs a Fourier transform of the incoming sound and 

subsequently analyzes it in parallel frequency channels. The coordinated vibration of the 

basilar and the tectorial membranes moves the stereocilia of the inner hair cells (IHCs) 

and produces the opening and closure of mechanotransduction channels. This elicits the 

entry of ion current, which changes the IHC membrane potential. The IHC voltage thus 

follows the pressure oscillations (Russell and Sellick, 1978; Dallos, 1985; Kössl and 

Russell, 1992) up to frequencies inverse to the IHC membrane time constant (τ = R C, 

where R and C are the resistance and capacitance of the IHC, respectively), which can be 

as low as 0.1 ms (Johnson et al., 2011). IHCs exhibit both a AC and a DC component in 

their voltage responses (Kössl and Russell, 1992). In humans, there are around 3500 
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IHCs that are responsible for encoding the whole hearing frequency range in their 

respective membrane potentials. 

 

 
Figure 1.4 Cochlea and organ of Corti in the inner ear 
Top left and middle: the cochlea inside the inner ear is a coiled structure, which contains the 
basilar membrane, which spectrally decomposes sound. 
Top right and bottom right: A cross section of the cochlea reveals the presence of one row of 
inner hair cells (IHC) and 3 rows of outer hair cells (OHC). The OHCs work as mechanical 
amplifiers by varying their length with changes in their membrane potential (electromotility) 
and with active hair bundle mechanics. Each IHC encodes the pressure time course at a 
certain sound frequency in its membrane potential. Each IHC synapses with 5-20 auditory 
nerve fibers (ANF), which sent sound information encoded in spikes trains to the brain. 
Source: (Purves et al., 2001). 

 

 

Voltage gated Ca2+ channels present at ribbon synapses of the IHCs open and 

close stochastically in response to changes in the IHC membrane potential. The influx of 

Ca2+ into synapses triggers the exocytosis of neurotransmitter (glutamate) filled vesicles. 

Glutamate binds to the AMPA receptors of auditory nerve fibers (ANFs, around 5-20 

per IHC) and initiate ANF spiking. At this stage of auditory processing, there is a radical 

change in sound signal representation: the continuous analog signal of IHCs (their 

membrane potential) is transcoded into discrete spike timings in ANFs. In humans, there 
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are about 30’000 ANFs that encode the entire sound information into trains of action 

potentials and they form the bulk part of the VIIIth cranial nerve. Due to the tonotopic 

segregation of IHC and to the fact that each ANF connects to only one IHC, each ANF 

has a sound frequency at which it responds the best. Thus, the brain can deduce the 

sound frequency from the set of ANFs that are activated (place code). In addition, since 

the IHC voltage follows pressure oscillations, ANF’s firing rates also exhibits oscillations. 

It is said that ANF spiking is phase locked to the stimuli. This locking can also be read 

out by the brain (temporal code) and also contains sound frequency information (Evans, 

1978).  

The ANFs, also called spiral ganglion neurons (SGNs), have their soma in the 

spiral ganglion, situated inside the cochlea (Fig. 1.4, lower right). They are bipolar 

neurons and their axon projects to the cochlear nucleus located in the lower brainstem. 

Each ANF contacts multiple postsynaptic neurons. Mainly 4 types of cells are present in 

the cochlear nuclear (Cao and Oertel, 2010): small spherical bushy cells, globular bushy 

cells, T stellate cells and octopus cells. Each of them receives the input from a different 

number of ANFs and enhances various features of the sound representation. For 

example, stellate cells have a wider dynamic range of the stimuli intensity representation 

than the ANFs; and globular bushy cells have a greater precision during phase locking. 

Higher stages in the auditory system deal with the further analysis and processing of the 

auditory information. 

 Biophysical specializations in synapses and neurons have evolved to meet the high 

demands on temporal precision in the auditory system. In the next section we will focus 

on the synaptic transmission from the IHC to the ANFs. 

1.4 Inner hair cell ribbon synapses 

Hair bundle deflections at the top of the IHC induce changes in the IHC membrane 

potential. The bundles are the “mechanical dendrites” of the IHCs. Just like other 

sensory cells - for example in the retina - IHCs do not fire action potentials. The resting 

membrane potential of IHC in vivo is not known with precision but might reside in the 

range of -65 mV to -45 mV (Russell and Kössl, 1991).  

The base of the IHC contains synapses that connect to ANFs. They are called 

ribbon synapses due to the presence of an electron-dense presynaptic body (the synaptic 

ribbon) that tethers synaptic vesicles (Fig. 1.5) (Matthews and Fuchs, 2010).  
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Figure 1.5 The ribbon 

synapse 
Top left: electron micrography 
of a single thin section. r: 
synaptic ribbon, SV: synaptic 
vesicles, PSD: post-synaptic 
density, aff: afferent fiber – ANF. 
Center left: tomogram-based 
model of a ribbon synapse. 
Bottom left: vesicles at the 
docked to the plasma 
membrane. Between the 
vesicles are position the Ca2+ 
channels. 
Right: scheme of the ribbon 
synapse with the presynaptic 
ribbon, vesicles and Ca2+ 

channels (red). 
Adapted from (Frank et al., 
2010). 

 
 
 
 

 

 

 

Ca2+ influx that triggers the exocytosis of vesicles originates mainly from Ca2+ channels 

situated below the ribbon (Roberts et al., 1990; Issa and Hudspeth, 1994; Brandt et al., 

2005; Frank et al., 2009; 2010). These are L-type Ca2+ channels (CaV1.3) (Platzer et al., 

2000; Brandt et al., 2003). They are rapidly activating and only slightly inactivating, thus 

enabling sustained Ca2+ influx during prolonged activation. L-type channels exhibit gating 

modes (Hess et al., 1984): a mode 0 where the channel stays closed all the time, mode 1 

where it has short opening and closing, and a mode 2 with prolonged openings. The 

channel switches stochastically between these modes (Rodríguez-Contreras and Yamoah, 

2003) and switching can also be enhanced by drugs like BayK. The channel number per 

synapse is in the order of 80 (Brandt et al., 2005). 

 The presence of buffers (Roberts, 1994; Hackney et al., 2005) reduce Ca2+ 

concentration and shape the exact concentration profile around the ion channel cluster 

(Neher, 1998a). In particular, due to the close proximity of Ca2+ channels and vesicles, 

elevated Ca2+ concentrations are exactly at the release sites. Ca2+ sensors present on the 

vesicles trigger the fusion of vesicles to the plasma membrane (Walter et al., 2011). It is 

assumed that the binding of 4-5 Ca2+ ions is necessary for the sensor to be activated 

(Beutner et al., 2001). For the IHC, the nature of the sensor is not clear and one of the 
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candidates is otoferlin (Roux et al., 2006). Also the membrane fusion machinery seems to 

operate without the conventional neuronal SNAREs (Nouvian et al., 2011). A further 

specialization seems to be that exocytosis occurs in a coordinated fashion: 7 vesicles on 

average get released synchronously (Glowatzki and Fuchs, 2002; Grant et al., 2010). We 

will address the mechanisms of synchronous multivesicular release in chapters 4 and 5. 

 Several experiments provided evidence that in ribbon synapses, the opening of 

one or only a few Ca2+ channels suffice to trigger the release of a vesicle (Brandt et al., 

2005; Keen and Hudspeth, 2006; Moser et al., 2006; Goutman and Glowatzki, 2007; 

Jarsky et al., 2010) . This is a so called Ca2+ nanodomain control of exocytosis (Neher, 

1998b), where the Ca2+ sensor is located very close to the Ca2+ channels (less than 20 

nm). One of the experimental evidences relies on the fact that only a fast buffer (like 

BAPTA) can effectively reduce the exocytosis rate at the beginning of a voltage step. A 

slower buffer (like EGTA), however, cannot because Ca2+ reaches the Ca2+ sensor before 

the buffer has time to bind. 

In comparison, a Ca2+ microdomain control of exocytosis is present when Ca2+ 

channels are placed further from the vesicle (around 100 - 200 nm) and the opening of 

several channels is typically required to trigger the release of a vesicle. Microdomain 

control of neurotransmitter release happens for example at the young calices of Held 

synapse (Borst and Sakmann, 1996). Having vesicles close to ion channels might seem 

favorable for precision, as the Ca2+ sensor would feel a very sharp Ca2+ concentration 

increase upon Ca2+ channel opening. However, vesicle release is then subject to Ca2+ 

channel stochasticity. Thus, it is not clear whether Ca2+ nanodomain control of 

exocytosis is an advantage for the system’s precision. We will address this question in 

chapter 6. 

 Once vesicles are exocytosed, ribbon-tethered vesicles arrive to the plasma 

membrane (Parsons and Sterling, 2003; Holt et al., 2004; Jackman et al., 2009). The high 

vesicle exocytosis rates present at ribbon synapses have often been assigned to the 

presence of the ribbon, that might enable rapid vesicle resupply (Lenzi and Gersdorff, 

2001). It is not clear, however, how exactly the ribbon could accelerate RRP 

replenishment. We will address this question in chapter 3.  

 Using IHC capacitance recordings (Moser and Beutner, 2000; Schnee et al., 2011), 

or pre- and postsynaptic recordings (Goutman and Glowatzki, 2007; 2011), it was 

possible to investigate the dynamics of exocytosis in vitro upon changes in IHC 

membrane potential. Upon IHC depolarization, the release rate has usually sharply 

increases and then adapts to a lower steady state value. The first fast component is 
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related to the exocytosis of the RRP and is in the order of 10-20 ms. The steady state rate 

results from a balance between exocytosis and RRP replenishment rates. 

The postsynaptic receptor cluster on the ANF is composed of AMPA receptors 

(Glowatzki and Fuchs, 2002) which bind glutamate. Interestingly, the cluster has a donut-

like shape (Meyer et al., 2009). The postsynaptic ANF bouton has a small size (1-2 μm) 

and is thought to reliably encode into trains of spikes the neurotransmitter releases from 

the IHC (Siegel, 1992; Trussell, 2002). But the degree of this reliability has been 

questioned (Grant et al., 2010) and will be addressed in chapter 2.  

1.5 Multiquantal release at ribbon synapses 

Ribbon synapses seem to be specialized to exocytose multiple vesicles synchronously 

(Matthews and Fuchs, 2010). The first evidence for multiquantal release (MQR) arose 

from the IHC ribbon synapses (Glowatzki and Fuchs, 2002). While patching for the first 

time the postsynaptic bouton of ANFs, they observed very large EPSCs (up to 800 pA) 

and the EPSC amplitude distribution was positively skewed, with a peak at around 50 pA 

(Fig. 1.6 a-c). In addition, they observed that a large proportion of EPSCs were not 

monophasic (with a single rise phase and decay), but multiphasic – with multiple peaks. It 

was interpreted that EPCSs were composed of several (on average 7) vesicles and that 

the multiphasic EPSCs resulted from the badly synchronized release of multiple vesicles. 

Furthermore, it was found that the EPSC size distribution was independent of the 

intracellular buffering conditions and of the membrane potential (Goutman and 

Glowatzki, 2007). Finally, it was shown that with maturation, the proportion of 

multiphasic EPSCs to monophasic ESPCs was decreased (Grant et al., 2010) and the 

EPSC distribution became more symmetric, with the peak at the same amplitude as the 

mean (350-400 pA). 

Other ribbon synapses also exhibit features of MQR. In the bullfrog amphibian 

papilla afference, it was observed that EPSCs were large (100-200 pA on average), and 

decreased in size once the hair cell voltage was hyperpolarized (Keen and Hudspeth, 

2006; Li et al., 2009) (Fig. 1.6d-e). In rod bipolar cells in the retina, the release of up to 

two vesicles seemed to be coordinated, and uniquantal release occurred when the synapse 

was depressed or the voltage was hyperpolarized (Singer et al., 2004; Jarsky et al., 2010) 

(Fig. 1.6f). For both systems, the rise time of small and large EPSCs was identical 

(around 0.2 ms for the frog hair cell and 0.3 for the rod bipolar cell). 
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Figure 1.6 Multiquantal release in ribbon synapses 
(a-c) from voltage clamp recordings of immature rat inner hair cell afference. Adapted from 
(Glowatzki and Fuchs, 2002). (a) monophasic EPSCs; (b) multiphasic EPSCs, reminding the 
superposition of multiple uniquantal EPSCs; (c) EPSC distribution for one fiber. 
(d-e) from voltage clamp recording of frog amphibian papilla hair cell afference. Adapted from 
(Li et al., 2009) (d) the hair cell is unclamped, EPSCs are large; (e) the hair cell is clamped at 
-90 mV, EPSCs are small. 
(f) from the AII amacrine postsynapse connected to the rod bipolar cell. Adapted from (Singer 
et al., 2004). The EPSC amplitude is dependent on the presynaptic holding potential and on 
whether the synapse is depressed or not. 

 

 Proposed mechanisms for MQR (Neef et al., 2007) are synchronization of vesicles 

by a Ca2+ domain, as during action potentials (Jonas et al., 1993; Wadiche and Jahr, 2001), 

and compound fusion of vesicles (Pickett and Edwardson, 2006; Matthews and Sterling, 

2008; He et al., 2009). But until now the mechanism of MQR remained evasive. In 

chapters 4 and 5 we will address the question of MQR by modeling the candidate 

mechanisms. 

1.6 Sound encoding by the auditory nerve fibers 

Action potential firing in the ANFs is driven by neurotransmitter release from IHCs. 

Usually each ANF is connected to only one presynaptic IHC. The sound frequency at 
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which the ANF responds the best is called its characteristic frequency (CF). Since 

extracellular recordings of action potentials of ANF in vivo are technically less challenging 

than pre- and postsynaptic patch clamp of IHC and ANF boutons in vitro, there is a 

significantly richer set of data from the former than the latter. In fact, the responses of 

ANF in vivo to sound are generally well characterized (Liberman and Kiang, 1978a; 

Taberner and Liberman, 2005; Avissar et al., 2007; Heil et al., 2011). In addition, several 

models can successfully reproduce ANF responses to sound (Sumner et al., 2002; Zilany 

et al., 2009). 

 Many ANFs fire action potentials in the absence of sound stimuli. Their firing is 

triggered by neurotransmitter release from the IHC. This “spontaneous” activity can be 

eliminated by blocking Ca2+ channels in IHCs (Siegel and Relkin, 1987). For a pure tone 

sound stimulus, ANFs exhibit an adapting response in terms of firing rate. First the rate 

is transiently very high (up to 1 kHz), then it decreases to a steady state value (Fig. 1.7a). 

At the offset of the stimulus, the rate falls below the ANF’s spontaneous rate, then 

recovers. Each ANF has a particular sound pressure level range over which its steady 

state firing rate changes, called its dynamic range (Fig. 1.7b). Thus, several fibers are 

required to cover the entire hearing dynamic range in terms of sound intensity. The 

sound pressure level at which the change of ANF’s firing rate becomes noticeable is 

called the threshold of the fiber. Fibers with high spontaneous rate usually have a low 

threshold, whereas those with a low spontaneous rate have a high threshold (Liberman, 

1978). The mechanisms underlying the ANF heterogeneity and the correlation between 

spontaneous rate and threshold are not well understood and will be investigated in 

chapter 6. In particular, it is still an open question whether ANF heterogeneity arise 

presynaptically or postsynaptically. This question is addressed in chapter 2. 
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Figure 1.7 Characteristics of ANF responses to tones 
(a) superimposed examples of firing rate adaptation in different fibers in response to a sound 
stimuli 30 dB above the fibers’ threshold. Sound stimuli started at 0 ms and ended at 50 ms. 
(b) two examples of ANF fibers’ responses to different sound pressure level. Each fiber has a 
different spontaneous rate and a different dynamic range.  
Adapted from (Taberner and Liberman, 2005). 

 

 
The precision with which ANFs encode sound can be appreciated in their ability to 

follow pressure variations during a sound tone. The quality of the phase locking is usually 

measured using the synchronization index (Johnson, 1980), which goes from 0 (no phase 

locking) to 1 (perfect phase locking without jitter in spike timing during the phase). Phase 

locking increases with the stimulus intensity (Fig. 1.8a), as oscillations of voltage in the 

IHC become larger and larger. ANFs with a characteristic frequency above 2 kHz do not 

phase lock as accurately as for sound frequencies below (Fig. 1.8b). It is not yet 

understood at which stage of the synaptic transmission this limitation occurs. Possible 

candidates are the limiting membrane time constant of the IHC, the stochasticity and 

sluggishness of the Ca2+ channels at the active zone, the slowness of the release 

machinery, the jitter arising from EPSC variability and finally the jitter in spike initiation. 

Some aspects of these limitations will be addressed in chapters 2 and 5. 
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Figure 1.8 Phase locking in ANFs 
(a) Increase in phase locking of the ANF response to a 1 kHz tone for increasing sound 
pressure level (here from 0 dB SPL to 50 dB SPL). The spontaneous rate of this fiber was 
around 46 Hz. Adapted from (Rose et al., 1967). 
(b) Above 2 kHz frequency tones, ANFs do not follow so well the pressure time course. Each 
line is a successive trial and dots are spikes in the ANFs. Adapted from (Avissar et al., 2007). 
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1.7 A note on modeling 

The title of the thesis is “Modeling the biophysical mechanisms of sound encoding in 

inner hair cell ribbon synapses”. But modeling is not a goal in itself. Rather: modeling is a 

tool among many others used to understand biological phenomena. What “to 

understand” means is a philosophical question. Practically, one of the usual meanings of 

“understanding” is being able to describe how something works, either 

phenomenologically, or at a level of detail beyond the one that is already observed. In 

biology, as in other “reverse engineering” sciences, understanding can also be addressing 

the questions: “what is something good for?” or “why is something the way it is?”. The 

two mentioned meanings of “understanding” could be related to each other: 

understanding the role of something at a lower system level, could be almost equivalent 

to understanding how that something works on a higher system level. 

To what reverse engineering is concerned, modeling and theory can provide 

phenomenological descriptions that enhance our understanding of a system, but without 

insisting on the meaning of the variables present in the phenomenological description. 

Modeling can also predict the outcome of several scenarios and mechanisms and see 

which one is the most suitable to describe observations. But only experiments will be 

able to confirm or repudiate the predictions a theory make. 

For the second meaning of “understanding”, by using what might be already 

known, modeling can make predictions and probe how something could have been. By 

comparing the system consequences of different scenarios, modeling is able to suggest 

what something might be good for, what are its advantages, or give a justification of why 

it is present. In terms of these two types of “understanding”, the thesis chapters can be 

classified as following: 

Chapter 2 provides a quantitative description of a neuron. Modeling allowed a concise 

description and revealed features that were not accessible from direct measurements. 

Chapter 3 is of the type “what is it good for”. By making assumptions on an existing 

phenomenon, we tried to reveal what could be its advantages. 

Chapter 4 is a “reverse engineering” attempt. By modeling several mechanisms to explain 

an observation, we tried to find what is more or less plausible. 

Chapter 5 uses experiments with the aim to confirm or repudiate the predictions of 

chapter 4, but these experiments will not be considered as a final “proof” on this matter. 

Chapter 6 is a mixture of both types of understanding. We addressed how something 

could work, and what could be its advantages. 
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2 Spike encoding of neurotransmitter release timing by 

spiral ganglion neurons of the cochlea 

 

 

This is a collaborative study with Mark A. Rutherford and Tobias Moser. The paper 

(Rutherford, Chapochnikov and Moser) related to this study is under review. M.A.R. and 

I (N.M.C.) contributed equally to this study. M.A.R. performed experiments; I 

programmed the EPSC-like stimuli and performed modeling. Design, analysis and writing 

were done in a collaborative fashion. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Short summary 

Information transmission between the inner hair cell and the spiral ganglion 

neurons (SGNs) has many distinctive features. SGNs fire in vivo with steady 

state rates of up to 400 Hz and SGNs can phase lock to sounds of up to 2 

kHz in frequency. In addition SGNs have heterogeneous properties: they 

have different spontaneous rates, different sensitivities and thresholds to 

sound pressure level. In this chapter we investigated how the postsynapse, i.e., 

the SGN contributed to these features and if it was responsible for any. 
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2.0 Abstract 

Precise and reliable action potential generation in type I spiral ganglion neurons (SGNs) 

is essential to accurately encode the temporal structure of sound. Intriguingly, at the 

origin of the auditory code in the cochlea, spike triggering relies on the excitatory input 

from just a single ribbon-type active zone of a presynaptic inner hair cell (IHC). Using 

whole-cell patch-clamp recordings of SGNs, we characterized action potential generation 

at the postsynaptic boutons, within the context of synaptic inputs. SGNs were phasic: in 

response to current injections they generated a single spike with submillisecond latency, 

responding as high-pass filters. Nearly every neurotransmitter release from the IHC 

elicited at spike. In voltage clamp, average EPSC size (≈ 300 pA) far exceeded rheobase 

(≈ 50 pA). Using EPSC-like stimuli, we found that increasing the stimuli amplitude above 

the physiological range returned less effective latency/jitter reduction than increasing it 

up to physiological mean. Current integration and spike latencies were well predicted by a 

two-compartment leaky integrate-and-fire model, including an exponential term to 

approximate INa voltage-dependence. Only in response to small stimuli was the spike 

latency sensitive to the SGN baseline potential. The SGN spiking threshold adapted with 

changes the baseline potential. We suggest that the synapse-spike generator complex of 

the cochlea is optimized for efficient and temporally precise read-out of IHC 

neurotransmitter release for generating an accurate spike-time code of sound 

information. 
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2.1 Introduction 

The auditory system bears one of the most stringent demands on action potential timing 

precision in the brain (Harnischfeger, 1980; Moiseff and Konishi, 1981; Carr, 1993; 

Oertel, 1999). For example, the temporal resolution required for binaural sound source 

localization lies in the order of tens of microseconds (review in (Grothe et al., 2010)). 

Type I spiral ganglion neurons (SGNs) convey all the auditory information to the brain. 

Thus, characterizing spike generation in SGNs is crucial to understand the limitations of 

the original neural code feeding the auditory system. Spike generation in SGNs is 

governed by release from just a single large active zone (AZ) of IHCs (Perkins and 

Morest, 1975; Moser et al., 2006). This is in stark contrast to how the signal is further 

transmitted across subsequent stages: via the largest synapses of the brain - the endbulb 

and calyx of Held synapses. There, to conserve accurate timing (Gersdorff and Borst, 

2002; Yang and Xu-Friedman, 2009), the arrival of the presynaptic spike activates 

hundreds of small active zones (AZ) (Nicol and Walmsley, 2002; Sätzler et al., 2002). 

How can the unique ribbon synapse-spike generator complex precisely transmit auditory 

information? 

Inner hair cells (IHCs), the primary sensory receptors of the cochlea, drive 5 to 20 

SGNs (Meyer et al., 2009). At each tonotopic location of the cochlea, IHCs transduce the 

basilar-membrane vibrations into their graded receptor potential (Russell and Kössl, 

1992). Synaptic transmission across the IHC ribbon synapse to the SGNs occurs with 

glutamate release into the synaptic cleft, which is triggered by Ca2+ arrival at the active 

zone (Sewell, 1984; Beutner et al., 2001; Robertson and Paki, 2002). The binding of the 

neurotransmitter to glutamate receptors causes the depolarization of the postsynaptic 

bouton and the short (~30 μm) non-myelinated segment. Action potentials are thought 

to be generated at the heminode adjacent to the foramina nervosa (Hossain et al., 2005). 

From there the action potential is actively propagated along the myelinated peripheral 

axon via several nodes of Ranvier, and beyond the loosely myelinated soma along the 

centrally-projecting axon to the presynaptic terminals of the SGN in the cochlear 

nucleus. Paradoxically for precise spike timing, the postsynaptic boutons of the IHC 

afferent synapse display excitatory postsynaptic currents (EPSCs) with very 

heterogeneous kinetics (Glowatzki and Fuchs, 2002). Moreover, each SGN displays a 

different distribution of EPSC shapes, which might contribute to heterogeneity among 

auditory nerve fibers (Grant et al., 2010). However, the impact of this EPSC variability 

on SGN spike generation is not yet known (Trussell, 2002). What are the attributes of the 
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ribbon synapse-spike generator complex that enables rapid, precise and reliable stimulus 

encoding in the SGNs despite such heterogeneous synaptic input? 

 Here we performed whole-cell patch-clamp recordings and computational 

modeling of postsynaptic boutons of type I SGNs to characterize action potential 

generation driven by synaptic activity or current-clamp stimuli. While nearly every EPSC 

was sufficient to evoke an action potential, the spike latency and jitter depended upon the 

stimulus. The average EPSC was much larger than what was required to reach spike 

threshold. These data show that for sufficiently large EPSC charges, spike timing has 

little sensitivity to variations in: 1) the mean EPSC amplitude, 2) EPSC kinetics, and 3) 

the SGN membrane potential. We suggest that the large synaptic conductance, short 

integration time and phasic firing of the SGN contribute to efficient and temporally-

precise sound encoding. 

 

 

 

Table 2.1. Electrophysiological parameters. 
Intracellular patch-clamp recordings on boutons of afferent fibers in the cochlear explant. Rm is 
the membrane input resistance measured with ± 5 mV steps from -80 mV. Ra (access resistance) 
and Cm (membrane capacitance) were estimated with current transients in voltage clamp. Vrest 
(resting membrane potential) was defined as the mean zero-current potential. Action potential 
(AP) height, onset potential, threshold current (Iinj.), and holding current (Ihold) were measured 
from a baseline potential of -80 ± 2 mV in response to depolarizing stimuli. AP height was 
determined as the difference between the peak and after-hyperpolarization using near threshold 
injected current; AP width was measured as the full-width at half-maximum amplitude; onset 
potential was measured as the point when the spike onset slope reached 30 mV/ms in 
response to ramps of depolarizing current. Threshold current was estimated with square pulses 
at 5-20 pA resolution. Mean and standard deviation (s.d.) values are given for the number of 
cells (n) yielding reliable measurements. 
Analysis: M.A.R. and N.M.C. 

  

 Rm      Ra       Cm     Vrest, I=0        AP        AP      Onset    Thresh.    Ihold 

            height    width       pot.        Iinj. 
 (MΩ)       (MΩ)          (pF)            (mV)                (mV)             (ms)              (mV)             (pA)              (pA) 
 
mean 570     46      3.4      -72.4          61        0.79        -64         46         -19 
s.d. 261     23      1.8         5.5          20        0.12        1.9         11          17 
n   (8)     (6)       (5)         (11)          (7)         (7)          (6)         (8)         (8) 
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2.2 Results 

For an initial characterization of action potential generation at the first auditory synapse, 

we performed whole-cell patch-clamp recordings from the afferent fibers of SGNs, 

where the postsynaptic boutons contact IHCs in the acutely explanted cochlear apex of 

rats. In the absence of an experimentally applied stimulus we observed spontaneous 

action potentials in SGNs (Fig. 2.1A), which are thought to be initiated by Ca2+-

dependent synaptic transmission from hair cells both in vitro (rat: (Glowatzki and Fuchs, 

2002); frog: (Keen and Hudspeth, 2006; Li et al., 2009); fish: (Trapani and Nicolson, 

2011)) and in vivo (cat: (Liberman and Kiang, 1978b; Sewell, 1984)). When action 

potentials originated from baseline potentials of approximately -80 mV, mean spike 

heights ranged from 30 to 90 mV between cells, and spike full width at half maximum 

(FWHM) ranged from 0.42 to 1.5 ms between cells (Table 2.1). 

 The distribution of spike heights within an individual cell was unimodal (e.g., Fig. 

2.1A,B), with a slight tail at lower amplitudes due to infrequent “second” spikes 

occurring within 10 ms after the preceding spike. Varying the baseline potential had a 

large effect on spike height and peak voltage (Fig. 2.1B, right). From a baseline potential 

of -65 mV, spikes were vanishingly small and difficult to detect because of the relatively 

large size, and the rapid onset, of the underlying excitatory postsynaptic potentials 

(EPSPs). These observations are consistent with steady-state inactivation of voltage-gated 

Na+ channels observed in voltage-clamp recordings of acutely dissociated somata of 

SGNs, in which a shift from -80 to -60 mV inactivated  80% of the Na+ current 

(Santos-Sacchi, 1993). 

2.2.1 IHC exocytosis evokes SGN spikes with great success 

In auditory nerve fibers, spontaneous spikes result from discrete neurotransmitter release 

events from IHCs, and it has been proposed that nearly every neurotransmitter release 

event from the IHC is sufficient to evoke a spike in SGNs in vivo (Siegel, 1992). To assess 

the efficacy of synaptic transmission for spike generation directly at the synapse, next we 

quantified the success rate by counting the number of unsuccessful EPSPs and 

comparing that to the total count of excitatory postsynaptic events (spikes + 

subthreshold EPSPs; e.g., Fig. 2.1A, see also 2.2A). Also, we compared spike rates in 

current clamp to the EPSC rates in voltage clamp (e.g., Fig. 2.1C,D) from interleaved 

recording segments.   
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Figure 2.1 Nearly every neurotransmitter release event triggered a spike. 
A, synaptic transmission from IHCs evoked spikes in the SGN under current clamp. Arrowhead 
marks a failure of spike generation. P19; n = 7 failures, 356 spikes in 60 s; holding current = 
-10 pA. 
B, left: distribution of spike heights, measured from a mean baseline potential of -83 mV. 
Right: spike height and peak voltage decreased with more depolarized baseline membrane 
potentials. 
C, voltage-clamp recording from the same SGN. Ongoing EPSCs (enlarged in inset) had 
maximum amplitudes of approximately 500 pA. EPSCs did not evoke action currents, which 
could be differentiated by their shape and larger amplitude. A brief step to -65 mV from the 
holding potential of -80 mV evoked a stimulus artifact and an action current (arrowheads). 
D, interval distributions for action potentials (black) and EPSCs (gray) measured in interleaved 
current-clamp and voltage-clamp recordings (3 x 20 s in each mode) demonstrate irregular 
timing; the distributions are similar and suggestive of a Poisson process. Cumulative probability 

density functions for spikes and EPSCs were well fit by single exponentials with  = 151 ms 

and  = 182 ms, respectively. 
Analysis: M.A.R. 

 
In recordings from three boutons (P17 - P19) which exhibited prolonged, stable, and 

abundant (3-7 Hz) spontaneous activity, the inter-event intervals for EPSCs and spikes 

were Poisson distributed (e.g., Fig. 2.1D), as expected for SGNs after the onset of 

hearing ?. In one P19 recording, 97% of EPSPs (1715 of 1767 in 585 s) evoked a spike. 

In that case the spike rate was 2.9 Hz and EPSCs occurred at 3.1 Hz (560 in 181 s). In 

another recording (P17), 81% of EPSPs (496 of 614 in 200 s) evoked a spike. There the 

spike rate was 2.5 Hz and the EPSC rate 3.2 Hz (518 in 160 s).  Such low failure rates 

indicated that most synaptic events were indeed sufficient to trigger an action potential 

from the zero-current potential. In contrast, two recordings from boutons before the 

onset of hearing showed lower EPSP rates and generally higher spike-failure rates (see 

also (Yi et al., 2010)). In one P11 bouton, in total only 50% of EPSPs evoked a spike. 

However, over some periods the success rate increased up to 94%, probably reflecting 
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periods of enhanced neurotransmitter release due to presynaptic spiking of the immature 

IHCs (Tritsch et al., 2007). 

2.2.2 Influence of EPSP kinetics on action potential latency 

Neurotransmission events from individual active zones of the presynaptic IHC exhibit 

significant biological variability (Glowatzki and Fuchs, 2002; Grant et al., 2010; Yi et al., 

2010). However, the impact of this heterogeneity on spike generation in the first auditory 

neuron is unclear. To address this, we assessed the coupling between synaptic input and 

spike generation using the maximum slope of the spike prepotential (EPSP max slope) as 

a proxy for the underlying synaptic conductance. Relative to the timing of exocytosis, 

how long is the latency to spike onset and what is its variance? 

We looked at the spikes triggered by EPSPs from IHCs (called "IHC-evoked 

spikes") and found that the voltage time-courses preceding spikes were variable. First, the 

EPSP max slopes ranged from 20 to 320 mV/ms with a somewhat bimodal distribution 

(Fig. 2.2A). Second, the intervals from EPSP onset to spike onset ranged from 0.3 to 3 

ms (Fig. 2.2B), but > 98% of them ranged from 0.3 to 1.5 ms. Mean latency was 

approximately 0.6 ms and the s.d. was 0.3 ms (CV: coefficient of variation, s.d./mean  

0.5). Larger EPSP max slopes were associated with shorter latencies. The scatter plot of 

latency versus EPSP max slope (Fig. 2.2C) illustrates the strong correlation between the 

two measures (r = -0.94 in the logarithmic scale). Thus, EPSP kinetics had a large effect 

on the time course of action potential generation in SGNs. 

From the scatter plot (Fig. 2.2C), we chose two IHC-evoked spikes as examples 

of short- and long-latency spikes and, for comparison, we chose two spikes evoked by 

current-clamp injection (called "CC-evoked spikes") which closely resembled the IHC-

evoked spikes. Short-latency spikes were preceded by rapid changes in potential followed 

by a slower depolarization before the spike onset (e.g., Fig. 2.2D, right), whereas long-

latency spikes had much smaller EPSP slopes (e.g., Fig. 2.2D, left). Fig. 2.2D, right 

panel, also demonstrates the effect on spike waveform of a large synaptic conductance 

versus an extrinsic current (Fatt and Katz, 1951). A convenient way to visualize EPSP 

and action potential slope as a function of the membrane potential is to look at the phase 

plots (the time-derivative of Vm versus Vm). Fig. 2.2E shows the phase plots for 161 

IHC-evoked spikes and the two CC-evoked spikes from panel D. The maximum slopes 

of the action potentials we observed (400 - 500 mV/ms) are comparable to maximum 

slopes of action potentials measured in pyramidal cell somata, but about one-half as large 

as action potential slopes measured in the axon initial segment (Kole et al., 2008). 
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Figure 2.2 Ribbon synapse exocytosis evoked spikes with variable latency. 
A, histogram of EPSP max slopes for IHC-evoked spikes (148 ± 75 mV/ms, n = 333). Successful 
EPSPs are color coded from slowest (blue) to fastest (red). Four slow EPSPs (black) failed to 
evoke a spike. 
B, histogram of spike onset latencies measured from EPSP onset (0.59 ± 0.3 ms, n = 333). 
C, scatter plot of spike onset latency versus EPSP max slope for IHC-evoked spikes (crosses), 
color coded as in panel A. The larger crosses correspond to the short-latency (red) and long-
latency (blue) IHC-evoked spikes in panel D. Large circles are the CC-evoked spikes in D. 
D, comparison of IHC-evoked and CC-evoked spikes. Left: similar spikes with long latencies 
(1.09 and 1.16 ms) and small EPSP max slopes (34 and 46 mV/ms). Right: similar spikes with 
short latencies (0.36 and 0.34 ms) and large EPSP max slopes (230 and 228 mV/ms). Lower 
panels: the stimuli for CC-evoked spikes. Short-latency IHC-evoked spikes were smaller in 
height and thinner at the peak when overshooting 0 mV, consistent with the presence of 
greater synaptic conductance in comparison to long-latency IHC-evoked spikes. 
E, phase plots for IHC-evoked spikes (n = 161). Each trace is color-coded according to its 
EPSP max slope (as in A&C). Bold traces correspond to the IHC-evoked spikes (solid) and CC-
evoked spikes (dashed) in panel D. Smaller EPSP max slopes were associated with larger spike 
slopes and vice versa. 
Analysis: N.M.C.  
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To summarize so far, with maturation (from P11 to P19) we observed an increase 

in the reliability of IHC neurotransmitter release to trigger a spike in SGNs, consistent 

with the previously reported developmental up-regulation of synaptic transmission 

around hearing onset (Grant et al., 2010). Although nearly every presynaptic release event 

was sufficient to evoke a spike, spike latency was variable. Because precise spike-timing is 

important for representation of sound, we sought to better understand the relationship 

between postsynaptic excitation and spike onset latency. How might the resting 

conductance and baseline potential affect SGN excitability? What are the SGN firing 

properties and what is required to trigger a spike? 

2.2.3 Apical SGNs exhibit phasic responses and have a low rheobase 

Auditory nerve fibers are able to fire at hundreds of spikes per second and phase-lock 

with microsecond precision. Presynaptic mechanisms in the IHC are understood to 

underlie some response properties of auditory nerve fibers (Moser et al., 2006). Here, to 

investigate properties intrinsic to the SGN which might support a fast and precise 

temporal code, we tested the classic excitability of SGNs by injecting square pulses of 

current into the bouton recording site (Fig. 2.3A-E).  

SGNs predominantly fired only one spike at stimulus onset in response to 

sustained stimuli of any strength or duration. Two of twelve SGNs (P11 and P14) fired a 

second, smaller spike within a few milliseconds of the first, sub-millisecond latency spike 

(Fig. 2.3A1,A2). This firing behavior has been termed class III excitability, phasic, or 

single-spiking (Hodgkin, 1948; Izhikevich, 2007; Prescott et al., 2008a). Here we refer to 

it as phasic. This single-spiking behavior resembled the phasic or rapidly adapting class of 

isolated SGN somata (Mo and Davis, 1997a; Mo et al., 2002; Lv et al., 2010) and is in 

contrast to the slowly adapting class seen in some somatic SGN recordings (Adamson et 

al., 2002). Hyperpolarizing current pulses evoked inward rectification (Fig. 2.3A1), 

indicative of the depolarizing current activated by hyperpolarization (Ih) which has been 

studied in SGN somata (Chen, 1997) and in their peripheral non-myelinated neurites in 

the organ of Corti (Yi et al., 2010). After cessation of strong hyperpolarizing pulses, 

rebound action potentials were observed (Fig. 2.3A3). 
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Figure 2.3 Spiral ganglion neurons respond as high-pass filters with low rheobase. 
A1, depolarizing current steps evoked one or two spikes at onset (A2). Hyperpolarizing current 
steps evoked inward rectification, and rebound spikes at stimulus offset (A3). 

B, strength-duration functions for 8 SGNs stimulated from baseline potentials (Vbase) of  -80 
mV. Rheobase ranged 35-75 pA. Current pulses were applied at 5-20 pA increments. Dotted 
lines in C,D show the 50 pA level, insets show double-log scale. 
C, strength-duration functions for one cell from different Vbase.  
D, averaged subthreshold responses to 20 pA current steps on absolute and relative scale show 
smaller apparent membrane time constant with depolarization of Vbase, due to rapid increase in 
the membrane conductance. Dashed lines are double-exponential fits up to the response peak: 

fast and slow were 0.09 and 0.74 ms from -72 mV, 0.09 and 0.81 ms from -82 mV, 0.16 and 
3.0 ms from -95 mV.  
E, lower: ramps from -35 to +50 pA, durations of 1 to 19 ms in 2 ms increments. Upper: 
ramps briefer than 9 ms or longer than 15 ms duration failed to generate spikes at these small 
current levels, demonstrating dependence of spike generation on a minimum charge and rate of 
depolarization. 
Analysis: M.A.R.; N.M.C.: panel D 
.  
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 One way to characterize and compare neuronal excitability between individual 

cells is to measure the minimum current amplitudes required to elicit an action potential 

for different pulse durations, and plot the resulting threshold strength-duration functions 

(Shepherd et al., 2001). Two characteristics of the strength-duration relationship are 

rheobase (the current threshold as pulse duration approaches infinity) and chronaxie (the 

duration required to trigger a spike at a current level twice rheobase). Rheobase ranged 

from 35 to 75 pA between cells (Fig. 2.3B). Although these rheobase levels we measured 

were similar to current thresholds determined in SGN somata, the spike latencies we 

measured were much briefer (e.g., (Mo and Davis, 1997a; Mo et al., 2002)) because less 

stimulus charge was required to evoke a spike. This observation suggests that spike 

initiation did not require depolarization of the soma to action potential threshold. 

 The amplitude of the current step, which evoked the maximum latency, i.e. the 

minimum current amplitude that was sufficient to trigger a spike in each SGN, is the 

current threshold or rheobase (46 ± 11 pA, n = 8, Vbase = -80 ± 2 mV). We tested cells 

over a range of baseline potentials from -100 to -65 mV by superimposing current steps 

on steady holding currents. For most cells, < ± 30 pA of steady current was enough to 

offset Vbase over this range. Differences in rheobase were not apparent. However, 

chronaxie was smaller when Vbase was depolarized because less charge was required to 

initiate a spike (Fig. 2.3C). Subthreshold voltage responses from more depolarized 

potentials exhibited rapidly activating (< 2 ms) inhibitory currents, reflected in the 

decrease of the apparent membrane time constant (Fig. 2.3D). The inhibitory currents 

were most probably low-voltage activated K+ currents (Kv1.1, (Mo et al., 2002); Kv7.4, 

(Lv et al., 2010)). 

 Using ramp stimulation we observed a requirement of spike generation for a 

minimum rate of depolarization (Fig. 2.3E). Although brief current ramps with large 

slopes and small integrals failed to trigger a spike, ramps that reached the same level with 

smaller slope delivered more charge before offset and triggered spikes reliably. However, 

when the ramp's slope was decreased further, it failed to elicit a spike despite its greater 

charge. The membrane potential began to level-off or decrease before reaching spike 

threshold, most likely because the hyperpolarizing K+ current matched or exceeded the 

amplitude of the depolarizing current.  

 Taken together, apical SGNs from mature rats exhibited extremely phasic firing 

behavior, spiking only once per depolarization and permitting only short latencies. This 

property might prevent multiple spikes during long EPSCs, and thereby lock spike-times 

to neurotransmitter release events. SGNs exhibited a threshold not only in terms of 
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current amplitude, but also in terms of depolarization rate. This type of excitability is 

characteristic of class III neurons, which do not respond to slow stimuli and thereby act 

as high-pass filters (McGinley and Oertel, 2006; Gai et al., 2009). In addition to firing 

phasically, SGNs also fired with very brief latencies. For current steps of 300 pA, mean 

latencies ranged from 358 to 648 µs between cells (520 ± 105 µs, n = 5). 

2.2.4 Effects of waveform kinetics and size on spike latency and jitter 

Relatively low current threshold (Fig. 2.3) seems to readily explain the high success rate 

of IHC neurotransmitter release events (Fig. 2.1) for spike generation in SGNs. 

Although the success rate was high, release events elicited spikes with variable latency 

(Fig. 2.2), which could affect the reproducibility of spike latencies in an individual SGN 

and contribute to variance in spike-timing across simultaneously active SGNs. Such 

variance might influence spike statistics in vivo, for example, first-spike latencies in 

response to sound onset. Therefore, we further studied the influence of EPSC shape on 

spike-timing. How much of the variance in spike-timing is due to waveform 

heterogeneity, and how much is due to jitter inherent to the spike generation process in 

the SGN? 

Within single SGN postsynaptic boutons, EPSCs have substantial variation in 

total charge, amplitude, rise-time and full width at half maximum FWHM (Glowatzki and 

Fuchs, 2002; Grant et al., 2010) (see also chapter 5). To determine the jitter inherent to 

the postsynaptic mechanism of spike generation, we removed waveform variability by 

injecting repetitions of identical EPSC-like shapes similar to EPSCs recorded in voltage 

clamp. We then calculated spike jitter as the s.d. of the measured spike onset latencies. 

 We chose 4 shapes having different kinetics but with equal charge, and scaled 

their amplitudes over a range of charges. The shapes decreased in speed and current 

amplitude in ascending order (Fig. 2.4A, lower). Shapes 1 and 2 mimicked "monophasic" 

EPSCs, having fast rise-times, a very brief plateau, and fast decays. Shapes 3 and 4 had 

slow rise-times, longer plateaus, and slower decays. Although not multi-peaked, the slow 

time-course of shapes 3 and 4 were intended to approximate the longer FWHM of 

"multiphasic" waveforms (Grant et al., 2010).  
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Figure 2.4 Effect of stimulus waveform and SGN baseline potential on spike latency 

and jitter. 
A, four stimulus shapes (lower) were scaled to conserve charge between shapes. Shapes 1 and 
2 (red and black) had linear rise-times of 0.3 ms, plateaus of 0.1 ms, and differed only in 

decay ( of 0.5 and 1 ms). Shapes 3 and 4 (gold and blue) had linear rise-times of 0.8 ms, 

plateaus of 1 ms, and differed only in decay ( of 1 and 2 ms). In this example, each stimulus 
delivered only 125 fC. Shapes 1-3 evoked spikes with variable latency (upper) but shape 4 
failed. 
B, each stimulus shape was scaled over a range of amplitudes, which conserved charge 
between shapes. The smallest amplitudes for each shape (1-4) where 83.3, 50, 26 and 18.4 
pA, respectively. Larger amplitudes were integer multiples of the smallest ones. Shown are the 
range of amplitudes for one series of shape 2 (50-700 pA). Selected stimulus-response pairs are 
in bold. Only the 50 pA stimulus failed to evoke a spike. 
C, spike latency (+ s.d.) versus charge for each stimulus shape (colored as in A) shows 
reduction of spike latency and jitter with increasing charge. Each data point is the mean of 5 
to 10 repetitions. For small charge the relationship was similar to 1/x, but for large charge (> 
400 fC) it was closer to 1/sqrt(√x) (dashed lines), indicating reduced charge-efficiency of spike 
generation. Note the double-log scale. Waveforms with faster kinetics evoked spikes with 
shorter latency. 
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D, shape 2, amplitude 100 pA, was delivered from 3 baseline potentials. Latency depended 
strongly on baseline potential for such small stimuli. 
E, larger amplitude (shape 2, 300 pA) reduced the shift in spike latency associated with 
changing the baseline potential. 
F, spike latency (± s.d.) versus stimulus amplitude for shape 2 delivered from three baseline 

potentials (-94 mV, ∇; -83 mV, O; -72 mV, ∆∆). Note reduction of latency, jitter, and sensitivity 
to baseline potential as stimulus amplitude was increased. Inset: jitter (s.d.) versus mean latency 
for 5 to 10 repetitions of shape 2 at each amplitude, from Vbase = -83 mV. Similar trends were 
obtained with shapes 1, 3, and 4. 
Analysis: N.M.C.; M.A.R.: plotting 

 
 For the smallest charge tested (31.5 fC) all four shapes failed to evoke an action 

potential. In response to 125 fC, shapes 1, 2, and 3 elicited spikes with very different 

latency (Fig. 2.4A, upper). Fig. 2.4B illustrates a decrease in latency with increasing EPSC 

size for shape 2. As stimulus size increased, the latencies decreased for all 4 shapes, first 

rapidly and then more slowly (Fig. 2.4C). For a given charge, the faster waveforms 

evoked shorter latencies. The longest latencies were approximately 3 ms in response to 

near threshold EPSC-like stimulation, and the shortest latencies were around 250 µs for 

the largest and fastest shapes tested. Jitter also decreased with increasing size of EPSC-

like stimuli. For eight repetitions of shape 2 at an amplitude of 300 pA, the mean latency 

was 488 ± 18 µs (CV  0.04 for CC-evoked responses) compared to 590 ± 300 µs (CV  

0.5) for 333 IHC-evoked responses (Fig. 2.2). This confirms that the variance in spike 

onset latency was dominated by synaptic input, not postsynaptic spike generation. 

Indeed, the mechanism of spike generation intrinsic to the SGN was precise to within 

tens of microseconds. 

 The zero-current potential in whole-cell recordings in vitro may differ from the 

SGN resting potential in vivo. To assess the influence of SGN baseline potential on spike 

generation, we applied EPSC-like stimuli from several baseline potentials. Spike onset 

latency and jitter decreased as the holding potential was depolarized from -92 to -74 mV 

(Fig. 2.4F). However, this sensitivity of spike latency to the baseline potential almost 

vanished for stimulus amplitudes exceeding 300 pA (compare Fig. 2.4D with Fig. 2.4E). 

Variability or jitter in spike onset latency was relatively large for repetitions of the 

smallest stimuli, but became vanishingly small (at a resolution of 20 µs) for amplitudes 

exceeding 200-300 pA. 

 In summary, even small EPSCs triggered a spike, but EPSC heterogeneity 

produced variable spike latency and jitter. Increasing the size and/or kinetics of EPSC-

like stimuli improved the speed and precision of spike-timing. Therefore we expect the 

developmental up-regulation of EPSC size (287 pA for P19-21 vs. 134 pA for P8-11; 

(Grant et al., 2010)) and speed (greater proportion of fast monophasic waveforms; 
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(Grant et al., 2010)) to reduce the effects of waveform variability and SGN baseline 

potential on spike latency and jitter. The physiological synaptic input seems appropriately 

sized for precision and, also, efficiency because increases of stimulus size above the 

physiological mean (> 300 pA) yielded proportionally less reduction of latency and jitter 

(Fig. 2.4F).  

 
Figure 2.5 Predicting spike latencies with two-compartment LIF and EIF neuron 

models. 
A, hundreds of EPSC-like stimuli (gray) were injected into SGNs (charge from 100 to 700 fC in 
steps of 100 fC, rise time from 0.1 to 0.8 ms in steps of 0.1 ms, plateau durations from 0 to 5 

ms in steps of 0.5 ms, decay  = 1ms, amplitudes calculated). Bold colored traces show the 
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largest- and smallest-amplitude waveforms for each of the 7 charge sets. Inset: characteristics 
used to define shapes. 
B, schematic of the two-compartment circuit. Compartment 1 is connected to the pipette and, 
via an axial resistance (Raxial), to compartment 2. 
C, two-compartment leaky integrate and fire (LIF) model prediction and measured response for 
one stimulus. Shown are the data (black line) and the predicted voltages at both compartments 
(dashed magenta lines). After the voltage crossed threshold (VTh) at compartment 2, a spike was 
predicted to occur at a fixed delay D (fixed for all stimuli). Gray dashed lines show the 
predicted voltage in both compartments for the case of purely passive membranes. Measured 
AP onset was defined at 0.15 ms before the voltage crossed 20 mV below AP-peak. Prediction 
error = measured - predicted AP onset. The stimulus, a 70 pA plateau with 0.4 ms linear rise-
time, started at 0 ms. 
D, two-compartment exponential leaky integrate and fire (EIF) model. All same as in C, but 
here a spike is generated with a fixed delay D after the predicted voltage in compartment 2 
(green) diverged toward infinity (see Methods). A long-latency spike is used for the example in 
C,D for clarity. 
E, Model-predicted spike onset latency versus measured spike onset latency for the LIF 
(magenta) and EIF model (green) demonstrates general accuracy of predictions for latencies 
from 0.3 - 5 ms. 
F, upper: prediction errors versus measured spike onset latency for the LIF model in magenta 

and EIF model in green (501 responses). Rms latency errors δL: LIF 104 μs, EIF 83 μs. 
Coincidence factors F: LIF 98.7% (8 extra or missing spikes in a total of 600 stimuli with 506 
spikes triggered), EIF 98.3% (10 extra or missing spikes). Lower: s.d. of the prediction error 
versus measured spike onset latency (calculated using groups of 20 successive points). Model 

parameters for baseline potential of -82 mV were - double exponential fit: fast = 0.07 ms, Rfast 

= 40 MΩ, slow = 2.3 ms, Rslow = 450 MΩ. Two-compartment circuit: R1 = 1,760 MΩ, C1 = 

1.3 pF, R2 = 600 MΩ, C2 = 3.8 pF, and Raxial = 75 MΩ. LIF: VTh = -66.5 mV, fixed delay D 

= 0.23 ms. EIF: VT = -68.6 mV, ΔT = 1.3 mV, fixed delay D = 0.09 ms.  
Analysis and modeling: N.M.C.; 
panel A: shapes generation: N.M.C.; plotting: M.A.R. 
 

2.2.5 Modeling the mechanism of spike generation in the SGN 

Unlike a neuron which needs the superposition of many low-amplitude synaptic inputs to 

initiate an action potential at a relatively distant site, a single IHC active zone drives the 

SGN bouton and nearby spike generator with high-amplitude input. So far we have 

shown that the properties of discrete synaptic events have large and immediate effects on 

spike-timing (Fig. 2.2 and 2.4). To further elucidate the spike generation mechanism, 

which is specialized for the encoding of sound with accuracy and precision, we combined 

experiments and modeling (Fig. 2.5 - 2.7). Our goal was to find the simplest analytical 

neuron model which could predict SGN responses using a minimum number of 

parameters. SGNs are known to respond at high rates in vivo, with first-spike latencies 

that vary with sound stimulus parameters (Neubauer and Heil, 2008). To better define 

the final step in the pathway from sound source to SGN spike, we wanted a model to 

predict the time-course of spike generation in response to a broad range of individual 

EPSC-like stimuli (Fig. 2.5). 

 To construct the neuron model, we first fitted subthreshold voltage responses to 

depolarizing current steps (e.g., Fig. 2.3E). Because they were better fit by double than 
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single exponential functions (mean ± s.d. for four SGNs: fast = 0.24 ± 0.1 ms, Rfast = 107 

± 13 MΩ, slow = 3.3 ± 0.5 ms, Rslow = 382 ± 94 MΩ), we used a two-compartment model 

to predict those responses mathematically (Fig. 2.5B; see Methods), which is the 

simplest passive electrical circuit able to reproduce them (Pandey and White, 2002). 

Membrane resistance (R), capacitance (C), and axial resistance (Raxial) values were 

obtained for the two compartments in 4 cells: R1 = 2.0 ± 0.6 GΩ, C1 = 1.8 ± 0.8 pF; R2 

= 485 ± 149 MΩ, C2 = 7.7 ± 3.9 pF; Raxial = 183 ± 13 MΩ. 

 We injected a generalized set of EPSC-like stimuli into SGNs to systematically 

cover the entire range of physiologically-observed kinetics and amplitudes (Fig. 2.5A). 

To predict spike onset latencies we considered two simple spike generation mechanisms 

(see Methods): the leaky integrate-and-fire model (LIF: (Lapicque, 1907; Stein, 1967; 

Knight, 1972) and the exponential leaky integrate-and-fire model (EIF: (Fourcaud-

Trocmé et al., 2003)). The LIF and EIF neuron models are similar in that they 

accumulate the stimulus charge on the cell's membrane capacitance and allow charge to 

escape through the leaky membrane. The models differ only in the spike generation 

mechanism. For the LIF model (Fig. 2.5C), the voltage follows the predicted passive 

response and the neuron emits a spike at a fixed delay D after the voltage crosses the 

fixed threshold VTh. For the EIF model (Fig. 2.5D), activation of the spike-generating 

current is approximated by an exponential function of the difference between the 

instantaneous voltage V(t) and the fixed threshold voltage VT, with a sharpness described 

by the spike slope factor ΔT. With sufficiently large stimulus current, the membrane 

potential diverges to infinity in a finite time. The EIF emits a spike at a fixed delay D 

after the membrane potential reaches VT + 10∙ΔT (i.e., when it is already diverging toward 

infinity). The supralinear spike-generating current, approximated by the exponential 

function, endowed the neuron model with an intrinsic mechanism which influenced the 

time between threshold crossing and spike emission. If EPSP kinetics directly affect the 

time-course of INa activation, inclusion of this mechanism may thereby reduce the 

difference between actual spike onset and predicted spike onset. 

 To test the two spike-generating mechanisms, we added the LIF or EIF 

mechanism to cellular compartment 2, or to both compartments. We determined the 

optimum parameters (VTh for the LIF; VT and ΔT for the EIF) by minimizing the error 

between model predictions and electrophysiological data. Goodness of fit was assessed in 

terms of latency error δL and the spike coincidence factor F (Methods). We found better 

latency predictions for both models when we placed the spike generator in the second 
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compartment (LIF: 26 ± 17 % smaller δL, p = 0.002, n = 6; EIF: 35 ± 23 % smaller δL, 

p = 0.03, n = 4). Both models predicted the data with high accuracy. For the EIF, δL 

was 77 ± 25 μs and F was 99.0 ± 0.8 %, n = 4. The LIF predicted latencies with a 

somewhat larger error (87 ± 76 % larger δL on average in comparison to the EIF, p = 

0.05, n = 4). VT of the EIF was not significantly different than VTh of the LIF (VTh - VT 

= 0.7 ± 1.2 mV, p = 0.15, n = 4). The spike slope factor ΔT  was 1.4 ± 0.5 (n = 4).  

Fig. 2.5E exhibits the model predictions versus the measured latencies for a 

representative SGN stimulated with hundreds of different EPSC-like shapes, for one 

presentation of each shape. The relatively small error of the model predictions for single 

instances of each stimulus demonstrates both the accuracy of the model and the relatively 

deterministic nature of the SGN response. The prediction error of both models was very 

small for latencies  1 ms. Only for latencies above  1.8 ms did the errors drastically 

increase (Fig. 2.5E). The increase in prediction error for long latencies may be mainly 

explained by variability intrinsic to the experiment (see Fig. 2.4F, inset: increase in jitter, 

s.d., for long latencies).  

In summary, although SGNs are phasic and therefore not entirely described as 

simple “integrators,” their first-spike latency in response to a wide range of EPSC-like 

shapes could nonetheless be accurately predicted by simple leaky integrate-and-fire 

models. The EIF had less systematic error than the LIF, as it incorporated a stimulus-

dependent effect on INa activation around spike threshold. The spike generator was better 

placed in compartment 2, indicating that the spike generator is not directly at the bouton. 

However, the relatively small capacitance of compartment 1 ( 1.8 pF), suggests that the 

spike generator is very close to the synapse. The small value of ΔT for the EIF and the 

good performance of the LIF indicate a sharp and rapid spike initiation, important for 

speed and precision of SGN responses. Such simple models provided an easy way to 

predict the spike latencies for discrete EPSCs, however, more physiological models will 

be required (Herz et al., 2006) to predict the neuron's responses to high rates of EPSCs. 
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Figure 2.6 Effect of waveform kinetics on latency: data and model predictions. 
A, Latency contours in 200 fC parameter space. The black points on the graph represents 88 
stimuli of variable amplitude (31-190 pA, y-axis), rise-time (0.1-0.8 ms, x-axis), and plateau (0-
5 ms, iso-plateau bands labeled on right), each with a total charge of 200 fC. Stimuli evoked 
spikes for all but the smallest waveforms (black X = failure; n = 9). Spike onset latencies were 
plotted as solid black contour lines (1 to 4 ms, labeled in black). Spike onset latencies for the 
EIF model are overlaid as green dashed contour lines (green X = predicted failure, n = 1). 
B, in the 300 fC parameter space, every stimulus evoked a spike. Latencies (black contour 
lines) were accurately predicted by the EIF model (green dashed contours). 
C, spike latency contours for the 500 and 700 fC parameter spaces illustrate reduction of spike 
latency for larger stimuli, however, reduction in spike latency was reticent when stimuli were 
increased above 400 fC. 
D, Stimulus-response pairs for two sub-threshold stimuli (100 fC). The stimulus (Iinj., lower part 
of each panel) and the cell's response (Vm) are shown in solid black. The passive response of 
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the model circuit in compartment 1 is shown as a dashed gray line. The response of the EIF 
model is shown as a solid green line. Dotted green line is the EIF model threshold of -67.5 
mV. D1: the data, the passive response, and the EIF model overlaid precisely. D2: some near-
threshold behavior was not predicted by the model. 
E, two stimulus-response pairs (as in panel D) from the 200 fC parameter space, labeled in 
panel A. Box shows area enlarged in inset. E1: a failure of spike generation where the model 
predicted a spike. E2: similar near-threshold stimulus triggered a long-latency spike. 
F, two stimulus-response pairs from the 300 fC parameter space, labeled in panel B. Each inset 
enlarges the area around spike threshold, where the response of the SGN and the EIF model 
deviated from the passive response of the two-compartment circuit. After crossing threshold, the 
model predicted that spike onset would occur in 0.09 ms from when the function diverged 
toward infinity (dotted green vertical lines in panels E and F). 
G, comparing spike onset latency as a function of EPSP max slope for CC-evoked spikes 
(black) and IHC-evoked spikes (blue to red, re-plotted from Fig. 3C) revealed a very similar 
relationship. 
Analysis and modeling: N.M.C.; M.A.R.: plotting all panels but G. 
 

2.2.6 EPSC-like stimulation and comparison to synaptically-evoked spikes 

Browsing through the stimulus parameter space, we compared spike onset latency in the 

experimental data and the two-compartment EIF model in response to individual EPSC-

like stimuli such as in Fig. 2.5A. Fig. 2.6A-C illustrates measured and predicted spike 

onset latencies as contour plots through stimulus parameter space for each charge set. 

The accuracy of the predicted latencies to the data can be appreciated by the overlap of 

the green contour lines (model) with the black contour lines (data). Contour lines show 

the range of stimuli, which evoked spikes with equal latency. When holding charge 

constant, spike latency was more sensitive to changes in amplitude than in rise-time. 

With a total charge of 200 fC, only the slowest and smallest stimulus shapes failed 

to evoke a spike from a holding potential around -80 mV (Fig. 2.6A). The fastest and 

largest 200 fC stimuli (150 - 200 pA, 0.1 - 0.4 ms rise-time) evoked spike onset latencies 

< 1 ms, while the slowest successful waveforms evoked latencies  4.5 ms. Most 

physiological EPSCs have charges of 150 - 350 fC. When comparing the ranges of 

latencies for different charge sets within cells, we observed relatively large latency 

reduction when increasing from the 200 fC to the 300 fC parameter space (e.g., Fig. 

2.6A,B). In comparison, we observed less latency reduction when increasing to larger 

charge sets (Fig. 2.6C). 

 Traces of experimental stimulus-response pairs and model predictions are shown 

in Fig. 2.6D-F. Fig. 2.6D shows two subthreshold stimulus-response pairs and model 

predictions from the 100 fC parameter space. For 100 fC stimuli, only two and six stimuli 

evoked a spike, respectively, in two cells tested. They were not predicted by the model. 

Fig. 2.6E shows two stimulus-response pairs and model predictions from the 200 fC 

parameter space. In rare cases the model predicted a spike when none occurred (Fig. 
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2.6E, left): this happened in the parameter region where the neuron's responses were less 

deterministic (e.g., 4.5 and 5 ms plateau in Fig. 2.6A). Fig. 2.6F shows two stimulus-

response pairs from the 300 fC parameter space, with the EIF model prediction in 

compartment 2 and the predicted passive response of the cell in compartment one. As 

the membrane potential crossed threshold, the recorded data and the EIF model began 

to deviate from the passive response. 

 To compare our EPSC-like stimulation with synaptic conductance excitation, we 

plotted the spike onset latency versus EPSP max slope for the CC-evoked and the IHC-

evoked spikes (from Fig. 2.2C). The overlap between the CC-evoked and IHC-evoked 

data sets (Fig. 2.6G) confirmed that a range of our EPSC-like shapes were good 

approximations of synaptic excitation for the study of first-spike latency in SGNs. This 

allows one to deduce the EPSC-like stimuli that produced similar pre-potentials and spike 

onset latencies as did physiological EPSPs (i.e., those shapes eliciting latencies < 1.5 ms). 

Finally, to complement the study of spike latency, we investigated the sensitivity 

of spike onset potential and threshold potential to changes in Vbase (Fig. 2.7A,B). Spike 

onset potential is typically defined as the voltage where the rate of depolarization exceeds 

a particular value, here 30 mV/ms (i.e., the sudden slope change or visible "kink" in the 

spike waveform, sometimes called action potential threshold). Threshold potential, in 

contrast, is the voltage required to result in the initiation of an all-or-none action 

potential. Here, threshold potential was defined as the optimum VTh from the two-

compartment LIF model. Since the voltage evolution depended upon the solution for the 

two-compartment circuit (see Methods), the estimated voltage thresholds VTh ranged 

over 2 to 6 mV for each combination of cell and baseline potential we tested (Fig. 2.7C). 

We found that both the spike onset potential and absolute threshold shifted to more 

depolarized potentials with depolarization of Vbase. This threshold shift partially 

compensated for shifts of Vbase, resulting in comparatively small shifts in relative 

threshold, which should decrease the sensitivity of spike latency to changes in Vbase. 
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Figure 2.7 Spike threshold and onset potential vary with baseline potential. 
A, single SGN responses to a 50 pA current step from 3 different baseline potentials in the 
same cell. 
B, phase plots for the action potentials in A. Open circles in A&B mark the spike onset 
potential, defined when slope reached 30 mV/ms. 
C, absolute threshold (mV) and threshold relative to baseline potential as determined by the 
two-compartment model for 4 SGNs (black: cell from 3 baseline potentials; white: cell from 2 
baseline potentials; 2 shades of gray: 2 cells from different baseline potentials). 
Data analysis and modeling: N.M.C. 
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2.3 Discussion 

Understanding the origin of the neural auditory code in the cochlea requires knowledge 

about the conversion from neurotransmitter release from the IHC into action potentials 

in the SGNs, the first neuron in the auditory pathway. Our in vitro data confirmed, as 

previously suggested in vivo (Siegel 1992), that at low firing rates, almost every 

neurotransmitter release from the IHC reliably triggers a spike in the SGN. In addition, 

spikes were generated at the onsets of EPSCs with sub-millisecond precision. We showed 

that such accuracy can be possible because (1) EPSC amplitudes are far larger than 

rheobase, (2) SGNs have a short membrane time constant and (3) SGNs have a phasic 

excitability. Finally the synapse-spike generator complex seems to operate physiologically 

in a regime where spike latency and jitter are very much reduced to enable faithful sound 

encoding. Thus, supposedly, the 10-30 SNGs connected to a single IHC transmit to the 

brain the information about almost every IHC neurotransmitter release in a very robust 

manner. 

2.3.1 Fast and robust spiking at the origin of the auditory code 

The auditory system relies on the information provided by the auditory nerve fibers for 

sound source localization. This requires sub-millisecond spiking precision. Such a 

precision is achieved for example in response to sound tone onset, or during phase 

locking (Johnson, 1980). Spike timing in the SGNs is determined by a cascade of events, 

the two last being the integration by the SGN of the neurotransmitter signal from the 

IHC and spike generation in the SGN. We found that in vitro and at room temperature, 

the combination of these two last steps yielded a latency of around 0.6 ms and a jitter of 

0.3 ms (Fig. 2.2). Superposition of multiple EPSCs would produce smaller latencies and 

jitter.  

We found that the system worked in a regime where it was rather resistant to 

potential biological “fluctuations”. The physiological EPSC amplitude (≈ 300 pA (Grant 

et al., 2010)) was much larger than rheobase (≈ 50 pA) and increasing the EPSC charge 

above the physiological mean EPSC charge did not reduce the latency as effectively as it 

did up to the mean EPSC charge (Fig. 2.4). For repetitions of an EPSC shapes with 

close to physiological total charge, jitter was close to zero ( 23 µs). Finally, small changes 

in the baseline potential didn’t strongly affect latencies or reliability (Fig. 2.3). Indeed, 

rheobase and threshold were compensated by homeostatic mechanisms (Fig. 2.7). Our 

results suggest that the jitter in spike timings arose mainly from the variability in 
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neurotransmitter release time-course, rather than from the spike generation mechanism 

itself. 

Spike latencies in response to physiological EPSCs could be well predicted by a 

leaky integrate-and-fire neuron with very short effective time constants (1-2 ms) and a 

very sharp spike initiation (ΔTh ≈ 1-2 mV) for the exponential leaky integrate-and-fire 

neuron (Fig. 2.5). This indicates a very responsive neuron with a fast spike generation 

mechanism. In addition this model provided an easy way to predict the spike latency for a 

given EPSC shape and thus for this particular stage of auditory processing. More 

physiological models might be required to predict the neuron response to higher EPSC 

rates (Brette and Gerstner, 2005; Herz et al., 2006). 

2.3.2 Phasic excitability of the spiral ganglion neuron 

We found that the responses of postsynaptic boutons of type I SGNs innervating IHCs 

in the cochlear apex are highly phasic - firing once, or very rarely twice (Fig. 2.3) in 

response to steady depolarizing currents. This class III excitability property probably 

result from the low-voltage activated K+ currents (Mo et al., 2002; Szabó et al., 2002; 

Prescott et al., 2008a) and resulted in the fact that latencies longer than 3 ms were rarely 

observed in response to synaptic events or EPSC-like stimuli (Fig. 2.2, 2.4, 2.5, and 2.6). 

Similar results were obtained with recordings from the endbulbs of Held (Lin et al., 2011) 

the presynaptic terminals formed by SGNs onto the spherical bushy cells in the 

brainstem's cochlear nucleus. This phasic property could be important in at least two 

aspects for sound encoding. First, the arrival of a single EPSC triggers just a single spike. 

In fact, blocking DTX-sensitive K+ currents in medial nucleus of the trapezoid body 

(MNTB) neurons removed their phasic nature and made them spike multiple times in 

response to a single EPSC (Brew and Forsythe, 1995). This would relay to the brain 

information unrelated to the EPSC onset. Second, the phasic property allows the neuron 

to spike only at stimulus onset and prohibits long latencies. This restricts the neurons 

response to the arrival of the neurotransmitter release from IHC. Phasic spiking neurons 

are found all along the auditory pathway and in many other sensory systems (Prescott et 

al., 2008a). 

 This SGN bouton spiking behavior closely resembles the phasic or rapidly-

adapting class reported for isolated SGN somata (Mo and Davis, 1997; Mo et al., 2002; 

Lv et al., 2010). But the firing properties of cultured SGNs were heterogeneous within 

and between studies and SGNs were sometime found not to be phasic (Rusznák and 

Szucs, 2009). But neuron excitability can be different at axons and boutons, in 
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comparison to somata (Shu et al., 2007a; Rancz et al., 2007). These two studies 

demonstrate that the soma can be tonic, whereas the axon or bouton phasic.  

We found additional differences between our acute preparation and cultured 

somata. First, spike latencies and spike widths were less than 10 ms and around 0.5 ms, 

respectively, as opposited to more than 50 ms and 4-5 ms respectively. Second, the 

resting membrane potential was in our case -72 ± 6 mV (mean ± s.d., n = 11), relatively 

hyperpolarized in comparison to most previous studies, which ranged from 

approximately -54 to -77 mV (Rusznák and Szűcs, 2009). Third, we also found the 

relative spiking threshold to be smaller. In conclusion, our preparation showed a more 

excitable and rapidly responding behavior, suitable for auditory encoding. 

 SGNs firing characteristics (Lin, 1997; Mo and Davis, 1997b; Adamson et al., 

2002; Liu and Davis, 2007; Flores-Otero et al., 2007; Lv et al., 2010), as well as IHC 

exocytosis properties (Liberman, 1982; Merchan-Perez and Liberman, 1996; Johnson et 

al., 2008; Frank et al., 2009; Meyer et al., 2009) may depend on the tonotopical position 

and on the location of IHC innervation. Our recordings were performed of the boutons 

on the modiolar or neural face of IHCs and in the apex of the cochlea. Dependence of 

SGN properties on the two above mentioned factors remain to be studied. 

2.3.3 Synapse-spike initiation coupling 

The positioning and the size of the axonal initial segment (AIS: place where the 

action potential is generated) determine and modulate the excitability of a neuron (Kuba 

et al., 2006; Hu et al., 2009; Kuba et al., 2010; Fleidervish et al., 2010; Grubb et al., 2011). 

In the unique geometrical micro-machinery at the SGN, the postsynapse is directly linked 

to the AIS, before the soma. 

Three pieces of evidence argue that the presynapse is close to the spike generator 

zone. First the large slope of the spikes indicates that a high concentration of sodium 

channels is present in the close proximity (Fig. 2.2). Second, the shape of the spike rise 

(after the EPSP) exhibited only one component, in contrast to cortical neurons soma 

recordings (Shu et al., 2007b; Hu et al., 2009), which exhibit two: one produced by the 

activation of Na+ channels in the soma and one by those in the axon. Finally the 

extremely short minimal delays (< 250 µs) for spike onset observed in SGNs. It still 

remains to be investigated if the spike is initiated as the heminode of the first node of 

Ranvier.  Thus, synapse and axonal spike generator, both separated by only 20-30 µm 

(Hossain et al., 2005), form a compact sound-encoding element to support efficient and 

precise transmission. 
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2.3.4 Consequences on SGN in vivo functional heterogeneity 

The origin of auditory nerve fibers’ heterogeneity is a long-standing question in the 

auditory system field (Kiang, 1965; Taberner and Liberman, 2005). In vivo, auditory nerve 

fibers are known to greatly vary in terms of spontaneous rate, threshold and sensitivity. 

Recently it has been proposed that SGN property variability comes from the fact that 

each SGN receives EPSCs of different waveforms (Grant et al., 2010). However, in 

contrast to the immature SGNs (Yi et al.,2010), our recordings indicate that nearly all 

EPSCs triggered spiking. In addition, the low rheobase would suggest that a high spike 

success rate would be common to all the investigated SGNs (n=8). If all SGNs in the 

cochlea would have similar excitability properties, we would be driven to argue that the 

reported in vivo SGN heterogeneity in terms of spontaneous rate and sensitivity is mainly 

presynaptic, as the relationship between neurotransmitter release and spiking is nearly 

one to one.  

On the other hand, our data does suggest that SGNs receiving on average 

different EPSC waveforms, could exhibit slightly different latencies and maybe even jitter 

(Fig. 2.4, 2.5, 2.5). Therefore, a difference in spike timing statistics might be apparent 

(Heil et al., 2007). To understand the consequences of different EPSC waveforms on the 

input-output relationship of this synapse, further work should be performed by applying 

injections of EPSC trains into the SGN bouton. 
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2.4 Materials and Methods 

2.4.1 Preparation and electrophysiology 

Full experimental methods in (Rutherford, Chapochnikov and Moser, unpublished). 

Most important information relevant for data analysis and modeling in short below. 

Experiments were done in inner ears of P11-P19 Wistar rats. Doing the 

intracellular recording to a bouton contacting the base of an inner hair cell (for method, 

see (Grant et al., 2011), Experiments were performed at room temperature ( 22-24°C). 

Electrode resistance was 6-10 MΩ. The liquid junction potential of 6 mV was 

compensated online.  Voltage and current signals were at 20 microsecond intervals. 

Current-clamp stimuli where not filtered on the path to the cell. The voltage signal in 

current-clamp is filtered with a time constant equal to the access resistance (Ra) times the 

uncompensated patch-pipette capacitance (Cfast, residual  1 pF). Pipette capacitance 

compensation (Cfast  5 - 7 pF;   1 - 2 µs) was set in voltage-clamp and adjusted -5% 

when switching to current-clamp. No bridge-balance or active series resistance 

compensation was used. Current signals were low-pass filtered at 5 kHz (4-pole Bessel). 

Current-clamp stimuli (Iinj.) are displayed as measured from the current monitor. 

 Input resistances ranged from 200 to 1000 MΩ between cells when measured with 

small current or voltage steps near the zero-current potential, which ranged from -70 to -

80 mV between cells (electrophysiological parameters in Table 2.1). Data from 12 

boutons (2 pre-, 10 post-hearing onset) were considered sufficient in quality and duration 

to be analyzed for this study. When present, spontaneous activity was recorded in 

voltage-clamp and current-clamp modes prior to eliciting spikes with defined excitatory 

current waveforms from one or more baseline potentials. 

 In addition to current-clamp experiments from the zero-current potential, we also 

set the membrane potential to relatively depolarized or hyperpolarized levels by applying 

steady holding currents. The membrane potential sometimes shifted by ± 3 mV while 

holding at constant current over the duration of a 15 - 90 minute recording. Data were 

acquired over successive 20 - 60 s periods centered around mean baseline potentials in 

interleaved sequence (e.g., -93, -70, -82, and -102 mV with holding currents of -20, 7, -6, 

and -29 pA, respectively). 

2.4.2 Data analysis 

IGOR (Wavemetrics), MiniAnalysis (Synaptosoft), and Mathematica (Wolfram Research) 

software were used for analysis and plotting. All sweeps were inspected visually. Spikes 
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could be unambiguously discriminated from EPSPs by their peak amplitude. When 

studying responses to current-clamp stimuli we discarded sweeps with spontaneous 

activity within 20 ms prior to or during the stimulus. For analysis of spontaneous activity, 

we discarded 20 s segments with > ± 2 mV deviations from the intended baseline 

potential. Except for the display in Fig. 2.4A, all voltage traces were corrected by 

subtracting the voltage error due to series resistance (Verror) equal to the injected current 

(Iinj.) multiplied by the access resistance (Ra). EPSPs and EPSCs were detected in 

MiniAnalysis (Fig. 2.1) by setting an amplitude threshold of  7X the root mean square 

(rms) noise. For example, in one voltage-clamp recording the rms noise was 1.4 pA and 

the amplitude threshold for EPSC detection was 10 pA. Because of the large event size 

relative to the noise, the counting of events was relatively insensitive to the detection 

threshold: for example, in a 60 s recording segment, changing amplitude threshold from 

10 to 5 pA resulted in detection of 4 additional events (from 319 to 323) and going down 

to 2.5 pA resulted in detection of 6 more events. 

 To make accurate and precise estimates of spike onset time that didn't depend 

strictly on the sampling frequency, we first measured when Vm depolarized to 10 - 30 mV 

below the spike peak (depending on the mean spike height of that recording) using linear 

interpolation between adjacent sampling points. We then subtracted 0.08 - 0.15 ms 

(depending on the average spike width of that recording) from the measured spike time. 

This estimated spike onset time (or spike onset latency) corresponded to the beginning of 

the spike upstroke relative to stimulus onset. In the case of spontaneous spikes (i.e., in 

response to a neurotransmitter release event from the IHC), stimulus onset was defined 

when the first of either criteria was met: the voltage slope exceeded 5 mV/ms, or (for 

slow EPSPs) the voltage value increased > 2 mV above the baseline potential. This 

measurement of the timing of neurotransmitter release events for slow EPSPs could have 

led to an underestimate of the mean and s.d. of IHC-evoked spike onset latency. 

However, the size of this uncertainty is small relative to the differences in latency we 

observed as a function of EPSP waveform (Fig. 2.3), and the expected directional trend 

of such uncertainty would not affect our interpretation of comparisons between IHC-

evoked and current-clamp evoked (CC-evoked) responses (Fig. 2.3,2.6,2.8). 

 The maximum EPSP slope was determined as the local maximum in the voltage 

temporal derivative before the local maximum due to the spike upstroke. In cases when 

no local maximum existed, we measured the slope at the time of the global minimum of 

the second derivative before the spike upstroke, which corresponded to when the pre-

potential slope increased the least and occurred just before the spike onset. Discrete 
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temporal derivatives of voltage were calculated using central differences. Data is reported 

as mean ± standard deviation (s.d.).  

2.4.3 EPSC-like shapes 

EPSC-like current waveforms were constructed by specifying their charge, linear rise-

time, plateau duration, and exponential decay time constant. Necessary amplitudes were 

calculated. For the EPSC-like shapes 1-4 (Fig. 2.6), stimuli where presented in order of 

increasing amplitude for each shape separately in the sequence 2, 3, 1, 4. Repetitions were 

looped after all of the shapes and amplitudes were presented. Stimulation from different 

baseline potentials was delivered in adjacent recording segments. Systematically varied 

EPSC-like shapes (see Fig. 2.7-2.8) were presented with nested loops: the outer loop was 

for rise-times 0.1 - 1.5 ms in steps of 0.1 ms; the next loop was for charges 100 - 700 fC 

in steps of 100 fC; the inner loop was for plateau durations 0 - 5 ms in steps of 0.5 ms. 

Stimuli were delivered at 10 Hz. 

2.4.4 Two-compartment model 

We averaged the initial voltage responses to small subthreshold depolarizing current steps 

and fitted them to the peak (first 3 to 10 ms, which depended upon the baseline 

potential) with a double exponential curve: 

  / /

0( ) ( ) fast slow
t t

fast a slowf t V I R R e R e
       (2.1) 

where I is the difference between the injected current and the holding current, Ra is the 

access resistance measured in voltage-clamp, and V0 is the voltage of the fit function at 

steady-state (e.g., Fig. 2.4E). This provided two time constants, fast and slow, with the 

corresponding resistances Rfast + Ra and Rslow, respectively. The values for fast, slow, Rfast, 

and Rslow ranged between 0.07 - 0.4 ms, 0.7 - 4.0 ms, 40 - 120 MΩ, and 220 - 470 MΩ, 

respectively, depending on the recording. Within those ranges, larger values were found 

when Vbase was more hyperpolarized. These values were used to construct an electrical 

circuit composed of 2 compartments, characterized by 3 resistances: R1, R2, and Raxial; 

and 2 capacitances: C1 and C2 (Fig. 2.7B). Raxial is the resistance connecting the 2 

compartments. The electrode is connected to compartment 1. The membrane potentials 

at each compartment are described by the following system of ordinary differential 

equations: 
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where Vbase was the measured average over 1 ms before stimulus onset, and I(t) is the 

difference between the injected current and the holding current at time t. Vi is the voltage 

at compartment i. φ1(V) and φ2(V) are here both 0 and will be used later. Differential 

equations were solved with a 9th order explicit Runge-Kutta scheme implemented in the 

method NDSolve in Mathematica 7.0.1. 

 An infinite number of two-compartment circuits can reproduce the double-

exponential voltage response measured at the bouton because there are 4 measured 

parameters and 5 defining the circuit. To estimate the range of possible membrane 

potentials at the 2nd compartment, three scenarios were considered (see Fig. 2.9C). In 

the first, most conservative scenario (used for Fig. 2.7,2.8), we assumed that the specific 

membrane resistance and capacitance are the same in both compartments. Then R1C1 = 

R2C2 = slow and the amplitude of the slow component response is the same in both 

compartments. In the second scenario we assumed R2 to be infinity (Mennerick et al., 

1995). In this case, no current flows to the second compartment at steady state, which 

results in no voltage difference between the 2 compartments. In the third scenario, we 

assumed R1 to be infinity, which results in the largest voltage difference between the 2 

compartments at steady state. For these 3 scenarios, the compartment parameters were 

deduced analytically from the measured fast, slow, Rfast, and Rslow. In all 3 scenarios: 

 
1 fast slowC A   (2.3) 

where 
slow fast fast slowA R R     . 

For the first scenario (R1C1 = R2C2): 
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where 
slow fast    . 

For the second scenario (R2 → ): 
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For the third scenario (R1 → ): 
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where 2 2

slow fast fast slowB R R     . 

 SGN voltage responses did not appear entirely linear, but the responses to 5 - 20 

pA steps were most linear from Vbase = -95 ± 5 mV, so results in the text for fast, slow, 

Rfast, Rslow, and the solutions for the two-compartment circuit were based upon those 

responses, assuming the first scenario (above). Using voltage-clamp traces, the two-

compartment model provided an estimate of Ra (Pandey and White, 2002). This estimate 

(34 ± 6 MΩ; n = 8) was insignificantly smaller than the estimate based upon 

measurement using a one-compartment model of the data (Table 2.1). 

2.4.5 Leaky integrate and fire models 

First, we considered the leaky integrate-and-fire neuron model (LIF; (Lapicque, 1907; 

Stein, 1967; Knight, 1972)). The evolution of the voltage is passive, as described in 

equation (2.2) with φ1(V) = φ2(V) = 0. A spike is emitted with a fixed delay D after the 

membrane potential Vi(t) reached threshold VTh. To approximate effects of the time-

course of voltage-gated Na+ channel activation, we also considered the exponential leaky 

integrate-and-fire neuron model (EIF; (Fourcaud-Trocmé et al., 2003). The evolution of 

the potential is given in (2.2) with φi(V) = ΔT ∙exp((V-VT)/ΔT) in the active 

compartment, and φi(V) = 0 in the passive compartment. VT is the maximum steady-

state voltage at which the active compartment can remain without spiking in the presence 

of a constant injected current, and ΔT is the spike slope factor which characterizes the 

sharpness of spike initiation (i.e. the voltage range over which Na+ channels activate). 

Due to the supralinear function φi(V), the membrane potential diverges to infinity in a 

finite time once enough current is injected. A spike occurs with a fixed delay D after the 

membrane potential Vi(t) reached VT + 10∙ΔT in the active compartment. For ΔT = 0 

mV, the EIF model reduces to the LIF. For the LIF, the voltage at the first compartment 

is always higher than the voltage as the second, because the current is injected in the first 

compartment. Therefore having the spike generator only in the first compartment is 

equivalent to having it in both, if one assumes the same threshold voltage VTh in both 

compartments. For the EIF, having the spike generator only in the first compartment 

would imply that only the first compartment is active, which is an unreasonable 
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assumption. Therefore we added the LIF or EIF mechanism to either the 2nd or both 

compartments. 

 For each cell from a particular baseline potential, in the LIF model the only free 

parameter to assign was threshold VTh. For the EIF, there were two parameters: VT and 

ΔT. We determined these parameters so that the models gave the best predictions of the 

data, in terms of both spike occurrence and latency. Using the voltage responses to 

hundreds of different EPSC-like stimuli, we calculated the “raw” latencies (Ri) to 

threshold potential VTh (for the LIF) or to VT + 10∙ΔT (for the EIF). Then, for the n 

spikes predicted by the model and existing in the recording, we calculated the rms latency 

prediction error δL: 

 2

1

1
( )

n

i i

i

L L P
n




   (2.7) 

where Li are the measured latencies and Pi are the predicted latencies, defined as Pi = Ri 

+ D (see Fig. 2.7C,D). D is the fixed delay we added to all the “raw” latencies Ri to 

obtain the predicted latencies Pi so that the mean prediction error was zero: 

 
1 1

1 1
  0 
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D L R L P
n n 

       (2.8) 

With the spike generator in the second compartment, D ranged from 0.0 to 0.27 ms for 

the LIF and from -0.11 to 0.10 ms for the EIF. D was determined to minimize the mean 

δL for each cell-Vbase combination. In some cases a negative value was found for D 

because the actual spike onset occurred before the voltage in the EIF model reached VT 

+ 10∙ΔT. We also calculated the fraction of correctly-predicted spike occurrences, F, equal 

to 1 – (E+M)/N, where E is the number of extra spikes predicted by the model, M is the 

number of missed spikes, and N is the total number of stimuli. 

 To find the best VTh for the LIF model, we calculated F and δL at 0.1 mV steps 

for VTh between Vbase and Vbase + 50 mV. To find the best VT and ΔT for the EIF model, 

we calculated F and δL at 0.1 mV steps for VT between VTh - 5mV and VTh + 5 mV, and 

for ΔT between 0 and 5 mV. Percent improvement was calculated as 100 · [1 - 

δL(model1) / δL(model2)], then compared against zero. Statistical significance was 

assessed with the Z-test. 
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3 The synaptic ribbon as a Brownian conveyor trap 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 
 
 
 
 

Short summary 

In chapter 2 we quantitatively showed how spiral ganglion neurons were 

specialized to precisely read out the timing of nearly every neurotransmitter 

release coming from the inner hair cell ribbon synapses. However, even 

though EPSCs can have very large amplitudes (up to 800 pA), they cannot 

elicit more than one spike in the spiral ganglion neurons due to the neuron’s 

phasic excitability. Thus, when spiral ganglion neurons have steady state firing 

rate of up to 400 Hz, at least 400 vesicles exocytose per second from one 

single ribbon synapse. This imposes an extremely high demand on the vesicle 

cycle and especially on vesicle ready releasable pool replenishment. In this 

chapter we simulated vesicle diffusion on the synaptic ribbon. We proposed a 

mechanism by which the ribbon’s presence might facilitate very high vesicle 

replenishment rates and thus enhance the synapse’s coding capability.  
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3.1 Introduction 

Chemical synapses are specialized secretion machineries that form the basis of neuron-to-

neuron communications. Many processes require cooperation to turn this secretion 

machinery into a reliable information transmission device (Haucke et al., 2011). First 

vesicles have to be produced and filled with neurotransmitter, the signaling molecule that 

will bind to the postsynapse and trigger an electrical current. Second, vesicles have to 

approach the right place of exocytosis, right opposite the postsynaptic receptor cluster. 

Finally vesicles have to be secreted at the right moment, as timing is one of the key 

elements of neural communication. In this study, we are going to address the second step 

mentioned above. 

During strong sustained exocytosis, high demands are imposed on each step of 

the vesicle cycle (Neher, 2010). In particular, vesicle transport logistics must be very 

efficient so that enough vesicles reach the synaptic active zone (AZ) – the location of the 

vesicle release sites. The AZ has three main constituents (Zhai and Bellen, 2004): the cell 

membrane, the cytomatrix inside the cell membrane where vesicles dock and electron-

dense structures projecting into the cytoplasm which tether vesicles. The size and shape 

of the electron-dense structures determine the number of vesicles maintained near the 

AZ and seem to be correlated with the exocytosis demands of a particular synapse. For 

example, sensory cells in the ear and in the eye, that exocytose vesicles continuously, have 

very extended electro-dense structures: synaptic ribbons (Matthews and Fuchs, 2010). 

Even though ribbons allow the storage of a large number of vesicles, it is not clear yet 

whether such a storage enables vesicles to access the AZ faster, in comparison for 

example to a ribbon-less synapse filled with vesicles. In fact, vesicle tethering to the 

ribbon might significantly decrease vesicle mobility and hinder fast replenishment rates. 

Using realistic simulations of vesicle diffusion on the ribbon surface, we found that 

the ribbon might actually accelerate vesicle arrival to the AZ: by functioning as a 

“Brownian conveyor trap”. The ribbon tethers vesicles on its surface and thus establishes 

a high lateral pressure in the vesicle arrangement. As soon as a vesicle is exocytosed and 

frees a space, the thermal pressure due to the Brownian motion of vesicles pushes 

vesicles toward the release sites.  In particular, we found that replenishment rates increase 

exponentially with vesicle packing density. Thus an electron-dense structure as the 

synaptic ribbon might not only store a halo of vesicles close to the AZ, but also provide 

the means for accelerated replenishment of the release sites.  
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3.2 Results 

3.2.1 Model of vesicle diffusing on the ribbon surface 

The synaptic ribbon might equip ribbon synapses with the ability to sustain prodigiously 

high exocytosis rates (Matthews and Fuchs, 2010). It remains however debated if the 

ribbon does indeed fulfill such a role (Jackman et al., 2009), and if it does, through which 

mechanism (Parsons and Sterling, 2003). As vesicles are assumed to access the AZ release 

sites mainly via movement on the ribbon surface (Zenisek et al., 2000; Holt et al., 2004; 

LoGiudice and Matthews, 2009), to better understand the mechanisms replenishment of 

the vesicle ready releasable pool (RRP), we modeled the Brownian motion of vesicles 

tethered to the ribbon (Fig. 3.1a-c, Methods). The impact of ribbon tethering on vesicle 

mobility is not well understood - depending on the tethering force properties, vesicle 

motion might or might not be slowed down. We assumed the vesicle diffusion coefficient 

(D = 50 nm2/ms for a 40 nm diameter vesicle) 10 times smaller than predicted for the 

cytoplasm (500 nm2/ms) (Luby-Phelps et al., 1987), as a conservative estimate. In the 

first model, vesicles diffused vertically in a one-dimensional column of 300 nm high, 

perpendicular to the AZ (Fig. 3.1a, 1D model). This model would apply if vesicle motion 

was restricted to vertical tracks on the ribbon surface. In a second model, vesicle moved 

on a two-dimensional cylindrical surface of 300 nm high and 500 nm circumference, 

representing the entire ribbon surface (Fig. 3.1b, 2D model)(Cichocki and Hinsen, 1990). 

Forces at the top and bottom boundaries constrained vesicles to stay inside the 

simulation volume. 

3.2.2 High vesicle packing density immobilize vesicles 

We first studied how the vesicle packing density φ on the ribbon surface affects vesicle 

mobility, when observed over different time intervals (Fig. 3.2a-b). In the synapse, 

vesicle densities on the ribbon could be set by the concentration of vesicles in the 

cytoplasm as well as by the “stickiness” of the ribbon tethers. Vesicle mobility was 

assessed with the apparent diffusion coefficient Dapp. At very short observation intervals 

(0.01 ms), vesicles moved almost freely (Dapp ≈ D); over longer time intervals (up to 10 

ms) however, vesicles in high packing density (φ2D ≈ 60 %) appeared practically 

immobile: they fluctuated locally, but were trapped in a quasi-crystallized arrangement. 

These results are consisted with previous predictions (Cichocki and Hinsen, 1990) 

(Gaffield et al., 2006). In absence of synapse stimulation, the vesicle packing on the 

ribbon is extremely high (φ2D ≈ 80 %) (Lenzi et al., 2002), approaching the theoretical 
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limit of 90% (hexagonal packing). But it could decrease to φ2D ≈ 40 % during strong 

stimulation. In summary, vesicle crowding is a critical determinant of vesicle mobility. 

 

 

Figure 3.1: Simulation scheme 
(a) scheme of the one-dimensional 
simulation column. 
(b) scheme of the two-dimensional 
simulation cylinder.  
(c) vesicles diffuse without 
overlapping. 
(d) vesicles are released with a 

rate αExo when closer than 15 nm 
to the active zone (AZ). The 
exocytosis reaction could occur 
when a vesicle approached the 
AZ by closer than 15 nm. 
Exocytosis resulted in vesicle 
disappearance from the simulation 
volume. 

 

 

 
Figure 3.2: Mobility of vesicles in the absence of release 

(a) apparent diffusion coefficient Dapp. measured using Dapp. = < δx
2 > / (2 d δt), where d is 

the number of dimension of the system, δx is the displacement performed over a measurement 

time δt and  < . > is the averaging over displacements, vesicles and simulations. Here for the 
2D simulation volume. For high packing densities and long measurements intervals vesicles 
appear virtually immobile. 
(b) same as in (e), for both 1D and 2D simulations volumes, for measurement times 0.01, 0.1, 

1 and 10 ms. The 1D vesicle packing density φ1D was calculated as the space taken by the 

sum of vesicles diameters divided by the height of the space. The conversion from φ1D to φ2D 
was done assuming that the 1D column in 50 nm wide. 
The forces on the top and the bottom of the simulation were 10 pN. Vesicles where placed 
randomly in the simulation volume and given 100 ms to equilibrate. 
For 1D we used simulations of 200 to 1000 s duration, depending on the packing density. For 
2D, we used simulations of 30 to 2000 s. 

3.2.3 High vesicle packing on the synaptic ribbon enables efficient vesicle 

replenishment 

Next, to examine the consequences of vesicle crowding on RRP (ready releasable pool) 

replenishment, we set a very high vesicle exocytosis rate (αExo = 100 ms-1) at the AZ. As a 
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result RRP replenishment was the rate-liming step of the vesicle cycle and the resulting 

exocytosis rates were used to compute replenishment rates. Vesicle exocytosis, leading to 

its disappearance from the simulation volume, could occur only when the vesicle 

approached the AZ by less than 15 nm. (Fig. 3.1d). A steady packing density was 

maintained by adding vesicles at the top of the ribbon, representing capturing of cytosolic 

vesicles. Adding vesicles at other locations on the ribbon would further accelerate RRP 

replenishment. Histograms in Fig. 3.3a,b show that inter-exocytosis-intervals are 

essentially exponentially distributed, indicating a Poisson process. In 1D a refractory 

period is present, due to the finite diffusion time a vesicle need to reach the AZ, 

following the exocytosis of a preceding vesicle. 

Replenishment rates and mean vesicle top-down velocities increased exponentially 

with packing density (Fig. 3.3c,d), demonstrating a crucial role of high vesicle packing 

for efficient replenishment. Replenishment rates in contrast would increase only linearly 

with the diffusion coefficient D. In fact, the mean square displacement <δx2> = 2 d D δt, 

where d is the number of system’s dimensions and δt is the time interval. Thus doubling 

the diffusion coefficient would make the system behave twice faster. Replenishment rates 

were insensitive to the mechanism through which a mean vesicle packing density was 

achieved (Fig. 3.3c, crosses: vesicles were added to the simulation volume as soon as a 

fixed volume on the top of the simulation volume was vesicle-free). The rates of 

replenishment per release site (40 – 200 Hz) for packing densities between 40 and 60 % 

were consistent with the range of maximum possible replenishment rates found at ribbon 

synapses (70 Hz, (Pangrsic et al., 2010)). During such massive exocytosis, vesicles would 

move down at mean velocities up to 10 nm/ms. The whole vesicle pool of a 200 nm 

height ribbon would then be exocytosed in about 20 ms, as suggested by (Edmonds et al., 

2004). 

In conclusion, although a strong vesicle crowding on the synaptic ribbon leaves 

vesicles virtually immobile in absence of release, during vesicle release it can enable 

ultrafast vesicle movement towards the AZ. This suggest a general function of the ribbon 

as a “Brownian conveyor trap”: the tethers trap vesicles on the ribbon surface, generating 

a high self-organized lateral thermal pressure, which pushes vesicles to the AZ and 

enables rapid replenishment of the release sites. 
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Figure 3.3: Impact of vesicle crowding on vesicle replenishment rates 

(a),(b) Inter-exocytosis intervals per release slot by fixing αexo = 100 kHz, estimating the inter-
replenishment intervals per release slots. To get the measures per slot in 2D, we multiplied all 
the intervals by 10, assuming 10 slots in total in the 500 nm circumference cylinder (50 nm 
per a 40 nm diameter vesicle). In 2D, the distribution is exponential, consistent with a Poisson 
process. In 1D, a dead time is present, due to the finite diffusion time necessary to access the 
AZ following the exocytosis of a preceding vesicle. 
(c) Replenishment rates per release slot increase exponentially with vesicle packing density in 
1D as well as in 2D (note the logarithmic y axis). Points: vesicle packing density was 
controlled globally by adding a new vesicle on the top of the simulation space as soon as the 
packing density decreased below a fixed value. Crosses: a vesicle was added at the top of the 
simulation volume as soon as no vesicle was present in a band of height B (40, 20, 10 nm in 
1D and 20, 10, 5 nm in 2D) at the top of the simulation volume, and reported the 
replenishment rates as a function of the resulting mean vesicle density. The virtual overlap of 
these two methods of controlling vesicle density indicates that the global behavior of the 
system is insensitive to the way a mean packing density is achieved. 
(d) Mean vesicle top-down velocities increase exponentially with vesicle packing density in 1D 
as well as in 2D.  
in 1D: 20100 exocytosis events, in 2D 5100 events, from which the first 100 were ignored, to 
have no transient effects on the distribution. The simulation started with an empty simulation 
space and the vesicle pool was refilled with a maximum rate of 10 kHz to maintain the 
relevant packing density.  
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3.3 Discussion 

The advantage of ribbon’s presence for synaptic transmission in graded membrane 

potential sensory cells is not fully understood (Matthews and Fuchs, 2010). Does it catch 

vesicles from the cytosol to accelerate their arrival to the AZ, or does it trap them to 

hinder their access to the AZ (Jackman et al., 2009)? Does it enable a large number of 

release sites (Khimich et al., 2005; Buran et al., 2010; Frank et al., 2010) or play a role in 

priming (Snellman et al., 2011)? More specifically, the motion of vesicles tethered to the 

ribbon surface is experimentally barely accessible and not well characterized. How does 

vesicle tethering and sticking to the ribbon influence vesicle movement, in comparison to 

free diffusion in the cytoplasm? Depending on the property (i.e. viscosity) of the force, 

which tethers the vesicles to the ribbon, vesicle motion is not necessarily slowed down. 

An electrostatic force, for example, can restrict the movement of objects to a plane 

without decelerating them. Here, we showed that regardless of whether vesicles are 

decelerated on the ribbon surface or not, their crowding plays a crucial role in creating a 

lateral pressure to push vesicles toward the AZ. Thus the binding energy of vesicles to 

the ribbon enables a self-organized pressure pushing vesicles down to the membrane, 

which could permit rapid replenishment of the RRP. We therefore suggest that the 

ribbon, in addition to maintaining a halo of vesicles at the active zone, might play the role 

of a “Brownian conveyor trap”. This would be crucial especially during strong 

stimulation and fast replenishment, when a high vesicle concentration near the release 

sites would be harder to maintain than in a ribbon-less space. The difference of 

replenishment efficient with and without a ribbon still remains to be investigated 

quantitatively. Also, it still needs to be understood how this result could apply to 

synapses with other electron-dense structures at the active zone (e.g., T-bars (Kittel et al., 

2006)) and what could be the advantages of the exact ribbon form: for example rather 

spherical in hair cells or rather ribbon-line in photoreceptors. 
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3.4 Methods 

To examine vesicle replenishment, we simulated the behavior of vesicles on the synaptic 

ribbon surface at the active zone (AZ). This incorporated their Brownian motion in a 

defined one-dimensional (1D) or two-dimensional (2D) geometry, their exocytosis and 

replenishment. For diffusion we used a Langevin equation approach. It included 

stochastic forces driving diffusion and deterministic forces, which repelled vesicles from 

each other and from the boundaries. One type of reaction could occur: exocytosis. In 

addition refilling of the vesicles pool maintained a constant vesicle packing density.  

At each simulations time step, the order of processes was the following: 

replenishment, exocytosis and diffusion. 

3.4.1 Simulation volume, and vesicle pool replenishment 

Simulations volumes represented either a 1D column on the ribbon or the whole 2D 

ribbon surface (Fig. 3.1a,b). In 1D, vesicle centers moved on a line with a height H = 

300 nm. In 2D, vesicle centers moved on the surface of as cylinder with a perimeter P = 

500 nm and height H = 300 nm. The active zone always refers to the bottom of the 

simulation volume. Simulations were initialized with 0 vesicles in the simulation volume. 

A constant vesicle packing density φ was set and maintained by adding vesicles to 

the simulations volume, modeling trapping of vesicles by the ribbon. The vesicle packing 

density was defined as φ = F/T, where T is the total simulation volume and F is the 

volume filled by vesicles. In 1D, T = H, and F is the sum of the diameters of the vesicles 

present in the simulation, 
1
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

  , where Ri is the radius of vesicle i and n is the 

number of vesicles in the simulation volume. In 2D, T = H·P and F is the sum the 

surfaces of the maximal vesicle cross-sections in the volume, 
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 . As soon as φ 

decreased below a fixed φ0 (i.e., φ < φ0), a new vesicle was added and placed above the 

simulation volume, with its center Z = H + 20 nm. In 2D, the horizontal coordinate X 

was chosen randomly among 10 predefined positions. Due to forces at the upper volume 

boundary, the vesicles were pushed inside the simulation volume. The theoretical 

maximum packing density in 2D is φ2D ≈ 90% (hexagonal packing).  
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3.4.2 Brownian motion of vesicles 

To simulate vesicle movement, we used an “overdamped” Langevin equation, i.e. a first 

order stochastic differential equation. In this simplified “position” Langevin equation 

(Allen and Tildesley, 1989), the evolution equation for a vesicle i, subject to deterministic 

and stochastic forces is: 
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 
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where ( )kx t  is the position of the vesicle k at time t, Rk its radius, Dk its diffusion 

coefficient, ( , , , )k k l lF x R x R  the force of vesicle k on vesicle l, ( , )B k kF x R the force 

acting of vesicle k due to the simulation boundaries, kB is the Boltzmann constant and T 

the absolute temperature (295 K = 22 °C used). ( )i t  is a zero-mean Gaussian white 

noise satisfying the auto-correlation relation 1 2 1 2( ) ( )   ( )i j ijt t d t t      , where ( )t

is the Dirac function, δij is the Kronecker delta and d the number of dimensions in the 

system. 

 We didn’t consider the evolution of the velocities, as we were interested in time 

scales significantly longer than the time constant of the velocity auto-correlation function 

decay τi = mi/ζi ≈ 10-11 s = 0.01 ns, where ζi the drag coefficient due to the surrounding 

medium, mi is the mass of the vesicle (Allen and Tildesley, 1989). The following 

consideration shows that this approximation is well justified for our system. The Stokes 

formula for small Reynolds number and spherical objects is: 

 6i iR    (3.2) 

where η the viscosity of the medium. We can rewrite τi as: 

 3 24
6 2 9

3
i i i i i im R r R           (3.3) 

where ρ is the density of a vesicle, which is well approximated by the density of water (ρ 

= 1 kg / m3)(Takamori et al., 2006). For a rough estimation of τ, we took the viscosity of 

water η = 1 mPa s (viscosity of water at 22°C  ~1 mPa s, the cytoplasm has higher 

viscosity and is non-Newtonian). With these values τ = 2.2 * 10-11 s. 

We simulated these equations using the Heun algorithm (Paul and Yoon, 1995), 

also called stochastic 2nd order Runge-Kutta (Honeycutt, 1992) with a time step δt = 10 

μs. 
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3.4.3 The diffusion coefficient 

The Einstein-Stokes equation gives us the diffusion coefficient for a spherical object of 

radium R as a function of temperature, viscosity η of a medium: 

 
6
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k T
D

R 
  (3.4) 

Thus, the predicted diffusion coefficient of a 20 nm radius vesicle in water is around 

10800 nm2/ms. Due to the higher viscosity of the cytoplasm, its probable non-

Newtonian nature and the crowding due to the presence of other macromolecules (Luby-

Phelps et al., 1987; Luby-Phelps, 2000), the free diffusion coefficient of a 20 nm radius 

vesicle is expected to be around 500 nm2/ms. The impact of ribbon tethering on vesicle 

mobility is not well understood - depending on the tethering force properties, vesicle 

motion might or might not be slowed down. We assumed the vesicle diffusion coefficient 

(D = 50 nm2/ms for a 40 nm diameter vesicle) 10 times smaller than predicted for the 

cytoplasm. Measurements of the diffusion of vesicles in ribbon synaptic terminals 

indicated values from 10 or 30 nm2/ms (Holt et al., 2004) to 110 nm2/ms (Rea et al., 

2004). These apparent diffusion coefficients are smaller than the expected free diffusion 

coefficient partly because of vesicle packing (Cichocki and Hinsen, 1990; Gaffield et al., 

2006).  

For a vesicle, the mean square root displacement was 1 nm in a given direction 

according to 2 2x D t  . The total mean square displacement is 2 2x d D t  , where 

d is the dimensionality of the system. 

The apparent diffusion coefficient Dapp was measured according to Dapp. = < δx2 > 

/ (2 d δt), where d is the number of dimension of the system, δx is the displacement 

performed over a measurement time δt and < . > is the averaging over displacements, 

vesicles and simulations.  

3.4.4 Vesicle repulsion forces  

We modeled the elastic repulsive forces between vesicles, so that they do not overlap 

and, if they do, rapidly repel each other. The force of a vesicle j on a vesicle i was: 

  ( , , , )
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j j i i V i j i j

i j

x x
F x R x R F S x x R R

x x


     


 (3.5) 

with CV = 20 pN and where kx  and Rk are the position and the radius of a vesicle k, 

respectively. S(d) is a sigmoid function: 
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with Δx = 1 nm. For a point positioned at the border of a force field F, the mean 

penetration depth due to random diffusion into the force field is given by kB T / F. At 

room temperature and for a force of 20 pN, this is only 0.2 nm. Thus for two vesicles 

diffusing randomly, they will hardly overlap, as already when touching, the force they 

exert on each other is FV / 2 = 10 pN. If a diffusing vesicle penetrated by a distance d 

into the force field, the average time to diffuse out is: d / v0 = d ·kB ·T / (F ·D), where v0 

is the steady state velocity resulting from the force. Thus for two 20 nm radius vesicles 

completely overlapping, and for a diffusion coefficient of 50 nm2/ms, only after 41 μs 

the vesicles will be apart.  

In AFM experiments, vesicles were shown to be less stiff during small 

deformation, with a stiffness of around 0.2 pN/nm (Awizio et al., 2007). In the linear 

regime a deformation of 10 nm would thus produce a force of only 2 pN. But for larger 

deformation the force increased up to 400 pN. We chose the force to grow only up to 20 

pN and to achieve numerical stability in the simulations. The forces were independent of 

the vesicle.  

3.4.5 Boundary repulsion 

We modeled boundary forces so that vesicles stay inside the defined simulation 

volume. Let 1 be the coordinate perpendicular to the synaptic membrane and 
1ê  its 

unitary vector oriented towards the cytoplasm. The boundary force acting on a vesicle i is 

defined as: 

 1 1 1 1ˆ ˆ( , ) ( ) ( )i i B i i B i iF x R F S x R e F S H x R e      (3.7) 

with H being the simulation volume height, FB = 10 pN. 
 

3.4.6 Exocytosis 

The exocytosis reaction: 

 Vesicle Membrane MembraneExo
 

 
(3.8)

 
could happen when the vesicle membrane was closer than 15 nm from the active zone 

surface. When it was the case, a random number was drawn and if it was smaller than the 

probability pExo = δt αExo, where δt is the simulation time step, exocytosis occurred. For 
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the simulation time step used, this probability was always much smaller than 1. After 

exocytosis, the vesicle was removed from the simulation volume. 

3.4.7 Parameters summary used for simulations 

Parameter Value and remarks 

Simulation volumes 1D: height H = 300 nm, referred as the Z direction 

2D: height H= 300 nm, referred as the Z direction, perimeter P = 

500 nm, referred as the X direction. 

Vesicle radius 20 nm. 

Diffusion coefficient 50 nm2/ms for a 20 nm radius vesicles.  

Time step δt 0.01 ms. 

Replenishment of the vesicle 

pool 

Maximum rate of 10 kHz, so that a minimum filling fraction φ0 of the 

volume is maintained. New vesicles are placed directly above the 

simulation volume. The X position is chosen randomly among 10 

positions in the 2D case 

 

Simulations were performed in C++ and analyzed in Mathematica (Wolfram 

Research). Random number generator from (Press et al., 2007). 
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4 Release at ribbon synapses: multiquantal, uniquantal or 

subquantal? 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Short summary 

In chapter 2 we studied how spiral ganglion neurons can precisely encode the 

timing of almost every neurotransmitter release coming from the inner hair 

cell ribbon synapses. Such an accurate read out was possible thanks to the 

extremely large EPSC amplitudes (up to 800 pA). The EPSC giant size was 

explained a decade ago by the simultaneous release of multiple 

neurotransmitter quanta. Later, multiquantal release was also observed at 

other ribbon synapses. In this chapter we investigated, by using modeling, the 

potential mechanisms underlying multiquantal release. In addition, we 

proposed an alternative interpretation of the electrophysiological data. 
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4.0 Abstract 

The notion of synchronized multiquantal release (MQR) has driven research on ribbon 

synapses for a decade (Glowatzki and Fuchs, 2002; Singer et al., 2004; Suryanarayanan 

and Slaughter, 2006; Keen and Hudspeth, 2006; Goutman and Glowatzki, 2007; Neef et 

al., 2007; Matthews and Sterling, 2008; Li et al., 2009; Andor-Ardó et al., 2010; Grant et 

al., 2010). Despite numerous experimental studies, it remains however unclear how the 

release of multiple neurotransmitter quanta is synchronously without presynaptic spiking. 

Using biophysical modeling, we determined the constraints that must be fulfilled by two 

alternative candidate mechanisms: (1) Ca2+ coordinated exocytosis of multiple vesicles, 

(2) vesicle-to-vesicle (homotypic) fusion prior to exocytosis in order to account for 

MQR. The coordinated exocytosis model could account for MQR only at very high Ca2+ 

concentrations and in a limited range of Ca2+ channel open times. For the homotypic 

fusion model, to avoid the emergence of unrealistically large vesicles, homotypic fusion 

rates had to decrease with vesicle quantal content. Additionally, to account for the 

absence of large vesicles in EM experiments, exocytosis rates should increase with vesicle 

quantal content. The difficulties to implement either of these mechanisms led us to 

question the concept of MQR at ribbon synapses. Our modeling suggests that uniquantal 

release with fusion pore flickering is a plausible alternative explanation for the amplitude 

and kinetic heterogeneity of postsynaptic currents. 
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4.1 Introduction 

At the presynaptic active zone (AZ), Ca2+ ions entering through voltage-dependent Ca2+ 

channels trigger the fusion of docked vesicles to the plasma membrane. While the classic 

view holds that vesicles exocytose independently from each other (del Castillo and Katz, 

1954), a presynaptic action potential can coordinate the release of multiple vesicles 

(multiquantal release: MQR) at a single active zone (AZ) (Wadiche and Jahr, 2001). 

Surprisingly, ribbon synapses (Fig. 4.1a), even at fixed potential membrane potential, 

seem to also exhibit multiquantal release (MQR) - the release of several neurotransmitter 

quanta synchronized to a fraction of a millisecond (Matthews and Fuchs, 2010). With 

Ca2+ nanodomain control of exocytosis (Brandt et al., 2005; Jarsky et al., 2010), it is 

conceivable that a shared Ca2+ domain around an open Ca2+ channel synchronizes the 

exocytosis of multiple vesicles (Fig. 4.1b) (Glowatzki and Fuchs, 2002; Singer et al., 

2004). Alternatively, homotypic fusion and subsequent exocytosis of compound vesicles 

(Pickett and Edwardson, 2006; He et al., 2009) might underlie MQR (Fig. 4.1c) 

(Edmonds et al., 2004; Matthews and Sterling, 2008). 

Characterizing the mode of exocytosis at these sensory synapses is crucial to 

understand their information transmission and coding capabilities. However, it has so far 

remained challenging if not impossible to experimentally distinguish between these two 

alternative candidate mechanisms for MQR in ribbon synapses. This is because of (i) the 

lack of time resolution of imaging techniques such as electron microscopy, which makes 

it difficult to distinction of exocytic from endocytic compounds organelles (Lenzi et al., 

2002; Matthews and Sterling, 2008), (ii) the limited spatiotemporal resolution of 

functional light microscopical imaging (Zenisek et al., 2000), and (iii) the limitation 

electrophysiological techniques to discriminate tightly synchronized fusion of multiple 

vesicles from the fusion of large compounds (Glowatzki and Fuchs, 2002; Neef et al., 

2007; Grant et al., 2010). 
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Figure 4.1: Multiquantal release (MQR) at ribbon synapses and its candidate 

mechanisms. 
(a) Scheme of the synaptic connection of a ribbon synapse. Ribbon synapses are highly 
specialized and transmit sensory information in the ear and the eye with high precision and 
reliability (Nouvian et al., 2006; Matthews and Fuchs, 2010). They are driven by a graded 
membrane potential and are distinguished by the presence of a presynaptic electron dense 
body - the ribbon, to which vesicles tether. The entry of Ca2+ through Ca2+ channels triggers 
the exocytosis of docked vesicles via activation of the Ca2+ sensor(s) of fusion. The vesicles 
release their neurotransmitter content into the synaptic cleft. Neurotransmitter molecules bind to 
the AMPA receptors on the postsynaptic neuron and trigger their opening. This generates 
excitatory postsynaptic currents (EPSC), which can be recorded by patch-clamp. Channels are 
not drawn to scale. Open Ca2+ channels are depicted in light green, closed ones are in dark 
green. 
(b) Scheme of Ca2+-coordinated exocytosis. On the left, the opening of a Ca2+ channel (light 
green) elicits the entry of Ca2+ (green dots) and by binding to the Ca2+ sensor (yellow) triggers 
the release of 3 nearby docked vesicles. On the right, vesicles fuse with the plasma membrane 
at slightly different times. Such a multivesicular event would cause an EPSC three times the 
amplitude of a miniature (uniquantal) EPSC. 
(c) Scheme of homotypic fusion of synaptic vesicles. Ca2+ channels open and close 
stochastically. The homotypic fusion of two vesicles (left) creates a larger compound (middle), 
which then fuses with the plasma membrane (right). This event would generate an EPSC twice 
the size of a mini EPSC. 
I thank Linda Hsu for the design of this figure. 
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Whereas experimental techniques have been pushed close to their current limits, 

theoretical approaches were rarely utilized. Here, using biophysical modeling, we 

examined the fundamental principles and constrains governing (1) coordinated release by 

a common, pulsed Ca2+ signal and (2) homotypic vesicle fusion dynamics on the synaptic 

ribbon. We determined the biophysical conditions that need to be satisfied by these two 

candidate mechanisms for MQR at ribbon synapses can reproduce experimental 

observations in three systems where MQR has been characterized: the afferent synapses 

of the rat inner hair cells (IHC) (Glowatzki and Fuchs, 2002; Grant et al., 2010), the 

afferent synapses of the frog amphibian papilla hair cells (frog HC) (Keen and Hudspeth, 

2006; Li et al., 2009) and the synapses of the retinal rod bipolar cell (RBC) onto amacrine 

II cells (Singer et al., 2004; Jarsky et al., 2010). 

We modeled Ca2+-coordinated exocytosis of vesicles using quantitative data on 

Ca2+-dependent exocytosis (Schneggenburger and Neher, 2000; Beutner et al., 2001) and 

found that Ca2+ channel open times and peak Ca2+ concentration were the critical 

determinants of release synchronization. MQR could be reproduced only by high peak 

Ca2+ concentrations and in a limited range of channel open times. Using realistic 

simulations of vesicles diffusion, exocytosis and homotypic fusion, we observed that 

homotypic fusion is potentially a self-amplifying process that can create vesicles of 

unlimited size. Ca2+ dependent homotypic fusion however prevented the creation of 

extremely large compounds if homotypic fusion rates decreased with the vesicle quantal 

content. In addition, to account for the absence of large vesicle compounds in EM 

images, exocytosis rates should in contrast increase with vesicle quantal content. 

In view of the difficulty to implement either of the mechanisms biophysically, we 

considered an alternative hypothesis: that large EPSCs result from a complete release of a 

vesicle neurotransmitter content, whereas small (usually considered as uniquantal) EPSCs 

result from short pore flickers. We find that the large EPSCs found in the IHC (mean: 

300-400 pA) and frog HC (100-200 pA) could potentially result from the activation of a 

large glutamate receptor cluster by the neurotransmitter content of a single vesicle. Small 

EPSCs could result from a short fusion pore flicker and fusion pore dynamics could 

account for the heterogeneity of EPSC waveforms. While our study does not rule out any 

of the scenarios, it reveals important constraints for the currently considered scenarios of 

MQR and proposes a hitherto not considered explanation of MQR: uniquantal and 

subquantal release. In addition our study indicates directions for future experiments. 
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System Mature rat IHC 

(monophasics EPSCs) 

(Glowatzki and Fuchs, 2002; 

Grant et al., 2010) 

Amphibian papillae 

HC of adult 

bullfrogs (Li et al., 

2009) 

Rod bipolar cell to AII 

amacrine cells (Singer et 

al., 2004; Jarsky et al., 

2010) 

Average 10-90% rise time of 

multiquantal EPSCs 

0.14 ms (Grant et al., 2009) 0.25 ms 0.3 ms (from, 95% of 

EPSCs) 

Largest event size (in terms of 

number of quanta), NA 

16 (800 pA with 50 pA 

unitary size)  

7 (350 pA with a 

unitary size of 50 pA)  

2 (as reported by the 

binomial dist. with n =2)  

Mean quanta number released 

per event, NR 

7.5 (375 pA as mean in Fig. 

4G of (Grant et al., 2010)) 

2.7 (137 pA as mean 

in Fig. 1B) 

1.64 (given as m in Fig. 6a 

in (Singer et al., 2004)) 

Mean release probability PR 0.47 0.37 0.78 

Coefficient of variation (CV) 

of the quantal content 

distribution  

0.16 < CV < 0.32 (Supplementary Fig. 4.3) 

Skewness of the quantal 

content distribution 

-0.8 < Skewness < 0.2 (Supplementary Fig. 4.3) 

 

Table 4.1: Critical parameters characterizing synchronized MQR in three systems. 
The three systems we considered are the afferent synapses of the rat inner hair cells (IHC) 
(Glowatzki and Fuchs, 2002; Grant et al., 2010), the afferent synapses of the frog amphibian 
papilla hair cells (frog HC) (Keen and Hudspeth, 2006; Li et al., 2009) and the synapses of the 
retinal rod bipolar cell (RBC) onto amacrine II cells (Singer et al., 2004; Jarsky et al., 2010). In 
the rat mature IHC, EPSC kinetics were highly variable, ranging from fast monophasic to slow 
multiphasic EPSCs, we considered the monophasic EPSCs, as they are the most frequent in 
mature animals (Grant et al., 2010) and pose the most stringent criteria for synchronization. 
Average reported values of the critical parameters for MQR. The number of available vesicle 
NA during an isolated Ca2+ pulse was taken as the ratio of the largest observed EPSC 
amplitude to the miniature EPSC (mEPSC) amplitude. The mean release probability PR was 
calculated using binomial statistics neglecting the null events and with the parameters NR and 
NA, by solving equation (4.4). 
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Figure 4.2: Ca2+ pulse concentration and duration determine the synchrony of vesicle 

release in Ca2+-coordinated exocytosis. 
(a) NA = 7 vesicles are located near a closed Ca

2+ channel (red). The Ca2+ channel opens 
(green) for a duration Dpulse and Ca2+ sensors located on the vesicles sense a Ca2+ 
concentration [Ca2+]pulse. In this example, Ca2+ channel opening caused 3 vesicles to fuse and 
release their neurotransmitter content. 
(b) If the same pulse is repeated multiple times, the release asynchrony and the number of 
vesicles released vary. 
(c)-(e) Increasing the Ca2+ pulse concentration (c), increases the maximum release rate and 
decreases the release mean latency and jitter (d). As a result it decreases the release 
asynchrony Tasynch (e). The most probable release time lag is 0 ms. Here using (Beutner et al., 

2001) models with γ = 10 ms-1. 
(f) Decrease of release asynchrony Tasynch with increasing Ca2+ concentration for different 

release models. (HC1-HC3) are the (Beutner et al., 2001) models with the final release rate γ = 
1.7 ms-1, 10 ms-1,  100 ms-1, respectively. (HC1) is the Ca2+ sensor found experimentally in 
(Beutner et al., 2001). (HC2) is used in this work for the IHC and the frog HC. (RBC) is the 

model of (Schneggenburger and Neher, 2000) with γ = 10 ms-1, used for the RBC. The gray 
dashed horizontal lines are the 10-90% EPSC rise times for the three systems considered (Table 
4.1). The intersections of the gray horizontal dashed lines with the release time lag curves 
indicate the minimum Ca2+ concentration [Ca2+]pulse able to reproduce the experimentally 
found release synchrony in each system. 
(g)-(j) Decreasing the Ca2+ pulse duration Dpulse (g) shortens the duration of release (h) and 
thus decreases the release asynchrony Tasynch (i) and the release probability PR (j). (i) and (j): 
Tasynch and PR as a function of Dpulse for 3 different Ca

2+ concentrations for the (HC2) sensor 
and one Ca2+ concentration for the (RBC) sensor. Gray horizontal dashed lines in (i) are as in 
(f). Gray horizontal dashed lines in (j) represent the release probabilities in each of the three 
synapses (Table 4.1). The intersections of the gray horizontal dashed lines to the release 
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probability curves reveal the minimum Dpulse required to reproduce the experimental mean 
number of released vesicles NR per EPSC. Release model as in (f).  

 
 

4.2 Results 

4.2.1 Coordination of vesicle release by Ca2+ nanodomain control of 

exocytosis 

Ribbon synapses exhibit synchronized multiquantal release (MQR), the simultaneous 

release of multiple neurotransmitter quanta without a presynaptic spike (Matthews and 

Fuchs, 2010). At the same time, exocytosis in ribbon synapses is likely governed by Ca2+ 

nanodomains (Brandt et al., 2005; Moser et al., 2006; Goutman and Glowatzki, 2007; 

Jarsky et al., 2010), where the opening of one or few Ca2+ channels can trigger the release 

of a vesicle. Here we examined whether coordinated fusion in response to temporally 

isolated Ca2+ pulses generated by the opening of a single Ca2+ channel could be the 

mechanism underlying MQR for the IHC, for HC and RBC (Table 4.1). 

To investigate the key factors governing synchronization of vesicle exocytosis, we 

first studied to what extend a long (10 ms), temporally isolated, Ca2+ pulse of 

concentration [Ca2+]pulse can coordinate vesicle release (Fig. 4.2a-f, Methods). Using 

established Ca2+-dependent secretion models (Schneggenburger and Neher, 2000; 

Beutner et al., 2001) we calculated the resulting vesicle release rates. Increasing [Ca2+]pulse 

led to larger maximum release rates, to a smaller average release latency and jitter and as a 

consequence to an smaller release asynchrony Tasynch (Fig. 4.2c-f). Tasynch first rapidly 

decreased and then saturated for higher [Ca2+]pulse. The smallest possible Tasynch is 

determined by the Ca2+-independent rate of the final step of the exocytosis process. This 

release jitter is intrinsic to the release process itself and cannot be overcome even by 

further increasing [Ca2+]pulse. Thus the IHC secretion scheme, here applied to both HC 

systems (Beutner et al., 2001) could only synchronize vesicle down to 0.6 ms (Fig. 4.2f, 

(HC1)), due to the slow (γ = 1.7 ms-1) Ca2+-independent last release step. Augmenting 

this last limiting fusion rate γ to 10 ms-1 (Millar et al., 2005) (used in the rest of the work) 

and 100 ms-1 highly enhanced its synchronization capability (Fig. 4.2f, (HC2) and 

(HC3)). The release scheme for the calyx of Held ((Schneggenburger and Neher, 2000) 

with γ set to 10 ms-1) exhibited a higher sensitivity to Ca2+ than observed in hair cells and 

was assumed for the RBC (Fig. 4.2f, (RBC)). 
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For the RBC, [Ca2+]pulse > 60 µM was required to reproduce the synchrony of the 

10-90 % rise time of a multiquantal EPSC. For the frog HC and the IHC even higher 

concentrations (above 200 µM and 400 µM, respectively) were required to match the 

experimentally observed synchrony. Even if the ribbon plays the role of a reflecting 

surface increasing Ca2+ concentration below it, the concentration resulting from the 

opening of a single Ca2+ channel might still be too low to synchronized the fusion of 

multiple vesicles (Roberts, 1994). Thus, long Ca2+ pulses of realistic concentration 

appeared insufficient to account for MQR. 

Shortening the duration Dpulse of the Ca2+ pulse, however, constrained vesicles 

exocytosis times essentially to the interval of the pulse and as a result could decrease the 

release asynchrony down to 0.1 ms (≈ 1/γ, Fig. 4.2g-i), which is smaller than the EPSC 

rise time in any of the three systems. But this also resulted in decreasing the vesicle 

release probability PR, which could impede MQR (Fig. 4.2j, Table 4.1). 

4.2.2 Simulation of Ca2+ coordinated exocytosis suggest a trade of 

efficiency for temporal precision 

The low release asynchrony Tasynch and high release probability PR impose opposing 

requirements on the Ca2+ pulse duration Dpulse in order for the coordinated fusion model 

to reproduce the experimental observations of MQR (Supplementary Fig. 4.2). 

Moreover, as the Ca2+ pulses originate from the opening of a Ca2+ channel, Dpulse is 

expected to be exponentially distributed: Prob(Dpulse) ∝ exp(-Dpulse / τopen), where τopen is the 

mean Ca2+ channel open time. Therefore we systematically studied for which 

combinations of channel mean open time τopen and concentration [Ca2+]pulse this model is 

consistent with experimental observation (called consistency region in the parameter 

space) in terms of the mean number of vesicles released per event 
RN  and the mean 

release asynchrony asynchT  (Methods). We calculated 
RN and asynchT  for ranges of [Ca2+]pulse 

(up to 250 μM) and τopen (0 to 2 ms) . A [Ca2+]pulse of 200 μM is reached at about 18 nm of 

a Ca2+ channel center, assuming mild conditions of Ca2+ buffering (1 mM EGTA) and 

single channel Ca2+ current of 1 pA (calculated using (Naraghi and Neher, 1997)). Closer 

distances, and as a result higher [Ca2+]pulse seem implausible when more than 3 vesicles of 

20 nm radius need to be positioned in the proximity of a Ca2+ channel. We explored the 

range of mean open times τopen reported for CaV1.3 L-type Ca2+ channels (Rodriguez-

Contreras and Yamoah, 2001; Zampini et al., 2010). 
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Figure 4.3: Screening the temporal 

precision and efficiency of Ca2+ 

coordinated release model of MQR 

in terms of [Ca2+]pulse and τOpen. 

Mean number of vesicles released RN

and the release asynchrony asynchT as a 

function of Ca2+ pulse concentration 
[Ca2+]pulse and Ca

2+ channel mean open 

time τOpen. Each row represents the 
coordinated exocytosis model applied to 
a specific system, assuming a particular 
number of “available” vesicles NA 
during a Ca2” pulse (Table 4.1). The 
consistency region (white stripes) is 
where the model is consistent with 
experimental observation (Table 4.1). 
The blue and green dashed lines result 
from the criteria on the synchrony and 
the mean number of vesicles released, 
respectively.  
(a) The model can reproduce 
experimental observations for [Ca2+]pulse 
> 40 μM and τOpen > 0.5 ms. Using 
(Schneggenburger and Neher, 2000) 

secretion model with final release step γ 
= 10 ms-1. 
(b) The consistency region is at 

[Ca2+]pulse > 70 μM and τOpen around 
0.5 ms. Using (Beutner et al., 2001) 

secretion model with γ = 10 ms-1. 
(c) The consistency region is beyond 

250 μM. Using (Beutner et al., 2001) 

secretion model with γ = 10 ms-1. 
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We found that the mean number of vesicles released 
RN  increased with [Ca2+]pulse 

and τopen (Fig. 4.3, first column). The region where 
RN ≈ NA (the number of vesicles 

feeling the Ca2+ pulse) corresponds to where the probability of release PR ≈ 1. In this 

area the release asynchrony asynchT mainly decreased with increasing [Ca2+]pulse (Fig. 4.3, 

second column). In the region where PR < 1, asynchT
 
mainly decreased with Dpulse. The 

lower bound (dotted green line) of the region results from the requirements on the 

minimum number of vesicles released during a Ca2+ pulse. The upper bound (dotted blue 

line) results from the requirements on the release synchrony. We found that the 

consistency region (Table 4.1, white striped area) differs considerably for the three 

systems, suggesting that the coordinated release mechanism is not equally plausible for 

each of them. 

For the RBC, the consistency region was extended (Fig. 4.3a), it started from 

[Ca2+]Pulse > 50 µM and τopen > 0.5 ms. This parameter region is plausible during RBC 

depolarization. MQR however was also reported to occur hundreds of ms after synapse 

depolarization at low buffer conditions (Singer et al., 2004), when no ion channel flicker 

is expected and when the global Ca2+ is likely in the low or sub-µM range. While 

synchronization by local [Ca2+] transients cannot be excluded, this observation argues 

against the coordination of release by a common Ca2+ channel as a mechanism of MQR 

in RBC. 

For the frog HC, the model could reproduce experimental observations only for 

much higher [Ca2+]pulse (Fig. 4.3b). The consistency region encompasses values of 

[Ca2+]pulse above 100 µM and τopen around 0.4 ms. For higher [Ca2+]pulse the permissive τopen 

values extended from 0.2 ms to beyond 2 ms. This parameter range could match the 

accessible experimental conditions, when MQR is observed. If this is the mechanism 

underlying MQR in frog HC, we expect that application of BayK should desynchronize 

vesicle release, as it increases the average channel open time. Also homogeneous 

elevation of [Ca2+] in the hair cell (e.g. by Ca2+ uncaging) should reveal EPSC 

desynchronization. 

For the IHC, the model did not predict sufficient synchronization of release to 

account for the occurrence of monophasic EPSCs within a plausible parameter range 

(Fig. 4.3c). For the synchrony and the mean number of released quanta to be large 

enough, [Ca2+]pulse needed to exceed 250 µM. Such concentrations seem unrealistic for the 

IHC, considering that up to 16 vesicles should sense this concentration simultaneously 
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(Grant et al., 2010). Coordinated release could however be a mechanism for multiphasic 

EPSCs.  

That Ca2+ coordinated exocytosis does not appear as a plausible mechanism of 

MQR common to different ribbon synapses is also suggested by the fact that MQR was 

observed during strong synapse stimulation and Ca2+ influx (Singer et al., 2004; Keen and 

Hudspeth, 2006; Goutman and Glowatzki, 2007; Li et al., 2009). First, in this regime Ca2+ 

domains coming from different Ca2+ channels would not be temporally isolated and 

would spatially overlap, thus failing to provide a synchronizing Ca2+ signal to a pool of 

ready releasable vesicles. Second, replenishment is then the rate-limiting step of the 

vesicle cycle, and MQR would not only require coordinated exocytosis, but also 

coordinated physical arrival to the active zone (AZ), coordinated docking and 

coordinated priming, all with a jitter 200 μm. This seems highly implausible provided that 

all steps of the vesicle cycle are slower than exocytosis and thus produce even more jitter 

(Pan and Zucker, 2009). For all of these reasons, coordinated release is an unlikely 

mechanism of MQR. Which mechanism could underlie MQR during constant vesicle 

replenishment and Ca2+ influx? We next considered homotypic vesicle fusion as a 

potential mechanism for MQR in ribbon synapses. 
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Figure 4.4: Homotypic fusion model for MQR 
(a) Scheme of the one-dimensional simulation column. The centers of the vesicles moved on a 
vertical line. 
(b) Scheme of the two-dimensional simulation cylinder. The centers of the vesicles moved on 
the cylinder surface. Q represents the quantal content of vesicles. 
(c) Forces present in the simulation. The active zone attracted vesicles that were in close 
proximity, but did not let them cross the plasma membrane. Vesicles repulsed each other with 
a maximal force of 20 pN. The top of the simulation pushed the vesicles into the simulation 
volume with a maximal force of 10 pN. 
(d) Vesicles diffused without overlapping with a diffusion coefficient (D = 50 nm2/ms for a 40 
nm diameter vesicle). The diffusion coefficient of vesicles decreased with size according to the 
Einstein-Stokes formula (Methods). 

(e) Vesicles exocytosed with a rate αExo = 3 Hz when closer than 15 nm to the active zone 
(AZ). Exocytosis resulted in vesicle disappearance from the simulation volume. 

(f) Homotypic fusion between two vesicles happened with a rate αHom when they were closer 
than 15 nm from each other. The two parent vesicles disappeared and the newly created 
spherical vesicle emerged in the center of mass of the two parent vesicles. The quantal content 
(i.e. neurotransmitter content) and total membrane surface were summed. 
(g)-(j) Critical characteristics of the exocytic quantal content distributions in 1D and 2D 

simulations as a function of αHom / αExo. Note the logarithmic scale in x. Points with maximum 

αHom / αExo are the last simulations where vesicles quantal content Q was smaller than 40. 
Gray horizontal dashed lines delimit the range of experimental distributions (Table 4.1). 
Quantal content distributions became wider and extremely large vesicles were created for 

larger αHom / αExo. Distributions as observed in the experiments could not be reproduced. 

(k) Quantal content distributions for three values of αHom / αexo in 1D and 2D. The simulation 

in 1D with αHom / αexo = 10 had vesicles with Q > 40. Shown is the histogram of the 
exocytosed events before the Q = 40 vesicle was created. 
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4.2.3 Homotypic fusion model of MQR 

MQR might result from homotypic fusion of vesicles prior to exocytosis (Edmonds et 

al., 2004; Matthews and Sterling, 2008). Compound vesicles composed of a variable 

number of elementary neurotransmitter quanta would then constitute the readily 

releasable pool. To derive the predicted quantitative features of MQR in the homotypic 

fusion scenario, we modeled the homotypic fusion and exocytosis of vesicles during their 

Brownian motion on the synaptic ribbon surface (Fig. 4.4a-f, Methods). The vesicle 

population present on the ribbon seemed most relevant to the homotypic fusion scenario 

as vesicles are thoughts to access the AZ release sites mainly via movement on the ribbon 

(Zenisek et al., 2000; Holt et al., 2004; LoGiudice and Matthews, 2009). In the first 

model, vesicles diffused vertically in a one-dimensional column of 400 nm high, 

perpendicular to the AZ (Fig. 4.4a, 1D model). This model would apply if vesicle 

motion was restricted to vertical tracks on the ribbon surface. In a second model, vesicle 

moved on a two-dimensional cylindrical surface of 300 nm high and 500 nm 

circumference, representing the entire ribbon surface (Fig. 4.4b, 2D model) (Nouvian et 

al., 2006). Forces at the top and bottom boundaries constrained vesicles to stay inside the 

simulation volume. 

Physical docking of vesicles was mimicked by irreversible attachment to the AZ at 

the bottom of the simulation volume (Fig. 4.4c). Vesicles within 15 nm of the AZ, fused 

with the plasma membrane at a fixed rate (αExo = 3 Hz per vesicle). This slow αExo 

represents the effective rate of molecular docking, priming and exocytosis and was the 

rate-limiting step of the vesicle cycle. In 2D it yielded a total maximum release rate of 

about 36 Hz and allowed time for vesicles to perform homotypic fusion before 

exocytosis. To model the capturing of cytosolic vesicles by the ribbon, vesicles were 

replenished at the top of the volume, maintaining a constant vesicle packing density (φ1D 

= 70 %, φ2D = 40 %), corresponding to a steady state condition of release (Lenzi et al., 

2002). When two vesicles approached were closer than 15 nm, they became capable of 

homotypic fusion with a rate αHom. As they fused, their neurotransmitter content and 

membrane surfaces were summed and a daughter vesicle of spherical shape emerged in 

the center of mass of the two parent vesicles.  
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4.2.4 Ca2+ independent homotypic fusion 

First we assumed homotypic fusion rates were Ca2+-independent: vesicles fused 

homotypically with the same rate αHom everywhere on the ribbon surface. This could 

apply to the IHC, where the EPSC distributions is invariant for different Ca2+ buffering 

conditions (Goutman and Glowatzki, 2007). We found that the ratio of homotypic fusion 

rate to exocytosis rate αHom / αExo was the most important parameter determining the 

shape of the exocytic quantal content distribution (Fig. 4.4g-j). For small αHom / αExo the 

distribution was strongly positively skewed with the highest proportion of uniquantal 

vesicles. As the ratio was increased, extremely large vesicles (quantal content Q > 40) 

were created due to runaway homotypic fusion. In contrast to the predicted distributions 

by the model, in all systems examined (RBC, Frog HC and IHC) these distributions have 

been reported to be relatively narrow and symmetric, as quantified by their coefficients of 

variation CV and skewnesses (Table 4.1, Supplementary Fig. 4.3). This model of 

homotypic fusion could thus not reproduce the experimental distributions, potentially 

because homotypic fusion could occur everywhere in the simulation space. 

4.2.5 Ca2+ regulated homotypic fusion 

Next we studied Ca2+ regulated homotypic fusion, assuming homotypic fusion rates were 

depended on local [Ca2+] (He et al., 2009). Because [Ca2+] is known to decay with the 

distance from the AZ (Roberts, 1993; 1994; Naraghi and Neher, 1997; Frank et al., 2009), 

we let the homotypic fusion rate αHom decrease with the distance z from the AZ to the 

site of vesicle interaction, effectively constraining homotypic fusion to AZ proximity 

(Fig. 4.5a,b, Supplementary note): 
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where HMax is the maximum homotypic rate. λZ is the characteristic decay length from 

the AZ of the homotypic fusion rate, caused by the [Ca2+] decay. z0, the height where the 

homotypic fusion rate equals HMax, was set to 40 nm (a uniquantal vesicle diameter) and 

to 20 nm (a uniquantal vesicle radius) in 1D and in 2D, respectively. z0 corresponded to 

the lowest possible interaction point between two vesicles. θ(z) is the Heaviside step 

function. Experimentally, HMax and λZ could be manipulated by changing the [Ca2+] 

profile at the AZ. Note that HMax and the rate of vesicle fusion to the plasma membrane 

αExo might have different dependences on Ca2+ concentration. To screen a large 

parameter space, we varied HMax from 10 times smaller to 1000 times larger than the 
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exocytosis rate αExo and the characteristic homotypic fusion range λZ between ≈ 3 and ≈ 

300 nm. Fig. 4.5e-f shows the key characteristics of the exocytosis quantal size 

distributions for the 1D and 2D simulations. 

In the 1D model, the exocytic mean quantal content M increased with homotypic 

fusion rate HMax / αExo and with length constant λZ. The CV of the distribution, however, 

exhibited a more complex dependence, but for M > 2, the CV decreased with increasing 

HMax / αExo and decreasing λZ. In this region, the skewness showed a similar behavior. 

Where the ratio of uniquantal to most frequent events equaled 1, the mode of the 

distribution was at 1 quantum, i.e. most events were uniquantal. We found that this ratio 

decreased with increasing HMax, demonstrating a decrease in the fraction of uniquantal 

events. The consistency region (white stripes, where the model is consistent with 

experimental observations) extends from HMax / αExo > 7. It covers mean quantal 

contents M from around 1.5 to 7, spanning M estimates for all synapses considered 

(examples in Fig. 4.5c). 

The behavior of the Ca2+ dependent homotypic fusion model radically changed 

when vesicles could diffuse freely on the entire 2D ribbon surface (Fig. 4.5d,f). In fact, 

the Ca2+ dependence of homotypic fusion rate did not any longer prevent homotypic 

fusion from being a self-amplifying process but instead, the model either generated 

vesicles of unrealistically large size or vesicle quantal content distributions with a mode at 

1. First, although the mean quantal content M depended on HMax / αExo and λZ in a 

similar way as in 1D, it exhibited higher values for the same parameter values. Second, 

the region of runaway homotypic fusion (white space) was more prominent in the 2D 

case. Third, the CV of the quantal content distribution was larger and mainly above 0.4. 

Finally the large skewness and ratio of uniquantal to most frequent events of 1 indicate 

that the mode of the distribution was almost always at 1 quantal. As a result, the 

consistency region disappeared completely.  
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Figure 4.5: Ca2+ dependent homotypic fusion model for MQR 
(a) To model the Ca2+ dependence of homotypic fusion, homotypic fusion rates decreased with 
the distance of the vesicle interaction point z from the active zone. HMax is the maximum 

homotypic fusion rate, λZ is the decay length of where homotypic fusion happens from the 
active zone. 
(b) Examples of homotypic fusion rate decreasing with the distance from the membrane, for 

different values of λZ and HMax = 100 s
-1. 

(c) exocytic quantal content histogram for different values of HMax / αexo and λZ in the 1D 
model (Fig. 4.4a). These histograms quantitatively reproduced those observed experimentally. 
(d) Same as (c) in the 2D model (Fig. 4.4b). These histograms did not reproduce those 
observed experimentally, either due to the high skewness of the distribution or due the 
emergence of extremely large vesicles. 
(e),(f) Critical characteristics of the exocytic quantal content distributions in 1D and 2D models 

as a function of HMax / αExo and λZ. Note that both parameters are in logarithmic scale. The 
consistency region (white stripes) corresponds to where the model reproduces experimental 
observation (Table 4.1), the criteria being in terms of CV (green dashed lines) and skewness 
(blue dashed lines) of the quantal content distribution. The runaway fusion area (plain white) 
indicate simulations that were discarded due to the formation of vesicle with quantal content Q 
> 40 (diameter: 252 nm). 

(e) 1D model. A consistency region is present for HMax / αexo > 7. Decreasing the extend of 

the Ca2+ signal, modeled by λZ, produces a switch from multiquantal release to uniquantal 
release. The areas excluded from the consistency region at the right of the parameter space 

arise from strongly negatively skewed (γ1 ≈ -1) quantal content histogram. 
(f) 2D model. No consistency region is present as the mode of the exocytic quantal content 
distribution is almost everywhere 1. A very large area of runaway fusion exists. 

The vesicle packing densities φ1D and φ2D were 0.7 and 0.4, respectively. 
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This qualitative difference between the 1D and 2D homotypic fusion models 

resulted from two main mechanisms. Firstly, larger vesicles in 2D had more partners and 

therefore an increased probability to grow further by homotypic fusion, which was not 

the case in 1D. Secondly, distinct from the 1D geometry, as a vesicle grew near the active 

zone, its homotypic fusion rate to a lateral neighbor vesicle does not decrease as much as 

to its vertical neighbor. Therefore, in 2D once homotypic fusion has commenced, the 

resulting compound tended to continue fusing and growing, inevitably creating positively 

skewed quantal content histograms. For both 1D and 2D scenarios, we found that the 

exact shape of the consistency region depended on the vesicle packing density φ. 

Increasing φ shifted the consistency region slightly towards smaller homotypic fusion 

rates (Supplementary Fig. 4.5-4.6).  

Although only the 1D homotypic fusion model could reproduce experimental 

observations, both 1D and 2D models predicted an important qualitative feature of 

MQR in frog HC and RBC: the shift from MQR to uniquantal release when decreasing 

the stimulation strength or adding stronger buffer in the presynaptic solution (Singer et 

al., 2004; Li et al., 2009). In the model this condition was realized by reducing HMax / αExo 

and λZ, because of the spatially less extended Ca2+ signal.  

Our results thus indicate that unconstrained homotypic fusion cannot reproduce 

the experimentally observed featured of MQR in ribbon synapses. If the molecular 

architecture of the ribbon constrains vesicles to diffuse anisotropically, such that they 

move mostly vertically to the AZ, and perform mostly vertical fusions, a solely Ca2+ and 

geometrically controlled homotypic fusion process could explain the observed features of 

MQR. But in view of the complex and rich proteome of synaptic vesicles (Takamori et 

al., 2006), it appears likely that the homotypic fusion process is regulated even further by 

molecular means. 
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4.2.6 Homotypic fusion dependent on Ca2+ and vesicle size 

A molecular regulation mechanism could decrease homotypic fusion rates as quantal 

content Q increases: e.g., by consumption of proteins need for fusion. Therefore, in the 

final homotypic fusion model, we made homotypic fusion rates dependent both on the 

distance z from the synaptic membrane as well as on the quantal contents Q of the parent 

vesicles (Fig. 4.6a,b): 
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Q1 and Q2 are the quantal contents of the two interacting vesicles. A uniquantal vesicle 

has Q = 1, one formed by fusion of n vesicles has Q = n. λQ is the vesicle quantal content 

range of homotypic fusion - it determines how fast homotypic rates decreases with 

quantal content Q. This may be a parameter fixed by the vesicles intrinsic properties and 

fusogenic protein complements (Takamori et al., 2006). The functional form was chosen 

for simplicity and to implement a rapid rate decrease with vesicle quantal content. We 

examined a range of λQ from 0 to 5.4. 

We found an extended consistency region (Fig. 4.6c,e, white stripes). No 

runaway fusion region was present in this parameter range, demonstrating that the self-

amplifying process of homotypic fusion was effectively prevented. The mean exocytic 

quantal content M increased with HMax / αExo and λQ . To obtain M > 1, HMax needed to 

be larger than αExo, because homotypic fusion was constrained to happen close to the 

membrane (here λZ = 100 nm). The dependencies of the other parameters largely 

resembled the behavior in the previous Ca2+-dependent 1D model (Fig. 4.6e). In 

conclusion, a decrease of homotypic fusion rates with vesicle quantal content seems 

sufficient to quantitatively explain several features of MQR in ribbon synapses. 

During most physiological conditions, the base of ribbon should contain 

significantly more multiquantal vesicles than uniquantal (Fig. 4.6d). This is strongly in 

contrast to most EM studies, which only rarely observed larger compounds (Matthews 

and Sterling, 2008). To account for this rare visibility of large vesicles, vesicles with 

greater quantal content should exhibit a higher rate of exocytosis. This, together with 

requirement of a lower rate of homotypic fusion seems difficult to implement 

biophysically, provided that both fusion reaction probably use similar fusogenic proteins. 
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Figure 4.6: Vesicle quantal content and Ca2+ dependent homotypic fusion model for 

MQR 
(a) To model the vesicle quantal size and Ca2+ dependence of homotypic fusion, homotypic 
fusion rates decreased with the vesicles quantal content as well as on the distance of the 

interaction point from the active zone. HMax is the maximum homotypic fusion rate, λQ 

indicates how rapidly homotypic fusion rates decrease with the vesicle quantal content and λZ 
is the decay length of where homotypic fusion happens from the active zone 
(b) Examples of homotypic fusion rate decreasing with the sum of the quantal contents of the 

parent vesicles, for different values of λQ and HMax = 100 s
-1. 

(c) Exocytic quantal content histogram for different values of HMax / αexo and λQ in the 2D 

model (Fig. 4.4b) with λZ = 100 nm. These histograms quantitatively reproduce those observed 
experimentally for each system. 

(d) Snapshot of a homotypic fusion simulation with HMax / αexo = 10, λQ = 1, λZ = 100 nm. 
The exocytic quantal content histogram resulting from such a simulation is consistent with the 
histogram from the frog HC. 
(e) Critical characteristics of the exocytic quantal content distributions for the 2D model as a 

function of HMax / αExo and λQ. Only the former is in logarithmic scale. The consistency region 
(white stripes) corresponds to where the model reproduces experimental observation (Table 4.1), 
the criteria being in terms of CV (green dashed lines) and skewness (blue dashed lines) of the 
quantal content distribution. The runaway fusion area (plain white) indicate simulations that 
were discarded due to the formation of vesicle with quantal content Q > 40 (diameter: 252 

nm). An extended consistency region is present starting at HMax / αexo > 1. The fraction of 
uniquantal events was never negligible near the left border of the consistency region and for 
mean quantal content M > 3, where we observed a high ratio (> 10%) of uniquantal to most 
frequent events. This results from the fact that mainly large non-fusogenic vesicles were present 
near the active zone (AZ) and uniquantal vesicles could squeeze through and exocytosed 

without prior homotypic fusion. A larger λZ would enable vesicle to fuse further from the 
active zone and less uniquantal vesicle would reach the AZ. 

λZ = 100 nm for all the simulations. 
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4.2.7 Uniquantal and subquantal release interpretation 

The difficulty of both coordinated fusion and homotypic fusion scenarios to account for 

MQR led us to explore an alternative mechanism by modeling. We considered the 

plausibility of a uniquantal interpretation, where large EPSCs would result from the 

complete fusion of only one vesicle. Small EPSCs would appear as a consequence of 

partial (subquantal) release: a short opening of the vesicle fusion pore during which only 

a fraction of the vesicle neurotransmitter content would escape into the synaptic cleft 

(Singer et al., 2004; He et al., 2006). This hypothesis has not been considered for the IHC 

due to the presence of multiphasic EPSCs and due to the unusually large EPSC size 

(mean around 300-400 pA) (Grant et al., 2010). It was neither considered in the frog HC 

due to large EPSC amplitude (100-200 pA) as well as due to the possibility to reduce the 

mean EPSC size by holding the HC at very hyperpolarized membrane potentials. We 

examined whether a single vesicle could generate such large EPSCs and if short pore 

flickers could generate EPSCs of smaller sizes. 

To understand if a single synaptic vesicle could trigger large EPSCs, we simulated 

the instantaneous release of the neurotransmitter content of a vesicle loaded with 4000 

glutamate molecules in the center of the postsynaptic density (Trommershäuser et al., 

1999; Pawlu et al., 2004; He et al., 2006; Savtchenko and Rusakov, 2007). The diffusion 

coefficient of glutamate was assumed 0.33 μm2/ms (Nielsen et al., 2004) and the width of 

the synaptic cleft was set to 10 nm (Pawlu et al., 2004). We used the analytical solution of 

(Savtchenko and Rusakov, 2007) to calculate the time course of the mean glutamate 

concentration in the synaptic cleft as well as the mean open probability Popen of the 

AMPA receptors for different sizes of postsynaptic clusters (Fig. 4.7a). We found that 

the maximum mean Popen was around 0.55 (consistent with previous simulations 

(Trommershäuser et al., 1999)) and decreased only slightly with cluster size. The decrease 

of Popen results from the smaller mean glutamate concentration at the postsynaptic cluster 

when the cluster is larger. While the concentration is the highest at the point of release, 

the decrease towards the periphery is minute, meaning that the glutamate concentration is 

high enough for post-synaptic density of 500 nm radius.  
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Figure 4.7: Vesicle pore flickering could explain different EPSC sizes and large post-

synaptic cluster could explain large miniature EPSC. 
(a) Maximum mean open probability of the AMPA receptor during the time course of an EPSC 
in result to the exocytosis of a single vesicle (4000 glutamate molecules) decreases very 
slightly with the AMPA cluster size.  
(b) Number of open AMPAR deduced from the open probability (left axis), assuming a 3000 

receptors per μm2. Right axis: EPSC size deduced from the number of open AMPAR, assuming 
20 pS per AMPAR and 90 mV holding potential. The AMPAR cluster in the IHC has a donut 
shape. The dots are the predicted response assuming a total receptor cluster radius of 400 nm 
and a receptor-free hole of 300 nm. The red line corresponds to the total number of AMPAR 
in the cluster and the maximum EPSC size. 
(c) Fraction of neurotransmitter that would escape from a vesicle for different pore opening 
durations and diameters. The striped area corresponds to 30 to 60% of fraction escaped. 

 
 

We then used the calculated mean open probability to derive the maximum 

number of open AMPAR during an EPSC as well as the EPSC amplitude. We assuming a 

AMPAR channel conductance of 20 pS (Sahara and Takahashi, 2001) and 3000 receptors 

per μm2 (Saito, 1990; Pawlu et al., 2004) (Fig. 4.7b). We also plotted the number of 

receptor available and the maximum possible EPSC size. The dots in Fig. 4.7b represent 

the response in the case of the IHC, which postsynaptic cluster is donut-shaped (Meyer 

et al., 2009). We chose a cluster radius of 120 nm for the frog HC (Simmons et al., 1995; 

Keen and Hudspeth, 2006; Li et al., 2009). We found that a single vesicle could elicit 

EPSC sizes of similar amplitudes to the “multiquantal” EPSC, and that the maximum 

EPSC size is consistent with the largest EPSCs recorded in both systems. This suggests 

that one vesicle could generate large EPSCs. 

 Next, we investigated whether small “uniquantal” EPSCs could result from 

subquantal release due to a short opening of the vesicle fusion pore. We simulated the 

diffusion of glutamate out of a vesicle and calculated the fraction of the neurotransmitter 

content escaping in the synaptic cleft for different pore diameters and pore opening 

durations (Fig. 4.7c). We considered duration smaller than 200 μs to be consistent with 

the observed EPSC rise times. The consistency region corresponds to the parameters 

needed to reproduce the small EPSC found in the frog HC and RBC, where they 
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represent around 30 to 60 % of the large EPSC. We found that half of a vesicle’s 

neurotransmitter content could escape from a vesicle through a pore of 4 nm diameter in 

only 50 μs. If vesicle fusion pores opening durations and sizes are rather invariable, this 

could account for the small EPSC distributions seen in frog HC and RBC. Additionally, 

multiphasic EPSC observed in the IHC could be due to small and short pore flickers. 

Prolonged pore opening with small radius would lead to EPSCs shapes that are not 

readily explained by a superposition of miniature EPSCs (Pawlu et al., 2004). In 

summary, the uniquantal/subquantal hypothesis is a plausible alternative to account for 

the electrophysiological data found in ribbon synapses. 
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4.3 Discussion 

In this study we explored the principles and constrains governing two alternative 

candidate mechanisms of MQR at ribbons synapses: Ca2+ coordinated release and 

homotypic fusion. Using a modeling approach we identified critical parameters 

constraining these mechanisms. We found that biophysical models of both mechanisms 

could barely reproduce the experimentally observed features of transmitter release over a 

broad range of parameters tested. This was particularly the case for the synapses of 

cochlear IHCs. This led us to search for alternative interpretations of electrophysiological 

data. We proposed that the uni- and subquantal release as a candidate mechanism. 

The quality of Ca2+ coordination of MQR is limited by the rate of the final release 

step. The required Ca2+ concentrations and Ca2+ channel open times that could generate 

experimentally indicated synchronization of MQR seem unlikely to be met in physiology, 

even under artificially favorable conditions considered in the model: rectangular Ca2+ 

pulses, simultaneous exposure of the vesicles to exactly the same concentration and 

enhancing the Ca2+ sensor’s final fusion rate beyond the experimentally observed values. 

Moreover, the synchrony we considered in this study is an underestimation of the actual 

synchrony needed to account for monophasic release evens. In fact, the rise-times of 

measured EPSC are probably limited by dendritic filtering. The theoretical minimum 

predicted by simulations is in the order of 0.1 ms (Bartol et al., 1991) and corresponds to 

the rise-time measured for monophasic EPSCs at the IHC synapse, where the recording 

is made from the synaptic bouton. The EPSC rise times at the frog HC (≈ 0.2 ms) and at 

the RBC (≈ 0.3 ms) are longer, which could result from the fact that the electrode is 

further away from the postsynaptic receptor cluster. This, together with the findings that 

low temperatures did not cause jitter or slowing of the postsynaptic currents (Li et al., 

2009) and the same EPSC size and kinetics were observed in conditions where the ready 

releasable pool is not fully replenished, led us to argues against coordination of release by 

a single Ca2+ channel current as a likely candidate for MQR. This prediction could further 

be tested by combining pre- and postsynaptic recording with homogeneous elevation of 

[Ca2+] in the presynapse (e.g. by Ca2+ uncaging). If highly synchronized MQR was still 

observed under a steady background [Ca2+], this would rule out Ca2+ pulse coordination 

as a mechanism of MQR. Ca2+ coordinated release could however still explain MQR 

when multiple Ca2+ channel open simultaneously upon a rapid receptor potential change. 

Moreover, it could account for multiphasic EPSCs observed in the IHC. 
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The homotypic fusion model could reproduce electrophysiologically observed 

features of MQR when homotypic fusion rates decreased with vesicle quantal content. 

This regulatory effect of quantal size might result from the dilation or consumption of 

available fusogenic proteins on the vesicle surface. Also homotypic fusion rates would be 

Ca2+ dependent in the case of the RBC and the frog HC, but Ca2+ independent in the 

case of the IHC. Homotypic fusion rates should be slightly higher than exocytosis rates 

and variations in the Ca2+ profile (represented by λZ and HMax in the model) can cause a 

transition from uniquantal to multiquantal release. This is consistent with the 

observations in the frog HC and RBC, where uniquantal release is achieved either by 

decreasing extracellular Ca2+, hyperpolarizing the membrane potential or increasing the 

intracellular Ca2+ buffering. 

On the other hand, to account for the scarcity of compounds vesicle in electron 

microscopy images, exocytosis rates in the homotypic fusion model should increase with 

vesicle quantal content. If the same proteins govern homotypic and plasma membrane 

fusion rates, it seems difficult if not impossible to implement an increase of exocytosis 

rates and a decrease of the homotypic fusion rates with vesicle size. For the RBC, where 

the maximum quantal content seems to be 2 at most (Singer et al., 2004), the small 

difference in vesicle diameter (40 nm for a uniquantal versus 57 nm for two quanta) 

might have escaped attention in the EM data. Finally, the homotypic fusion model would 

not explain the occurrence of multiphasic EPSCs in IHC. This set of evidence led us to 

consider alternative mechanisms to explain electrophysiological findings at ribbon 

synapses. 

Using biophysical modeling we conclude that the neurotransmitter content of a 

single vesicle would be sufficient to account for the large EPSCs found in IHC and frog 

HC. Also, we found that a short opening of the fusion pore could explain the small 

EPSCs observed in frog HC and RBC. Finally, multiple pore flickers could be underlying 

the multiphasic EPSCs in the IHC. In IHCs, such pore flickering seems to become 

unlikely with the maturation of the synapse (Grant et al., 2010). In the frog HC, partial 

fusion would operate only at unphysiologically hyperpolarized potentials. In summary we 

regard that the uniquantal hypothesis should be considered as a plausible alternative. 

Could the special exocytosis machinery present at IHC produce such unusual pore 

flickering? (Nouvian et al., 2011) Or could the ribbon play a role in the modulation of 

fusion pore dynamics? Whereas these questions cannot be answered by the present work, 

it will stimulate further investigation, for example using on-cell capacitance 

measurements, of the mechanisms of exocytosis at ribbon synapses.  
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4.4 Methods 

4.4.1 Ca2+-triggered synchronized exocytosis model 

Each of NA vesicles’ Ca2+ sensor is assumed to be exposed to a rectangular Ca2+ pulse of 

concentration [Ca2+]pulse and duration Dpulse, mimicking the opening of an adjacent Ca2+ 

channel. The concentration time course thus is: 
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We calculated the mean number of vesicles released NR during such pulses and 

the release asynchrony Tasynch, defined as the mean 2 vesicles exocytosis time lag. This 

measure is a lower bound to the mean time lag between the release of first and the last 

vesicle during a release event. Based on established Ca2+-dependent release schemes 

((Beutner et al., 2001) for the hair cells, (Schneggenburger and Neher, 2000) for the 

RBC), we numerically calculated the mean field evolution of the sensors states by solving 

for the occupancy Si(t) of states, where each state is related to the number of Ca2+ bound 

to the sensor and S7 is the released state. All simulations started from the initial condition 

Si(0 ms) = δi1 for i = 1 to 7, where δij is the Kronecker delta. 

We solved the system of differential equations for Si(t) with NDSolve in 

Mathematica (Wolfram Research) 7.0.1.0 on the two segments  0 ≤ t ≤ Dpulse  and D ≤ t ≤ 

Dpulse + 10 ms separately. The discontinuity of [Ca2+](t) at t = Dpulse was thus treated by 

taking the final states’ of the first segment as the initial condition for the second segment. 

NDSolve by default uses an LSODA approach, switching between a non-stiff Adams 

method and a stiff Gear backward differentiation formula method. Error tolerance in 

NDSolve was set to 10-20. 

The vesicular release probability PR was taken as PR = S7(Dpulse + 10 ms). We 

derived the mean vesicle number released NR using binomial statistics, neglecting no-

release events: 
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The release probability density function fR(t), which is also the vesicular release 

rate, was obtained by taking the temporal derivative of the occupancy of the last sensor 

state S7(t) (i.e., the released state): 
7( ) ( )R

d
f t S t

dt
 . The probability density PL(l) that 2 

vesicles fuse with an absolute time lag l > 0 ms can be determined from: 
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The release asynchrony Tasynch, defined as the mean 2 vesicle release time lag is then: 
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We calculated (4.5) and (4.6) numerically. We sampled fR(t) on the interval 0 to 

Dpulse +10 ms with a step of 5 μs and performed an auto-correlation (using FFT) of this 

list of numbers, by padding 0 on the right (maximal overhang at the right-hand end). Due 

to the numerical integrations scheme, when S7(t) saturated, fR(t) could slightly oscillated 

around 0. In that case, the interval of interest was limited up to the first negative value of 

fR(t).

 

This calculation gave us the probability PL(l) of a certain time lag l, up to 

normalization. The mean 2 vesicles release time lag L was calculated using the discrete 

version (Riemann sum) of (4.6).

 Ion channels in the simplest case have exponentially distributed open times. We 

calculated the mean event size 
RN and the release asynchrony asynchT for different Ca2+ 

concentrations [Ca2+]pulse and ion channel mean open times τOpen. For an ion channel with 

a mean open time τOpen, the probability density PD(Dpulse, τOpen) to open for a duration Dpulse 

is: 

 PD(Dpulse, τOpen) = exp(-Dpulse / τOpen) / τOpen (4.7) 

In the following, [Ca2+]pulse and Dpulse are abbreviated as C and D, respectively. For given C 

and τOpen, the mean number of vesicles released 
RN is: 
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whereas the release asynchrony asynchT  is: 
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where P1Ves(C,D) and P2Ves(C,D) are the probability that at least 1 and at least 2 vesicles 

get released during a Ca2+ pulse of duration D and concentration C, respectively: 

  1 ( , ) 1  1 ( , ) AN
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where NA is the number of vesicles sensing the pulse. 

To compute (4.8) and (4.9) for given C and τOpen we first calculated the functions 

PR(C,D), P1Ves(C,D), P2Ves(C,D), NR(C,D) and Tasynch(C,D) for pulse durations D from 0.01 

to 10 ms with a maximum step size of 0.1 ms. Because the largest changes in PR(C,D) and 

Tasynch(C,D) occurred for small pulse durations D, from 0.01 to 0.31 ms we used smaller 

logarithmic steps in D: D = 10dx for dx from -2 to -0.5 in step of 0.1. Second, we 

performed a third order interpolation of all the points and resampled the interpolated 

function with a step of 10 μs. For the point D = 0 ms, we took PR(C, D = 0 ms) = 0 (as 

we found that PR(C, 0.01 ms) < 10-6 ) and Tasynch(C, D  = 0) = L(C, D = 0.01 ms). Finally 

we calculated the integrals in (6) and (7) as a Riemann sum using the resampled points. 

An ion channel with τOpen = 2 ms has 99% of its openings shorter 10 ms. Terminating 

the calculations at D = 10 ms thus only slightly underestimated the release asynchrony 

asynchT  and the mean number of released vesicles 
RN .  

In Supplementary Fig. 4.1, we show PD(D, τOpen), PR(C, D), P1Ves(C, D), P2Ves(C, 

D), P1Ves(C, D) ·PD(D, τOpen) and P1Ves(C, D) ·P2Ves(D, τOpen) for a representative choice of 

parameters. 

4.4.2 Vesicle diffusion and homotypic fusion model 

To examine the homotypic fusion scenario of MQR, we simulated the behavior of 

vesicles on the synaptic ribbon surface at the active zone (AZ). This incorporated their 

Brownian motion in a defined one-dimensional (1D) or two-dimensional (2D) geometry, 

their docking to the membrane, exocytosis, homotypic fusion and replenishment of the 

vesicle pool. Our goal was to determine the exocytosis event size histograms generated 

by different models of homotypic fusion and compare them to experimental 

observations. For diffusion we used a Langevin equation approach. It included stochastic 
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forces driving diffusion and deterministic forces, which repelled vesicles from each other 

and from the boundaries, as well as a short-range force modeling docking that attracted 

the vesicles to the AZ. Two types of reactions could occur: exocytosis and homotypic 

fusion of vesicles. In addition refilling of the vesicles pool maintained an essentially 

constant vesicle packing density.  

At each simulations time step, the order of processes was the following: 

replenishment, homotypic fusion, exocytosis and diffusion. At the end of each 

homotypic fusion and diffusion event, vesicles extending below the plasma membrane 

were translated directly above it. 

The methods are essentially the same as in chapter 3, but with the addition of 

homotypic fusion. Therefore only the differences will be stated. 

Simulation volume, and vesicle pool replenishment 

Simulations volumes represented either a 1D column on the ribbon or the whole 2D 

ribbon surface (Fig. 4.4a,b). In 1D, vesicle centers moved on a line with a height H = 

400 nm. In 2D, vesicle centers moved on the surface of as cylinder with a perimeter P = 

500 nm and height H = 300 nm. The active zone always refers to the bottom of the 

simulation volume. Simulations were initialized with 0 vesicles in the simulation volume 

Vesicles were added at a maximum rate of 2 kHz and at least 3 vesicles were 

maintained in the simulation volume. 

The diffusion coefficient for larger vesicles 

The Einstein-Stokes equation gives us the diffusion coefficient for a spherical object of 

radium R as a function of temperature, viscosity η of a medium: 

 
6

B
i

i

k T
D

R 
  (4.12) 

We used (4.12) to account for the dependence of the diffusion coefficient on the 

vesicle radius. 

Boundary repulsion and attraction forces  

We modeled boundary forces so that vesicles stay inside the defined simulation 

volume and added a short range attracting force to the plasma membrane to mimic 

docking. Let 1 be the coordinate perpendicular to the synaptic membrane and 
1ê  its 

unitary vector oriented towards the cytoplasm. The boundary force acting on a vesicle i is 

defined as (Fig. 4.4c): 
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with H being the simulation volume height, FM = 50 pN, FB = 10 pN, FA = 1 pN and 

the attraction force: 

 

2

1 2

0nm 20nm
( )

0 otherwise

d d
Exp d

A d x x

    
            



 (4.14) 

with Δx1 = 1 nm and Δx2 = 3 nm. S(d) is a sigmoid function: 
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with Δx = 1 nm. 

The AZ membrane repulsion force is thus assumed stronger (50 pN) than the vesicle 

force (20 pN). The maximal attraction force is around 10 times weaker than the maximal 

force of repulsion. The forces cancel each other when the vesicle is at a distance of 

around 3 nm from the membrane. The time a vesicle stays docked in the case no other 

vesicle is in the simulation volume was 15 ± 15 s (mean ± s.d.). 

Homotypic fusion 

The homotypic fusion reaction: 

 Vesicle Vesicle Vesiclei j k
Hom

   (4.16) 

could only happen if the membranes of the 2 vesicles i and j are closer than 15 nm. This 

is motivated by the length of the synaptobrevin molecules (Takamori et al., 2006). αHom 

was fixed or depended on the positions and the sizes of the 2 vesicles. 

At each simulation time steps, for every pair (i, j) of vesicles for which: 

 15nmi j i jx x R R     (4.17) 

a random number was drawn. If it was smaller than the probability pHom = δt αHom, where 

δt is the simulation time step, homotypic fusion occurred. For the simulation time step 

used, this probability was always much smaller than 1. When required, the height z of 

vesicle interaction was calculated as following: 
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When homotypic fusion happened, the 2 parent vesicles i and j disappeared and a 

new vesicle k emerged in their center of mass: 

 

3 3

3 3

i i j j

k

i j

x R x R
x

R R

  



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with quantal size 
k i jQ Q Q   and radius 

2 2

0k i j kR R R Q R    with R0 = 20 nm. 

Thus the total lipid bilayer of the parent vesicles was preserved and their 

neurotransmitter content was summed. The newly created vesicle could potentially 

overlap with an already existing vesicle. Due to the vesicle forces, such vesicles were 

rapidly pushed apart. 

Exocytosis 

The exocytosis reaction: 

 Vesicle Membrane MembraneExo
 

 
(4.20)

 
could happen when the vesicle membrane was closer than 15 nm from the active zone 

surface. When it was the case, a random number was drawn and if it was smaller than the 

probability pExo = δt αExo, where δt is the simulation time step, exocytosis occurred. For 

the simulation time step used, this probability was always much smaller than 1. After 

exocytosis, the vesicle was removed from the simulation volume. The exocytosis rate was 

fixed to 3 Hz. 

Parameters summary used for simulations 

Parameter Value and remarks 

Simulation volumes 1D: height H = 400 nm, referred as the Z direction 

2D: height H= 300 nm, referred as the Z direction, perimeter P = 

500 nm, referred as the X direction. 

Uniquantal vesicle radius 20 nm 

Diffusion coefficient 50 nm2/ms for a 20 nm radius vesicles. Decreasing with vesicle radius 

according to the Einstein-Stokes equation (4.12). 

Time step δt 0.01 ms. 

Replenishment of the vesicle 

pool 

Maximum rate of 2 kHz, so that a minimum filling fraction φ0 of the 

volume is maintained. The number of vesicles in the simulation 

volume was maintained to always be at least 3. New vesicles are 

placed directly above the simulation volume. The X position is 

chosen randomly among 10 positions in the 2D case 

Filling fraction φ 1D: 0.3, 0.7, 0.95. The theoretical maximum in 1D is 1. 

2D: 0.25, 0.4, 0.55. The theoretical maximum with dense 2D spheres 
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packing is around 0.9. 

Exocytosis rate αExo 3 Hz 

Maximum homotypic fusion rate 

HMax 

From 0.1 to 3000 Hz 

Decay length λz of homotypic 

fusion rate  

From 3 to 300 nm. 

Homotypic fusion decaying 

vesicle quantal size constant λQ 

Infinity in the case when homotypic fusion is only dependent on the 

distance from the membrane. From 1 to 40 otherwise. 

Initial number of vesicles 0 

Simulation stop condition When 1100 and 1200 exocytosis event occurred in 1D and in 2D 

respectively. Or before is a vesicle with quantal content Q > 40 is 

created. 

 

For each point in the parameter space (Fig. 4.4-6), 25 simulation repetitions were 

performed. If one of the simulation experienced the creation of a vesicle with Q > 40, 

this parameter point was considered as runaway fusion. Otherwise from the 1100 (1200 

in 2D model) exocytosis events, the last 1000 were taken to construct the exocytosis 

histograms. 

Simulations were performed in C++ and analyzed in Mathematica (Wolfram 

Research). Random number generator from (Press et al., 2007). 

4.4.3 Glutamate diffusion and binding to the AMPAR receptors  

We wanted to simulate the response of the postsynapse to the release of vesicle 

neurotransmitter. As calculated in (Savtchenko and Rusakov, 2007), the evolution of the 

mean glutamate concentration C* in the synaptic cleft is given by: 
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where ra is the radius of the active zone, δ is the height of the synaptic cleft, D the 

diffusion coefficient of glutamate, N the number of glutamate molecule released and t is 

time. 

Then, using the reduced scheme of (Savtchenko and Rusakov, 2007) based on 

(Jonas et al., 1993) for the AMPA receptor: 

 22
on

off

k

k
Glu AR Glu AR O





     (4.22) 

We calculated the mean open probability of the AMPAR in the cluster. Glu stands for the 

glutamate molecule, AR an AMPA receptor and O is the open state of an AMPA 
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receptor. This model does not take into account the decrease in glutamate concentration 

resulting from glutamate binding to the receptors (Trommershäuser et al., 1999). This is a 

good approximation when the number of glutamate used is a small proportion of the 

total available. In the case of large number of AMPA receptor, this approximation gives 

an overestimate of the real amount of open channels. 

4.4.4 Neurotransmitter escape from the synaptic vesicle through a fusion 

pore 

We modeled a vesicle as a cylinder of 17.5 nm radius and 35 nm height. Its volume 

(33700 nm3) corresponds roughly to the volume of a 20 nm radius vesicle (33500 nm3). 

In the beginning of the simulations the concentration inside the vesicle what set to 1. 

Then a pore of a given diameter was opened at the base of the cylinder. The length of the 

pore was 8 nm (Bartol et al., 1991) and anything that reached the end of the pore was set 

as escaped into the synaptic cleft. This was achieved mathematically by setting an 

absorbing boundary condition at the end of the pore. We then monitored the 

concentration inside the vesicle during the time course. Anything that was inside the pore 

and the vesicle was considered to stay in the vesicle once the pore closed. That way we 

deduced the fraction of neurotransmitter that escaped from the vesicle for different 

durations and through different pore diameters. 

The calculations were done using CalC (Matveev et al., 2002), which use mean field 

evolution of the concentration in cylindrical coordinates. The grid was 175x175 points in 

the R direction and in the Z direction, respectively. The diffusion of the glutamate was 

assumed as before 0.33 μm2/ms.   
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4.5 Supplement 

4.5.1 Note: homotypic fusion rate gradient from the active zone 

To explore the possible homotypic fusion rate profiles from the active zone, we first 

calculated the Ca2+ profiles resulting from different Ca2+ currents strength and topology 

configurations, different Ca2+ buffering. Then using two release models 

(Schneggenburger and Neher, 2000; Beutner et al., 2001), we calculated the possible 

homotypic fusion rates at different distances from the active zone. 

A Ca2+ current entered through a disk of radius R situated in the x-y plasma 

membrane plane, perpendicular to the z-direction. The calcium concentration [Ca2+] in 

cylindrical coordinates (z, 2 2r x y  ) was calculated at steady-state using the linear 

approximation (Naraghi and Neher, 1997) by integrating over the area of incoming 

current: 
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Where [ ]( )Ca x is the difference of the Ca2+ concentration to the background Ca2+ 

concentration at a distance x from the center of a channel, calculated as in (Naraghi and 

Neher, 1997). No dependence on the angle θ is needed due to the cylindrical symmetry. 

From these concentrations we derived the mean release latency using either of the two 

release models (Schneggenburger and Neher, 2000; Beutner et al., 2001). We used the 

inverse of the latency as the mean release rate. The mean fusion rate profile 

perpendicular to the synaptic membrane was then fit by the following curve: 

  ( ) exp ( / )Zf z A z    (4.24) 

where A (ms-1) is the maximum fusion rate at z = 0 nm, λZ (nm) is the characteristic 

decay range of the fusion rate, α is the power of the exponential decay, and z (nm) is the 

variable representing the distance from the synaptic membrane. The supplementary 

table 1 shows the results of this fit for different buffers (0.5 and 2 mM EGTA and 2 mM 

BAPTA), Ca2+ currents (1, 8 and 16 pA), and for when positioned either at the center (r 

= 0 nm) of a large (R = 210 nm) Ca2+ cluster or at the side (r = 70 nm) of a smaller Ca2+ 

cluster (R = 50 nm). We find that λZ varied from 4 to 360 nm, and the power varied 

roughly between 1 and 2. For simulations of homotypic fusion we chose α = 2 to 

constrains homotypic fusion more close to the plasma membrane; we varied λZ as found 

by the fits. 
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The supplementary Fig. 4.4 shows the Ca2+ concentration profile (a), the mean 

fusion latency profile (b) and the fusion rate profile for 2 example (c) of supplementary 

table 4.1. 

 
 

4.5.2 Supplementary Figures and Tables 

 

 

 

Supplementary Figure 4.1: Quantities used for the calculations of RN  and asynchT  

(a) For the calculation of RN  (C, τOpen), where C is the Ca2+ concentration and τOpen is the 

ion channel mean open time. D is the Ca2+ pulse duration. 
Red: vesicular release probability PR(C, D). Blue: probability that at least 1 vesicle is released 
as a result of the Ca pulse P1Ves(C, D), calculated with equation (4.10) from PR(C, D). Green: 

probability PD(D, τOpen) that the Ca
2+ channel opens for a duration D. Black: P1Ves(C ,D) ·PD(D, 

τOpen) used in equation (4.8) for the calculation of RN  (C, τOpen). 

(b) For the calculation of asynchT  (C, τOpen), 

Red: vesicular release probability PR(C, D). Blue: probability of at least 2 vesicles get released 
P2Ves(C, D), calculated with equation (4.11) from PR(C, D). Green: probability PD(D, τOpen) that 
the Ca2+ channel opens for a duration D. Black: PE(C ,D) ·P2Ves(D, τOpen).used in equation (4.9) 

for the calculation of asynchT  (C, τOpen). 

Parameters for this Figure: τOpen = 1.2 ms, C = 120 μM, number of vesicles NA sensing the 

pulse: 7, (Beutner et al., 2001) secretion model with γ = 10 ms-1. 
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Supplementary Figure 4.2: 

Screening the temporal precision 

and efficiency of Ca2+ 

coordinated release model of 

MQR in terms of [Ca2+]pulse and 

Dpulse. 
We calculated for which 
combination of pulse duration 
Dpulse and concentration [Ca

2+]pulse 
the Ca2+ coordinated release model 
is consistent with experimental 
observation (white stripes, 
consistency region in the parameter 
space, Table 4.1) in terms of 
number of vesicles released per 
release event NR and of the release 
asynchrony Tasynch for ranges of 
Ca2+ concentrations [Ca2+]pulse (up 

to 250 μM) and durations Dpulse (0 
to 4.5 ms) potentially resulting from 
the opening of a single Ca2+ 
channel. The blue and green 
dashed lines result from the criteria 
on the synchrony and the mean 
number of vesicles released, 
respectively. The mean number of 
vesicles released NR increased with 
[Ca2+]pulse and Dpulse. The region 

where NR ≈ NA (the number of 
vesicles feeling the Ca2+ pulse) 
corresponds to where the 

probability of release PR ≈ 1. In 
this area the release asynchrony 
Tasynch only decreased with 
increasing [Ca2+]pulse. In the region 
where PR < 1, Tasynch mainly 
decreased with Dpulse. Each row is 
the Ca2+ coordinated release model 
applied to a specific system, 

assuming a particular number of available vesicles NA (Table 4.1): 

(a) The consistency region was extended. It began at around [Ca2+]pulse = 40 μM for a small 
range of durations around Dpulse = 1 ms, and at about 60 µM, all durations above 0.5 ms were 
included. 

Using (Schneggenburger and Neher, 2000) secretion model with final release step γ = 10 ms-1. 
(b) The consistency region started at much higher [Ca2+]pulse. It encompasses values of 
[Ca2+]pulse from around 75 µM and Dpulse values between 0.5 and 1 ms. Only from [Ca2+]pulse > 
230 μM, all durations above 0.25 ms were included. 

Using (Beutner et al., 2001) secretion model with γ = 10 ms-1. 

(c) A very thin consistency region appears above 200 μM. 

Using (Beutner et al., 2001) secretion model with γ = 10 ms-1. 
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Supplementary Figure 4.3: Quantal content distributions underlying the EPSC 

distributions. 
(a) Artificially generated EPSC amplitude histogram with amplitudes drawn from a Gaussian 
distribution with mean of 150 pA and s.d. = 52 pA. 20000 EPSCs were generated from which 
all EPSCs with negative amplitude were discarded. The characteristics of the resulting histogram 
of ESPC amplitudes are shown in black. The coefficient of variation CV is 0.34 and the 

skewness γ1 is close to 0 (0.04). The cumulative distribution of the amplitudes was fitted by a 
sum of 6 Gaussians with means = i * 50 pA and s.d. = Sqrt(i) * 19 pA with i ranging from 1 
to 6. The composing distributions are shown in blue, the mini amplitude distribution is shown 
in red dashed (mean 50 pA and CV 0.38). The numbers at the top of each distribution are 
their relative contribution. The quantal content is the number of neurotransmitter quanta an 
EPSC is made of. In blue are the characteristics of the quantal content distribution. Note the 

negative skewness γ1, regardless of the fact the EPSC amplitude distribution had a skewness γ1 

of ~ 0. 
(b) Characteristics of the quantal content distribution from the rat rod bipolar cell (RBC) as 
found by (Li et al., 2009) during strong stimulation. Mean, CV and skewness calculated 
neglecting the no-fusion events using the binomial distribution; 
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(c) Characteristics of the EPSC distribution from the bullfrog amphibian papilla hair cells 
derived from (Li et al., 2009) 
(d) Characteristics of the EPSC distribution of ANF fiber with mainly monophasic EPSC from the 
IHC. Gaussian distribution superimposed onto EPSC amplitude of fibers with mainly monophasic 
EPSCs. Adapted from (Grant et al., 2010). 
(e) Characteristics of the possible quantal content distribution underlying the EPSC distribution 
of the frog HC of (c). Fitting done by a sum of Gaussian functions as in (a), using mEPSC 
distributions with different mean and CV. Where the error of the fitting is small, the CV covers 
the range from 0.16 to 0.32 whereas the skewness from -0.8 to 0.2. The root means square 
error was obtained by integrating the squared difference between the EPSC Gaussian and the 
fit, then dividing it by 350 pA (the largest EPSC size in frog HC) and taking the square root. 
(f) as (e), but on the EPSC distribution of the IHC (d). Where the error of the fitting is small, 
the CV covers the range from 0.2 to 0.3 whereas the skewness from -0.3 to 0. The root means 
square error was obtained by integrating the squared difference between the EPSC Gaussian 
and the fit, then dividing it by 800 pA (the largest EPSC size in IHC) and taking the square 
root. 
The ranges for the CV and for the skewness of the underlying quantal content distribution for 
the frog HC were the widest, therefore we chose these ranges as limits of experimental quantal 
content distributions: 0.16 < CV < 0.32, -0.8 < skewness < 0.2. 
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   Beutner model of 

secretion 

Schneggenburger 

model of secretion 

Configuration 
Buffer 

(mM) 

Total 

current 

(pA) 

λZ (nm) α λZ (nm) α 

Ca
2+

 current 

flowing through a 

disk with a radius 

R of 50 nm, z 

fusion rate profile 

at r = 70 nm from 

the center of the 

disk. 

EGTA 

0.5 

1 89 1.3 109 1.3 

8 146 1 254 1.2 

16 178 1 353 1.3 

EGTA 

2 

1 75 1.5 91 1.5 

8 122 1.2 191 1.4 

16 144 1.2 252 1.6 

BAPTA 

2 

1 14 1.8 15 1.8 

8 23 2.1 27 2.1 

16 28 2 33 2.1 

Ca
2+

 current 

flowing through a 

disk with a radius 

R of 210 nm, z 

fusion rate profile 

in the center of 

the disk  

(r = 0 nm) 

EGTA 

0.5 

1 92 1.2 117 1.3 

8 184 1.1 278 1.3 

16 217 1.1 371 1.4 

EGTA 

2 

1 67 1.3 85 1.3 

8 140 1.2 197 1.4 

16 162 1.2 254 1.5 

BAPTA 

2 

1 4 1 5 1 

8 10 1.4 13 1.5 

16 14 1.5 17 1.5 

 

Supplementary Table 4.1: Fit to fusion rate profile perpendicular from the active zone 

in different configurations. 

 
 

 
Supplementary Figure 4.4: Fusion rates profiles at the active zone. 
Red: parameters in red from supplementary table 1; 
Blue: parameters in blue from supplementary table 1; 
(a) Ca2+ profile as a function of the distance z from the active zone. 
(b) Mean latency as a function of the distance z from the active zone. 
(c) Fusion rate as a function of the distance z from the active zone, calculated as the inverse 
of the mean latency from (b). Black: fits using the function (4.24) of the supplementary note. 
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Supplementary Figure 4.5: Homotypic fusion models for lower packing densities 

(a-c) Same as Fig. 4.5e,f, Fig. 4.6e but with vesicle packing densities φ1D and φ2D at 0.5 and 

0.25, respectively. The consistency regions shifted to higher values of HMax / αexo, consistent 
with the fact that a lower concentration enables less homotypic fusion. 
In the 2D Ca2+-dependent model of homotypic fusion, no consistency region was present. 
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Supplementary Figure 4.6: Homotypic fusion models for higher packing densities 

(a-c) Same as Fig. 4.5e,f, Fig. 4.6e but with vesicle packing densities φ1D and φ2D at 0.9 and 

0.55, respectively. The consistency regions shifted to lower values of HMax / αexo, consistent 
with the fact that a higher concentration enables more homotypic fusion. 
In the 2D Ca2+-dependent model of homotypic fusion, no consistency region was present. 
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5 Uniquantal and frustrated release at the inner hair cell 

ribbon synapse 

 
 
 
All experimental data in this study was provided by Darina Khimich. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Short summary 

In chapter 4 we suggested that multiquantal release was not a plausible 

interpretation of large EPSCs triggered by neurotransmitter release from 

IHCs. We showed that an alternative plausible explanation could be that a 

single vesicle fusion generates large EPSCs and that vesicle fusion pore 

flickering cause multiphasic EPSCs. In this chapter, we analyzed post-synaptic 

bouton recordings from the spiral ganglion neurons. In particular we 

investigated whether multiphasic EPSCs could or could not be decomposed 

into mEPSC. 
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5.1 Introduction 

Neurotransmitter release from the inner hair cell (IHC) synapse generates spiking in 

auditory nerve fibers with high reliability (Chapter 2, (Siegel, 1992)). This reliability was 

assigned to the large excitatory postsynaptic current (EPSC) amplitudes (300-400 pA on 

average) (Grant et al., 2010). It has been always assumed that these large EPSCs arise 

from the synchronous fusion of many (up to 16) vesicles, or the fusion of large 

compounds (Glowatzki and Fuchs, 2002; Matthews and Fuchs, 2010). This multiquantal 

release interpretation rose in part from the observation of EPSC waveforms vary greatly 

in shape. Some EPSCs are monophasic – with a single rise time, whereas others are 

multiphasic – resembling the superposition of multiple miniature EPSCs (mEPSCs). 

Whether these EPSC shapes really result from the fusion of many vesicles has now been 

questioned (Chapter 4). In fact, we proposed that the large EPSCs might result from the 

exocytosis of just a single vesicle, whereas the multiphasic EPSCs emerge from vesicle 

pore flickering. The prediction of this hypothesis is that multiphasic EPSC shapes are not 

readily interpretable as the superposition of multiple desynchronized mEPSCs. 

In this study we analyzed postsynaptic voltage clamp recordings from the bouton 

of auditory nerve fibers, attached to the afferent ribbon synapse of the IHC. First we 

propose a method to easily differentiate between multiphasic and monophasic EPSCs. 

We found that the average charge of multiphasic EPSCs is similar to that of monophasic 

EPSCs, indicating that multiphasic and monophasic events result from on average the 

release of the same amount of neurotransmitter. Then, using deconvolution, we 

decomposed multiphasic EPSCs into a superposition of mEPSCs. By doing so, we found 

that all sizes down to the noise level of underlying “mEPSCs” would be required to 

compose the shapes of multiphasic EPSCs. We propose that the variable EPSC shapes 

are more readily explained by the fusion of a single vesicle with a flickering fusion pore. 

In conclusion our results suggest that the uniquantal interpretation is a plausible 

alternative to the classical multiquantal release interpretation of the electrophysiological 

data acquired from the IHC ribbon synapses afferences. 
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5.2 Results 

5.2.1 Amplitude and charge of monophasic and multiphasic EPSCs 

Voltage clamping of the spiral ganglion neuron afferent boutons exhibited abundant 

synaptic activity driven by the IHC (Fig. 5.1a-b). To characterize EPSC shapes, we 

studied their amplitude and charge distributions (Methods). The EPSC amplitude 

indicates the maximum open probability of AMPA receptors (AMPAR) reached during 

the EPSC time course. The EPSC charge, however, is linearly correlated to the amount 

of neurotransmitter that was released in a particular release event, provided the absence 

of AMPAR saturation or desensitization. The mean amplitude and charge among cells 

were 260 ± 160 pA and 450 ± 280 fC, respectively (n=3). We found that for each cell the 

coefficient of variation (CV = s.d. / mean) of the charge distribution (CV = 0.34, n=3) 

was smaller than the CV of the amplitude distribution (CV = 0.42, n=3) (Fig. 5.1c-d), 

although this difference was not significant (p = 0.22). Overall, the charge distribution 

was more symmetrical and Gaussian-like than the amplitude distribution. Although one 

of the amplitude distributions revealed a peak around 50 pA and a tail at higher 

amplitudes, all the charge distributions were symmetrical and did not reveal any peak at 

small charges. This suggests that the peak at small amplitudes that was usually interpreted 

as “uniquantal”, exists only in the amplitude distribution of the EPSCs (Glowatzki and 

Fuchs, 2002) and does not correlate with an uniquantal amount of neurotransmitter, as 

no small charge peak was present in the charge distribution. In summary, the variability 

of the neurotransmitter content and its distribution was consistent with the one expected 

for a single vesicle (del Castillo and Katz, 1954). 

 To better understand the origin of the slight difference in amplitude and charge 

distributions, we plotted the dependence of EPSC charge on EPSC amplitude in a scatter 

plot (Fig. 5.1e). The resulting map is very different from the one of shown by (Rossi et 

al., 1994), where all the points were aligned on the diagonal. Only the upper left triangle 

is filled with data points. This indicates that an EPSC of given amplitude must have a 

certain minimal charge. This is a consequence of the fixed decay time constant of the 

AMPA receptors open probability, which restricts smaller charges for one given 

amplitude. 
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Figure 5.1: EPSC 

amplitude and 

charge for 

monophasic and 

multiphasic EPSCs. 
(a) Example of a 
current trace during 
abundant 
spontaneous activity. 
(b) Superposed 15 
consecutive 100 ms 
of a voltage clamp 
recording. One can 
distinguish EPSCs of 
different shapes: fast 
monophasic EPSCs 
and slower 
multiphasic EPSCs. 

(c) Distribution of EPSC amplitudes revealed two “bumps. 
(d) The distribution of EPSC charges was rather symmetric. 
(e) Scatter plot of EPSC charge versus charge. Two clouds of points are distinguishable. One 
(red) are on the diagonal, the other (blue) are separated by the gray dashed line. More 
monophasic EPSCs were present in this cell. 
(f) Examples of events taken from the two clouds. The red ones are all rather fast and 
monophasic. The blue are slow and more extended in time. 
(g) Cumulative distribution of the EPSC amplitudes for both groups. Multiphasic EPSC had 
significantly smaller amplitude in all cells tested. 
(h) Cumulative distribution of the EPSC charges for both groups. No significant difference was 
seen among the cells tested. Here one sees few EPSC with larger charge in the multiphasic 
group. This could be explained by stochastic superposition of independent EPSCs.  
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In all cells (n = 3) we found two higher density spots in the amplitude/charge scatter 

plots. One high density spot lied on the diagonal, where EPSCs have the smallest ratio of 

charge over amplitude (red, Fig. 5.1e). These are the fastest EPSCs - with the fastest rise 

time, as the EPSC decay time is rather stereotypical. These can be assimilated to the usual 

monophasic EPSCs (Fig. 5.1f). A second distinct cloud of points was on the left of the 

diagonal (blue, Fig. 5.1e). This represented EPSCs with a less “optimal” charge usage: 

they were smaller, and with larger full width at half-maximum (FWHM). These points 

were assimilated to the multiphasic EPSCs (Fig. 5.1g). 

Although there were always some points present between these two high density 

spots, one could well separate them into two groups with a line passing through the point 

of 0 fC charge and 0 pA amplitude (gray dashed line Fig. 5.1e). EPSCs on the right side 

of the line were called monophasic, whereas those on the left side multiphasic. In one cell 

we found multiphasic EPSCs with a charge expected from for a “uniquantal” (50 pA) 

EPSC. Such an observation would not suit the multiquantal release interpretation of 

multiphasic EPSCs, as one would need to assume that a single vesicle could be 

desynchronized. In contrast, pore flickering could account for multiphasic EPSCs with a 

small charge. 

 Next we studied the amplitude and charge distribution of monophasic and 

multiphasic EPSCs independently. The mean amplitude of monophasic EPSCs was 

significantly larger than the one of the multiphasic in each cell (n=3). However the mean 

charge distribution was not significantly different. (Keen and Hudspeth, 2006) reported 

that in their preparation of frog amphibian papilla hair cell afference, multiphasic EPSCs 

were on average larger than the monophasic ones. This is compatible with a linear 

superposition of independent EPSCs. Here, this was not the case: indicating that 

monophasic EPSCs were not just a superposition of independent release events. 

5.2.2 mEPSCs do not compose multiphasic EPSCs 

What is the underlying temporal structure of neurotransmitter release in multiphasic 

EPSCs? If it was the release of independent vesicles that would cause the multiphasic 

shape of EPSC, then neurotransmitter release would occur at definite distinct time points 

with a stereotypical amplitude. However, if it is was continuous release through a 

flickering fusion pore, then neurotransmitter might be released in a less stereotypical 

fashion and all sizes of underlying events could be expected. 
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Figure 5.2: Decomposition of EPSCs into elementary” events 
(a) By taking all the events at the right of the red line for Fig. 1e, normalizing, aligning them 
at the half rise time and averaging we obtain the template EPSC (black). Color pseudo-scale of 
the density of all the superimposed events (395 EPSCs) 
(b) Examples of the fit done by the iterative deconvolution algorithm. In red is the fit with 
1,2,5 and 8 underlying events. For the 1, there are 2 examples. In gray are the 1st fit done 
during the iterative decomposition to have a comparison of time scales. For the 8 events case, 
note the twice slower time scale. 
(c) Number of underlying events given by the decomposition. Monophasic EPSCs are 

decomposed by on average ~2 events, whereas the multiphasic EPSCs by on average 5. 
(d) Same scatter plot as in Fig. 5.1e, but with coloring indicating the number of underlying 
events.  This suggests that this representation can well distinguish between different types of 
EPSCs. 
(e) By taking all the EPSCs with at least 3 underlying release events, we plotted the amplitude 
distribution of all these underlying events. There is no “quantal” peak at 50 pA, EPSC of very 
small sizes are needed to describe the shapes of EPSCs (see 8 “events” shapes in (b)) 
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We tested whether multiphasic EPSCs could be composed of distinct vesicle releases. 

First we constructed the “ideal” monophasic EPSC that would result from the exocytosis 

of a single vesicle. We took the fastest monophasic EPSC shapes, normalized, aligned 

and averaged them (Fig. 5.2a, Methods). Then, using an iterative fitting/deconvolution 

algorithm, we investigated how many “ideal” EPSCs compose the multiphasic EPSCs 

(Fig. 5.2b). Whereas most monophasic EPSCs were decomposed by on average in 2 

“ideal” EPSCs, the multiphasic EPSCs required much more (on average 5) (Fig. 5.2c). 

We plotted this information on the scatter plot (Fig. 5.2d). The good separation of the 

events in this representation suggests that this is an appropriate way to distinguish 

monophasic EPSCs from multiphasic ones, which was done visually event by event 

previously (Glowatzki and Fuchs, 2002; Grant et al., 2010). 

Finally we looked at the amplitude distribution of the underlying events by talking 

all the EPSCs that were composed of at least 3 events (Fig. 5.2f). In all of the cells 

(n = 3), we observed that the contributions of all amplitudes down to the noise level of 

underlying “ideal” EPSCs would be required to account for the shapes of multiphasic 

EPSCs.  This fact is in contrast to what is expected if multiphasic EPSCs resulted from 

the desynchronized release of 50 pA vesicles. This additional evidence is consistent with 

the picture of a vesicle fusion pore flickering that can open and close for different 

durations and with different diameters, and let higher or lower amounts of 

neurotransmitter escape into the synaptic cleft. 
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5.3 Discussion 

In this study we examined the nature of the multiphasic EPSCs from the IHC ribbon 

synapses. These EPSCs were usually interpreted as the superposition of desynchronized 

vesicles (Glowatzki and Fuchs, 2002; Grant et al., 2010) and led to the now accepted 

multiquantal release interpretation of EPSCs in the ribbon synapse field (Matthews and 

Fuchs, 2010). We found that in the charge distribution of EPSC, there was no sign of a 

uniquantal peak at a charge smaller than the average EPSC charge. We found that 

multiphasic and monophasic EPSCs had on average the same neurotransmitter content. 

And finally our results suggest that multiphasic EPSCs are not readily deconvolved into a 

superposition of uniquantal EPSCs, but rather that all amounts of neurotransmitter 

release occur during a multiphasic EPSC. 

These results would favor the uniquantal interpretation of EPSCs triggered by the 

IHC ribbon synapses. Multiphasic EPSCs would then be the consequence of a full vesicle 

fusion, but which occurs in several steps. Several short or small fusion pore opening 

would be required for the release of the neurotransmitter content of vesicles. This kind 

of pore flickering was observed at other synapses (Staal et al., 2004; Pawlu et al., 2004; 

Wang et al., 2008) , but were not always interpreted as such (Girod et al., 1993).  In 

addition pore flickering were observed at other secretion cells but usually with larger 

vesicles and at longer time scales (Zhou et al., 1996; Chanturiya et al., 1997; Scepek et al., 

1998; Takahashi et al., 2002). Whether this could be a sign of kiss-and-run type of 

exocytosis is not yet clear (Rizzoli and Jahn, 2007). 

The uniquantal interpretation is consistent with many additional experimental 

findings at the synapse. (1) The EPSC distribution is independent of stimulation and of 

intracellular Ca2+ buffering (for example by changing the intracellular buffer from 

BAPTA to EGTA), whereas the release frequency is. (2) Known rates of exocytosis at 

the IHC and spike rates in the auditory nerve fibers (ANF) are more consistent in the 

uniquantal interpretation. In fact, steady state spike rates at the ANF are around 300 Hz 

(Taberner and Liberman, 2005). To trigger a spike, at least one EPSC is required 

(Chapter 2). If each EPSC is composed of on average 7 vesicles (Grant et al., 2010), one 

would need a vesicles release rate of at least 2100 Hz per synapses, although estimated 

rates are in the order 600 Hz per active zone (Pangrsic et al., 2010). (3) EM 

reconstruction of the IHC ribbon synapses reveal around 10 release sites, thus it seems 

unlikely to synchronize the release of 16 vesicles (Frank et al., 2010). Large compounds 

were rarely observed in EM imaging, also arguing against compound vesicle fusion. (4) 
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The mEPSC amplitude increases linearly with the postsynaptic density (PSD) area 

(Nusser et al., 1997). The fact that the PSD of ANFs (radius of around 400 nm) is 

significantly larger than the PSD of cortical synapses, one would expect much larger 

mEPSCs in the ANFs.  

Why would pore flickering be present at the IHC ribbon synapses? Multiphasic 

EPSCs seem to almost disappear with synapse maturation (Grant et al., 2010), which 

could be a sign of an immature exocytosis machinery. Finally, a single vesicle 

interpretation seems to be the most parsimonious interpretation in terms of energy 

consumption for the synapse: why release many vesicles at once if a single vesicle could 

give the same effect?  
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5.4 Methods 

Postsynaptic recording were performed at -90 mV holding potential as in (Glowatzki and 

Fuchs, 2002). Sampling frequency was 30 kHz. The analysis was done in 3 afferent 

recordings with abundant spontaneous activity driven by the IHC. In the graphs the 

analysis of one representative cell is shown. Analysis was performed in Mathematica 

(Wolfram Research). 

The current traces were first high-pass filtered at 1 Hz to remove small baseline 

drifts and to enable easy detection of EPSCs. The recording was then shifted by 2 - 4 mV 

so that the baseline of the recording was at 0 mV. The s.d. of the noise was usually 

around 3-4 pA. Some traces were low pass filtered at 10 kHz. EPSCs were detected using 

a threshold at -15 pA. The beginning and the end of the EPSC were set as the point 

where the current trace crossed 0 pA. EPSC charge was calculated as the area between 

the beginning and the end of the EPSC. All events were inspected by eye. 

 Once the monophasic EPSCs were selected, they were normalized, aligned at the 

half of their rising phase and averaged. The result gave the “ideal” monophasic EPSC. 

For the averaging, the non low-pass data was used. This ideal monophasic EPSC was 

used as the point spread function (PSF) of the deconvolution. For convenience we set 

the time t = 0 as the peak of the PSF, i.e., PSF(0) = 1. 

 The deconvolution algorithm of multiphasic EPSCs aimed at finding the 

minimum number of PSFs that could account for the EPSC shape. We wanted to 

minimize the error E: 
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where EPSC(t) is the EPSC shape, tbegin and tend are the beginning and the end of the 

EPSC, respectively. f(n,t) was the fit function: 
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where t was time, Ai and ti were the amplitudes and the times of underlying PSFs, 

respectively. PSF(t) was the PSF and n was the number of PSFs composing the fit 

function. We used an iterative approach to find the best fit. We fitted the EPSC by 

increasing the number n of PSFs in the fit function f(n,t). The algorithm was stopped 

when either of two criteria were met: the error E(n) of the fit was smaller than 2.5 times 
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the error expected from the noise or when increasing the number of PSFs didn’t reduce 

the total error E by more than 10 %: E(n+1)/E(n) > 0.9. 

For the fit at n = 1, starting values for A1 and t1 where the amplitude and the peak 

time of the EPSC, respectively. For the fit at subsequent n > 1, as starting values for Ai 

and ti (i from 1 to n -1) were the values provided by the fit n - 1, and the starting values 

for An and tn were the amplitude and the time of the maximum error of the previous fit.  
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6 Ca2+ nanodomain control of exocytosis and its 

consequences on auditory nerve fiber response 

properties 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Short summary 

In chapter 2 we showed that the postsynapse reliably encodes in spike trains 

the EPSCs triggered by the release of neurotransmitter from the inner hair cell 

ribbon synapse. If large EPSCs are in fact composed of one vesicle as 

suggested by chapters 4 and 5, the exocytosis of single vesicle is sufficient to 

trigger an action potential in the auditory nerve fiber. In this final chapter we 

examine the functioning of Ca2+ channel nanodomain control of exocytosis 

and explore its consequences on the system level. In particular we investigate 

how it could account for different aspects of afferent auditory nerve fibers, 

like their response heterogeneity, long latencies at weak sound amplitudes and 

phase locking. 
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6.1 Introduction 

Redundancy in biological systems usually provides reliability. Surprisingly, at the birth of 

the auditory neural spike code, which is one of the most precise and fastest in the brain, 

vesicle release is controlled by only one or a few Ca2+ channels (Brandt et al., 2005). 

Here, using computational modeling, we explore the consequences and signatures of 

such a seemingly fragile design of neurotransmission at the inner hair cell (IHC) ribbon 

synapse. 

The auditory system reliably encodes sound intensities spanning 6 orders of 

magnitude (from 0 to about 120 decibel (dB) sound pressure level (SPL)). Auditory nerve 

fibers (ANF), the first neurons in the auditory pathway, vary extensively in their 

spontaneous firing rate (rate in the absence of sound stimulus), ranging from 0 to about 

100 Hz (Kiang, 1965; Liberman, 1978; Taberner and Liberman, 2005). Additionally, each 

ANF has its specific SPL threshold and range of intensities over which its spiking rate 

varies. Thus each ANF encodes only a fraction of the total intensity range covered by the 

auditory system. Finally, the spontaneous firing is negatively correlated to threshold SPL: 

high spontaneous rate fibers usually have low thresholds, whereas low spontaneous rate 

fibers have high thresholds. Despite major research efforts, the biophysical mechanisms 

underlying ANF response heterogeneity and the coupling between spontaneous rate and 

ANF sensitivity are not fully understood. For example, it is still debated whether 

heterogeneity arises from different presynaptic exocytosis rates or different success 

probability of spike triggering at the postsynapse (Grant et al., 2010). One hypothesis to 

account for ANF heterogeneity has been that total presynaptic Ca2+ conductance might 

vary across synapses (Sumner et al., 2002; Frank et al., 2009). However, how exactly such 

a mechanism would operate in the Ca2+ nanodomain control of exocytosis is not clear. In 

this work, we show how differences in Ca2+ channel density and total number might 

account for the ANF heterogeneity. We also show that a “Ca2+ microdomain 

approximation” is an appropriate simplification when investigating ANF heterogeneity. 

Finally, we find a link between the phenomenological description of ANF rate-level 

functions (Sachs and Abbas, 1974; Heil et al., 2011) and exocytosis-voltage curves. In 

particular, we find that the power parameter in rate-level functions is not related to Ca2+ 

sensor cooperativity, but rather to the sigmoidal character of the relationship between 

exocytosis and membrane potential, which would arise even for a non-cooperative Ca2+ 

sensor for exocytosis. 
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Despite the auditory system’s capability to detect time differences in the order of 

tens of μs (Carr, 1993), at low sound intensities, sound detection can take up to 100 ms. 

The presence of these very different time scales in the auditory system has been named as 

the resolution-integration paradox. Long latencies have been classically attributed to the 

fact that the auditory system integrates sound energy and sound perception occurs when 

this integral reaches a detection threshold (Hughes, 1946; Heil and Neubauer, 2003). A 

solution to this integration-resolution paradox was that long latencies result from low 

spiking probability in the ANF (Krishna, 2002; 2006). In this work we propose that in the 

Ca2+ nanodomain control of exocytosis, it is the rare Ca2+ channel openings that would 

account for long latencies. In addition, we show that this result can be reformulated in 

terms of a temporal integral of sound pressure. 

The auditory system analyzes sound frequency not only using the Fourier 

transform performed by the cochlea (place code), but also by reading out precise spike 

patterns in individual ANF, which convey information about the precise phase of the 

sound (temporal code) (Moller, 2006). ANF phase locks to tones of up to 2 kHz in 

frequency (Moser et al., 2006). This might seem difficult to achieve in the Ca2+ 

nanodomain control of exocytosis, where locking should be produced by only a few 

stochastic ion channels. Here, we show that a few ion channels can be as effective in 

locking release to the stimulus, as would 40 ion channels. This can mainly be attributed to 

the fact that single ion channel stochasticity is compensated by large Ca2+ concentration 

variations resulting from the channel openings. This is a signature of stochastic 

resonance, where noise (the individual channel openings) increases the quality of signal 

transmission. 
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6.2 Results 

6.2.1 Ca2+ sensor sensitivity and Ca2+ concentration at the IHC ribbon 

synapse  

To better understand the response characteristics of the Ca2+ sensor of the IHC (Beutner 

et al., 2001) in terms of its sensitivity and dynamic range, we calculated the vesicle fusion 

rate as a function of Ca2+ concentration. We added to the secretion scheme a 

replenishment step that connected the released state of the scheme to the first state. First, 

we set the replenishment rate to a very high value (10 GHz) to investigate the sensitivity 

of exocytosis alone (Fig. 6.1a). The exocytosis rate increased mostly linearly in this range 

of Ca2+ concentrations. These rates can be seen as release rates per vesicle (or per release 

site) when the vesicle pool is fully replenished. Then, to investigate the sensitivity of the 

sensor in the presence of a physiological replenishment, we set the replenishment rate per 

release site to 40 Hz. For ten release sites it yields a maximum release rate of 400 Hz, 

which is consistent with the maximum steady state rates at the IHC ribbon synapses 

(Pangrsic et al., 2010). As a result, the dynamic range of release was for Ca2+ 

concentrations between 5 and 25 μM (Fig. 6.1a). Here, the maximum rate of exocytosis 

was determined by the replenishment rate, and it fixed the upper bound of the sensitivity 

range for steady state release. 

 To understand the physiological relevance of these Ca2+ concentrations, we first 

calculated the steady state concentration resulting from the opening of a single open Ca2+ 

channel (Fig. 6.1b). Channel current was set to 0.15 pA and buffering conditions were 

0.5 mM EGTA and 0.5 mM BAPTA, an approximation of physiological conditions. 

Then, we calculated the Ca2+ concentration resulting from a homogeneous Ca2+ influx 

through a 100 nm wide by 300 nm long rectangle (Meyer et al., 2009) (Fig. 6.1c). In this 

case, we set the total current equivalent to 10 open channels. The Ca2+ concentration did 

not exceed 40 μM in the whole region. Such a homogeneous Ca2+ influx can be seen as a 

“Ca2+ microdomain approximation” of the real Ca2+ signal (Fig. 6.1d). As Ca2+ 

concentrations were calculated in the linear approximation, concentrations increased 

linearly with channel number. We then calculated Ca2+ concentrations in the 

microdomain approximation at different distances from the Ca2+ channel cluster border 

(Fig. 6.1e). We see from this figure that depending on the position of the Ca2+ sensor, 

the opening of only 10-25 channels is necessary to produce a maximum release rate in the 

presence of replenishment. 
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Figure 6.1: Ca2+ sensitivity of exocytosis and Ca2+ concentration at the active zone 
(a) Steady state release rate per release site as a function of Ca2+ concentration. Red: infinitely 
fast replenishment of the release site. Blue: replenishment rate of 40 Hz. For steady state 

release the dynamic range in terms of Ca2+ concentration was from 5 to 25 μM.  
(b) Ca2+ concentration as a function of distance from an open Ca2+ channel with current 0.15 
pA, in a log-log scale. Buffering conditions are 0.5 mM EGTA and 0.5 mM BAPTA. The 
background concentration is 50 nM and is reached at long distances (>200 nm) from the ion 
channel. 
(c) “Ca2+ microdomain approximation”: Ca2+ current flowing homogeneously though a rectangle 
of 300 nm x 100 nm. Total current equivalent to 10 open channels. Top: top view (x-y plane) 
at z = 1 nm. Bottom: side view (y-z plane) at x = 0 nm. 
(d) Same as (c) but current flowing through 10 regularly distributed channels. 
(e) Ca2+ concentration in “microdomain approximation” as a function of number of open 
channels and position from the border of the rectangle. z = 0 nm, x = 0 nm and varying y. 
The border of the Ca2+ cluster is at y = 50 nm. 
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6.2.2 Different Ca2+ channel and vesicle positioning could account for 

auditory nerve fiber functional heterogeneity 

To understand if the differences in Ca2+ channel number per synapse influences synapse 

sensitivity, we first calculated the steady state release rates per synapse at different 

membrane potentials for different channel complements per synapse (10-80) in the 

microdomain approximation. For the channel open probability, we used the mean open 

probability curve from (Brandt et al., 2005), going from 0 at hyperpolarized voltages to 1 

at depolarized voltages (Fig. 6.2a). 10 vesicles were positioned at varying distances from 

the Ca2+ cluster (Frank et al., 2010). For a given number of channels and distances from 

the active zone, we found that exocytosis rate versus voltage relationship was sigmoidal, 

well fit by a Boltzmann curve (Fig. 6.2b): 
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Where RMax is the maximum exocytosis rate, Vhalf is the membrane potential at the mean 

exocytosis rate and VΔ is a proxy of the dynamic range. We systematically explored 

variations in Vhalf and VΔ as a function of the number of channels and the distance of 

vesicles from the active zone (Fig. 6.2c,d). We found that Vhalf varied in a 30 mV range, 

which could potentially account for the ANF heterogeneity. Additionally VΔ remained 

relatively constant in an extended region of the parameter space. 

 To understand how heterogeneity could arise in the nanodomain regime, we 

calculated the exocytosis rate versus voltage curves for different number of channels per 

vesicle and different vesicle-channel distances (Fig. 6.2e,f). We considered a single 

characteristic vesicle that sensed the concentration of 1 to 5 channels, positioned at an 

equal distance from the vesicle. We used a two state Markov model of the ion channel, 

with Boltzmann factors to express the voltage dependence of the gating rates. The mean 

open time was 0.2 ms at -45 mV (Rodriguez-Contreras and Yamoah, 2001) and changed 

only from 0.17 ms to 0.25 ms from -80 to 0 mV. We reported exocytosis rates for 10 

vesicles. We found that different number of channels per vesicle or different vesicle-

channel distances could account for the heterogeneity found in ANF in the nanodomain 

description as well. In contrast to the microdomain approximation, VΔ decreased with 

increasing distance. This could be explained by the fact that when an ion channel is 

closely coupled to a vesicle, each opening produce vesicle release, therefore the 

exocytosis is not negligible already at very low membrane potentials and this resulted in a 

more extended dynamic range. 
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Figure 6.2: auditory nerve fiber heterogeneity could arise from different Ca2+ channel 

number at the active zone and vesicle-channel positioning 
(a) Ca2+ channel open probability as a function of membrane potential. 
(b) Steady state exocytosis rates per synapse in the “Ca2+ microdomain approximation” for 
different number of Ca2+ channels per synapse: 10, 20, 40 and 80. The exocytosis-voltage 
curves (black points) are well fit by a Boltzmann function (red curve), equation (6.1). Vesicle 
were positioned at the border of the Ca2+ cluster, i.e., y = 50 nm. 

(c,d) Vhalf and VΔ from the Boltzmann fit for different values of channel number and position 
of the vesicles from the Ca2+ cluster. Negative distance values correspond to a position inside 

the Ca2+ cluster. Whereas Vhalf varies extensively in this parameter range, VΔ is rather 
constrained. 
(e,f) Same as (c,d) but calculated in the nanodomain regime. A vesicle sensed the Ca2+ coming 
from only 1 to 5 vesicles, all positioned at an equal distance. In this case Vhalf also varies 
extensively in this parameter range, VΔ is rather constrained. VΔ was larger than in the “Ca2+ 
microdomain approximation” and Vhalf was smaller, because stochastic channel openings 
elicited release at lower membrane potentials. 

  



 
125 

In summary, whereas only 10-25 open Ca2+ channels are necessary to reach the 

maximum release rate, a higher number of channels enables to reach the maximum 

release rate at lower voltages. Thus, varying the number of channels at a synapse can 

modulate the dynamic range of exocytosis in a way that resembled experimental rate-level 

functions. 

If we consider that the potential of an IHC in vivo is around -55 mV and that it 

contains 4 synapses with the number of channels as in Fig. 6.2b, then not only will the 4 

synapses have a different threshold and sensitivity, but they will also have a different 

spontaneous exocytosis rate (exocytosis rate in the absence of stimulation). The sigmoidal 

relationship between exocytosis rate versus voltage implies that the synapses with a high 

spontaneous rate will be very sensitive so small changes in membrane potential, whereas 

synapses with a low spontaneous rate will be less sensitive and will require a larger change 

in membrane potential to have a sensitive change in exocytosis rate. This is consistent 

with the negative correlation observed experimentally between spontaneous rate and 

threshold. In conclusion this correlation is a direct signature of the sigmoidal activation 

curve of ion channels. 

6.2.3 Relation of exocytosis-voltage curves to the rate-level functions 

To better understand the implications of the voltage-exocytosis relationship in terms of 

the rate-level functions, we transformed the membrane potential into sound pressure 

level (SPL) and the exocytosis rate into spike rate. When ANFs are stimulated below their 

best (characteristic) sound frequency, the amplification dynamics is linear (Patuzzi and 

Sellick, 1983; Heil et al., 2011). Therefore we can assume a “shifted” linear relationship 

between SPL = 20 log10(P/Pref) and IHC membrane potential V: 

  10 0 0( ) 20 log ( )/ refV P P P P V     (6.2) 

Where θ is a linear factor, P0 and V0 are the “shift factors” for the pressure and the 

voltage, respectively. P represents the sound pressure envelope (relatively to atmospheric 

pressure) and Pref is a reference pressure (usually 20 μPa). In addition we assumed that 

each released vesicle from the IHC had a fixed probability to generate a spike in the 

ANF: we set a linear relationship between the vesicle release rate RV and the spike rate 

RS: 

 S VR R   (6.3) 

Using equations (6.1), (6.2) and (6.3) we derived the spike rate as a function of sound 

pressure: 
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where β = 20 θ / (VΔ log(10)) and K-1 = (Pref)
β
 exp((Vhalf – V0) / VΔ). 

The equations (6.4) is exactly the same phenomenological relationship obtained by 

Heil and colleagues (Heil et al., 2011) when fitting the rate-level functions. They found 

that K-1 determined the sensitivity of fibers, whereas β was constant across all fibers and 

has the value of β ≈ 3. From there we can conclude that the ratio of VΔ and θ might be 

similar across all ANF fibers. The power β was interpreted as the cooperativity factor of 

the Ca2+ sensor (Heil et al., 2011). Our results argue that the power arises simply because 

of the sigmoidal relationship between release rate and voltage, which is not directly 

imposed by the cooperativity of the sensor. In fact the sigmoidal relationship arises from 

mainly two effects: (1) the slow increase of exocytosis with voltage is imposed by the 

activation the ion channels; (2) the saturation is present due to the replenishment rate. 

Therefore the power law and β ≈ 3 could still be present even if the relationship between 

Ca2+ concentration and release was linear. 

6.2.4 Resolution-integration paradox in the auditory system 

For an ANF with a near 0 Hz spontaneous rate, a small increase in sound pressure level 

would result in a long latency spike. The latency L of this spike can be effectively 

expressed as the inverse of the rate (6.4) found previously: 
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where C1 and C2 are constants and L* = L – C2.  This expression corresponds to the 

result of Heil and colleagues (Heil and Neubauer, 2003) without the P0 factor.  

Although the latency L is expressed through an integral of P(t), long latencies do 

not result from an integration process, but simply from a low vesicle release probability. 

Again, the “power law” between the integral of sound pressure envelope and latency 

results from the sigmoidal voltage-exocytosis rate relationship rather than from a Ca2+ 

sensor cooperativity. Finally, in the Ca2+ nanodomain control of exocytosis, long 
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latencies are due to very rare ion channel openings rather than to low Ca2+ 

concentrations induced by the openings (Meddis, 2006; Heil et al., 2011). The low Ca2+ 

concentration could indeed be viewed as the temporal mean of the concentration 

resulting from rare ion channel openings. This simplification would however be 

meaningful only if the relationship between Ca2+ concentration and release rate was 

linear, which is not the case in reality (Beutner et al., 2001). 

6.2.5 Phase locking: are 2 channels more precise than 40? 

It might seem that just one ion channel controlling vesicle exocytosis is not only 

unreliable, but also imprecise. This would in particular be noticeable when vesicle release 

should be phase locked to a sound tone. Here we probed how well vesicle release can be 

locked to a sinusoidal voltage stimulus in the Ca2+ microdomain and nanodomain 

regimes. We used a 4 mV peak-to-peak amplitude voltage stimulus at 500 Hz and 

calculated the mean exocytosis rate per cycle (Fig. 6.3a). For different scenarios, we 

chose as mean voltage the most sensitive voltage (Vhalf) from the micro and nanodomain 

regimes (Fig. 6.2c-f). The quality of the phase locking was assessed by the 

synchronization index (SI) (Johnson, 1980): 

 SI ( )exp( 2 ) ( )dt r t i f t dt r t    (6.7) 

Depending on the chosen nanodomain configuration in terms of number of ion 

channels per vesicle and distance from vesicle to channel, the locking was worse, similar, 

or even better than in the microdomain approximation (Fig. 6.3b). The fact that the 

nanodomain can perform so well can be explained by the following: even though the 

Ca2+ concentration oscillations are less precise when they are govern by stochastic 

channels than in the microdomain regime, they cover a much larger range of Ca2+ 

concentrations. The precise determinants of phase locking quality and the transition 

between micro and nanodomain still remain to be investigated. 
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Figure 6.3: phase locking in micro and nanodomain 
(a) A voltage sinusoid of 500 Hz was applied (top). This 
produced oscillations in the channel open probability (second 
from the top) with a small phase shift. From there, the time 
course of the Ca2+ concentration was calculated (in the 
microdomain approximation, third from the top) and exocytosis 
rates were derived (bottom). The maximum Ca2+ current through 
the channel cluster rectangle was homogeneous and 
corresponded to 40 channels. Vesicles were positioned on the 
border of the Ca2+ channel cluster. 
(b) One phase of the exocytosis rate for the micro and 
nanodomain regimes. In this example phase locking was slightly 
better in the nanodomain regime than in the microdomain regime 
with synchronization indexes of 0.11 and 0.10, respectively. For 
the nanodomain were used 2 channels at 5 nm distance from the 
vesicle. Voltage oscillations were around -56 mV in the 
nanodomain regime. The rate was normalized so that the mean 
rate was 1. 
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6.3 Discussion 

We investigated the consequences of Ca2+ channel nanodomain to vesicle release 

coupling on synapse functioning and on system level behavior. 

We showed that changes in Ca2+ channel number could account for ANF 

heterogeneity. We demonstrated that the power coefficient describing ANF rate level 

functions is mainly set by the sigmoidal relationship between steady-state release 

exocytosis and membrane potential. Having many channels might not be useful to reach 

a high Ca2+ concentration or even higher release rates, but rather to reach the maximum 

release rate at lower voltages, and thus sound pressure levels. In this way, different ranges 

of SPL can be covered by different synapses and ANFs. Finally, although it has been 

often questioned what is the computational advantage of a negative correlation between 

ANF spontaneous rate and ANF threshold (Liberman, 1982), we argued here that this 

correlation might be simply unavoidable. 

 We showed that the long latencies are directly related to the low release rate of 

low spontaneous rate ANF. Also we favor the interpretation that it is rare Ca2+ openings 

that produce long delays rather than a steady state low Ca2+ concentration. 

 Finally, we showed that a few Ca2+ channel could produce a phase locking 

equivalent to that produced by an order of magnitude more ion channel. This could be 

explained by larger variations of Ca2+ concentration that a smaller number of channels 

produce. This property might be related to stochastic resonance, when noise (here 

channel openings) can enable a higher sensitivity of the system. But it still remains to be 

investigated which are the critical factors of channel-vesicle coupling that produce 

different quality of phase locking. In particular it needs to be determined where lies the 

optimum in the transition between nano- and microdomain regimes. 
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6.4 Methods 

Calculations and simulations were performed in Mathematica (Wolfram Research). 

6.4.1 Ca2+ channel model 

For simplicity, we chose a two state Ca2+ channel model: 
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where O and C stand for the open and closed states, respectively. α(V) and β(V) are the 

voltage dependent transition rates: 

 1 2 1 2( ) exp( ), ( ) exp( )V A A V V B B V    (6.9) 

were Ai and Bi are constants. These constants were chose so that the resulting mean open 

probability Popen: 

  ( ) ( ) ( ) ( )openP V V V V     (6.10) 

was similar to (Brandt et al., 2005), going from 0 at hyperpolarized membrane potentials 

to 1 at depolarized potentials. In addition we chose β(V) to vary slowly with voltage and 

giving a mean channel open time around 0.2 ms (Rodriguez-Contreras and Yamoah, 

2001). The remaining constants were determined by the previously stated constrains and 

were: 

A1 = 594 ms-1; A2 = 0.138 mV-1; B1 = 4 ms-1; B2 = 0.005 mV-1. 

We did not model the gating modes of the channel (Rodriguez-Contreras and 

Yamoah, 2001; Zampini et al., 2010), considering it equivalent to a smaller number of 

“effective” channels at the active zone. 

The evolution of the open state is given by: 

      O'( ) ( ) O( ) ( ) 1 O( )t V t t V t t        (6.11) 

and was calculated either in mean field (in the microdomain regime), or stochastically (in 

the nanodomain regime) using the “first reaction” method (Gillespie, 1976). 

6.4.2 Buffer environment and Ca2+ current 

We chose 0.5 mM EGTA and 0.5 mM BAPTA as Ca2+ buffers with binding and 

unbinding rates from (Naraghi and Neher, 1997). These concentrations of buffer 

approximate physiological buffering (Hackney et al., 2005) (Tina Pangrsic, personal 

communication). Single channel current was 0.15 pA and was set to not vary with 

membrane potential, considering the small voltage range of interest (-60 mV to -30 mV). 

This is the current expected at physiological conditions at -30 mV (assuming a 
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conductance of 2.1 pS and a reversal potential of 42 mV as in (Rodriguez-Contreras et 

al., 2002) ). The background Ca2+ concentration was fixed to 50 nM. 

6.4.3 Microdomain regime of exocytosis 

To calculate the release rate as a function of voltage, we considered a rectangle of 100 x 

300 nm through which Ca2+ current could flow (Meyer et al., 2009). We calculated the 

resulting Ca2+ concentration for different number of total channels using the linear 

solution of (Naraghi and Neher, 1997). The Ca2+ concentration at a position (x,y,z) was 

given by: 
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where δ[Ca](r) is the Ca2+ concentration at a distance r resulting from a single open ion 

channel, Nch is the number of channels, [Ca]∞ is the background Ca2+ concentration and 

O(t) is the mean channel open probability at time t. Thus the Ca2+ concentration 

instantaneously followed changes of the mean channel open probability O(t). 

6.4.4 Nanodomain regime of exocytosis 

In the nanodomain regime, the individual ion channel gating matters for vesicle 

exocytosis. We placed 1 to 5 Ca2+ channels at distance d from the Ca2+ sensor of a 

vesicle. We calculated the stochastic gating of the ion channels. The opening of the ion 

channel produced an immediate increase of the Ca2+ concentration, equal to the steady 

state concentration. Opening of additional ion channels simply resulted in the sum of 

their respective contributions, as assumed by the linear approximation (Naraghi and 

Neher, 1997). The closure of a Ca2+ channel resulted in an instantaneous decrease of the 

concentration to the steady state concentration. 

6.4.5 Vesicle cycle 

Exocytosis was modeled using the (Beutner et al., 2001) scheme using the Ca2+ 

concentration obtained either from the micro- or the nanodomain regime. The last Ca2+ 

independent release rate was set to 10 ms-1 as in (Millar et al., 2005). Replenishment per 

release site was 40 Hz per vesicle and was Ca2+-independent. 
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7 Discussion 

In this work we studied how several aspects of the synaptic transmission from the inner 

hair cell onto the auditory nerve fibers contribute to sound encoding. In chapter 3 we 

investigated how fast vesicle replenishment might be supported by the presence of the 

synaptic ribbon and proposed that it could function as a “Brownian conveyor trap”. In 

chapter 6 we examined how Ca2+ nanodomain control of exocytosis might contribute to 

precise sound encoding, and how variations in Ca2+ channel number per synapse could 

enable encoding of different sound intensity ranges. In chapter 4 and 5 we explored the 

candidate mechanisms underlying large and variable EPSC shapes triggered by 

neurotransmitter release from the inner hair cell ribbon synapse. Our results suggest that 

large EPSCs might result from the exocytosis of just one vesicle, rather than many 

vesicles as classically assumed. Finally in chapter 2, we investigated the postsynaptic 

specialization of spiral ganglion neurons (SGNs) that enables them to reliably encode the 

sound signal. We found several distinguishing features: SGNs were phasic, had a short 

integration time constants, a low spiking threshold and a sharp spike initiation 

mechanism. These properties equip SGNs to precisely encode the timing of almost every 

neurotransmitter release coming from the inner hair cell. 

This work as a whole gives the intriguing picture that the brain might detect very 

minute changes happening at the protein level. In fact, the conformational change of a 

single Ca2+ channel resulting in its opening, might elicit the release of a vesicle, which 

might trigger an action potential in the auditory nerve fiber. 

In this last part of the work, we will discuss different aspects of these encoding 

capabilities in a more general context. 

7.1 Fast synaptic transmission and role of the synaptic ribbon 

In this work, we suggested that the presence of the ribbon might contribute to high 

vesicle replenishment rates in ribbon synapses (chapter 3). An important question in the 

synaptic field is which step in the vesicle cycle limits even higher exocytosis rates (Neher, 

2010). Although vesicle resupply might be a limiting factor (Rizzoli and Betz, 2005), it 

seems that each release site at the active zone bears even higher demands during 

sustained exocytosis. In fact, after vesicle exocytosis, the release site must be ready to 

dock and prime a new coming vesicle. In the case of the IHC ribbon synapses, which is 

thought to contain around 10 release sites (Frank et al., 2010) and can sustain exocytosis 
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rates of up to 600 Hz (Pangrsic et al., 2010), a release-site would need to be prepared in 

less than 16 ms. In this short time new fusion competent proteins need to be made 

available and positioned at the appropriate spot. Thus, release site availability might be a 

rate-limiting step of the vesicle cycle, and several arguments argue in this direction for the 

calyx of Held (Neher, 2010). But if that is also the rate-liming step for the IHC ribbon 

synapse is not clear. 

 From the synapse point of view, each step of the vesicle cycle requires metabolic 

energy: preparation of the release site, exocytosis, endocytosis, formation of new vesicles 

and their transportation to the plasma membrane. To make the neurotransmission cycle 

faster, each of these steps might need to be enhanced, which would require additional 

energy. When a synapse is releasing at its maximum rates, are all the steps at their 

maximum output, or only the rate-limiting one? Since synaptic transmission is never 

“infinitely fast”, there will always be a rate-limiting step. However, it is not clear whether 

this limiting step was chosen for energy consumption or computation purposes, or was 

imposed by fundamental biophysical principles. Knowing that IHC ribbon synapses are 

capable to exocytose at 600 Hz at steady state, one is lead to argue that there shouldn’t be 

any biophysical limitation to exocytose up to such a high rate. Thus one should conclude 

that any slower synapse is so by “choice” or by “design”, to effectively perform what it is 

“required” to do, and not more. 

 What are the specializations that enable the IHC ribbon synapses to be fast and 

which role does the ribbon play in that respect? Bassoon mutations, which result in an 

unanchored ribbon, display exocytosis defects (Dick et al., 2003; Khimich et al., 2005; 

Buran et al., 2010; Frank et al., 2010), and would argue for an important role of the 

ribbon in the vesicle cycle. Some ribbon-less synapses, however, are almost as fast as 

ribbon synapses: for example the cerebellar mossy fibers (Saviane and Silver, 2006; Rancz 

et al., 2007). In contrast, some synapses with a ribbon are slower: for example the rod 

bipolar cell (Singer et al., 2004). It has been suggested that the ribbon might even prevent 

vesicle arrival to the active zone, so that the transient and sustained component of release 

are well distinguishable (Jackman et al., 2009). These considerations raise the questions 

whether the primary role of the ribbon is really to accelerate vesicle arrival to the release 

sites, or if the ribbon is rather important for example for computational purposes, i.e., a 

pool of vesicles with specific dynamics. For example, (Jarsky et al., 2011; Oesch and 

Diamond, 2011) have shown that rod bipolar cells are able to compute light temporal 

contrast mainly thanks to the vesicle pool dynamics. It should of course not be excluded 

that the role of the ribbon might be different in different synapses. In conclusion, the 
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role of the ribbon still remains an open question and it seems that its presence it neither a 

sufficient nor a necessary condition for a synapse to be fast.  

One possible approach to address the role of the ribbons is to unravel its exact 

molecular composition and its implications in vesicle docking, priming and exocytosis. 

(Schmitz, 2009; Schwarz et al., 2011). 

7.2 Ca2+ nanodomain and microdomain control of exocytosis 

At a synapse, the average distance between Ca2+ channels and vesicles has a significant 

functional relevance (Chad and Eckert, 1984; Yamada and Zucker, 1992; Neher, 1998b; 

Augustine et al., 2003; Matveev et al., 2011). This distance establishes how intimately the 

release of a vesicle is related to the opening of single Ca2+ channels. In the nanodomain 

regime, individual ion channel openings determine vesicle exocytosis timing. In the 

microdomain regime, it is rather the global Ca2+ concentration, built by an ensemble of 

Ca2+ channels, which is responsible for the vesicle release rates. Also, in the nanodomain 

regime, delays between Ca2+ influx and exocytosis can be smaller than in the 

microdomain regime: firstly, because a smaller time is needed for Ca2+ to diffuse from 

the channel to the vesicle and secondly, because Ca2+ concentrations can be higher near 

the channel mouth and thus produce faster exocytosis. The latter, however, depends on 

the Ca2+ sensor sensitivity. 

 Ca2+ nanodomain control of exocytosis has been found at ribbon synapses 

(Brandt et al., 2005; Goutman and Glowatzki, 2007; Jarsky et al., 2010) as well as at the 

squid giant synapse (Adler et al., 1991), at a fast GABAergic cortical synapse (Bucurenciu 

et al., 2008; 2010) and at the mature calyx of Held (Fedchyshyn and Wang, 2005). But 

computational implications of Ca2+ nanodomain control of exocytosis might be different 

for a spiking and a graded potential cell. In the case of a spiking cell, the timing of Ca2+ 

influx is roughly determined by the action potential shape and the time course of Ca2+ 

channel activation and deactivation (Borst and Sakmann, 1999; Bean, 2007). On the other 

hand, for a graded potential neuron, Ca2+ channels are continuously and stochastically 

gating between the open and the closed states. This stochastic gating might lead to a 

noisy Ca2+ influx and an imprecise control of exocytosis in a graded potential cell. But it 

could also enable stochastic resonance and improve synapse sensitivity (chapter 6). 

Interestingly, if Ca2+ channel kinetics are very fast, the Ca2+ concentration time course 

felt by a vesicle near an ion channel could be very similar to the Ca2+ concentration time 

course produced by a multitude of distant Ca2+ channels. This results from the temporal 

low-pass filtering of a rapidly changing Ca2+ concentration. Thus the exact Ca2+ channel 
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kinetics might be crucial to understand the advantages of each regime of exocytosis 

control as well as to describe the transition between them. 

7.3 Synapse sensitivity modulation with the number of Ca2+ 

channels 

In a spiking neuron synapses, variations in the number of Ca2+ channels can change the 

mean Ca2+ concentration during an action potential and strongly affect the vesicle release 

probability (Schneggenburger and Neher, 2005). Thus, varying the Ca2+ channel number 

could modulate synaptic strength. For the IHC ribbon synapses, we found that changing 

the Ca2+ channel number could change the synapse sensitivity (chapter 6). The notions of 

synaptic strength and sensitivity could be considered equivalent: the former applies in the 

context of action potential stimulations, whereas the latter in the context of graded 

potential stimulations. 

The modulation mechanism we proposed is certainly not the only mechanism 

contributing to synapse heterogeneity in IHC ribbon synapses. For examples differences 

in ribbon sizes have been reported across synapses (Merchan-Perez and Liberman, 1996) 

and they seem to be correlated with the ANF spontaneous rate: the larger the ribbon, the 

smaller the spontaneous rate. Also variations in the voltage activation curve of the Ca2+ 

channel might underlie synaptic heterogeneity (Frank et al., 2009). Finally, additional 

modulation could arise from the efferent innervation of the ANFs (Liberman, 1980; 

Groff and Liberman, 2003). 

 One very difficult experiment that would radically advance our understanding of 

synaptic heterogeneity in IHC ribbon synapses would be to combine presynaptic Ca2+ 

imaging with postsynaptic patch-clamp, in order to correlate the presynaptic Ca2+ signal 

amplitude with responses in the afference. 

7.4 Vesicle fusion pore 

In this work (chapter 4 and 5), we proposed that the origin of large EPSCs triggered by 

neurotransmitter release from the IHC might be uniquantal – arising from the release of 

a single vesicle. Also we proposed that the multiphasic EPSCs might arise from flickering 

vesicle fusion pores. In addition, this interpretation might also apply to other ribbon 

synapses. Large EPSCs might be uniquantal, whereas smaller EPSCs might be the result 

of subquantal release due to a premature vesicle fusion pore closure. The main difference 

between IHC ribbon synapses and other ribbon synapses would be the following: in 

IHC, a vesicle in which a short fusion pore opening occurs once, will eventually undergo 
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full fusion and release all of its neurotransmitter content, whereas in other ribbon 

synapses, the pore can effectively reclose again after a short opening. 

But other interpretations need still to be considered. For example that large 

EPSCs in other ribbon synapses are uniquantal and that so are also the small EPSCs, but 

resulting from the exocytosis of the vesicles at other locations. However this might lead 

to a different EPSC rise time. Finally, although rather unlikely, the MQR interpretation 

should not be dismissed. 

If small EPSCs are indeed due to short pore openings, it would be an extreme 

example of kiss-and-run exocytosis, where the fusion pore usually remains open for 

durations in the second or hundreds of milliseconds range (He et al., 2006; Segovia et al., 

2010).  The exact mechanisms by which a fusion pore is formed and regulated during the 

exocytosis of a small synaptic vesicles are not entirely understood (Jahn et al., 2003; 

Jackson and Chapman, 2008; Sørensen, 2009; Soekmadji and Thorn, 2010). One of the 

hypotheses is that prior to pore formation there is a hemifusion state, where the vesicle 

membrane inner leaflet is in contact with the plasma membrane outer leaflet. Then, the 

content of the vesicle is only separated by a lipid bilayer from the synaptic cleft. It could 

be imaginable that instabilities of the hemifusion state lead to very short pore openings 

that would permit neurotransmitter escape into the synaptic cleft. Also the molecular 

fusion machinery might be responsible in controlling or regulating the pore instabilities. 

To further test the vesicle pore flickering hypothesis, one option would be to 

perform on-cell capacitance measurements (He et al., 2006), however it is not clear 

whether the time resolution of this method would suffice to detect such short events. 

Although the molecular key players of exocytosis at cortical synapses are more and 

more elucidated (Haucke et al., 2011; Walter et al., 2011), the fusion machinery at the 

IHC ribbon synapse seem to be different in several aspects. First it seems to be devoid of 

complexins (Strenzke et al., 2009). Mature animals lack synaptotagmins I and II and VII, 

but these proteins are transiently expressed during maturation (Safieddine and Wenthold, 

1999; Beurg et al., 2010). Also the IHC seems to lack conventional SNAREs (Nouvian et 

al., 2011). Finally otoferlin seems to play an important role in the vesicle cycle (Roux et 

al., 2006; Pangrsic et al., 2010). These deviations from the conventional release machinery 

might have important implications on the exocytosis process and might be linked to the 

observed pore flickering. 
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7.5 Class III excitability 

One of the particularity of many neurons in the auditory pathway is their class III 

excitability: they fire only one action potential in response to a constant injected current 

(Oertel, 1983; Rothman et al., 1993; Brew and Forsythe, 1995; Rathouz and Trussell, 

1998; Rothman and Manis, 2003; Bahmer and Langner, 2009). This is in contrast to most 

firing behaviors in the cortex, which are more often class I or class II and which can have 

a large diversity of response properties, including bursting, irregular spiking, adapting, 

chattering, regular spiking or accommodating (Markram et al., 2004; Izhikevich, 2007). In 

our work (chapter 2), we have shown that the first neuron in the auditory pathway is class 

III, as the neurons further in the auditory pathway. It spikes only in response to fast 

changes in membrane potential. And it doesn’t fire twice even for large and long EPSCs. 

We conclude that such a design enables the neuron to lock as much as possible to the 

arrival of neurotransmitter in the synaptic cleft and thus reliably transmit the 

neurotransmitter release timing. In conclusion, such a simple spiking behavior, which 

works like a high-pass filter, might be the most suitable to conserve precise timing 

information. 
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