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Chapter 1

Introduction

Relativistic quantum field theories are described by the set of local observables, which
are linear bounded or unbounded operators associated with regions of Minkowski space.
These observables have the physical meaning of “measurements” which take place in
a finite space and in a finite period of time. In the case of bounded operators, the set
of observables forms von Neumann algebras associated with spacetime regions, which
in order to gain any physical interpretation, need to fulfil some properties. We list
here these properties by paying attention especially to the physical motivation behind
them.

The first property states that an algebra A(O;) associated with the region O,
includes all the operators of another algebra A(Os) if Oy C O;. This reflects the fact
that measurements performed in a certain region of the spacetime include also all the
measurements performed on a smaller region, which is included in the previous one.
The second property is called Einstein’s causality, which says that no signals can travel
faster than the velocity of light. This means that measurements performed in space-
like separated regions cannot interfere with each other, and therefore, by Heisenberg’s
uncertainty relations, the corresponding operators must commute. The third property
concerns with the principle of covariance of the theory. This implies that the algebra
of observables must transform covariantly under spacetime symmetry transformation
of the region. Mathematically, it means that there must exist a strongly continuous
representation of the spacetime symmetry group acting on the algebra. The stability
of the matter requires a positive energy spectrum in all Lorentz frames, and therefore
that the joint spectrum of the generators of the spacetime translations is contained
in the forward light cone. Finally, we require the existence of a unique vector in the
Hilbert space of the theory which has energy and momentum zero, and represents the
vacuum state.

The problem is to construct models of quantum field theories in this setting, by
exhibiting algebras of local observables fulfilling all these properties. With the excep-
tion of the free field theory, this is in general a difficult task due to the complicate
structure that local observables have in the presence of non trivial interaction. There
are the results of Glimm and Jaffe [GJ87] on the construction of simpler and lower
dimensional models with interaction. But in the case of 3 + 1 spacetime dimensions
this is still nowadays an open problem.

In particular we focus in models in 1 + 1 spacetime dimensions with factorizing
scattering matrices, and we are interested to study the content of local observables in
these theories. Note that for models with one particle species and without inner degrees
of freedom, a factorizing scattering matrix is in fact just given by a function in one
variable (the rapidity 0). We would look for the existence of these local observables

7



CHAPTER 1. INTRODUCTION

in any mathematical framework: As algebras of bounded operators [Haa96|, or as
Wightman fields [SW64], or as closed operators affiliated with the algebras of bounded
operators.

One approach to this problem is the so called form factor programme [Smi92,
BFKO06]. Here, one starts from the scattering matrix S as an input, and construct
the Wightman n-point functions of the theory with the S-matrix that we started with.
For this, one expands expectation values of local observables in a series of form fac-
tors. Here as local observables, we intend pointlike localized quantum fields, and a
form factor is the expectation value of this field operator between asymptotic scatter-
ing states. However, as expectation values of local observables, the form factors must
fulfil a number of properties, and by solving these conditions, they can be computed
explicitly. There are explicit examples of form factors in various models, such as the
Sinh-Gordon [FMS93], the Sine-Gordon models [BFKZ99], the Ising model [BKWT79],
and many more.

Then, one computes the Wightman n-point functions from the form factors by
introducing in the vacuum expectation values of the local fields a complete basis in
terms of asymptotic scattering states. As a result, the Wightman n-point functions
are expressed by an infinite series expansion in terms of form factors. We write down
here the example of the two-point function:

(Q,A(2)A0)Q) =) :l'/dé’l .../d@n e~ 2i PO (QIA(0)|64, . . ., 0n)inl?, (1.1)
n.
n=0

where |64,...,60,)m are the incoming particle states depending on the rapidities 6;.
By computing all the n-point functions using this method, one would be able to con-
struct the local observable as operator-valued distribution (Wightman reconstruction
theorem, [SW64]).

However, this approach hides a subtle difficulty, that is controlling the convergence
of infinite series expansion of the type (1.1): In despite of some progress in [BK04],
this problem remains still open.

A different approach was due to Schroer [Sch99] who proposed to construct algebras
of local observables indirectly in terms of algebras of observables with a weaker notion
of localization. He started with a Hilbert space representation of the Zamolodchikov-
Faddeev algebra in terms of creation and annihilation operators z, z' which satisfy a
deformed version of the canonical commutation relations, which already involves the
scattering function. Then he constructed field operators, similarly to the free field
theory, by taking linear combination of z, zf. These operators can be consistently be
interpreted as being localized in unbounded regions, called wedges. In particular, we
have that fields localized in space-like separated wedges commute. Then one can pass
to algebras of bounded operators associated with wedges by taking certain bounded
functions of the fields and considering the von Neumann algebra generated by them.

By viewing bounded regions in spacetime, for example double cone regions, as the
intersection of left and right wedges, one can correspondingly obtain the set of local
observables associated with the double cone as the intersection of the respective sets
of observables associated with the right and left wedges. One can see this on the level
of von Neumann algebras, but we will consider it on a more general level, see Sec. 4.1.

The remaining problem in this approach is to show that this intersection is non-
trivial, namely that it does not contain only multiples of the identity operator. Lechner
proved this in his Ph.D. thesis for a large class of two dimensional models with fac-
torizing scattering matrices [Lec06, Lec08| using a very abstract argument from the
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Tomita-Takesaki modular theory, the so called modular nuclearity condition. In this
way, instead of directly constructing the local operators, one can guarantee the non-
triviality of the double cone algebras by giving an abstract condition on the underlying
wedge algebras. From a technical level, Lechner proved this condition by analysing
the analyticity and boundedness properties of the matrix elements of the wedge local
operators.

While Lechner proved that the double cone algebras are non-trivial, we do not
know much about the explicit form of these local observables. This because, while we
know explicitly the generators of the wedge algebras, the passage to the von Neumann
algebras adds many observables as weak-limit points, about which much less is known.
It is these limit points which are contained in the intersection.

Our task is to give more information on the structure of these local observables. For
this, we expand the local observables in a series expansion and we analyse the analyt-
icity and boundedness properties of the single terms in the expansion, corresponding
to the localization of the observable in a bounded region of spacetime.

To clarify the idea at the basis of our approach, we first consider the situation of
the free field theory. Araki proved [Ara63] in the theory of a free scalar real massive
field, in a slightly different notation, that for every bounded operator on Fock space
there exists a unique expansion in terms of a string of normal-ordered creation and
annihilation operators a, a’ of the free field theory, depending on the rapidities 0;,n;:

e Z /dednfmn 0,m)a’(6)) - al(@)a(m) - aln), (1.2)

m,n=0

where the coefficients f,,,, (generalized functions) are given as vacuum expectation
value of a string of nested commutators:

Fon(0,m) = (2, [a(0), .. [a(B), ... [A,al ()] .. al ()] .. ] Q). (1.3)

Note that this expansion holds for any A, independently from its localization proper-
ties: Whether A is localized in a space-time point, or in a bounded region, or in an
unbounded region such as in a wedge, or completely delocalized.

As next step, one looks for analyticity and boundedness properties of the coefficients
fmn corresponding to the localization of A in a bounded region of spacetime. To
obtain this, we can express a,a’ in (1.3) in terms of the Fourier transforms of time-
zero fields and use the fact that the localization of the field in a bounded region of
spacetime represents a certain support restriction in position space which corresponds,
by Fourier transformation, to certain analyticity and boundedness properties of the
coefficients f,,, in momentum space; this ideas is at the basis of the well-known Paley-
Wiener theorem [RS75, Thm.IX.16]. So, one finds that if A is localized in a bounded
region, then the expansion coefficients are entire analytic and fulfil Paley-Wiener type
of bounds. For more technical details of this proof, this can be seen as a special case
of the construction we will work out in Chapter 5, in particular see Theorem 5.4.

Schroer and Wiesbrock [SW00] proposed to generalize the expansion (1.2) to 1+ 1
dimensional theories of one type of scalar massive particle with factorizing scattering
matrices, by replacing a, a’ with the annihilation and creation operators z, 2 satisfying
the algebraic relations of the Zamolodchikov-Faddeev algebra depending on a given
scattering function.

A Z /de’nfmn (0,721 (61) -+ 21 (6)2(m) - -+ 2(mn). (1.4)

m,n=0



CHAPTER 1. INTRODUCTION

Now, one would look again for analyticity properties of the expansion coefficients f,, ,
and bounds of its analytic continuation, corresponding to the localization of A in
bounded region of spacetime.

In the case of observables localized in bounded regions of spacetime, Schroer and
Wiesbrock [SWO00] expected the following scenario: The coefficients f,, ,, of an observ-
able A localized in a double cone are boundary values of meromorphic functions on the
entire rapidity multi-variables complex plane with specific growth behaviour in certain
real direction in the complex plane and following a certain pole structure with residue
given by an infinite system of recursion relation for the expansion coefficients.

Our programme aims to make these expectations more precise in the class of 1 + 1
dimensional models with factorizing scattering matrices studied by Lechner [Lec08],
where however our class of scattering function do not need to fulfil certain regularity
conditions imposed by Lechner and our observables are not restricted only to the class
of bounded operators. This programme is developed in several steps, that we are going
to explain in the following.

First, we will prove that for every quadratic form (and therefore for bounded and
unbounded operators, as well) A there exists a unique expansion (1.4). We will provide
an explicit expression (see Eq. (3.21)) for the expansion coefficients f,,, in terms of
matrix elements of A, involving the scattering function S. It is not obvious how to
relate this expression to a formula similar to (1.3). For this purpose, we will introduce
the notion of warped convolution used in deformation methods for the construction of
quantum field theories by several authors [GL07, Lec12],[BS08, BLS11]. Here, Buch-
holz, Summers and Lechner made use of the warped convolution integral to deform
wedge-local observables of any theory in order to construct interacting models in arbi-
trary spacetime dimensions; in 1 4+ 1 dimensions, this yields models with a factorizing
scattering matrix. We will use this notion to define a “deformed commutator” that
depends on the scattering function and fulfils a certain “deformed” version of the stan-
dard properties of a commutator. Then, by replacing in (1.3) a, a" with the “deformed”
annihilators and creators z, 2! and the commutator with the deformed commutator, one
obtains a generalization of (1.3) to the class of factorizing scattering models described
by [GLO7].

Note that the expansion (1.4) is similar to the form factor expansion, but it is
not identical to it. In particular, the basis of our expansion is in the operators z, 2,
rather than in the asymptotic free creators and annihilators ay,, aiTn. Heuristically, in
the basis of z, 2 one may expect that it is easier to control the convergence of the
infinite series in (1.4) for local operators, since these z, 27 are related to the notion of
wedge locality. In fact, we will discuss this convergence in an example in Chapter 9.
This would not be possible in the basis in terms of ai,,al , since these operators are
completely unrelated with local objects. Another advantage of our construction is that
it applies to the model of Lechner, which is fully constructed, while, as far we know,
there are no completely constructed models in the form factor programme.

We will discuss the properties of the expansion coefficients that are independent of
the localization of A. In particular, we will study how the coefficients f,,, behaves
under spacetime symmetry transformations of A (see Chapter 3), such as the spacetime
translations. Of particular interest to us is the behaviour of f,,, under spacetime re-
flections, since it encodes the interaction of the model and it will play an important role
in the analysis of observables localized in bounded regions, as we will see in Chapter 8.

As next step, we will deal with the problem of convergence of the infinite series
expansion in (1.4). Note that since this expansion is expressed in terms of the un-
bounded operators z, z', it is more natural that it describes unbounded objects, rather
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than bounded operators. As a consequence, we have established this expansion on the
level of quadratic forms. As a quadratic form, A can be unbounded at high energies
and high particle numbers, however, for our characterization of the local observables,
we are considering quadratic forms of a specific “regularity” class, where this singular
behaviour is in a certain way “controlled”. We are thinking here to some kind of gener-
alized H bounds of the type introduced by Jaffe [Jaf67], see Sec. 2.6. Extra conditions
on the summability of certain w-norms of f,,,, (see Sec. 2.7 for definitions) would im-
ply an extension of the quadratic form to a closed, possibly unbounded, operator (see
Sec. 4.3, in particular Prop. 4.5).

For our characterization of the local observables, we will need a notion of locality
that is therefore adapted to the level of quadratic forms, called w-locality, see Sec. 4.1.
This kind of locality is “weaker” than the usual notion of locality, however, we will
show that a quadratic form that is w-local and moreover can be extended to a closed
operator, is affiliated with the local algebras of bounded operators, see Prop. 4.4.

In the third step of our programme, we want to identify the necessary and sufficient
conditions on the expansion coefficients f,, , in (1.4) that make A local in a bounded
region.

In the case of operators localized in wedges, we can refer partially to the results of
Lechner [Lec08]. However, we recall that our context is less restrictive than Lechner’s
setting, since we do not assume that our observable A is necessarily a bounded operator
and we do not need certain regularity conditions on the scattering function, used by
Lechner. On the level of quadratic forms, we find that due to the localization of A in
a wedge, the coefficients f% |, are boundary values of a common analytic function, i.e.

T[;?,L(O,n) = Fn(0,m + im), where Fj, are analytic in the area 0 < Im(; < ... <
Im ( < .

In the case of quadratic forms localized in double cones, we will find that the
localization of A in the shifted right and left wedges (which identify the double cone)
implies, via a rather geometrical construction, involving graphs and tube domains
on the rapidity multi-variables complex plane, the meromorphic continuation of the
functions Fj, to the entire rapidity multi-variables complex plane. We will show that
these functions Fj, fulfil an infinite system of recursion relations, and have a rich pole
structure due to these recursion relations and the poles of the S-matrix. We compute
explicitly the expression of the residua at the poles, given by the recursion relations;
we note that these residua vanish in the case S = 1, corresponding to the free field
theory, and the functions Fj, become entire analytic. In the case S = —1, the same
situation holds for £ even, namely when the operator creates even number of particles
from the vacuum. Further, we will find that these functions F}, fulfil certain properties
of symmetry and periodicity, which depend on the scattering function S. We will
compute certain pointwise bounds of these functions along specific lines on certain
graphs in the rapidity multi-variables complex plane, and also specific L?-like bounds
on certain nodes of these graphs.

For clarity, we will consider conditions on three levels: We will establish conditions
on the quadratic forms A; conditions on analytic functions f,,, when the imaginary
part of the argument is restricted to a certain graph G (formal definition will be given
in Sec. 6.1); conditions on meromorphic/analytic functions Fjy. Then we will show
that these conditions are equivalent, yielding a theorem of characterization for w-local
quadratic forms in bounded spacetime regions (see Chapter 5).

As already mentioned, we can show that a set of functions Fj which fulfil the con-
ditions Def. 5.3 for the characterization of a w-local quadratic form, and the condition
in Prop. 4.5 for the extension of the quadratic form to a closed operator, defines, using
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CHAPTER 1. INTRODUCTION

the expansion (1.4), a closed, possibly unbounded, operator affiliated with the local
algebras of bounded operators (see Prop. 4.4).

As next step in our programme, we will use the sufficient conditions established
before to construct explicit examples of local operators. We will present two examples
in the case S = —1. In one example we admit only a finite number of coefficient
functions Fj for even k; the other example contains an infinite family of coefficient
functions for odd k. In particular, we will show! in the second example, where the
infinite sum can possibly diverge, that our condition for the extension of a w-local
quadratic form to a closed operator affiliated with the local algebras is fulfilled.

Finally, we will propose in Chapter 9 an approach for finding examples of local
operators in the case of a general scattering function, without having verified all the
conditions discussed in Chapters 5 and 4. However, our approach is a natural general-
ization of the construction of examples for S = —1 studied in Chapter 9. Completing
the general construction would be an important achievement of our programme, since
the explicit form of local observables in the presence of highly non-trivial interaction
has been for long time an open problem.

This thesis is organized as follows: We introduce in Chapter 2 the general mathe-
matical framework, partially similar to [Lec08]. In Chapter 3 we will prove existence
and uniqueness of the expansion (1.4) for any quadratic form A; moreover, we analyse
the properties (independent of locality) of this expansion, and in particular its behav-
ior under spacetime symmetries. In Chapter 4 we identify the conditions on f,, ,, so
that A is a closable operator affiliated with the local algebra. In Chapters 5, 6, 7 and
8, we formulate and prove a theorem of characterization for w-local quadratic forms,
which gives the necessary and sufficient conditions on the coefficients f,,,, that make A
w-local in a bounded region. Using the conditions of Chapter 4 and Chapter 5, we will
construct explicit examples of local observables in the case S = —1 in Chapter 9. In
the final appendix, we will discuss in particular a generalization of the formula of the
string of nested commutators (1.3) to a certain class of factorizing scattering models
described by [GLOT7], and its relation with the notion of warped convolution integral
introduced by [BS08]|, see Appendix A. Finally, we will discuss conclusions and out-
look in Chapter 10. Chapters 2, 3 and Appendix A are material of one of the joint
papers with H. Bostelmann [BCb]. We will deal with the characterization of locality
in another paper [BCa] and with the concrete examples and Chapter 4 in [BCc].

Lup to the rigorous verification of a certain numerical estimate, see Conjecture 9.3, which is however very
plausible
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Chapter 2

General definitions

2.1 Minkowski space

In the present thesis, the spacetime is given by the 141 dimensional Minkowski space
R? with vectors z = (g, 1) and scalar product = -y = xoyo — z1%;. The symmetry
group of Minkowski space is the Poincaré group P which includes the translations in
time and space r — = + ¢, ¢ € R?, the space reflection z + (xg, —x;), the time
reflection = — (—xo, z1) and the Lorentz boosts:

. cosh A sinh A
t sinh A cosh A

) r, MAeR. (2.1)

We denote with P, the subgroup of the Poincaré group consisting of the translations,
boosts and the total space-time reflection x — —x.

We are in particular interested in wedge-shaped regions of spacetime called wedges.
We have the standard right wedge VW with edge at the origin, which is the set

W= {x € R? : 1 > |xo|}; (2.2)

cf. Fig. 2.1, and the standard left wedge W', which is defined as the causal complement
of W. We also consider the translates of the standard right and left wedges, W, :=
W+zand W, =W +y = (W,) with z,y € R%.

We will consider the intersection of the translated right and left wedges O, =
W, N WL, with o,y € R?, y — 2 € W, which is called the double cone.

Of particular interest to us is the double cone of radius r and centre the origin
cf. Fig. 2.2, which is defined as: O, = W_, N W/ where W, :==W o) = W+ re™) and
Wi = (W)

2.2 Scattering function and its properties

We are focusing on theories with factorizing scattering matrices, namely theories where
the scattering amplitudes between the outgoing particle and the incoming particle
factorize in the product of the S-matrix of the free theory S™°¢ and a scattering function

S

Snn(0:0') = 57(0:0") T S(I0x — 00l)- (2.3)
1<t<n
where we set 0 := (01, ..., 0,), and where the variables 8, 8" are related to the momenta

of the incoming and outgoing particles.

13
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w’ W

Y
B

Figure 2.1: The standard right and left wedges

W w.,

Figure 2.2: The double cone
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2.3. S-SYMMETRY

We can find examples of such theories within the completely integrable models, see
for example [ZZ79]. The scattering function S is a function defined by the following
properties.

Definition 2.1. Let S(0,7) denote the strip R + i(0,7) in the complex plane. We
denote with S the class of scattering functions S satisfying the following properties:

1. Analytic on S(0,7) and smooth on the boundary,
2. Symmetry relation S(0 + i) = S(6)~! = S(—0) = S(6), (f € R),
3. Bounded on S(0, ),

Remark: in the present work we do not need the regularity condition used in [Lec08,

Def. 3.3].

2.3 S-symmetry

Following [Lec06, p. 53], we introduce an action D,, of the permutation group &,, on
L*(R"), acting as

(Dn(0)f)(0) = 57(0)f(67), o €6, (2.4)

where 87 = (05(1), - - -, 0,(n)) and the factors S7 (o € &,,) are given by:

S76) =[] S0se) —boii)- (2.5)
1<J
o(i)>0(j)

Lemma 2.2. The factors S° fulfil a composition law, that can be found in [Lec06,
p. 54]:
S7°P(0) = 5°(0)S°(07). (2.6)

Proof. First we consider the case where p is the transposition which exchanges the
indices k and k + 1. Following [Lec06, Formula (4.1.16)] and using the definition (2.5),
we have:

57@0) = JI  S0aept) = boopis))
1<j
aop(i)>aop(j)
= H S(Qo(i) — Hg(j)) H S(ea(k—i-l) - ea(k))
i<j i=k,j=k+1
a0p(i)>00p(j) oop(k)>oop(k+1)
(i.4)# (k.+1)
= I S0y — o)) I = SOotus) = boiy)- (2.7)
i<j i=k,j=k+1
o(i)>0(5) o(k+1)>a(k)

(4,5)7#(k;k+1)
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CHAPTER 2. GENERAL DEFINITIONS

If o(k+1) > o(k), then
r.h.s.(2.7) = H S(eo(i) - ea(j))s(ea(kJrl) - eﬂ(k))

1<J
o(i)>0(5)
=TI S0et) = 0035071 — 67)

Z<j
o(i)>0(j)

— H SOy — a<j>)5<92<k>—92’<k+1>)

1<J
o(i)>o(j)

= 57(0)S7(07). (2.8)
Notice that in the equation above the product [[,_; ;)50 (j) S(0o() — 0o(j)) includes in
principle the case (4, j) = (k,k+ 1), but this case does not contribute with an S-factor
because of the condition o(k 4+ 1) > o(k); notice also that in the last equality we
made use of the following: S?(6) = [[,_; ,i)>,() SOty = Op() = SOp) — Opern)) =
S(Oks1 — O).
Ifo(k+1) <o(k):

rhs.(2.7) = ( I S0e0 — boi) ))5(90(k+1)—9a(k))

1<J
o(i)>o(j)

= 57(0)S(67,, — 07)
S7(0)5°(67). (2.9)
Notice that in the equation above the product [[,_; ,i)so() S(0oi) — 0o(j)) includes
the factor S0 (k) — Oo(k+1)); this means that we had to multlply this product with the
inverse S(0y( kﬂ) O (ky)-
Now, we apply induction hypothesis three times as follows. Let 7 be a transposition,
o, p be general permutations, we have:

So’o(pOT)(a) — S(UOp)OT(e) _ Sa‘op(e)s‘r(gaop)
= 57(0)S7(6°)S7((8°)°) = S°(6)S°7(67). (2.10)
[l

Using this composition law, it follows [Lec08, page 830] that D,, defines a unitary
representation of &, on L?*(R") and that PJ := L3 o D,(0) is the orthogonal
projection onto the space of S-symmetric functions in L?*(R™), namely functions such

that:
f(0) = 57(6)f(67). (2.11)
We denote the S-symmetrization of a function with Symg f and it is given by:
Symg () = — Z 5°(6 (2.12)
oe6,

We will use Symg etc. also for more general functions and for distributions. If the
function depends on several variables and we want to symmetrize only with respect to
some of them, we will write Symg,. The choice of variables for the symmetrization
can be of importance, as the formula

Symge 6™ (0 — 0') = Symg-1 ¢ 6™ (6 — 0'). (2.13)

shows.
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2.4. SINGLE-PARTICLE SPACE, ...

2.4 Single-particle space, S-symmetric Fock space, space-time
symmetries

We will focus our attention on models with only one sort of scalar particle with mass
p > 0. As in the free scalar field, our single particle space is then H; = L*(R, d6),
where 0 (“rapidity”) is related to the particle momentum by

ho
p0) = (Gg) . O (214

Using the subspace of “S-symmetrized” wave functions introduced in Sec. 2.3, we define
our Hilbert space H of the theory as the S-symmetrized Fock space over H;:

H = é)% (2.15)

where H,, is the n-particle space: H, := P HY", with Hy = CQ. We denote the
projection onto H with Py, we define @y := Ef:o P, and we denote the space of

finite particle number states with H' = |J, QxH, H' C H dense.
We denote with U(z,\) the unitary, strongly continuous representation of the
boosts, U(0, A), and of the translations, U(z,0), on H; we have U(x, \) = U(z,0)U(0, \).

This representation acts as, ¥ € H,
(U (2, \) ), (8) := exp <z S p(0) - x) V(0 -N), A=(\.. .\ (2.16)
k=1

and we denote with U(j) = J the anti-unitary representation of the reflection j(x) :=
—x on H , which acts as, ¥ € H,
(U()0)n(0) := W (bn, ..., 01). (2.17)

It is important for later to fix the conventions for the Fourier transform: Let g € S(R"),
we set

g(p) = %/d%g(x)eip'x = %/dgxg(x)eipoxoe_ipwl, (2.18)
T T
1 ; -
04(0) 1= o [ dagla)e O = 5(p(6)) (2.19)

2.5 Jaffe class functions

We know that in Wightman quantum field theory, quantum fields (and associated ob-
jects) localized at a point in space-time must be unbounded operators. Their singular
behaviour can be explained by thinking of the uncertainty relation in quantum me-
chanics. Indeed, measurements which take place in a finite region of space-time need
that a big quantity of energy and momentum is transferred. Therefore, expectation
values of quantum fields between states with good behaviour at high energies should be
non-singular. For this reason, one usually considers operators which fulfil polynomial
bounds at high energy, namely Wightman fields ¢(z) such that (1+ H) ¢ (z)(1+H)™*
is bounded for some ¢ > 0 [FH81]. We can absorb the above condition on the high-
energy behaviour of quantum fields into the choice of the class of test functions space
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CHAPTER 2. GENERAL DEFINITIONS

with which one smears these quantum fields. Usually we take this class to be the
Schwartz space, just recall the known book [SW64]. But actually according to Jaffe
[Jaf67] this choice is too restrictive and we can extend the class of smearing functions
to a more general family. This includes energy bounds which instead of being only of
polynomial type growth in energy, can be “almost exponential” growth like exp w(F),
where the function w can almost grow linearly in E. To read more about this see also
[CT74]. The generalized class of distributions associated to this more general space
of test functions was studied by [Bjo65], but according to the paper Beurling already
presented a certain generalized distribution theory before (see the related citations in
the paper of Bjoerck).

In this thesis, we are going to adopt Jaffe’s point of view with some little variations,
since with the aim of constructing examples of local operators, we would like to consider
a more general class of operators as possible. In the following we list the properties
that we require the function w (the so called indicatriz) to fulfil.

Definition 2.3. An indicatrix is a smooth function w : [0,00) — [0,00) with the
following properties.

(w1) w is monotonously increasing;

(w2) wp+q) <w(p)+w(q) for all p,q > 0 (sublinearity),

= w(p)
(wS’)/O 5 dp < oc.

We call w an analytic indicatrix if, in addition, there exists a function w on the upper
half plane R + i[0,00), analytic in the interior and continuous at the boundary, such
that

(w4) Rew(p) = Rew(—p) for all p > 0;

(w5) There exist a,,b, > 0 such that w(|z|]) < Rew(z) < a,w(|z]) + b, for all z €
R + [0, 00).

We have chosen these properties as general as possible so that one can find a large
range of examples. One example, which in terms of expw(E) reads as the usual poly-
nomial growth energy behaviour, is the following for some 3 > 0:

w(p) = glog(l +p), w@(z) = B[Log(i+ 2) + 1]. (2.20)

Lemma 2.4. The ezample (2.20) matches the definition 2.3.

Proof. In this example w is clearly a continuous function [0,00) — [0,00). It fulfils

the subadditivity property due to [Bjo65, Proposition 1.3.6]. Moreover, there holds:

oo log(1+p)
I Oir—pfdp<oo.

The function w is analytic on R + [0, 00).
We have Rew(p + iq) = Z[log|p +i(g + 1)[* + 2] > Zllog(p* + ¢# + 1) + 2] >

log(x2+1)+2

beain) = L for > 0. This proves the property (w5)(part

Slog(|p + iq| + 1) since

1).

The property (wb)(part 2) follows from a short computation: Rew(p + iq) =
Bloglp +i(g+1)| + B < w(lp +iq|) + f since |p+i(qg + 1)| < [p+iq| + 1.

The property (w4) is also fulfilled because Rew(p) = 8 + flogli + p| = 5 +

Blog+/1+ p?. ]
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2.5. JAFFE CLASS FUNCTIONS

A second class of examples with stronger growth in p is, with 0 < o < 1,

aTr

w(p) = p* cos (7) w(z) = i (2 + i) (2.21)

Lemma 2.5. The ezample (2.21) matches the definition 2.3.

Proof. In this example w is again a continuous function [0, co) — [0, 00); it is increasing
and concave, since v < 1. Subadditivity then follows by [Bjo65, Proposition 1.2.1].
Moreover, there holds for 0 < a < 1: fooo ﬁ;z dp < 0.

The function w is analytic on R+ [0, c0). To prove the property (w5) we compute:

Rew(p+iq) =Rei “(p+ (¢ + 1)i)* = Rei"*exp(aLog(p + (¢ + 1)i))
ig(—a) + alog|p+ (g + 1)i| +icarg(p + (¢ + 1)i)]

+1

p )

> |p+ (¢ + 1)il° cos(o‘—;). (2.22)

= Reexp|

= [p+ (g + 1)il" cos((—a) % + acarctan ?

where in the last inequality we made use of the fact that o arctan % € [ae, a(m —¢€)]

T _

and therefore (—a)3 + a arctan q%l € [-af +e€,af —€.

This proves the property (w5)(part 1).
From (2.22) we have also

Rew(p +iq) < Ip+ (g + 1)il*
p* + (g +1)%]°72

(Ip +iql + 1)" (2.23)
clp+iq|* +d-1¢
dw(|p +iq|) +d.

IA A

The fourth inequality follows from the following fact. The function f(a,b) = (|a|* +
16|)/(Ja| + |b])* has the property to be homogeneous of order 0, that is: f(Aa, \b) =
f(a,b) for all A > 0; hence, for arbitrary (a,b) # (0,0) we can rescale the argument of
the function f, (a,b) = (¢, d) with A > 0, such that (c,d) € ST C R?. Then, we notice
that f is clearly continuous, positive and non-zero on the unit circle S'. Hence, f is
bounded there and we can find two positive real constants m, M > 0 such that m <
f(a,b) < M for all (a,b) € S*. This implies m(|a| + [b])* < |a|® + |b|* < M(|a| + [b])*
(*), where we can choose m = M. Notice that the point (a,b) = (0,0) fulfils the
inequality (*) trivially.
This proves the property (w5)(part 2). To prove the property (w4) we compute:

. x . 1
Rew(p) = Re(e'"3 218Dy — Reexp(alog /1 + p? 4 ia arctan — — iag). (2.24)
p
Using the relation arctan% = —arctanp + 7, we find

Rew(p) = exp alog v/1 + p? Re exp i(a arctan(—p))
= |i + p|* cos(avarctan(—p)) = |i + p|* cos(a arctan(p)). (2.25)

]
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Let w be an indicatrix and let O be an open set in Minkowski space. We consider
the following space of functions with compact support in O,

D(0) := {f € D(O) : 0 — (19 f£(g) is bounded and square integrable}. (2.26)

We are not interested in equipping D*(O) with a topology, even if one can find in
[Bj665, CT74] methods on how to topologize these kind of spaces. We are rather
interested to know “how many” elements f the space D¥(O) contains. If for example
w is of the form (2.20), or bounded by this, then e“(® is clearly bounded by a power
of p; due to Paley-Wiener theorem the product e*® f (p) is bounded for any f €
D(0) := C§°(0O): this because the Fourier transform of a function f € C§°(O) is
entire analytic and bounded by a polynomial in p at infinity. Hence, in this case
D¥(0) = D(0) := C§°(0O). See also [Bjo65, Proposition 1.3.6]. If instead we consider
a faster growing w, it is not obvious a priori that D*(O) contains any non-zero element.
It is condition (w3) on how fast w needs to grow to be decisive for nontriviality. Indeed,
it was shown in [Bjo65, Theorem 1.3.7] that condition (w3) is equivalent to the fact
that one can find functions f (“local units”) in D¥(O) with 0 < f <1, with f =1 on
any given compact set K C O, and f = 0 outside any given neighbourhood of I, such
that a certain norm of f (see [Bj665, Definition 1.3.1]) is finite. However, this bound
is related to our bound in (2.26) as a consequence of [Bjo65, Definition 1.3.25] and
[Bj665, Corollary 1.4.3]. The square integrability in (2.26) is a consequence of [Bjo65,
Definition 1.3.25] for A = 2; indeed if [e2*(<sh%) f£(g)| is bounded by a constant, then
ew(cosh0) £ (0) is bounded by e~“(h% which can be integrated due to (w3). Notice
that it suffices to show this for w(p) > p®, 0 < o < 1, or for w(p) > logp. Indeed, in
the case where w is not greater than p*, we can define w'(p) := w(p) + p* > p°; if we
can find local units in D*'(Q), then we can also find such local units in D*(O) as well,
since D¥ (0) C D¥(O) (as the condition in D¥'(0) is stricter). All this is equivalent
to say that the space D¥(0O) is non-trivial.

We can approximate any functions in D(Q) with functions in D¥(O) by considering
the convolutions of the smooth functions with compact support in O with these local
units. Since the convolution in Fourier space is just a multiplication, their product still
decays rapidly in momentum space and is again in D¥(Q). By performing the limit of
the convoluted function in the D(O) topology as the local units in D¥(O) approaches
the delta distribution, we obtain that the convoluted function converges to the function
in D(O) (see [Bjo65, Theorem 1.3.16] for more details on this argument). Hence, one
finds that D*(O) is actually dense in D(Q), in the D(O) topology.

The importance of the condition (w3) becomes evident also if one considers the
example of a function f whose Fourier transform fulfils the bound: |f(p)| < e~ 17,
namely w(p) = [p|. In this case, we have that the integral [ f(p)e?etwldp = f(x+iy)
converges if |y| < 1 since the integrand is bounded by |f(p)e®@t#)| < e~lPle=vp (and
therefore by e (4% for p > 0 and by e*?(=% for p < 0). Hence the function f(z +iy)
is defined on the strip |y| < 1 and consequently cannot have compact support. Thus,
D“(0) is trivial (see also [Bjo65] before Theorem 1.3.7).

For functions in D*(Q), one can derive Paley-Wiener type estimates on their Fourier
transform [Bj665, Sec 1.4]. We use the following variant in our context.

Most of the material in the rest of this section is due to H. Bostelmann.

Proposition 2.6. Let w be an analytic indicatriz, r € R, and f € DY(W,). Then f~
extends to an analytic function on the strip S(0, ), continuous on its closure, and one
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2.5. JAFFE CLASS FUNCTIONS

has f~(0 +im) = f*(0). For fized ¢ € Ny, there exists ¢ > 0 such that

d'f-

i (0 +i)\)| < c(cosh §)ferreoshOsinAp—wleoshb)/aw g5 g1l 9 € R, X € [0,7]. (2.27)

Proof. Since f has compact support, its Fourier transform f and f* are actually entire,
and the relation f~((£im) = f*(() follows by direct computation from definition (2.19)
and the fact that p(0 +im) = —p(#). We first prove the bound (2.27) in the case ¢ = 0,
r = 0. We consider the function g on S(0,7) (note that sinh maps the strip into the
upper half plane and w is defined there), defined by

9(¢) = f(g)em e, (2.28)
For ( = 6 + i)\ in the closed strip, one has

Rew(sinh¢)/a, < w(|sinh(]) + b, /a, < w(coshb) + b, /a,,, (2.29)

where in the first inequality we used (w5) (right inequality) and in the second inequality
we used (wl) and the fact that |sinh(f + i)\)| < cosh@. Since f € D“(W), we have by
definition supycp | exp(w(cosh9)) f~(0)| < oo, hence it follows that

sup |g(0)] < %/ sup e« £~ (9)| < 0. (2.30)
OeR OeR

This means that ¢ is bounded on R, and by a similar computation involving f*, we
have that it is bounded also on the line R + i (since f~(0 4 im) = f1(6)).

In the interior of the strip, we know that f~({) is bounded since supp f C W: see
[Lec06, Proposition 4.2.6]; therefore,

1g(0 +iA)| < e sup [f7(¢)], (2.31)
¢'es(0,m)

where we have used (2.29).

Hence, we have shown that ¢ is uniformly bounded in A in the interior of the strip
and grows for large 6 like e¥(©s%  However, g is bounded in real direction at the
boundary of the strip. By application of the maximum modulus principle we would
like to show that ¢ is actually bounded on the entire strip by the maximum which is
attained at the boundary. For this, ¢ must grow not too “fast” for # — oo in the
interior of the strip. According to [HR46, Theorem 3] it suffices if g behaves like e~(®)
with (w(p)/p) — 0 for p — oo. Since w(p) = o(p) due to (w3) and the function log|g|
is subharmonic and bounded by log |g| < w(coshf) ~ €’, we can apply a Phragmén-
Lindel6f argument [HR46, Theorem 3] to log |g| and show that this function is actually
bounded on the strip, and takes its maximum at the boundary. Therefore, the function
g is bounded on the strip for § — oo uniformly in .

In other words, from (2.28) we have,

1£7 ()] < cle®EmhO/as | for all ¢ € S(0,7) (2.32)
with some ¢ > 0. We estimate
Rew(sinh ¢) > w(|sinh(]) > w(cosh @ — 1) > w(coshh) — w(1), (2.33

)
where in the first inequality we used (wb); in the second inequality we used (wl)
together with the relations |sinh (| > |sinh 6| and sinhf = coshf — e? with e™? < 1
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for 6 > 0; in the third inequality we made use of (w2): w(coshf) = w(coshf —1+1) <
w(cosh® — 1) + w(1).

Inserted into (2.32), this gives (2.27) for r =0, £ = 0.

For the case r # 0, £ = 0, we note that f~({) = exp(—iursinh{)h™ () with
h € D¥(W) and by applying the result before to h=(¢), we find (2.27) for r # 0,
¢ = 0. By analogous arguments, the same estimate (2.27) holds for f*(¢), ¢ € S(0,7),
if f e DYW",) (see [Lec06, Proposition 4.2.6]).

For r = 0, ¢ > 0, we proceed as follows. Since f has compact support and W is
open, we can choose s > 0 such that f € D¥(W) N DY(W.).

Because of the relation f~(¢ +im) = f7({), we have that f~ in the strip S(—m,0)
or S(m, 2m) corresponds to f* in the strip S(0,7) (which is bounded if f is localized in
W due to [Lec06, Proposition 4.2.6]). Hence, using the above result for f~ and fT,
we have the estimate

1 if X € (0,m),

. 2.34
euscosh9|sm>\\ if e (_7-(-7 O) U (7‘(‘7 271') ( )

lf(0+iN)| < ce—w(cosho)/aw {

We use Cauchy’s formula to estimate the derivatives of f~: For any ¢ > 0, we have

d'f~ & (I — —
= d 14 . 2.35
dC‘Z C)‘ o /|<C’|:t |C _ C/’£+1 g <[t Kilclfl\):t |f (C )| ( )

where we took into account that the length of the integral path is 27t.
Here ¢ € S(0,7), but parts of the circle | — (| = ¢t might be outside this strip.
With ¢t < 7/2, this circle is within the strips S(—m,0) U S(0,7) or S(0,7) U S(m, 27),

so we can use the estimates (2.34) and we obtain for large 6, taking into account that
|sin A\| < |A| <,

d'f-
act

(9 + Z)\) < actffeust cosh(9+t)e*w(COSh(Q*t))/aw . (236)

(Notice that assuming “large 6" ensures for example that cosh(f — ¢) < cosh6 and
cosh(f + t) > cosh @ and therefore that the two estimates on the exponentials above
hold.)

We choose t = 1/ coshf. Using cosh(f —t) > cosh @ — ¢, cosh(f +t) < coshf + ¢
with some ¢ > 0 (notice that the first inequality can be proved by showing that the

1
cosh x

function y(x) = cosh (a: — ) — cosh z is bounded below by some negative constant;

with analogous argument we prove also the second inequality), and using (w2), we
obtain a constant ¢” > 0 such that
d'f-
act

0+ M)] < "(cosh @)te(osho)/as. (2.37)

For large —6, the computation is analogous. This gives (2.27).

Finally, for the case £ > 0, r # 0 we compute the derivatives of
f7(¢) = exp(—iprsinh ()h~(¢). The result before applies to the factor %(C); noting
that d* exp(iprsinh ¢)/d¢*, 0 < k < ¢, is bounded by cx(cosh 6)* exp(jur cosh 6 sin \)
with constants ¢; > 0, we obtain (2.27). O
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2.6. QUADRATIC FORMS

2.6 Quadratic forms

We introduce a dense subspaces of our Hilbert space H, which is related to a fixed
indicatrix w. We call it H* and it is defined as H* := {1 € H : [|e“H/My|| < 00}, We
denote, for fixed k, HY = H* NHy, and HF = HYNHE. We consider for test functions
g € D(R™) the following norm,

gl = 116+ = g(8)]2, (2.38)

where E is the dimensionless energy function,

m

E0) =Y pol0;)/pn= .m cosh 6;. (2.39)

j=1

Now we denote by Q¢ the space of quadratic forms (or more precisely, sesquilinear
forms) A on H“! x HL, namely,

A HT X HT - C, (1, x) = (¥, Ax), (2.40)

such that the following norms are finite for any k € Nj:
w 1 —w 1 —w
1AL = SllQrA™ Q] + S [|Qre™ /M AQy|. (2.41)

As we can see from (2.41), quadratic forms A € Q¥ can be unbounded because of their
behaviour at high energies (notice the energy damping factor exp(—w(H/u))) and at
high particle numbers (notice the projector on Hy, Q).

We note that space-time translations and reflections act on Q¥ by adjoint action of
U(-), and leave this space invariant since they commute with H and Q:

[V@ATGY I = SIQU)AU() e HNQu] + S| Que U () AU ()" Q4

= IU@QeAe“HIIQU) | + LU (0)Qee "W AQUU (x|
= Al (2.42)

and similarly for U(y).
The adjoint action of Lorentz boosts U(0, \) maps Q¥ into Q"

*||w’ 1 . N\ —w! 1 —w’ . -\ %
[TNVATOYIE = SIQUGIAUG)Y e Qe + SllQue™ MU (5) AU ()" Qx|
1 . W/ (H' ¥ 1 . —w'(H’ -\ %
= 5IU(G)@kAe QUG + 51U Cre W AQRU ()|
]. ! ’ ]. / !/
= QA Q| 4 L gue 0 g, | (243
where H' := U(0, \)HU(0, \)*. By recalling that the boost and the Hamiltonian act
on functions f € L*(R?) as: (UAN)f)(0) = f(0+ A) and (Hf)(0) = pcosh@f(0) =
po(0)f(0), we have:

(UNH))O) = (Hf)O+A) = pcosh(d +A)f(0+A)
= (pcosh@cosh A + psinh@sinh A) f(0 + \)
(E(8) cosh A + py sinh A) f(0 + ). (2.44)
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Now, we want to compare exp(—w(H/u)) with exp(—w'(H'/p)). Let ¢ > 0 be such
that H' > cH. Since [H',cH| = 0, we can proceed from H' > cH to exp(—w'(H'/u)) <
exp(—w'(cH)). Defining «'(p) = w(p/c), we have that exp(—w'(cH)) = exp(—w(H/u)).
Hence, we find that exp(—w'(H'/p)) < exp(—w(H/p)). By (2.43),

we have ||[UNAUN)*||<" < ||A||¢ with '(p) = w(p/c). This implies that the adjoint
action of the Lorentz boosts maps Q¥ into Q" with w'(p) = w(cp). So, we could in

principle modify the definition of Q¥ by requiring that the norm HA||L,:(’B ) < oo for
some [ (depending on A), so that Q¥ is fully Poincaré invariant; but we remain here
with the definition (2.41), which is simpler.

2.7 Generalized annihilation and creation operators

Similar to the Fock representation of the CCR algebra, Lechner [Lec06] introduced a
representation of the Zamolodchikov algebra using modified creation and annihilation
operators z, z' on H. These operators are defined on H! by

(D), = VAP © D). (2.45)

Af) = A (2.46)

where ® € H!, f € H;. It was shown in [Lec06] that these satisfy the relations of the
Zamolodchikov algebra:

A(0)2n) = SO —n)zt(n)="(0),
20)2(n) = S0 —n)z(n)=(9),
20)2'(m) = Sn—0)="(m)z(0) +6(0 —n) - L. (2.47)
The 27(0), z(n) are distributions, or can also be seen as quadratic forms on the domain
(H!ND(R*)) x (HI N D(R¥)); when smeared with test functions f € S(R), 27(f), z(f)
are unbounded operators on H', but their unboundedness is related to the particle

number, as we can see from the following computation of their norms (setting w = 0,
the following Lemma holds still true):

Lemma 2.7. In generalization of [Lec08, Eq. (3.14)], we have for { € Ny and [ €
S(R),

e Hm (e HMQ | < VEFT|fll5, e H2(f)e HIQq| < V| f]2,
(2.48)
if the right-hand side is finite.

Proof. Formula (2.48) (left equation) is equivalent to say that for every ¢ € Q,H%, we
have

e R (Fyll < (115 VE+ T Hp) (2:49)

Due to Pythagoras it suffices to prove this for ¢ € HY.
We have

(21 (1)) (8) = VET1Symgg (¢“FO f(01)(0s, .. 00s1)).  (250)
By application of Cauchy-Schwarz, we have
e HR A (fyyl? < (€+1)/ 2O £(01)Plv(6)]* d6,d6

< (C+ DI £1I9)2 e EO ()] 2
= (C+ V(| FI5)2 e Hmp| 2. (2.51)
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2.7. GENERALIZED ANNIHILATION AND CREATION OPERATORS

where in the second inequality we made use of the sublinearity of w (w2): e*(F(9) =
B0 FED)) < (20(E ) 20(E (D)

Analogously, for z we have

<e“(H/“)z( f)w) (6) = V7 / doy Symyg, <e“’(E(é)) f(el)zp(el,...,e@)). (2.52)

Using Cauchy-Schwarz and the monotonicity of w (wl), we have

=m0l < ¢ [ HEO 5O Pu@)f b < £ [ O 1(6y) o) do.

(2.53)
Applying again Cauchy-Schwarz in the variable 6, we find
le 2(Npll* < el fll2)? e (8)][3
= L(|[fllo)*[le= 2. (2.54)
O

We want to define an extension of z, z' to normal-ordered products of these anni-
hilators and creators, which are multilinear operators in a suitable class of “smearing
functions”. Formally this is given by

M (f) = /de d"nf(o, n)gT(Hl) 2N Om)z(m) (1) - (2.55)
2t (8)2n ()

This is given by the definitions of z, z' above if f is “factorizable”, namely if it is of
the form f(0,m) = f1(01) ... fiman(nn), or is a linear combination of such functions.
Lechner in [Lec06, Lemma 4.1.2] extended the definition to arbitrary f € L*(R™™).
Actually, the class of “smearing functions” that we will need is even more general
than this (see Prop. 2.11). To define such class we first introduce for a distribution
f € D(R™") the (possibly infinite) norms

lmeni=su {| [ £6.mg(@)hm)am0s | (2.56)
g € D(R™), h € DR"), gll2 < 1, |11l < 1},
£ s = %Ile_“(E(””f(Gm)llmm + §||f<e,n>e—w(E<"”||mm. (2.57)
We also consider

1 fllx = SUP{) /dkef(9)91(91)-~-gk(0k) C01, -5 9k € D(R), ||gj||2 < 1}- (2.58)

We note that these norms fulfil some properties. First, we have the following Lemma.

Lemma 2.8. If f, € C*(R™), fr € C*(R"), fi1,..., fr € C®(R) are bounded, then

172.(8) £ (0, 1) fr(m) i < [ fLlloollf5cnll frlloc, (2.59)
17(6 ny )b < 11 H\Ifgl\oo (2.60)
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Proof. This can be proved by absorbing fi, fr, f; into the test functions g, h, g;, re-
spectively. Let us prove (2.59) first. Applying definition (2.57), we find

1 —W 1 —W
HfofRmen = 5”6 (E(e))fL(e>f<07 "7)fR(ﬂ)\|an+§HfL(e)f(Ha "7)fR(77)€ (E(n))Han-
(2.61)
We consider the first norm on the right hand side of the above equation. By (2.56),
we have:

e £1(8) (6, m) ()
g MO (O)£(8.m) Fnlm)g(B)h(m)d"0d"n |

”i”zél gll2[I7]]2
2<1

We call ¢'(0) := f(0)g(0) and W' (n) = fr(n)h(n). By multiplying the above equation
with ||¢'||2/ ¢ ||z and taking [|¢'|l2 < ||fzlleo]lg]|2 into account, we find:

He_W(E(B))fL(O)f(Oa T’)fR(n) Han

< HfLHOOHfR”oo - su |ff(07n)g/(0)h/(n)dm0dnn|

lgll2<1 lg[[2117/]]2
llRll2<1

= [I£ellsoll frlloc - e FOV £(O,m)llxn-  (2.63)

We can apply the same argument to the second norm on the right hand side of (2.61);
hence, we find (2.59).
By a similar method one can prove (2.60). O

(2.62)

Another property is that if ¢ € D(R™), ¢ € D(R™), and if g - ¢’ € DR™™)

is the product of g, ¢ in independent variables, then |g - ¢'|l2 = ||gll2]|¢||2, and also
lg - g'lls > llglls]lg'll2 due to monotonicity of w:
lg-g'lls = 11(6.6) = e Z€g(0)g'(6)]|2
> [(6,6) — 6°J(E( 9(0)g'(6")]l2
= lgll51lg'll=- (2.64)

This gives the following Lemma:

Lemma 2.9.
1 sy xmany < I scn L s (2.65)
Proof. Applying definition (2.57), we have

w 1 —w
Hf . f/H(m—}-m’)X(n"‘n/) = EHG (E(0,0") (f f )(0,ol’n’n’)l‘(m—km’)x(n—‘rn’)

+ 5” (f . f,) (Oa Ola n, n/)e—w(E(T],'r]’)) ||(m+m/)><(n+n’)' (266)

We consider the first norm on the right hand side of the above equation. By (2.56),
we have:

H —w(B(0.6) (f f )(07 0,7 n, n/)||(M+m’)X(n+n’)
- U‘ e~ w E(B,W))f(gj ,,,I)f/<0/7 7]/)9(0, 9’)h(n, n,)dmodmleldn’rld"/n’ ‘

”iHZSl gll2[lA]]2
2<1

(2.67)
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2.7. GENERALIZED ANNIHILATION AND CREATION OPERATORS

Referring to [KR97, Prop. 2.6.12], we can consider the special case g(0,0") = ¢'(0) -
g"(0") (the same for h); Indeed, [KR97, Prop. 2.6.12] tells us that the supremum over
the special functions which are factorizable equals the supremum over more general
functions in L% Hence, using (2.64), we find

r.h.s.(2.67)
_ g WO MO 1) (0)g" (0N (m) ()6 6'd" o
lg'g" <1 v 1BY 17 1PY 1 IPY Vg | P
[[A"h""[|2<1
e [ e 1(0,m)g'(O)1 (m)d™"0d"n |
g/ 20 g ll2[1A"1]2
[[7[|270
// 0/ h// dm eldn
X sup }ff 1" ) /(/ |
lg"l2#0 Hg 2/[72"]]2
[[A""[|270
= 1L e 1S s
(2.68)
We can apply the same argument to the second norm on the right hand side of (2.66);
hence, we find (2.65). O
Finally, we have the following Lemma:
Lemma 2.10.
m+n 1
170) TT e < 1 f e < 5 (I E@ 10, m)l2 + lle™E £ (0, ).
j=1
(2.69)

Proof. As for the left inequality in (2.69), using the monotonicity and the sublinearity
of w:

m-+n mtn
H e—w(coshOj) < 6—w(E(9)) < e—w(Zg’;l costh)7 H 6—w(cosh0]-) < e—w(Z;.":sz coshé?j)7
Jj=1 =1
(2.70)
we find:
m-+n 1 N
||f(0) H e—w(costh)HX < §Hf(9)e_w(zj=l cosh 6;) H ||f( ) —w( Z 1 Cosh 0 )||
j=1
(2.71)

Since the factorizable functions are a special case of the larger set of L? functions, and
the supremum over a larger set of functions is larger than the supremum over a smaller
set of functions, we have from definition (2.56):

m—+n

1 m . 1 —w & cos
rhs (271) < S| f(@)e = | 4 S| (@) e O (272)

The right hand side of the equation above is (2.57). This implies the left inequality in
(2.69).

The right inequality in (2.69) is a consequence of the application of the Cauchy-
Schwarz inequality to definition (2.56) in the case w = 0, and to definition (2.57) in
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the case w # 0:

1/2
(f amoary e £(0,m)2) “ligllalnllz

1 < 5 sup
T2 gt [gll2[7]]2
[[hll2<1
B 9 1/2
L (fameariem@ 0, m)) gl ),
+ — sup
2 o1 FARE
lIAll2<1
1 w
= e EO £, + e 0. (273

]

However, equality in (2.69) does in general not hold: As a counterexample in the
case w = 0, consider f(0y,0q,03) = 6(0; — 02)/(1+63) + (6, — 05) /(1 + 63); then || ]«
and || f ||y, are finite but || f||5.; and || f||2 are infinite, as we can see from the following
direct computation using the definitions (2.58), (2.57):

By (2.58), we compute

[ fl[x = sup {’ /dgef(e)gl(91)92(92)93(93) 1 9; € D(R), |lg;ll2 < 1}. (2.74)

The absolute value of f integrated with the functions g; can be estimated using the
Cauchy-Schwarz inequality:

| [ #61(0)01(01)9:(0000(05)
< TTllsllo (1163 = 1/ + 62 + 162 = 1/(1 + B)]l2) < o0. (2.75)

By definition (2.57) with w = 0, we have:

1150 =suw {| [ £O)9(6n (02,06 | : g € DRY, € DEY), gl < 1. [l < 1},

(2.76)
The absolute value of f integrated with the functions g, h can be estimated using the
Cauchy-Schwarz inequality:

[ £6)9(61)1(62,6) | < gl (165 > 1/(1+8) -+ 162 = 1/(1+3)]2) < o0

(2.77)
Clearly || f||2 is not finite due to the delta distributions. As for || f]|%y; with w =0, we
compute:

1150 =i {| [ £O)9(61.61(6)%6 | : g € DIRY, h € DR, gl < 1, [l < 1},
(2.78)

The absolute value of f integrated with the functions g, h can be estimated using the
Cauchy-Schwarz inequality:

| / 1(0)9(01,02)h(6:)d°0 |

< |/d919(91,91) | 2ll2l05 = 1/(1+ 05)ll2 + [IRll2llgll2l162 — 1/(1 + 63)]l2. (2.79)
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2.7. GENERALIZED ANNIHILATION AND CREATION OPERATORS

which is infinite because sup {Ug(Gl, 61)do, | : g € D(RY), [lg]l2 < 1} is not finite.

We now define the multilinear annihilation and creation operators z/™z"(f) as fol-
lows. For an arbitrary distribution f € D(R™*")" and with vectors ¢ € H; N D(RF),
X € H; N D(RY), we set:

Wk — |
ez () = VORI [ o 000y 560,070l 1.

(2.80)

if ¢ = k—n-+m, and = 0 otherwise. Because of the relation (z(n)¥)(0) = Vk-Ux(n, 6),

this extends the previous definition of the annihilators and creators. Now the question

is whether the quadratic form (2.80) can be extended to H“! x H“! or even to an

(unbounded) operator on H*f. A sufficient condition for that is ||f]| ., < oo, as the

following proposition shows.

Proposition 2.11. If f € D(R™™) with || f||%
operator on H*t, and

© om < 00, then 21™2"(f) extends to an

")* W (2.81)

m . n —w(H/pn \/k'<
otz (e < 2R

Moreover,
k!
2.82
Proof. For v € H; N D(R*) and x € H; N D(Rl), Wlth Il = k —m + n, one has by the
definition in (2.80),

122" ()1l < 2

\//f'(k—””” ‘/d@dnd)\ X(8. )y (m, --771,>\)f(9,77)‘

(

—n+m y 12
S )HfH ([ x / i [0(n, NPe0)

—n+m)!

n)!

where in the third inequality we made use of the estimate

/dad’? X0, ) (0.1, M) FO,m)| < 20 F e lIXC N2l N2 (2.84)

and of the Cauchy-Schwarz inequality, and in the fourth inequality we made use of the
relation e2(FM) < 2w(EmAN)

Remark: The estimate (2.84) follows from (2.57):
2| fllsn = e £(0,0) s

_ sup ‘f f(0, ’r])e—w(E(ﬂ))X(07 )\)w(nn, cey M, )\)dmednn |
(- A)|2<1 (5 A ll2 [ (5 A) |2

(- A)]2<1
B | [ £(8.0)Xx(0, )Y (1, ..., 1, X)d™0d"n |
= sup .

IXCA) 21 (5 A2l e EEDR (-, )2
e FO (- A)]l2<1

|l ()| =

[\

1k
<V
(k
< VK

1F e X2 e |

(
(k —
(k
(k-

(2.83)

(2.85)
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by shifting the denominator in the last line of (2.85) to the left hand side of the equation
(here we called ¥/ (1, ..., 01, A) := e “EMp(n, . n1, ).

Since 1 and x were chosen from dense sets in the corresponding spaces, and since
the matrix elements (2.83) vanish if £ # k — n + m, we can extend z/™z"(f) to a
bounded operator on H{ with norm

ot () e < X R e (250

This works for any k. For k # k', the images of z/z"(f)P, and 2/™z"(f)Py are

orthogonal; hence (2.81) follows from (2.86) using Pythagoras’ theorem. Explicitly:
k

For W:=3"" | ¥,

2

k 2
= || [ dodnf(0,m)=""(0)=" (me Iy (2.87)
Using (2.86), we find:
- j'J —n+m) 2
Lh.s.(2.87) < Z (G2 UL ) 112513 (2.88)
Hence, we have:
El(k —n+m)
Lhs.(287) < (k=) CIFI5n) Z 125112 (2.89)
_ k'(k n—l—m) w2

by application of Pythagoras. This 1mphes:

2< k'(k —n+m)!

S G ClAAxn) (2:90)

H [ ooz o) e g,

This concludes the proof of Eq.(2.81).
To prove (2.82), we compute for n > m, using (2.81),

IImeXn
( n)!
k!

i —" L O (2.91)

Q22" (f)e MRy <

Similarly, using (2.81), for m > n we have
Lhs.(2.91) < [|Qez™2"(f)e “HMWQ,_ il
Vk=m+n)\/(k—m+n—n+m)
(k—m+n—n)

2l e
k!

- 2(k; max(m,n))! Hf”mxn (2:92)

IA

2

[ i

IN
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2.8. FIELDS AND LOCAL OPERATORS

Moreover, we note that, in the sense of quadratic forms, (z/™z"(f))* = 2™z (f*),

where f*(0,1m) = f(Dn, -0, 0m, ..., 01), and where one finds ||f*[[nxm = ||.f]lmxn-
Another application of (2.91) then gives

k!
|Qre™ /M2 (F)Q]| = [|Quz 2" (f*)e M Q| < Q(k_—m)!ﬂfﬂﬁxm (2.93)

and thus (2.82) is proven. O

Remark: The equality || f*|lnxm = || f|lmxn follows from a short computation:

|/ (8. m)g(n)h(8)d™nd"d |

Hf*anm = Sup

lglla<1 gll2[I7]]2
In]2<1
B [ f s, Oy, 01)g(m) R(8)d™nd"6 |
= sup
lgll2<1 gll21lR]2
Inl2<1
= sup
lgll2<1 gll21lR]2
IR]2<1
B [ £(8,m)g'(0) (m)d nd™8 |
= Sup S ;
lg’ll2<1 19l[2117/ |2
17 [l2<1

= [ fllmxn- (2.94)

where in the fourth equality we called ¢'(0) := g(0,,, ..., 60;) (similar definition for A’)
and we used that [|g(6,,...,01)]2 = ||g]|2 (same for h).

2.8 Fields and local operators

Following [Lec06], and analogous to free field theory, we can define a quantum field ¢
as, f € S(R?),
o(f) =211+ 2(f7). (2.95)

As shown in [Lec06, Proposition 4.2.2], this field has similar mathematical properties
to the free scalar field: It is defined on H', and essentially selfadjoint for real-valued
f- Moreover, ¢ has the Reeh-Schlieder property, transforms covariantly under the
representation U(z, A) of Py, and it solves the Klein-Gordon equation.

However, ¢ is strictly local only if S = 1. For generic .5, the field is only localized
in an infinitely extended wedge — rather than at a space-time point — in the following
sense. Let us introduce the “reflected” Zamolodchikov operators, ¢ € H,

) = J2() ], ZW) =T (Y), (2.96)
and define another field ¢’ as, f € S(R?),
¢'(f):=Jo(f)) ],  f(z):= f(~a). (2.97)

It has been shown in [Lec06, Proposition 4.2.6] that the two fields ¢, ¢’ are relatively
wedge-local: For real-valued test functions f,g with supp f € W' and suppg C W,
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one finds that [¢?(/)” ¢®'(9)7] = 0. Hence, we can understand ¢(z) and ¢/(y) as being
localized in the shifted left wedge W, and in the shifted right wedge W,, respectively.

This result is obtained by computing the commutation relations of z, 2! with 2/, 2"
[Lec06, Lemma 4.2.5]: Let g € H;. The following holds in the sense of operator-valued
distributions on H!:

[=(@)', <'(0)] = B**, [21(g)', 2(0)] = —(B”)" (2.98)
[2(g)",2(0)] = O, [="(g), 2" (®)] =0, (2.99)

where B9? = ¢ B9 and BY? acts on the n-particle Hilbert space as a multiplication
operator:

By (0, ...,0,) = g(0) [[ S0 - 6). (2.100)

j=1

Instead of working with unbounded (closed) operators, we can also work with associated
von Neumann algebras: We define the “wedge algebra” as:

M = {?D | f € Sp(R?), supp f € W'}. (2.101)

Remark: we can restrict this definition to smaller sets f € Dr(W'), or even to f €
Dg(W'). This does not change M since Dg (W) is dense in Dg(W') in the D-topology
(see [Bjo65]) and Dg(W') is dense in Sg(R?) with respect to test functions with support
in W’. Moreover, the set of operators ¢??/) with f in these restricted domains is dense
in M because the map f — ) is continuous in the strong operator topology (see
for example [RS75]).

We can extend this definition to define algebras associated with any wedge in R?:
As shown in [Lec06, Proposition 4.4.1], the triple (M, U(x),H) satisfies the defining
properties of a standard right wedge algebra in the sense of [Lec06, Definition 2.1.1]
and the associated map W — A(W) (where here W is a generic wedge) is a local net
of von Neumann algebras with the properties in [Lec06, Proposition 4.4.1].

We can extend this definition to bounded regions by taking intersections of wedge
algebras. Namely, the local algebra of a double cone O,, = W, " W,, x,y € R2?,
y—x €W, is defined as

A(O,,) = AW,) N AW,). (2.102)

It has been shown in [Lec06] that O — A(O), where

A(O) ::( U A(Om,y))", (2.103)

O yCO

is a covariant, local net of von Neumann algebras fulfilling the standard axioms of a
local quantum field theory. Here it is not a priori clear that the algebras A(Q) are
nontrivial, i.e., that they contain any operator except for multiples of the identity.
However, Lechner proved [Lec08] that at least for regions O of a certain minimum size,
the vacuum vector 2 is indeed cyclic for A(QO), of which it follows that the algebras
are type III; factors [BLO4].
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Chapter 3

The Araki expansion

We consider quantum field theory on 1+1 dimensional Minkowski space. We know that
in the case of a real scalar free field, any operator A on Fock space can be decomposed
as
dm™0d"n
am Yy [ IO 0wl @) a Gatn) atn). (31)

min!
m,n=0

where 6;, n; are rapidities and where the (generalized) functions f,,, can be written
down explicitly in terms of a string of nested commutators:

frn(0.m) = (Q, [a(61),[...a(0n), ... [A, a'(n,)] .. .al(m)] .. .]Q). (3.2)

Araki has shown in [Ara63] (in a different notation) that every bounded operators A
has such decomposition.

In the following section we aim to establish an analogue of the series expansion (3.1)
in terms of the deformed creators and annihilators z, z' in our models with factorizing
scattering matrix. Moreover, we aim to establish this expansion for arbitrary bounded
operators, and more generally for unbounded operators and quadratic forms. This is
an important ingredient for a characterization theorem for local operators which we
will formulate in Sec. 5.

3.1 Contractions

In this section we will introduce some of our notation, similar to [Lec08] but with
conventions slightly more convenient for our purposes.
We consider for A € Q¥ the matrix element

(1(01) - 21(0m)Q, Al () - 27 (1) Q) =: (£(6), Ar(m)), (3.3)

A contraction C'is a triple C = (m,n,{(l1,7r1),..,(k,7%)}), where m,n € Ny, 1 <
l; <mand m +1 < r; < m+ n, and both the [; and the r; are pairwise different
among each other. We denote C,,,, the set of all contractions for fixed m and n, and
write |C| := k for the length of a contraction (in other words, the number of elements
of the set in the third entry in the definition of C').

Using this notion of a contraction, we can consider (“contracted”) matrix elements

(£c(0), Arc(n)), where

€c(0) = 210:) - 2H(0,) - 21 (01,) - 21 (0.)2, (3.4)
re(m) =21 m) - 210 m) - 2 (o) - 21 ()2, (3.5)
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and where the hats indicate that the marked elements have been omitted in the se-
quence.

We note that £¢( - ) is an H-valued distribution on D(R™I¢) namely when smear-
ing each 2! with test functions in D(R), £o(f) is a vector in H. Actually, its values
are in H“!; indeed, given any function f smooth and of compact support, £o(f) =
[ d™6 f(0)£:(0) is a vector of finite particle number, and has the norm

e M ec(F)] < v/ (m —[CDUFIlS- (3.6)

This inequality is a generalization of (2.48) first part, in the case £ = 0. Namely,
we can follow the same computation as in the proof of (2.48), but setting ¢ = 0 and
considering 2" (f) instead of zf(f). By explicit computation:

Hew(H/u)eC(fmZ _ /dm—|C’édm/—C|é/f(é/)f(é)<ew(H/#)ZT(9,1) -

— —

2 (G) 210 ) 2 (0,)Q, e HI T (9) 2T () - 2 (B) - 2 (0)0)

Ure]

< (m— [CI) [ "I (@) et
= (m = CDAIIE) (B3.7)

where in the second inequality we used the S-symmetry of f.

This holds similarly for r¢(-). Therefore, for fixed A € Q¥ the matrix element
(£c(0), Arc(n)) is a well-defined distribution on D(R™+"—2ClY’

We associate with a contraction C' € C,,,, the following quantities:

IC|
Ha — Nyym) (3.8)
ICI il

-1 I0 sty T s 9
J=1mi=l;+ Tis<T;

li<lj
where we used the notation

— _ m) | Shae a<m<bb<m<a
Sap(0) :=S(0.— ), S, = { S otherwise

(3.10)
We will often not write down explicitly the arguments 8,1 where they are clear from
the context. We will see the use of the above expressions later in the present thesis.
It will become also very useful the fact that we can express the factors S¢ in terms
of the expressions S? associated with permutations o, as the following Lemma shows.

Lemma 3.1. There holds

doSc(8,m) = 3cS7(6)S" (n), (3.11)
where
J_<1 m)
A\ Lo g’
o “ (3.12)
p_<7"|CI ooy om+1 oo m—i—n)'
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Remarks: | indicates that we leave out the [; from the sequence; 7 analogously. The
permutations o, p are not unique since one can permute the pairs of the contraction.
However, the right hand side of (3.11) is independent of this choice since the extra
S-factors associated with different permutations o, p of the same pairs would cancel
each other due to the delta distributions.

Proof. Considering the above remark, we can assume that r; < ... < r¢. From the
definition of 57, S” in Eq. (2.5) with o, p given by (3.12), we can read off that

IC| m

=11 II Sew- 11 Suw (3.13)
Il ri—1

=11 II S (3.14)
j=1gq;=m+1

Computing the product S?S? from (3.13) and (3.14), and taking the factor dc into
account, we find that 60S75” = §¢S¢ with S¢ defined as in (3.9). O

We will also need to consider compositions of contractions. Given the contrac-
tions C € Cp, and C" € Cp_jcn—|c|, the composed contraction, where the indices
are contracted first with C, then with C’, is defined as CUC" € Cp,,, CUC" =
(myn, {(l1,71), oy (ley i), (U, 71)s ooy (L, 75) }). This definition should be intuitively
clear; on the other hand, note that it involves a renumbering of the indices in C” before
taking the set union CUC"; we will often avoid to indicate this renumbering explicitly.
With respect to this composition of contractions, also the factors dc and S¢ compose
in a certain way, as the following lemma shows. Here 8 € R™~I¢l indicates that 6 has
the components 6;,,..., 6, left out; analogously for 7).

Lemma 3.2. Let C € Cy,,, and C' € Cry—icn—|c|- There holds

5c(0,1m)0c1(8,7)Sc(0,1)Sc (8,9) = dcrcr (0,1)Screr (0, m). (3.15)

Proof. From the definition (3.8) it is clear that dc¢dc = dcyer. Using this and Lemma 3.1,
it remains to show that

S7(0)S7(8) = 57 (), S°(n)S” (1) =S (n), (3.16)

where o, p, o', p/, 0", p’ are the permutations associated with C, C’, and CUC’, respec-
tively, by Eq. (3.11). We note that ¢’ is given explicitly by

1 oo m
o = NS € S,_icl- (317)
(1 e . l l/ o .. m l’l .. l|/01|> I |
We can consider ¢’ as an element of &,,, by extending the permutation matrix in the
following way:
/
p— ~ ~ . -].

With this, S (6) = 57 (87). Using the composition law in Eq. (2.6), one has
57"() = 57 (0°)5°(0) = S7'(8)5°(8). (3.19)
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where ¢” is given by:

1 m
"o r A
? '—"O"_(1 LT m L U zc|> (3:20)

One notices that this permutation is indeed associated with CUC’ by Eq. (3.11).
We obtain in a similar way the second part of Eq. (3.16), and hence we find the
result of this lemma. O

3.2 Contracted matrix elements

Given any quadratic form A € Q¥, we define its fully contracted matriz elements f,L,fl L

by
fA0,m) = Z (=1)“6c Sc(8,m) (€c(6), Arc(n)). (3.21)

CECm,n

These are very similar to Lechner’s contracted matrix elements (- )% introduced

in [Lec08]; the relation between our f,[,f L, and Lechner’s contracted matrix elements, in
notation used there, is f}f}n = (JA*J)sn

m-+n,m-

We can show that f#é l, are well-defined distributions in D(R™™). Indeed, due
to our remark after (3.7), the contracted matrix elements (£c(0), Arc(n)) are well-
defined distributions in D(R™™). The product of the delta distributions dc with
(£c(0), Arc(n)) is well-defined because they depend on mutually different variables.
Since S is smooth (see Definition 2.1), the product of S¢ with ¢ - (£(0), Arc(n)) is
also well-defined. Therefore, the quantity dc - S¢ - (€c(0), Arc(n)) is a well-defined
distribution in D(R™*")’.

We can even show more, namely that the norms || fm ”||m><n are finite; we prove this
in the following Proposition.

Proposition 3.3. For m,n € Ny, there is a constant ¢,,, such that for all A € Q“,

Proof. Applying the triangle inequality we find
s llen <> 1186 Se (€(8), Arc(m)) [l (3.23)
CECm,n

By Lemma 3.1 the factor S¢(0,n) factorizes to S7(0)S”(n); applying Eq. (2.59), we
have

16c Sc (€c (), Arc(m)xn < 157]slldc (€c(0), Arc(m) [yl ]l
= [1oc (€c(8), Arc(m)l5xn- (3.24)
where in the third equality we estimated the uniform norms of S?, S? by 1 (since on
the real axis, [S(6)| = 1 for all §). The individual factors of ¢ and the matrix element

(£c(0), Arc(n)) depend on mutually different variables; so, we can apply repeatedly
(2.65) to [|6c (£c(8), Arc(n)) s, We find

|C]

15 < = (TT8, = m)llea ) €c(®). Arc) ey icr (325)

CECm,n ] 1
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By application of Cauchy-Schwarz one easily sees that ||0(6 —n)|l1x1 = 1; we can show
that

1(€c(8), Arcm) i icnxmicn < V(m—ICNI (n— CD AN, .. (3.26)
The inequality (3.26) can be proved as follows. From (2.57), we have that
w 1 —Ww 0
H<£C<0)aATC(T’))H(mﬁC\)X(nﬂCD = 5”6 (E(e))<£0(9)7ATC’(”))H(m—ICUX(n—WD
1
+51(€c(8), Arc(n))e™ M m-tcnxm—icp-  (3:27)

We consider the first norm on the right hand side of the above equation. By (2.56),
we have that

e~ PO (£6(8), Aro(m))|m |0| n—|Cl)

o 0(9),ATc(n)>g(9)h(ﬁ)dm"c'éd”’ (3.28)
lole! lgll=(lAll2
2<1

We can estimate the absolute value of (£-(0), Arc(n)) integrated with the functions
g, h using the Cauchy-Schwarz inequality:

(e MM (g), Arc(h))]
= [(Lc(9), Qu-icie “HMAQ, | mc(h))]
<V (m —[CDIY (n = [C)gll2lhll2l|@um—jcre™ M AQ ¢ |
< V(m—CDYV (n = CD gl hll2|Qmine™ /) AQu ]l (3.29)

Hence, we have:

e @) (ec(0), Arc(n W om—1c) % (n=1c))
< \/ |C‘ \/ n - ‘CD!HQm-&-ne_w(H/M)AQm-i-n”- (3'30)

By a similar method, we find for the second norm on the right hand side of (3.27):

1€€c:(8), A e™*Fr () | im- i (-l
< \/ |C‘ \/n_ ‘CD!HQm+nAeiw(H/u)Qm+nH- (3'31>

By definition (2.41) and (3.27) the two estimates above imply (3.26). Inserting (3.26)
into (3.25), we find the result (3.22). O

We present here an alternative proof of Proposition 3.3, close to Lechner [Lec08,
Lemma 4.3].
Proof. We write 8; := (0,...,0,.,) and dcSc = 6cSESE, where SE and SE are
functions of the variables {01, ...,0,} and ({91, ..., 0} \{%r1—ms - My —-m }) U {01},
respectively. For g € D(R™I€N 1 € DRI, we consider
Gg = S&- e, (3.32)
HE = SE.-h,. (3.33)

4
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where gg, := g(01,...,61,...,0m), he, := h(Nn,...,01,...,m1) and where the functions
Gg € D(R™I°N) and H € D(R"1!) depend parametrically on 6, € RI°I.
We consider:

‘ / dm0d"n {14 ( ’ ‘ / "0d'n Y (~1)%50Sex

CeCm,n

X (Lc(8), e “HIM Q0| AQu_icrre (m)e* @ g(0)h(n)|. (3.34)

After integrating over the delta distributions, we find:

rhs (330) = | 3 (=1)° / 498, (#FEODGE, Quiere M AQ,_ oy HE)) .

CECrmyn
(3.35)
Using the Cauchy-Schwarz inequality, we find:
r.h.s. (3.34)
< > Vi —loD(m - ICI)!/d'C'0z [ FOC 5 - [|Qume™ M AQw| - || Hy |2
CECrmyn
= 30 V= O =TCDE [ a0, Dl - Qe 4Q, - I
CECrmyn
< (X Ve=Ienm =10 [ E gl - [|Que 0 AQu | - |11
CECrmyn
= (X VE=Ienm =10 lglls - |Qme = AQu |- |Ihll2
CECrmin
(3.36)
where in the third inequality we made use of the monotonicity of w: e“(¥®) <

eW(E(§)+E(9’)), and of the Cauchy-Schwarz inequality.
Using the inequality a!b! < (a 4+ b)!, we find

rhs (330 < (30 1)Vl n)lllglls - Qe = AQu - Ikl (3.37)

CGCm,n

The number of contractions in C,, ,, is given by

[Con ::;Hcecm,n [1C| = k}| :Z(’;> (Z)k:' (3.38)

k

We denote ¢, := [Cinn|y/(m + n)!, we have
[ aroan 5.0 ma @) m)] < dullll Qe = PAQU - [l (339
Calling ¢'(0) := e*(E®)g(@), the equation above can be rewritten as follows:

[ o O 1 0. 0| < ol 0 AQu -
(3.40)
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w(E(8))

Analogously, we compute the same norm as before but with e* replaced by e<(F().

’ / dmedmn f1.(6, ’_ ‘ / 4"0d"n Z 1)lC50S 0 x

X (£c(8), Q101 AQ,c1e™" /“>rc<n>>g(0>e“’<m”h(n) . (3.41)

We find in this case:
[ aroan 50w 0] < il Qa0 . (.
Calling k(1) := e*PMh(n), the equation above can be rewritten as follows:

‘/dmednn frn(6:m)e _“(E(")’Q(B)h’(n)‘ < rnllgllz - [|QmAe™ Q|| - [[H]]o.

(3.43)
By summing the left and right hand sides of (3.40) and (3.43), we find:

1 —w
3| [ o =0 8. 0. mg(o)in)
1 —w
by | [ o . me = g0
1
nllala 1™ AQ, - o + Senllalle - Qo e, - 1]

—w 1 —w
CmanHTHQerne (H/#)AQmHL’H|h|’2+§Cm"||g||2'”Qm+nAe (H/u)QernH‘HhH?’
(3.44)

l\DI»—t

<

N =

where we denoted ¢, == ¢, + ...
Taking the supremum of the left and right hand sides of the above equation over
llglla < 1 and ||A|]2 < 1, we find (3.22). O

3.3 S-symmetry of the coefficients

Proposition 3.4. The distributions fy[f]n are S-symmetric in the first m and last n
variables separately; that is, for permutations m € &, and T € G,,,

itk (8,m) = S7(8)S7(n) f1,,(07,m7). (3.45)

Proof. We consider only the case 7 = id; the arguments that we make for 7 then apply
to 7 analogously. It also suffices to consider the case where 7 is a transposition due to
the representation property of S™, see Sec. 2.3.

In (3.21) we denote:

N O.m) = Y Te(0,m), where To(0,n) = (—1)/“6c Sc(€c(8), Arc(n)).

CeCm,n
(3.46)
We want to compute
TC(oﬂa "7) = <_1)|C‘5C(0ﬂ7 77) Sa(eﬂ> Sp(n) <£C(0ﬂ-)7 ArC(")): (347)
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where 8" = (01,...,0541,0k,...,60,), and where we made use of Eq. (3.11), namely
o, p are the permutations corresponding to C' by Lemma 3.1. We distinguish the four
cases where each of the indices £ and k + 1 can be either contracted or non-contracted

in C.

(a)

Consider the case where both £ and k£ + 1 are not contracted. Since oo de-
pends only on the contracted variables, we have dc (0™, 1) = 6c(0,n). Moreover,
(£c(0™), Arc(n)) = S(0k — Ok11)(€c(0), Arc(n)) due to the exchange relations of
the Zamolodchikov algebra. As for the factor S?(6"): Since 7 is a transposition,
then for all 1 < j < |C| we have that either K,k +1 > [; or k,k+ 1 < ;. In both
cases it follows from (3.12) that S7(6™) = S°(0). In total, we obtain

Consider the case where both k and k + 1 are contracted. Given C' = (m, n,
{(,ra), oo (o), (B+1,0"), oo (e rie)) ), let CF o= (myn, {(h, ), -, (B, 7)), (B+
L,r),...,(lic;sme))}). Then we have that 6¢(0™,m) = dc(0,m) and also, £0(07) =
£c(0) = £0(0), since both ¢ and £4( - ) do not depend on the contracted variables.
Regarding the S-factors, we write using Eq. (2.6),

S7(67) = 57(8)(57(6)) " (3.49)

The permutation 7 o ¢ is given by

1 m
moo= |1 k1K L. m (3.50)
1 ...r... m rn ...k+1k ... 1y

One finds that 7 o o corresponds to C’ above in the sense of Eq. (3.11), with the
same p for both C' and €. Combining all this into (3.47), we obtain

S™(0)Tc(67,m) = Tc(60,m). (3.51)
Note that the contraction C’ is again of type (b).

Consider the case where k is contracted, but k + 1 is not contracted. Given

C = (m,n,{(li,r1)...(k,7) ... (L, 7)) }), let

C" = (m,n, {(l,r1)...(k+1,7)...(lie),7cp)})- Then, we have that §-(0",n) =
dc(0,m) and £o(07) = £e(0). Moreover, using Eq. (2.6), we write S7(0™) =
S™(0)S™(6)~! where the permutation 7 o o, which is given by

1 m
Ttoo0= |1 o k+1E L m . (3.52)
1 ...rkk+1... m r o ...k+1 ... 1

corresponds to C” in the sense of Eq. (3.11), with the same p for both C' and C".
Combining all in (3.47), we arrive at

SW(O)TC(Hﬂv T') = TC’(Ov T’)' (353)

k + 1 is contracted, but k is not contracted. This case is analogous to (c); indeed,
the contraction C” in (c) is exactly of type (d).
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3.4. INVERSION FORMULA FOR MATRIX ELEMENTS

Summing over all contractions C'in (3.46), we obtain from (3.48), (3.51), (3.53) that
S7(9) 7[;3]71(0“, n) = #3}”(0, n) as claimed. The details of this summation argument are
as follows.

Using the above results in (a), (b), (c), (d), we compute > .. Tc(67,m) and we
find:

f[A] Z TC 777

CeCmn

=3 T )+ Y TeOm) + Y Tel0mn) + Y To(67.m)

cec?, cec®, cec?, cect?,

:(SW>_1 Z TC<07T’) + (SW)_I Z TC’<07T’)

cect, cec®,

+ ()Y Tu@m) + (57 Y To(8.m)

cecl, cect?,

— (57 X Te0m) + Y Te0.m)

cect®, crec®,

> Te@m)+ Y Te(0.m)

crect?d, crect?,

— ()7 X Te0m) + > Te(0m)

cect®, cec®,

Y Te@m+ Y Te.m)

cectd, cectd,

Z TC<07 T’)

CeCm,n
(3.54)

where in the sum over C € Cr(fi)n in the third equality we have that C” is defined
correspondingly as in (c). O

3.4 Inversion formula for matrix elements

In Eq. (3.21), we defined f as a certain sum over matrix elements of A. We can now
invert this formula in the sense given by the following Proposition.

Proposition 3.5. For any A € Q%
(€(0), Ar(m) = Y~ b Sc fuliopnici(0:7). (3.55)

Cecm n

(Here é, 7 denotes the variables which are obtained from 6,7 by leaving out the
components which are contracted in C')

Proof. Inserting (3.21) into the right-hand side of (3.55), we need to show:
(€(6), Ar(n Z 6cSc(6,m) Z (=116 S (0, 7)) (Lcuc (8), Arcier(m)).-

Cec'm n c’ Ecrn7|c|,n7\c‘

(3.56)

41



CHAPTER 3. THE ARAKI EXPANSION

Using Lemma 3.2, we find

r.h.s.(3.56) = Z (—1)|Cl|5000'5000’(9: n) (Loue (0), Arcue (n))- (3.57)
CECmm
C'€Crn_iC|,n—|C|
We denote D := CUC"; then, we can reorganize the sum over C' and C” in the following
way:
rhs(356) = > (D0 (-1)")apSn(en(6), Arp(n). (3.58)
DECpm,n  D=CUC"

We compute the inner sum in the above formula (at fixed D) using the binomial

formula:
|D|

, (D] 0 if |D|>1
et =N (1P1 Z =5 3.59
o=y 5 pZe o

D=Cuc! =0
Hence, we find that the right hand side of (3.58) gives (£(0), Ar(n)) as claimed. [

3.5 Basis property

A next step which is useful in order to establish a series expansion for any quadratic
form A € Q¥ in terms of the i, is to prove that the 27(0)z"(n) form a “dual basis”
for the contracted matrix elements fm,n

Proposition 3.6. In the sense of distributions, there holds:

Fon | 2762 ()| (8,1) = M1,y 16y Symg o 0™ (0 — 6') Symg, 6™ (n — ).
(3.60)

Proof. We consider A := 2" (8)2" (0'). If m —m’ # n — n’, then all matrix elements
of A in (3.21) vanish, hence fy[,f L, = 0 and the claim follows, Therefore, we consider in
the following k :=m —m' =n —n/.

If £ < 0, then all the matrix elements in (3.21) vanish again, and we have fr[,f L= 0;
hence, the claim follows.

If £ =0, then we can directly compute that

Fi0.(6,m) = (2™(0)Q, 2™ (8")2" () J 21" (1))
= (21"(0)Q, 2" (0))(Q, 2" (1) T2 (1)$2) = min! Symg g 6™ (0—0") Symyg,, 8" (n—7'),
(3.61)
So, again the claim follows.

If £ > 0, we prove that f,Lf L=0 using induction on k. For given k, we can assume
that this statement is true for some £’ in place of k, if 0 < &/ < k. Now, in Prop. 3.5
we have 0 < ko < k, and m¢ — m' = ng —n' =: k¢, me :=m — |C|, nc :=n — |C|.
Thus we can apply the induction hypothesis: fr[fg,nc = 0. For the case kc = 0, (3.61)

applies; for the case ko < 0, the above argument for £ < 0 applies.
Therefore, from Prop. 3.5, we have

€O), Ar(m)) = > 0cScf o io/(8.)
CeCm,n
= fi80,m) + > dcSem/In't Symg, 6™ (0 — 0') Symg, 6™ (7 —n'). (3.62)
CECm,n
|C|=k
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Using also (2.13), it therefore suffices to show that

(€(0), Ar(n)) = m/In/l Symg_. o Symg-1 Z 5cSco™ (0 — 60" (h —n'). (3.63)
CECrmn
Cl=k
Since both (€(80), Ar(n)) and fi4 are S-symmetric in the variables 6, i, we know from
(3.62) that the right hand side of (3.63) must be S-symmetric too; we can therefore
take the S-symmetric part of each term in the sum.

r.h.s.(3.63)
= Symg g Symg, ( "In/ Symg- 1Ler Symg-1 Z 0cScd™ (0 9/)5n< ”7/)>-
CECm,n
IC|=k

(3.64)

We rewrite S¢ as 575, where ¢ and p are the permutations corresponding to C' by
Eq. (3.11). For the moment let us consider a single term in the above sum, that implies:

Symyg g Symg,, <(5CScm’!n’! Symg_1 ¢ 6™ (6 — 6') Symg_1 ., 6" () — n’))

= Symg g Symg,, (5050(9)8"(77)771’!71'! Symg-1 g/ (60— 0 Symg-1 o () — n’)).
(3.65)
Let us consider the contraction Cy := {(m, 1), (m—1,2),...(m—k,k+1)} corresponding
to S¢, = 1, and therefore (in the sense of formula (3.11)) to S7% = SP% = 1. We write

a generic contraction C' of length |C'| = k as a permutation acting on the contraction
Co. In particular, d¢ in the formula above rewrites in terms of Cy as: 0¢(0,m) =

Hﬁl 6(0, — Mj—m) = Hi>m‘—||C'| 5(5Z — ﬁj)|é:90 = 6c,(07,m”). Hence, each piece in
j<l|c n=n"
(3.63) becomes
Lh.s.(3.65) = m/In'l Symg o Symg .
o o m/ /?CO / n' =500 /
(500 (0 77’p>5 (9)Sp("7) SymS*l,O’ 0 (0 -0 ) SymS*l,n’ 0 (77” -n )) (366>

~Co Cp .o g . .
where 6 O, nco indicate that the variables are contracted in Cj,.
Then, using the formula Symg,(S7(6)g(0)) = Symgg(g) to simplify the expres-

sion, we find
Lh.s.(3.65) = m/In'l Symg o Symg ,,

|Col m—|Co|

<H(sm—j—«—l,m—&—j(ean)SymS*l,B’ H 6(0; — 9 ) Symyg- 1n H o(n 77] ICo|)>
j=1 j=1

7=|Col+1

(3.67)

In view of (2.13) the symmetrization in 8’7’ can be dropped in favour of the sym-
metrization in @, n, we find

1h.s.(3.65)
ICol m—|Co

= m/In’! Symg o Sym5m<H(5m—j+1,m+j(9an) H 6(6;— H 0(m; —11j- ICo|)>
=1 j=1 J=|Col+1

(3.68)
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Hence, we have

r.h.s.(3.63) Z m'In! Symg o Symg .

CeCm,n

|C|=k
|Col m—|Co|

(TLosermstm TT 66, -8) T 80— i) (369
j=1 i=1 §=ICol+1

We find that the terms in the sum do not actually depend on C'; the sum, which
contains (Z) (Z’:)k' terms, can then be computed:

"o  anf m n (m' +R)(n + k)! wony o min!
m!n!Zl—m!n!(k)(k)k!— kIl = == (3.70)

|C|=k

Hence, we have

r.h.s.(3.63)
il |Col m—|Co
= SymSGSymSn<H5 m—j+1 — 1) H 5(0; — ;) H o(nj — ;- |co|)>

7=[Co|+1

(3.71)

However, the left hand side of (3.63) gives:

(£(0), Ar(n)) = Symsa Symsn

/

° / e n! m!
(H 6(05,0;) H — Nitk) H 6 (Orpm — 77k7l+1)) (=) (1 — m’)'k!' (3.72)
J=1 =1 ) :

=1

which is obtained by first computing the matrix element with unsymmetrized creators

and annihilators, and using (2(n)h).(&) = Vi — 1h, (1, €).
This shows (3.63) and therefore concludes the proof. O

3.6 Uniqueness of Araki expansion

Proposition 3.7. For any m,n € Ny, let gy € D(R™™) with || gyn ||

mXxXn

< 00. Then,

Z / d";f,fﬁ? G (0, m) 2™ (6)"(n) (3.73)

defines an element of Q¥, and f,[ﬁll(e,n) = Symg g Symyg,, Gmn (60, 1).

Proof. Since we want to show that A is a quadratic form defined between finite particle
number vectors, it is enough to consider (3.73) evaluated between vectors of finite
particle number; hence, the sum on the right hand side of (3.73) is finite. By Prop. 2.11,
we know that since ||gmn||“s, < 00, every summand is a well-defined quadratic form
in Q¥; and therefore the sum is in Q¥ as well; the “integral is finite” due to the bound
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| Gmnl|“sen < 00 (see this by computing the scalar product of A between finite particle

number vectors explicitly). It remains to show that fr[f L= Symg Grmn:

em= Y [T @ ) [ @) 1) 0.

m/In'l
m’ n'>0

dm Q/dn / , , " , n ,
Z gm’n’(e » 1 )m!n!(sm,m’(gn,n’ Syms,e d (0 -6 ) SymS,'r] 0 (77 -n )

m/'!n’!
m/,n'>0
= SymS,B SymS,n gmn<07 77)7 (374>
where in the second equality we made use of Prop. 3.6. O
3.7 Existence of the Araki expansion

We can now show that any A € Q“ can be expanded into a series with coefficients the
[A]

Theorem 3.8. If A € Q¥, then in the sense of quadratic forms,
- dm0d"n m "
A=Y [ERE A 6 0) ) (375)
m,n=0

Proof. According to Prop. 3.3, since A € Q¥, we have that ||f[A] |, < oo, thus by
Prop. 3.7 the right-hand side of (3.75) exists in Q¥. To establish equality in (3.75),
we need to show that both sides agree in all matrix elements. In view of Prop. 3.5, it
suffices to show that they agree in all fr[,;}n; that is, we need to prove

IR ol SOLN () () fonlc O ). (376)

m/In’!
m’,n'>0
But this is the case by Prop. 3.7, with g¢,,, = T[,f]n:
e dr'y ol
o) = 30 [T 0 ) 2 0.m)
m/,n'>0
dm0'dVn a . .
> / /] L p (8 Yt Gy Symg 67(8 — 6) Symg 8" (1 — 1))
m/ n'>0
= fran(6,m), (3.77)
where we have used that the f are S-symmetric by Prop. 3.4. O]

3.8 Behavior of coefficients under translations and boosts

The Araki coefficients fT[,’: |, behave under Poincaré transformations as follows.

Proposition 3.9. For any A € Q“, x € R?, and \ € R,

fm,n[U(x,A)AU(x,m*](e,n):exp(izp(e x—zme ) CESRESY)

(3.78)
where @ — X = (01 — A\, ..., 0, — \), similarly for n.

45



CHAPTER 3. THE ARAKI EXPANSION

Proof. From the definition (3.21), we have

Frun [U (2, VAU (2, 0)1(8,m) = Y (=1)/%6c Se (€c(8), U (2, AU (2, A)"re(n)).-
e (3.79)
Since U(z,A)'rc(n) = exp(=i > pg(y P(Mh—m) - ©) To(n — A), similarly for £c(0), we
find

Fonon [U (2, VAU (2, A)'] (8,m) = exp(i Y p(0:) -z =i Y p(is-m) - )X
L} k()

x Y (=16 Sc (€a(8 — ), Arc(n — X)) (3.80)
CeCm,n

Since the factors dc, S depend only on differences of rapidities, they are invariant
under U(0, A). Hence, the result follows. O

3.9 Behavior of coefficients under reflections

The behavior of the coefficients under space-time reflections (which are represented by
antiunitaries J) is a bit more involved than the one under translations and boosts.
To study how the coefficients behaves under space-time reflections, we introduce for
any contraction C' = (m,n,{(¢;,r;)}), the “reflected* contraction C” given by C’ =
(n,m,{(r; — m,€; + n)}). This contraction is the one that is obtained from C' by
exchanging ¢ with r, and m with n. We also introduce a factor associated with C' that
will become relevant in later computations:

|C] m+n
Re =] (1 -1 Slgfj;}j). (3.81)
J=1 pj=1

This factor is related in a certain sense to the interaction of the model; indeed we note
that in the free case S = 1, one has R¢c = J¢|0, and in the case S = —1 one has
Rc = 0 when m + n is even.

Lemma 3.10. R¢ has the property
dc(n,0)Sc(n,0)Re(n,0) = (=1)“1604(8,1)Scs(8,1) Res (0, m), (3.82)
Proof. Using Lemma 3.1, we rewrite (3.82) equivalently as
0c(1,0)5° (1)S*(8) R (n,0) = (=1)/“160:(8,1)S” (8)S” (n)Rca (6,m).  (3.83)

where o, p and o, p’ correspond to the contractions C' and C”, respectively, in the sense
of Eq. (3.11). We note that o is literally the same as in (3.12), instead p’ works out to

be
1 .
/_
p_<lC| U S S A 1) ) (3.84)

By introducing the permutation

7T:(1 LA m ll} ZC|> (3.85)
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we notice that p' = oo, and therefore we have that S (n) = S™(1n?)5?(n) by Eq. (2.6).
Correspondingly, one finds that S°(8) = S7(6”)S°(8) where the permutation 7 is
defined analogously to m. Explicitly, one has

IC] m

=11 11 S (3.86)

Jj=1p;j=1
IC]  m+4n

=T II Sw.- (3.87)

j=1mj=m+1

and therefore

ICl m+n
s (n°)s7(6”) =1 1] sjp] n.0 (3.88)
j=1p;=1
We can see that
Rcs(8,m)S™(n°)S7(8°) = (1) Ro(n. 0). (3.89)
Indeed, using (3.81), the formula above writes explicitly as:
(e m+n ICl m+n IC| m+n
[T (- TT 552 @.m)-(TLTL 575 n.0) = 0T (2= TT st (m.0)).
j=1 pj=1 j=1p;=1 Jj=1 pj=1

(3.90)
So, to get the equality in the equation above, in particular we have to show that:

m-+n m-+n

H S (n H S p(0,m) = 1. (3.91)

To see this, consider the first of the two factors. On the support of ¢, we can replace
l; with r;, but noting that [; < m and r; > m, so that the S(m) factors are turned into

their inverse:
m—+n m4n

I s m.6) =1 s m.6)" (3.92)
p=1 p=1

Now we renumber the variables: The r;-th component of (), ) is 6,,_,, or alternatively
speaking, the (r; — m)-th component of (8,m). We get from there,

m — g
57('171)7(77’ 0) — Srjfm,p/(07 T’)J (393)

where p = p+n if p < m, and p’ = p—m if p > m. (Note that if p is “left” then p’ is
“right” and vice versa.)

Taking the product over all p, inserting into the above, and renaming the product
index, we have

m—+n m—+n
H Sy (n, 0 H S (0.m)7 (3.94)
and that is what we clalmed. O

We will see now in the following Proposition how the factor R¢c enters the formula

which describes the behaviour of the coefficients f}é ), under the action of space-time
reflections.
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Proposition 3.11. For any A € Q¥,

FUAN0.m) = > (-1 D6cScRe(0.m) £ )iy (7.0). (3.95)
CECmon
Proof. First we notice that given any contraction C' € C,,,,, we have that Jl(-) =
rcs(-) and Jro(-) = £€cs(-). Replacing A with JA*J in the definition of fr[éll, given
by Eq. (3.21), we obtain:

FENO.m = > (—=1)960Sc(8,m) (8 (n), Arcs(6)). (3.96)
CeCm,n
Using Prop. 3.5 in the formula above, we find
'n{ﬁ ] (0 77) Z (_1)@'5050(0777)56"50’(';77é)fgi]\c|_|cl\,m_|c|_\c/ (;7 é) (397)

CeCm,n
C'eChiclm—|c|

where 6, 7 indicates that the variables contracted in C' are left out, instead 0, 727 in-
dicates that the variables which are contracted CUC" are left out. Now we apply
Lemma 3.2 (with C"/ in place of ("), and setting D := CUC"’, we reorganize the sum
as follows:

HaNem = 3 (~)Pepsp@.m (> (-1

DGCm,n N D:CUC/J

o Scr(,6)

[} 22
Scu(é ))‘f |Dhm—Uﬂ(n70)

)
(3.98)
It remains to compute the sum (x). Using Eq. (3.82), and taking the product with dp

into account, we have

N Y | =T O | I

I v

D=cuc"7 R (), 6) D=cuCH jelr! n} ccD je{r! n} J kelt;}
(3.99)
where
m—+n
H SIC je{ri—n}. (3.100)

(here we used the fact that

m4+n m—4n |C\
Jc H S (9,m) = 6c H S HSWSJ o> (3.101)
p=
where the last two S-factors cancel due to the delta dlstrlbutlon.)
and where N
-1 _ (n)

=11 Sy/(n.0). (3.102)

p=1

To see (3.102), consider the right hand side of the equation above. On the support
of 6p, we can replace [; with 77, but noting that I, < n and r; > n, so that the S
factors are turned into their inverse:

m—4n m—+n

I1 s m.6)=T] 57, m.0)" (3.103)
p=1 p=1
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Now we renumber the variables: The 7’-th component of (7, €) is 0r;,n, or alternatively
speaking, the (r — n)-th component of (8,1). We get from there,
S5 (n,8) =S, (0.m), (3.104)
hp Ti—n,p
where p' =p+m if p <n, and p' = p —n if p > n. (Note that if p is “left” then p’ is
“right” and vice versa.)

Taking the product over all p, inserting into the above, and renaming the product

index, we have
m+n m—+n

[Is0m.0) =11 s, 0. (3.105)
p=1 p=1

and that is what we claimed in (3.102).
Using the following distributional law:

[Ttw+80=> 1] [ 5 (3.106)

a€A BCAbeB  deBe
we find
1—aj
G| (1+ — _Jl) - JI (-a)=Ro0.m). (3107
je{yu{r;—n} J jeft;tufr—n}
Inserting this result into (3.98) concludes the proof. [
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Chapter 4

Operators and quadratic forms

Most of the material in the following chapter is due to H. Bostelmann.

4.1 Locality of quadratic forms

In the previous chapter we discussed the existence and uniqueness of the Araki decom-
position for any quadratic form A € Q. So in order to discuss the locality properties
of A in terms of the Araki decomposition, we need a notion of locality that is adapted
to quadratic forms A € Q%. This locality is studied in terms of commutators with the
wedge-local field ¢, but we have first to clarify in which sense these commutators are
well defined.

If f € D*(R?), then z'(f*) maps H into H!, so AzT(f*) is well-defined as a
quadratic form; indeed, we have the following Lemma:

Lemma 4.1. For f € D“(R?) one has AT (f)||¥ < VE+ 1| fT)5]|All%0 -
Proof. From (2.41) we have:

1 —w 1 —w
14T (FOR = Slle™ MM QuAT (FH)Qull + S| QA (f7)Que™ /M| (4.1)
We estimate the first norm on the right hand side of (4.1) as follows:

|leHM QLA (f7)Qul] e HMQr AQr41 2" (fT) Qx|

e M QrAQk4 ] - |21 (f 1) Qx|
(H/u)
(H/u)

w(H/p Q1 AQpia|l - || fT]l2VE +1
I Q11 AQpn |V + 1| £ I3 (4.2)

le

VAR VAN VAN

le

And similarly, for the second norm we find:

||QkAzT(f+)le’“(H/“)H - ‘|QkAQk+1€*w(H/u)ew(H/u)ZT(er)le*w(H/u)|’
< ||Qk+1AQk+1e_w(H/“)|| . ||€w(H/u)ZT(f+)6—w(H/u)Qk||
< Qur1AQuire *MMIVE+ 1| fH5. (4.3)
Putting together these two estimates, we find from (4.1) the claimed result. [

In analogous way, we have that also the product z'(f*)A, and the products of A
with z(f7), ¢o(f), ¢'(f) from the left or the right are well-defined in Q%; this implies
that we can define the commutator [A, ¢(f)] :== Ad(f) — o(f)A € Q¥. Given this, we
can define our notion of locality as follows.
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CHAPTER 4. OPERATORS AND QUADRATIC FORMS

Definition 4.2. Let A € Q¥. We say that A is w-local in W, (the right wedge with
edge at x) iff

[A,o(f)] =0 forall f € DY(W.), as a relation in Q. (4.4)

A is called w-local in W, iff JA*J is w-local in W,. A is called w-local in the double
cone Oy, = Wy NW, iff it is w-local in both W, and W,

In the following lemma we characterize better this notion of locality. Such a Lemma
is formulated only for the standard right wedge VW, but actually it holds for other
regions in analogous way.

Lemma 4.3. Let w be an indicatriz, and A € QY. The following conditions are
equivalent:

(i) A is w-local in W .

(i) [A, o(f)] =0 for all f € DYW').

(iii) For every 1, x € HL, there exists an indicatriz o' such that (1, [A, ¢(f)]x) = 0
for all f € D'(W').

(iv) For every v, x € H“!, it holds that (¢p(z)Y, Ax) = (¥, Ap(z)x) for x € W', in
the sense of tempered distributions.

Proof. First we note that (iv) is well defined: Indeed, since ||A||Y < oo, the matrix
element (1), Ax) is well defined (by continuous extension) if ¥, x € H! and at least one
of ¢, x is in H*.

Since ¢(f)H' C HE, and since the map S(R?) — H, f — &(f)x is continuous
with respect to the Schwarz and the Hilbert space norms in the corresponding spaces,

the map f — (¢, Ad(f)x) is a tempered distribution; the same holds for (¢(f)v, Ax)
analogously.—Now the equivalence (i)<(ii) is true due to the definition; (ii)=-(iii)
is trivial since (iii) is a special case of (ii) where we choose W' = wj; (iii)=(iv) fol-
lows because D* (W') is dense in D(W') (see [Bjo65]); and (iv)=>(ii) holds because
DY(W') C S(R?) since DW') C S(R?) (and D (W) is dense in D(W')). O

The notion of w-locality is clearly weaker than the usual notion of locality. If A is
just a quadratic form we cannot write down well-defined commutators of A for example
with the unitary operators expi¢(f)~, or with a general operator B € A(W.), and
the notion of w-locality does not give us any information regarding such commutators.
However, w-locality is not so weak as it might appear at first glance: In the following
section we will try to clarify the relation between w-locality and the usual notion of
locality.

4.2 Relations to usual notions of locality

Now we would like to pass from w-local quadratic forms to operators which are w-local
and also to investigate the relation of w-locality to usual notions of locality. We are
aiming to characterize closed operators which are affiliated with the local algebras.
We found that this class of operators are still manageable to characterize within the
framework of the Araki expansion. On the other hand, smeared pointlike fields are
typically closable where they exist, see [FH81, Wol85], and we will also find some
closable operators in our models explicitly, see Sec. 9.
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Proposition 4.4. Let R be one of the regions W,, W,, O, for some z,y € R2.
(i) Let A be a bounded operator; then A is w-local in R if and only if A € A(R).
(ii) Let A be a closed operator with core H*!, and H*' C dom A*. Suppose that
Vg € D5(R?) :  exp(ig(g)”)H“" C dom A. (4.5)
Then A is w-local in R if and only if it is affiliated with A(R).
(iii) In the case S = —1, statement (ii) is true even without the condition (4.5).

Remark on the conditions: We could make the condition (4.5) in the hypothesis
(ii) of Prop. 4.4 a bit weaker by requiring that exp(it¢(g)~)H*' C dom A for small |¢],
and we could also restrict to supp g C R'. With this, one can see that the proof of this
Proposition (see below) proceeds analogously.

Proof. We will prove this proposition only in the case where R is the standard right
wedge R = W and its associated algebra A(R) = A(W) = M. The other cases
R = W, or R = W, can be obtained from the case before by applying Poincaré
transformations (and using the property of covariance of the associated algebra); anal-
ogously the case R = O, , can be obtained from the case R = W by applying Poincaré
transformations to the right and left wedges of the intersection.

We notice that (i) is a special case of (ii) since a bounded operator is in particular
a closed operator with domain the entire Hilbert space H. Also, obviously a bounded
operator is affiliated to the von Neumann algebra A(R) if and only if it is an element
of this von Neumann algebra. We will now prove (ii); for this we consider an operator
A which is closed and w-local in W. We need to show that A commutes with the
unitaries exp(i¢(g)~) where g € DE(W'), in a way that is compatible with the domain
of A, in the sense that each unitary exp(i¢(g)~) in A(R’) should carry the domain
of A, dom A, onto itself and satisfy the commutation relation there (“affiliation” of A
with the von Neumann algebra A(R)). So, let g € DE(W'), we consider the “cut-oft”

series expansion:

Byi= Y o(0(9) )" (4.6)

k=0

with n € Ny. This is an operator defined at least on H*f, since ¢ can be applied
finitely many times to finite particle vectors; also its adjoint is defined there, since B}
is the same as B,, with ¢ replaced by —i, considering that ¢ is essentially self-adjoint
on the space of vectors of finite particle number.

Since A is w-local in W and since B, has a series expansion in terms of ¢(g), with
g € DE(W'), we have, as a consequence of Lemma 4.3(iv), that B, commutes with A:

(Bip, Ax) = (A*¢, B,x) forall 1, x € HF, (4.7)

where we used that ¢ € dom A*, since in the above equation we took A to the left

side of the scalar product, applied to 1. Since ¥ and x are analytic vectors for ¢(g),

we have for n — oo that the exponential series for B, converges in strong operator

topology, namely that B,x — By and B — B*i), where B := expi¢(g)~.
Equation (4.7) implies in the limit n — oo:

(B*, Ax) = (A", Bx) forall ¢, x € H“". (4.8)
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By hypothesis (4.5), Bx € dom A; this implies that we can take A* in (4.8) to the right
side of the scalar product, that is (A*, Bx) = (¢, ABx). Since B is bounded, we can
do the same with B* in (4.8), we have <B*¢, Ax> = <1/), BA)(>; since ¢ can be chosen
from a dense set in H, we conclude that

BAx = ABy for all y € H“!. (4.9)

We would like now to generalize (4.9) to general vectors x € dom A and to more general
operators B in the commutant of M.

First, we consider a general vector Y € dom A. Since H“ is a core for A, we can
find a sequence of vectors (y;) in H* such that y; — x, and also Ay; — Ay in Hilbert
space norm since A is a closed operator. Since Ay; — Ax we compute from Eq. (4.9):

AByx; = BAx,; — BAx. (4.10)

Since B is bounded we have that By; — Bx; moreover since A is closed and By; €
dom A (by (4.5)), we have that Bx € dom A. Hence, from (4.10) we have that

ABx = BAx for all xy € dom A, B =exp(i¢(g)”), g € Da(W'). (4.11)

By doing a similar computation as in (4.10), we can see that the same result then
holds if B is a finite product of Weyl operators exp(i¢(g)~), or a linear combination
of product of Weyl operators, or the strong operator limit of linear combinations of
products of Weyl operators. Thus, by the double commutant theorem, (4.11) holds for
all B € {exp(ip(g)7)|g € Dg(W')}” = M'. This because by the double commutant
theorem the closure of {exp(i¢(g)~)|g € DE(W')} in the strong operator topology is
equal to the bicommutant of {exp(i¢(g)~)|g € Dg(W')}, which is in turn equal to
M. Due to (4.11) and the fact that B € M’, this means that A is affiliated with M
(we denote this by A n M), as claimed.

For the converse, we consider A n M and g € Dr(W'). We need to show that
A is w-local in W. For any t € R, we have that expitp(g)- € M, since we can
write expit¢(g)” = expig(tg)~ and we know that M’ is generated by expi¢(g)~ with
g € Dr(W'). The fact that A is affiliated with M implies that A commutes with
expitg(g)~, g € Dr(W'), in the following sense:

Vo, x € HOIVE e R (e709) 4h Ay) = (A%, €9 ). (4.12)

To pass from the Weyl operators back to the fields ¢ (which is needed for w-locality), we
notice that since v, y are analytic vectors for ¢(g), we can think of these exp(ité(g)~)
as series expansion in terms of ¢; in particular, we have that these functions are analytic
in t and therefore both sides of (4.12) are real analytic in £. We can then compute the
derivatives at ¢ = 0 of both sides of (4.12) and equal the corresponding derivatives;
hence we find:

Vi, x € HOTVEE R (B(g)0, Ax) = (A", ¢(9)x)- (4.13)

This implies that A is w-local in YW by Lemma 4.3(iv). This completes the proof of
(ii).

To prove (iii), note that in the case S = —1, the operators ¢(g)~ are actually
bounded operators, and generate the algebra M’ [Lec05]. So, we do not need to
consider Weyl operators. We can also restrict to g € Dg(WW') since this space is dense
in Dr(W') which is dense in the space of test functions g € S(W') considered by
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Lechner. The algebra M’ generated by these operators smeared with test functions in
Dg(W') is dense in the corresponding algebra constructed by Lechner [Lec05]; hence it
is the same algebra, since it is closed by definition. It is clear that for fields ¢(g)H“!' C
H“! C dom A, and therefore that they transform H“f into dom A. Using this instead
of (4.5), we can follow a similar, but simpler, computation as for (ii) without reference
to Weyl operators, but only to fields, and show that A n M. n

Considering these results, our strategy in order to construct local operators will be
first to show w-locality, then to prove (independently) that A is closed or closable, and
finally to apply Proposition 4.4.

4.3 Closable operators and summability

In Prop. 4.4 (ii) we have some conditions for the affiliation of operators to local alge-
bras, in particular one condition is that the operator is closable; but it is difficult to
characterize closability of a quadratic form A in terms of the Araki expansion and to
apply this condition directly to examples. Also, even if we can show that A is closable,
we can not say much in general about its domain.

For this reason we are aiming only to find a sufficient condition, and not a necessary
one, for the closability of a quadratic form, which would let us to apply Prop. 4.4 (ii).

This condition is a summability condition on the norms of the Araki coefficients fy[f }n,
which would imply the absolute convergence of the sum in the Araki expansion on a
certain domain.

So, first we present a Proposition which gives a sufficient condition for the closability
of A as an operator.

Proposition 4.5. Let A € Q¥. Suppose that for each fized n,

e 2m/2 [A]
> T (I + 17 ) < o0 (4.14)
m=0 :

Then, A extends to a closed operator A~ with core Hf, and H*' C dom(A~)*.

Proof. Let k € Ny. Using Prop. 2.11 and the representation (3.75), we compute

1
[AQue™ M| < 3 — 2" (fl) Que™ |

min!
(4.15)

SZZ 2 K!(k—n+m)! T

mlin! (k —n)!

lomcns

this means that if the infinite series on the r.h.s. in the above equation converges, then
we can extend AQre “/#) to a bounded operator. So, we estimate k!/n!(k —n)! < 2F

and (k —n +m)!/(k — n)lm! < 25=7+m yging (p+q) < 2Pt and we obtain

2n2°°

e

HAQ efou(H/,u || < 2k+1 Z

Fisy (4.16)

m><n7

and this converges since we assumed (4.14). Since k was arbitrary, this allows us to
define A as an (unbounded) operator on H**{. We can use a similar argument with the
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roles of m and n exchanged and with A* in place of A to show that also H*f C dom A*.
Hence we have that both A and A* are densely defined in H (as H“' is dense in H);
this implies by application of [RS72, Thm. VIIL.1] (see item (b) and the proof of the
theorem) that A~ := A** is a closed extension of A with core H*! (by definition of
A7), and (A7)* = A™ = A~ O

We can also find a stricter summability condition so that also the extra condition

in Prop. 4.4(ii) (4.5) is fulfilled.

Proposition 4.6. Let A € Q“. Suppose that

% o(m+n)/2 ||

Z ol fr[rf]nnlfnxn < 0. (4.17)

m,n=0

Then, A extends to a closed operator A~ with core H*'; one has H*! C dom(A~)*;
and the condition (4.5) is fulfilled by A~ .

Proof. Since the hypothesis of this Proposition is stronger than the one in Prop. 4.6,
the first part of the statement above has been already proved in the proposition before;
so it only remains to show that exp(i¢(g)")H“' C dom A~. For this purpose it is
useful the following lemma:

Lemma 4.7. With ¢(g9) = 2'(g") + 2(g7) and for g € D*(R?), it follows from (2.48)
that

E—{—] ' ] w — ||w
I where ¢y = g™ 5 + g lls. (4.18)

e Mg (g e=<HImQ,|| < i /

Proof. We prove Eq. (4.18) using induction in j:

e g(g)i e HMQ,||
— ||ew(H/“)gb(g)e_“(H/“)Qgﬂ-_lew(H/“)(ﬁ(g)j_le_“(H/“)Qg||
— He“’(H/“)¢(g)e*°’(H/“)Qg+j,1H . Hew(H/N)gﬁ(g)j*le*W(H/#)QeH
- 0+45—1) .
S A /g + ]cg (i%')cél

NiRL

=\ (4.19)

where in the fourth inequality we made use of (2.48) and of (4.18) with j replaced by
j—1. [

Since H' consists of analytic vectors for ¢(g), we can write e?(9)" as a (convergent)
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exponential series; we then obtain for £ > ¢ and using (4.18),

o0

HPke”(H/“)ei‘b(g)_e*“(H/”)QgH < Z ||e H/u)¢( e v (H/p) Q|
J!

jke

f: (p+ k) p+k: ¢

p—l—k 0)! 0!
it 2k/? i (v2¢,) Cg (\/icg)’“
N = = 0)

with some constant ¢ > 0 depending on g. (Notice that in the first inequality we can

k:l,_.

p=0

(4.20)

replace ¢(g)~ with ¢(g) since e*?9)" is applied to finite particle number vectors.)
Now let ¢ € H{. Using the estimates (4.16), (4.20) and P, < @, we have

HApkew(g)*w < HAle_“(H/“)HHpkew(H/“) ip(g)~ —w(H/u)Q ””ew(H/u)wH
(\/_Cg i 2m n) 2|
v (k—=10)! vm

where the series exists by the hypothesis (4.17). This expression is summable over

k since i/% is summable over k by quotient criteria. Since Qyexp(ip(g)” )y is a

< 26 || e M| = [ llsns  (4:21)

vector in H*{ C dom A~ due to (4.20) and in particular it is a finite particle number
vector, we have that xj := Qrexp(i¢(g)~ )y € dom A~; by (4.21), the same is true for
Axy. This implies that y; and Axj are both Cauchy sequences in ‘H. Indeed, one has
from (4.20) that Qx exp(ip(g)~ ) — exp(ip(g)~ )y for k — oo, so this is a convergent
sequence in H and therefore a Cauchy sequence. Similarly, due to (4.21), we have:

|AQre™? ) — AQee V|| = | A(Qk — Qo)™ ||

< Z [|AP,e9" || < Z |APe 9 )| = 0, £ — oco. (4.22)
j=0+1 j=t+1

Hence, this is also a convergent sequence in H and therefore a Cauchy sequence.

This means that (xx, Axx) converges in graph norm in H x H, since both entries
are Cauchy sequences. Since A is a closed operator, the limit point of that sequence in
the graph is also in the graph; this implies that lim x;, = exp(i¢(g)~ )% is contained in
the domain of A~ by definition of graph. Thus (4.5) holds. O

4.4 Examples of closable operators

We present now some examples where we can apply the results before and obtain
closable operators.

The simplest example is where the Araki expansion of A is finite, namely where
only a finite number of f,[;ﬁ L, is different from zero. An example of such situation is
when A is a polynomial in ¢(g). In this case the conditions of Prop. 4.6 are fulfilled in
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a trivial way. In general the requirement that A is local will force the Araki expansion
to be infinite; however, an interesting example of a local operator with a finite Araki
expansion can be found in Sec. 9.1.

We present an example of an operator with infinite Araki expansion: the “normal
ordered exponential” of ¢(g) given by

expco(g) = Z ¢

Using (3.21) and (3.6), its Araki coefficients are

Jmn [rexpcd(g)] (8,m) = ™" Symg g Symg ,, g7 (61) -~ g7 (0m) g™ (m) -+~ 97 (1)
(4.24)

By (2.69) (right inequality) and using ||g™[|"[[g~[|" < (lg"[I+lg~ D™ (g™ [+ lg~[])",

they fulfil for any w,
[ finan rexp e d(gh] [[1, o, < lel™ ™ Ulg™ Ml + llg™ll2)™ ", (4.25)

This implies that (4.23) is a well-defined element of Q“ by Prop. 3.7. Moreover, the
summability condition (4.17) is also fulfilled:

Z(gT)™2(g7)", ceC, ge SR?). (4.23)

w

>y el > 2l + )
mn expc mxn g 2 g
m,n=0 . m,n=0
o0 Clm+n
< >y — (4.26)
m,n=0 :

We would also be able to show using techniques as in Sec. 8 that this quadratic form
is w-local in W/ if suppg C W.. Then, we can apply Proposition 4.6 and show that
:exp c¢(g): is a closable operator and moreover, by Proposition 4.4, that its closure is
affiliated with A(W).

But our interest is actually in closable operators which are affiliated with the
“strictly local” algebra A(Q), where O are the double cones. We will investigate
examples of these operators in Sec. 9. For the moment, we discuss some properties of
the class of closable operators that we consider.

In the example above, with the methods discussed before, we have shown that
:exp co(g): is closable for any ¢ € C. In the free case, where S = 1, we know even
more: if ¢ is purely imaginary and g is real valued, the operator is actually bounded.
However, this is not visible within our methods since the exponential series does not
converge absolutely in operator norm. In nontrivial examples we will always need to

compute estimates for || fmnmem instead with the exact expressmns £ so that we

do not have control on the convergence of the series for the fm,n itself, but we can only
use summability conditions like (4.14) or (4.17).

We expect that whenever we have local observables in the theory which exist as
Wightman fields or more in general as Jaffe fields [Jaf67], they can be described by
our class of closable operators. But our class is actually even more general: Indeed we
do not require that our closable local operators A have a common invariant domain,
namely that they fulfil the condition common to Wightman fields that Vf : ¢(f)D C
D, where D C H is dense and D C dom ¢( f). This means that we do not know whether
n-point functions of these operators would exist. On the other hand, they would still
be meaningful local observables by showing that they are affiliated with local algebras
of bounded operators.
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Chapter 5

The characterization theorem for
local operators

We will present in this chapter the conditions which characterize w-locality of a quadratic
form A in a standard double cone O, of radius r and center at the origin. These condi-
tions are formulated in different ways. They can be imposed on a quadratic form, and
in this case we call them conditions (A); or they can be imposed on the Araki coeffi-
cients as analytic functions of one variable, and we call them conditions (F’); they can
also be imposed on the Araki coeflicients as meromorphic functions of several variables,
in that case we call them conditions (F). We will show in the next Chapters 6,7 and 8
that these conditions are equivalent.

Note that the conditions (A), (F) and (F’) depend on the indicatrix w and on the
radius r of the double cone; but we will not indicate this explicitly.

5.1 Formulate conditions (A)

The condition of locality for an operator, or more in general, for a quadratic form
A € Q¥ is better formulated using the notion of w-locality given by Def. 4.2. So, we
have the following definition of the condition (A):

Definition 5.1. A € Q¥ fulfills condition (A) if it is w-local in O,..

5.2 Formulate conditions (F”)

Now we expand the quadratic form A into the Araki series; we find that the condition
of w-locality can be expressed for the coefficients fy[,’:‘ ), in terms of analytic continuations
of these distributions along certain lines in R*. To describe this continuation we need
to introduce some notation, that can be found also in more details in Appendix C.

We call a graph G in R* a collection of nodes which are points on the lattice 7Z*,
connected by edges; the edges are lines parallel to the axis which connect nodes on the
lattice that are next neighbors. Namely, an edge is given by A(s) = v + se'), where v
and v + mel?) are nodes of G, e is a standard basis vector of RF and 0 < s < .

The tube over G, which we denote T(G), is the set of all ¢ = 6 + i\ with 8 € R”
and A on an edge of G.

We call a CR distribution on T(G) (where CR stands for “Cauchy-Riemann”) a
distribution on 7 (G) which is analytic along the edges; namely, considering the edge
A(s) given above, we have that F is analytic in ¢; in the specified domain, and it is still a
distribution in the remaining (real) variables. We also require that the boundary values
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Y
g

Figure 5.1: The stair gg = gi UG2. As for gi and G2 see the corresponding definitions
before Def. 5.2

at the nodes, namely the values in the limits s \\, 0 and s 7, exist as distributions,
and that if several edges meet in a common node, then the corresponding distributional
boundary values are the same. In this way, we can just speak of the distributional
boundary value at a node, without specifying which is the direction of the limit.

The first graph in R* that we will consider in our study is denoted with Qi and
it is given as follows. It has the nodes A7) = (0,...,0,7...,m), where there are j
entries of m with 0 < 7 < k. Its edges are the lines parallel to the axis which connect
the nodes A*9) and A®I+L).

Another graph that we will consider is denoted with G*. This graph is given by
G" shifted of —imw. Namely, it has the nodes A®=D — (—x . —7,0,...,0), where
there are j entries of —m, with 0 < 7 < k, and the edges are lines parallel to the axis
connecting next neighbors.

We also consider the union of G% and G*, that we denote with GF, cf. Fig. 5.1. Since

the graphs G have the node AE0 — 0 in common, the graph G¥ has 2k + 1 nodes and
2k edges.

Now that we have introduced our notation, we can formulate our locality condition
in terms of CR distributions on 7 (G}) as follows:

Definition 5.2. A collection F' = (F}), of distributions on T(GE) fulfills condition
(F’) if the following holds for any k, and with 6 € R* arbitrary:

(F1’) Analyticity: F| are CR distributions on T (GF).
(F2’) Periodicity: FL(0 +iXx*%) = F/(@ +iA®h),
(F3’) S-symmetry: For any 1 < j <k,
Fi(by,...,0;,041,...,0r) =S(0;01 —0,)Fy(61,...,0;11,0;,...,0k).
(F4’) Recursion relations: For any 0 < m <k,

Fi0+ix® ™) = Y (=1)I96cScRo(0) F_y 0 (6 + ix*2CmIeD),

Cecm,k_m
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—

where 0 = i1y, Oys oo Oyogs oo OOy Oy B O).

i ilelki

(F5’) Bounds at nodes: For any j € {0,...,k},

L+ i) [G g < 000 [F (- +iAB )[4, ) < oo
ounds at edges: ror eac xTe ere exrisits a ¢ > suc at jor any on an
F6’) Bounds at ed F h fized k th 51 0 such that f A
edge of GY,
Heizurzj smhgjef ¥ w(imnth)F]é(C-) |C:.+i>‘H>< <ec.

Note that in (F6’) the argument =+ sinh (; lies in the upper half complex plane both
on Qﬁ and G*, and thus in the domain of w. Likewise, the expression dzipr > i sinh ¢
lies in the lower half complex plane both on G¥ and G*, and therefore e 250G jg
a damping factor at large Re (;, and this damping factor is the stronger the larger r is.

5.3 Formulate conditions (F)

Now we will present the formulation of a locality condition in terms of meromorphic
functions Fj, on C*. Indeed, we will find that the Araki coefficients of a local operator
can be extended as meromorphic functions to the entire multi-variables complex plane.
The conditions will involve also the expressions of the residues of F}y and other prop-
erties of these functions; some of the notations that we use for the residues in several
complex variables can be found in Appendix B.

For formulating these conditions we need again to introduce some notation. We
denote with G¥ the graph which is defined as a “periodic extension” of G¥. Namely,
it has the nodes A*7) with Jj € Z, and we set, as a recursive expression, for any j,
AEI+2E) . — XKD 4 o where m = (my...,m).

We introduce also for given k£ and 0 < j < k the vectors

v®D) = (1,2, k—j, —j,...,—2,—1) € R", (5.1)

Now we formulate the locality condition in terms of properties of the functions Fj,
as follows:

Definition 5.3. A collection F = (F})2, of functions C* — C fulfills conditions (F)
if the following holds for any fized k, and with ¢ € C* arbitrary:

(F1) Analyticity: F, is meromorphic on C*, and analytic where Im(; < ... <Im ¢, <
ImG + .

(F2) S-symmetry:
Fi(Cryeo oy G Gty - -5 Gr) = S(Gr — G FR(Cry v, Gty Gy -+ -5 Cie)-

(F3) S-periodicity:
k

Fy(¢ + 2ime?) = (T] S(6 = 6)) Fu(©).
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(F4) Recursion relations: The Fy have first order poles at (, — (, = im, where 1 <
m<n<k, and

R‘eSCn Cm=1m Fk 27_(_@ <]H S] m) <1 - g Sm,p> Fk*Q(C)
(F5) Bounds on nodes: For each j € {0,...,k} and { € Z, we have

1E (- HIAETRO iopED) o < oo,

(F6) Pointwise bounds: There exist ¢,d > 0 such that for all { € T (ichG):

[I;exp (pr| Imsinh ¢;] + cw(cosh Re ¢;))

[Fr(Q)| <c dist(Tm ¢, dich G /2

We notice that the conditions (F) are “translation invariant” by i7r; this means that
if we have a family of functions F} which fulfill these conditions, then also Fy(- + i)
fulfill them as well (see Sec. 8.7 for details).

5.4 Formulate the theorem

Now the following theorem states that these conditions are equivalent:

Theorem 5.4. Let r > 0 and an analytic indicatriz w be fized.

(1) If A € Q¥ fulfills (A), then there is a unique set of functions F| fulfilling (F”)
such that

f%}n(07 "7) m+n(0 77 + “T) f JA J (0 "7) Fr/n+n(9 - iﬂ-u "7) (52>

(ii) If F} fulfill (F’), then there are unique functions Fy, fulfilling (F), such that for
0<j<kandlec{0k},

F[(6 +ix*70) = (0 + ix®70 4 jop k). (5.3)

(i11) If Fy fulfill (F), then the following quadratic form A fulfills (A):

dme dr
-y / e (8 +10,1 + im — i0):17(0):" (). (5.4)
m,n=0

We will prove separately the three parts of the theorem in the following three
Chapters 6,7 and 8.
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Chapter 6

(A) = (F?)

In this chapter we want to show that if we have a quadratic form A which is localized
in the standard double cone, then its Araki coefficients fr[,é l, are boundary values of
a common CR distributions on a graph, which fulfil specific symmetry conditions,
recursion relations and bounds.

So, our task is to prove the following theorem:

Theorem 6.1. For any A € Q¥ fulfilling (A), there are functions F; fulfilling (F’)
such that for any k € Ny and 0 < j <k,
N (ki A N (k—ki JA*J
Fio+iax®=y = g4 (@), F (0 +ixbt) = ;74 (0). (6.1)

(These two equations are a rewritten form of equations (5.2) in the previous chap-
ter.)

6.1 Define function on positive simplex

A first step in the proof of this theorem is to consider the case where the quadratic form
A is w-local in a wedge, and study the properties of analyticity of its Araki coefficients
4]
We prove the following lemma which is very similar to [Lec08, Lemma 4.1], but it
is more general in our case because it is formulated for the quadratic form A € Q¥ and

to the class of vectors in HY.

Lemma 6.2. Let A € Q¥ be w-local in W, and ¢ € P, H*, x € P,,H*. There exists
an analytic function K : S(0,7) — C whose boundary values satisfy, 6 € R,

K(0) = (¢, [2(0), Alx), K (0 +im) = (¥, [A, 2(0)]x) (6.2)

i the sense of distributions. Moreover, there holds the bound

N 1/2 w w w
([ a1+ i0P) " < s GIEIAR, e 0SA<7 (63

With Cpy py = 2(v/n1 + 14+ v/na + 1).

Proof. The proof of this Lemma mainly follows the proof of [Lec08, Lemma 4.1]. But
here we are going to repeat the argument again.

We considers the time zero fields ¢, 7 of ¢ [Lec08, Eq. (3.18)], and the corresponding
expectation values, f € Sg(R?),

k-(f) = (W, [e(f), AIx), - ki (f) = (@, [w(f), Alx)- (6.4)
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Since A is w-local — in the sense of Lemma 4.3(iv) — in the standard right wedge and ¢
is localized in the standard left wedge, we have that these k. are Schwartz distributions
with support in the right half-line. Then, we apply the classical Paley-Wiener result
for tempered distributions [RS75, Thm. IX.16], which implies that the Fourier-Laplace
transforms ky of ky are analytic functions on the lower half plane, bounded by a
polynomial in p at infinity and by an inverse power of Imp near the real line.

We choose as our function K the following combination of k:

K(¢) = %(u cosh(¢) k_(—psinh ¢) — ik, (—psinh C)) (6.5)

Noticing that the strip S(0,7) is mapped by (—sinh) to the lower half plane, this K
works out to have the proposed analyticity property; and also one can show that it has
the proposed boundary values. Indeed, using the relation between z, zf and ¢, 7

1

A1) = Slelf) —in(@™ ) (6.6)
) = el +imw ) (6.7
where w = prcosh @ and f_(x) := f(—x), we compute:

(0, [o(F7), Al = (k- (F) + ik (w7 )

— 2 [ (ko) + 22 7

2 p? + m?
= %/d@(ucosb(—@) k_(—psinh(—0)) + il;ur(—usinh(—@)))f*(Q).

(6.8)
Similarly, we obtain:

w, (), Aly) = %/d@(ucoshﬁ ki_(—psinh ) —¢12;+(—usmh9))f+<e). (6.9)

So, K has boundary values which are defined as distributions and formally we can
write:

K(9) = (¢, [2"(0), Alx). (6.10)
and since ky (—psinh(6 + im)) = ki (psinh @) and cosh(f + iw) = — cosh #, we have
K0 +im) = (¢, [4, 2(0)]x)- (6.11)

Regarding the proposed bounds for K, Eq. (6.3), we first compute a bound for the
boundary values of K given by Eq. (6.2). We compute, f € D(R),

/ 40 K (0 +im) £(9)] = |, [4, ()]

< [, 2(N) A + [, A=(F)x)]
= (), 2(f)Qnyr Ae™H W HIQ, )|
+ (0, Quye M eI AQ, _12(f))]
< 1 YN Quur Ae™ Q| [l /W x |
+ [P [| Qe AQ, 1l (f) x|
< 2vny [ FINO Nl AL, 4o XS
+ 2v/nal[Pl5 Al s [ I
< 2(vna + 14+ V) LIPS TAN, s X115 -
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where we used that ||QpAe “H/WQ|| < 2||A||¢ for any k € Ny and [Lec06, Lemma
4.1.3).
Similarly, we find,

(K (N < 2(v/n1 + Vg + DIFIHIGIZ I TAIR, 40041 (6.13)

As a consequence of Riesz’ Lemma, we have that the boundary values of K are L*-
functions with norms

12 < o [[9ma 115 11060 15 TN 441 (6.14)

where ¢, n, 1= 2(v/n1 + 1+ Vno + 1).
To prove Eq. (6.3), we consider the function (6.5) shifted by exp(—iussinh ():
KG) () := em#ssmhC [((), s > 0. We consider its absolute value:

%e_“ssm)‘wswm cosh(6 + iX)k_(—psinh(0 + iX)) — ik, (—psinh(0 +iX))).

(6.15)
Since § — k_(—psinh(+i\)) and § — k. (—psinh(6+i))) are bounded by polynomials
in cosh@ for |§] — oo and for every fixed A € (0,7) (see remark after Eq. (6.4)), we
have, due to the damping factor e~#*s"h¢ that K is) € L*(R) for every A € [0,7],
s > 0. So, we can apply the three lines theorem, and by the estimates of the boundary
values of K given by (6.14), we get

IKY(0)] =

K> < conma OIS IXIIS AL s O S A< . (6.16)

Since (6.15) increases monotonically for s — 0, then this bound holds in particular for
s=0, K=K 0<x<.
This concludes the proof of Lemma 6.2. n

Using the Lemma above we can study analytic continuations of the functions f,[{i ]n;
this is again very similar to [Lec08, Lemma 4.3]. Note that in [Lec08, Lemma 4.3]
Lechner proved the analogous result for A localized in the right wedge; in our case we
consider A in the left wedge: This is consistent with the relation fTLij L= (JA* Jycon

m+n,m"*

Lemma 6.3. Let A € Q¥ be w-local in W'. Then,

1. fr[ﬂl has an analytic continuation in the variable 0, to the strip S(0,7), m > 1.
Its distributional boundary value at Im @, = w is given by

fT[r‘é}n(ela c. ,em + iﬂ', . 79m+n) = fr[rl:xll,n—&-l(ela s 797717 ce 79m+n)' (617)

2. There exists a constant ¢,y Such that the distribution fy[,f]n fulfils the following
bound, gi,...,Gmin € D(R), 0 < X <7

m-+n

(/ P01 Ot O+ N, Ot O [ 95065) 0
=1

m—+n

< ol Allsin [T llgsl5, 0<A <7 (6.18)
j=1
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The idea for the proof of the above lemma is to rewrite the definition of f%‘, ]n, or
(JA*J)son ., in the notation of [Lec08], in terms of a sum of matrix elements of com-
mutators [27(0), JA*J], as in [Lec08, Lemma 4.2]. Then one can apply Lemma 6.2 and
find the analytic continuation of the Araki coefficients. More details on this technique
can be found in [Lec08, Sec. 4].

To prove Lemma 6.3, we therefore first need the result of Lechner [Lec08, Lemma
4.2] which we rewrite here using our notation. This result is proved by using the

exchange relations of the Zamolodchikov-Faddeev algebra.

Lemma 6.4. Let émn C Cm.n denote the subset of those contractions C' € Cy,,, which
do not contract m, i.e. fulfil m ¢ €c. Then

Moo= N (—1)Cee - S8 (e, [JAT 2] Jee U {m}),  (6.19)
CeCrm,n

W et = > ()5 STV e, [z, JATT) Tl U {m}). (6.20)
CeCrmyn

Note that here and for the rest of this section we will write explicitly the upper
index (m) on the factor S¢ (see Def. (3.9)) for a matter of convenience.

Proof. We rewrite in our notation the proof in [Lec08, Appendix A].

We denote with Cﬂ}m the contractions C' € C,,,, which do not contract m, namely
m ¢ Jlc and with C,,, the contractions with m € Jlc. We notice that C,,,, =
Cm,nucm,n- .

We consider a contraction C' € C,,,, which can be written as the union of a

contraction C' € C,,, and a contraction {(m,r)} with r ¢ Jre. Namely, ¢! = C'U
{(m,r)} and we have |C| = |C’| — 1. Then, recalling the definitions (3.8) and (3.9), we
have in this case:

d¢r = Omy - Oc, (6.21)
|C]  ri—1 r—1
(m) _ (m) (m) (m) | (m) | (m)
Ser = H H Smjalj H Sljﬂ‘i H Sp:m H Sm»?"z‘ H Sljﬁ’
J=1my=l;+1 Ti<Tj p=m+1 ry<r r<rj
li<l‘7' li<m m<lj
r—1
= S& I1 Swa- IT Srems (6.22)
p=m+1 r; <r
since [y, ..., l,c < m. By multiplying the two last products of S-factors in the formula
above, we get:
r—1
dcr - S =00 SE bms [ Smw (6.23)

p=m+1
p#r; for ri<r

Now we consider the matrix element (Jro, JA*J Jlc). Using the Zamolodchikov’s
algebra (2.47) repeatedly, we find

(Jro, JA'T Jbo) = (ehpnal el A JATT )
= (Jre, [JA*J, 2L ] Jec U {m})
m—4n r—1
+ Y bwe [ Sww (JreU{r} JATT JecU{m}). (6.24)
r=m+1 p=m-+1
r¢Jre pF#r; for ri<r
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We multiply Eq. (6.24) with (—1)‘C|(5CS(Cm) and we sum over C' € C,,,. Since C' =
CU{(m,r)}, wehave 3 rco = Z:j:;l’rwrc >_ceé,.,- Lhe delta distributions and
the S-factors in (6.24) are equal to the ones in (6.23). Hence, we have:

S (-0 eSS (Ire, JATT Jec)

Celmon
= Y (-1)ocSE N (Jre, [JATT, 2] Jbe U {m})
Celmon
— > (=16 SEN (I, JATT Jlor). (6.25)
C'cCpmn
where we used that (—1)Il = —(—1)I°l. Since C,,,, = CAm,nU m, We finally find

S (-0 oSS (Ire, [JA*, 2] Jec U {m})
C€Crmn

= Y (-1 SE (Jre, JATT Jlc). (6.26)
CGCm,n

The right hand side of the formula above is by definition f,[,f L Hence, we proved (6.19).
The proof of (6.20) is analogous. O

Now, we can prove Lemma 6.3 following closely the proof of [Lec08, Lemma 4.3].

Proof. 1. We consider the distributions fr[é L (3.21) rewritten in the following way:

AOm = Y (-1 SE - (Jre, JA*JEG). (6.27)

m,n
CEcvn,n

Using (6.19), we rewrite fy[,’?]n as:

m,n

fil@.m) = Y (=1)sc - S (Jre, [JAN, 2] Jeo U{m}).  (6.28)
CeCmyn

In (6.27) we have that S(Cm) (3.9) has an analytic continuation in the variable 6,,
to the strip S(0,7) with boundary value S(Cm_l) at R + im. Indeed, the factors
Sﬁn”?j = S, I S(Cm) can be analytically continued in 6,, to the strip S(0, 7) with
boundary value S(6,, + ir — 6,,) = S(60,, — 6,) = S™ (6, — 6,,) since the
scattering function S is analytic in S(0, 7) and fulfils crossing-symmetry relation.
The other factors S%?Tj, with m; # m, do not depend on 6, (in particular [;, r; #
m) since m is not contracted in C' € Cp,,, and therefore they fulfil S C(;Z) =9 gz_l)
(a,b #m).

We have that the delta distribution dc does not depend on the variable 6,, since
m is not contracted in C.

We know from Lemma 6.2 that (Jrc, [JA*J, 2}, ] J€cU{m}), integrated in 6, j #
m, with test functions in D(R), can be analytically continued in 6, to the strip

S(0,7). Also, due to Lemma 6.2 its boundary value at Im(,, = im is given by
(Jre, [zm, JA*J] Jbc U {m}).
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From the considerations above we can conclude that fmn can be analytically
continued in the variable 6, to the strip S(0,7) with distributional boundary
value at the other side of the strip Im (,,, = 7 given by:

P00 Otim,Oa) = Y (—D)I8eSE D (e, [z, JATT) JEU{m}).

CeCm.n
(6.29)
Using (6.20) the right hand side of (6.29) is exactly fr[,ﬂl,nﬂ.
2. Using (6.19), we rewrite the left hand side of (6.18) as follows:
m—+n
‘/ A 01, Ot O + X, O, - O H g;(6,) db;
=1
-1/ 2 (1 hett 01
m+n
X (Jre, [JA* T, 21 (0, + iN)] Jbe U {m}) ] 9:(6;) d6;]. (6.30)
7j=1

where 76(0) = 2 (Bpin) ... 71 (0ry) . 21 (Or) o+ 21 (Os1) 2.

We denote 8, := (6,,,...,0,.), 6, € RI°l. Following Lechner, we split 6CS(Cm)

into the product of three factors: 5CSém) = 6cSLSH SE, where SL depends on
{01, 0m1}\{00,...,0,,} and 0., where SE depends on {0,,41, - - ., Omn }, and

where SM H' |1 Sm,; depends on 0,,. We also define, g1, ..., gmin € D(R),

iLe]

Fy: St (gm1® ... O @ ... G, D...Qg1), (6.31)
Bl o= SE - (gm1®... 000 ® ... Q0o @ ® Gmin)- (6.32)

Fy; and Fy? are functions of m — 1 — |C] variables, {61, ..., 0, 1}\{0;, ..., 0, },
and of n — |C| variables, {041, ..., Opmin}\{Orys - .., Or ., }, TESDectively, and they
depend parametrically on ,. Since |S(6)] = 1 for § € R, they have norms:

I1Eslls < TTllasls, (6.33)

Jj=1
Jj#lc

m—+n

1S < TT lleslls, (6.34)
j=m+1
Jj#re

where we made use of the sublinearity of w, see (w2).

After integrating over the delta distributions in (6.30), we find

|C|

Lh.s.(6.30) g) > (- )Cl/dc'e 1199, 6,,)%

Celrmn Jj=1
C|
X / d0r, G (0 HS —0,, i) (Jrg, [JA*J, 21 (0,,+iN)] JbcU{m}) (Fyl @ Fy. ) |.

(6.35)
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We move the absolute value inside the integral in 8, and we apply the Cauchy-
Schwarz inequality with respect to the variable 6,,, we find:

]
1hs.(6.30) < ) / A0, 1] 19, (6r,)9r,(0,)]x
CeCmn Jj=1
]
| / 46, g (0 Hs 0, +iN) (e, LTAY, 2 Ot iN] U {m)) (PR o P

IC|
< > [, T]la @9 6,1
CeCrmom Jj=1
x 7t : R L2\
% lgmllz - (/dem (Jr, [T, 2 (0 + X))o U {m}) (Fgt & FL)P)
(6.36)
where we used that |S(()| < 1, ¢ € S(0, 7). Putting (6.3), we find
IC]
1hs(630) < 3 / a0, TT o, (61, )n, (62, x
CeCmn J=1
X N gmll26m-1-01n—1c1V/ (m — 1= [C)IN/ (0 — [CDUT A T[4 4 sjc 1 Fa 15| For 12
IC]
< > [d, [Lla,(6,)s., 0.l
CeCmn J=1
m4n
X[|gm l26m-1-1c1n-j01V/ (m = 1 = [CDI/ (n — [CDHAl2 4., H lg;lls TT Nlgsls.
m+1
J#c jj#g
(6.37)

Now, we can apply the Cauchy-Schwarz inequality with respect to the variable
0., we find

IC]
Lhs.(6.30) < > [Tlawllallgr, ll2
CeCp,n 771
m-+n
x| gmllzCm—1-ic1n-ic1v/ (m = 1 = [C)IV/ (n — [CD Al H lgills TT llosls.
m—+1
J#c ]ﬁérc
(6.38)
As for the constants depending on m,n in the expression above, we compute:
4y/(m +n)!
Cmo1-icln-lc]V/ (m — 1 = [C)/(n — |C])! < o (6.39)

Inserting in (6.38), the dependence on C of this equation is only in the term
1/|C|!, hence we can compute

1
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see also [Lec08, page 20].

Finally, we arrive at

m—+n
Lhos.(6.30) < v/(m +n)12" "+ TT llgslIg Al (6.41)
7=1

This concludes the proof of Lemma 6.3.
]

Using the results above, now we can define F} on the “positive simplex” T (G*%),
cf. Fig. 5.1, as follows.

Proposition 6.5. If A € Q¥ isw-local in the wedge W), then there are CR distributions
F] on T(G*) such that

Fi@+ix®=y = p4 (@), 0<j<k (6.42)

Proof. First we consider the case where r = 0. By Lemma 6.3 we have that fl@jd can

be analytically continued to the edge Im { = AED) L xe®=) 0 < A < 7; we define F
on that edge as the analytic continuation of f,gé]j’ ; due to that Lemma. The boundary
values of F] are (6.42), independent of the direction, due to Eq. (6.17).

Now we consider the case where r # 0. We consider the translated A, B :=
U(—reM)AU (—reM)*, so that the resulting quadratic form is w-local in the standard

wedge W. Hence, we can apply the result before for » = 0 and conclude that f,E]m ;

has an analytic function F}[®! on T(G%) whose boundary values are flE]L ;-
We set

FA(¢) .= FIBY(¢) exp (@',urzj sinh ¢;). (6.43)

One can see that this function has the proposed analyticity property and, using the

relation between f,@j ; and f,gﬂj ; given by Eq. (3.78) and the boundary values of B,
one can also see that it has the proposed boundary values at the nodes. O

6.2 Define function on negative simplex

Now, if an operator, or rather a quadratic form, A is localized in a double cone O,, then
it is in particular localized in the wedge W,. Also, since A is localized in the double
cone, JA*J is localized in the same wedge. Hence, we can apply Prop. 6.5 both to A
and to JA*J. This implies an extension of the domain of analyticity of the functions
F] discussed in Prop. 6.5 to T(GY), cf. Fig. 5.1.

In the following proposition we define the functions Fj for an operator localized in
a double cone O,.:

Proposition 6.6. If A is w-local in O,, then there exist CR distributions F], which
fulfil (F1°) and (F2’), and have the boundary values (6.1).

Proof. Since A is w-local in a double cone O,, then A is, in particular, localized in
the wedge W/. Therefore, we can apply Prop. 6.5 and define a family of functions Fj,
analytic on the tube ’T(Qi), the boundary of which are the required boundary values
(6.42).
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Since A is w-local in the double cone, then JA*J is w-local in the same wedge W.
Therefore, by Prop. 6.5 there is another set of functions F}[JA*J] analytic on the same
domain T(G%).

We use this to define F} on 7(G% — ), cf. Fig. 5.1, by

Fi(¢ — im) == FPA)(Q). (6.44)

This has the required boundary values

*

FL(6 + iA® D) = A (g 4 i )y = f;&;jﬂ(a) (6.45)

To show that the functions F} are actually analytic on 7 (GF), it remains to show

that the two boundary values (coming from G* and G*) of Fj at AEO aoree. By
Eq. (6.42), we know that for real 6,

FL(0 + ix®0) o= 0(0). (6.46)
+
Likewise, by Eq. (6.45), we have
F,g(0+i)\(’“0))‘gk — [ e). (6.47)

However, a short computation shows that these are equal:
F00) = (21(01) ... 21(0,)9, AQ) = (Q, JA*J2H(6,) ... 21(0)9) = £571(0). (6.48)

This proves (F1’). Similarly, we can show that also the boundary values F}(8+iA*~*))
and FJ(0 +iA*F)) agree, and this gives the periodicity condition (F2’). O

6.3 Cross-norm bounds

To prove the bounds (F5’) and (F6’), we use the mazimum modulus principle; this is
contained in the proof of the following proposition:

Proposition 6.7. If A is w-local in O, then the distributions F}, fulfil the bounds (F5’)
and (F6’) with this parameter .

Proof. We notice that on the nodes of the graph Q_’i we have, by Eq. (6.1) and as a
consequence of Prop. 3.3,
. j w A w
IFEC + A6y = 121y < 00 (6.49)

for any 0 < j < k.
Also on the nodes of the graph G¥, A*=7 there holds a similar inequality, for any
0<j<k,
IELC DS N8 gy = 15 e < oo (6.50)
due to Eq. (6.1) and Prop. 3.3. This proves (F5’).
Now we consider the distribution

Fi(¢) = FL(Q) expl—ipry,sinh ) exp(— X2, w(sinh ;). (6.51)

This is a CR distribution on 7 (G%), since F}, is a CR distribution on 7(G*¥) by Prop. 6.6
and because the exponential functions are entire analytic.
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On the nodes of the graph we have that the first exponential gives a factorizing
phase factor, and the second exponential fulfils the estimate

|€7w(sinh<j)‘ < efw(costh)ew(l)’ (652)

where we used (w5), and the relations sinh @ = cosh@ — e~ (which implies |sinh 6| >

coshf—1) and w(cosh @) < w(cosh® —1)+w(1) (which implies that w(cosh ) —w(1) <

w(cosh® — 1) < w(|sinhé|)), together with the sublinearity and monotonicity of w.
Therefore, from (6.49) and (2.69)(left inequality), F}, fulfils the bound:

(- +iAEN) = [ FL(- +ix5)) exp(— Y @ (sinh ¢;)) exp(—ipr Y sinh ()|«

J J

< Xjmw() |EL(- 4 iA®D) exp(— Z w(cosh §;)) exp(—ipr Z sinh () ||«
J J

< ek | Fr(- + i)\(k’j)) exp(—ipr Z sinh ¢;) ||fk—j)><j
j

O R Gy < 00- (6.53)

Moreover, by (6.43) we have for Im ¢ on an edge of G%:
Fk(C) =

F;;[U(_re(l))AU(_mm)*](C) exp(i,urz sinth)eXP(—iWZ sinth)exp(—Z w(sinh¢;))
_ F U (—reM)AU (—reD))* exp Zw smh C] (6.54)

Now we compute a bound for (Fj* (g1 ® ... ® gi))(t+iX), with g1, ..., g, € D(R) and
A on an edge of (]+ in the direction eV, By Lemma 6.3 we have

(Frx (91 ® ... ® gp))(t +iN)| =

‘ /de FIQ[U(—re“))AU(—re“))*}(9 FiX)em Sy @EmhO N o (0 ) gt — gk)‘

‘ / de {1 ( 91,...,ej_l,eﬁuj,ejﬂ,...,ek)e-Zew@inh(@ﬁ”w)gl(tl—el)...gk(tk—ek)(

Js

k
< el A7 ] Tl =0 2D g, (2, — - )l5. (6.55)
=1
Using (6.52), we find that
: . : . 1/2
He—w(smh(-—i—z)\g))gé(te . )”3) _ </ |gg(tg . 0[)|26_2w(51nh(6£+l)\£))€2w(COShel) d@()

< eWlgill2 (6.56)

Inserting in (6.55), we arrive at

k

(B % (1 @ .. @ gi) (8 +iN)| < ] AlF T Tllgella- (6.57)

(=1

where ¢}, := e*Mey.
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This shows that the convoluted function (E} # (91 ® ... ® gi))(t+4A) is bounded in
t and therefore we can apply the maximum modulus principle for the norm || ||« (see
Lemma C.2), we find

supl|Fi (- +iA)||x < sup ||[Fr(- 4+ ix®))||, < . (6.58)
A 0<j<k

Similarly, we can apply the arguments above to the function F, on 7(G% — i), with
JA*J in the place of A; the only differences with respect to the result above is a shift
of ¢ by im due to (6.44), and hence a resulting minus sign in the exponent in (6.51).
Namely, the argument applies in a similar way to the distribution:

F,EJA*J}(C) = F,;[JA*J](C) exp(ipr)_;sinh ¢;) exp(—>_; w(—sinh (;)). (6.59)
This gives the bounds (F6’). O

6.4 Recursion relations

It remains to show the property of S-symmetry (F3’) and the recursion relations (F4").
The proof of this is a direct consequence of the properties of the Araki coefficients, as
we can see in the proof of the following proposition.

Proposition 6.8. For fized A € Q, any set of distributions F), with boundary values
(6.1) fulfils (F3’) and (F4’).

Proof. By (6.1), the property of S-symmetry (F3’) of the functions FJ, is a direct conse-
quence of the property of S-symmetry of the distributions f,gg, discussed in Prop. 3.4.

To prove (F4’), we use Prop. 3.11 and we insert there f#ﬁ |, as the boundary value

of F, ., given by (6.1). We find
F (0 —imm) = > (=1)6cScRe(0,0)F), ,, oc/(71, 0 + im). (6.60)
CECrmn
This is exactly (F4). O

The proof of Theorem 6.1 is a consequence of Propositions 6.5, 6.6, 6.7 and 6.8.
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Chapter 7

(F?) = (F)

In the following Chapter we show that we can extend the CR distributions Fj to
meromorphic functions Fj which fulfil the properties (F). More precisely, we want to
prove the following Theorem:

Theorem 7.1. If I} are distributions fulfilling (F’), then there exist functions F,
fulfilling (F') such that their distributional boundary values are
Frin(0 4110, +im —1i0) = F, . (0,n+ i),

7.1
Fm+n(0_277+20 /’7_20) Fm+n(0_2777n)7 ( )

where @ € R™, n € R"™.

7.1 Continuation along graphs

We consider a family of CR distributions F}, on T (G%) which fulfils the conditions (F).
Using the symmetry relations in conditions (F’), we want to extend the functions Fj,
to certain larger graphs.

7.1.1 Continue to one stair

The first graph that we consider is GF := GF + 2wZ. This graph has the edges and
the nodes of G¥ translated simultaneously in all coordinates by integer multiples of 2,
cf. Fig. 7.1.

We continue F} to T(GF) by defining for n € Z and ¢ € T(GF),

F.(¢ + 2inm) := F(C). (7.2)
This is indeed a CR distribution on the graph, since we can show, using (F2’), that
the boundary values Fi(0 + iA®*2%%) 1 i0e®) and Fj,(0 + iA®*2%) _ j0e™) agree
for all n € Z at real 6.
This can be see from the following direct computation:
F (0 + iA®R20) 4 i0e®) = B (0 4+ idBE2R) L 0e® — 2in'm)  (7.3)
= F(0 + ix®h 1 0e®)
= (0 + xR —j0eW)
= Fp(0 + iR _0e))

where in the first and in the last equality we made use of the definition (7.2), where
in the second equality we put n’ = n + 1 since ()\(k’k“”k) + i0e®) — 2in'7) must be a
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A2

Figure 7.1: The stair G7, which arises from G2 by 27 periodic continuation.

point in the graph G&, and where in the third equality we made use of the condition
(F27).
We notice that the graphs G& and GF can also be written in the following way:

G ={edges: —m <A\ < ... <\ <\ 7 <27}, (7.4)
gf ={edges : A\ < ... < A < A+ 7} (7.5)

We will use the notation {edges : C'(A)} to indicate the graph given by all the next-
neighbour edges on the lattice 7Z* such that the condition C'(X) is true for all A on
the edge; the nodes of the graph are the endpoints of these edges.

We can prove the equality in (7.4) as follows: Clearly GY is a subset of (7.4).
Since any edge in the set (7.4) fulfils A, € [im, (I + 1)x], with [ = —1,0, then it
is either an edge in Q’_’i = {edges|0 < A < ... <A\ < o< M < 7w)orin
GF ={edges| —m <A <... <A, <... <\, <0} Since G = GF UG, it is then
an edge of GF.

We can prove the equality in (7.5) as follows: Since any edge in G fulfils the
condition —m < A < Ay < .0 < A\ < A\ + 7 < 27, using the definition of Qf we have
that a generic edge in Qf is determined by the condition —7 4+ 2n7m < A < ... < A\ <
A+ 71 < 27 + 2n7m for some n € Z. Since n was arbitrary, this is equivalent to the
condition that A\ < ... < A, < A\ + 7.

7.1.2 Continue to all stairs

The next graph that we consider is for 0 < m < k—1 the graph Gf ,, := Gf + Ak=m) —

G¥+(=m,...,—m,0,...,0), with m entries of —, cf. Fig. 7.2 and Fig. 7.3; notice that
gfo = Q{“.
We define F on T(GY,,) by
FI::(C) = FIQ(Cerla s 7C1€a Cl + 2i7T7 s 7Cm + 2i7T), (76)
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k=2 A2
A
2
11
2
1,0
2T
g3
T
—T 0

At

|

Figure 7.2: The stairs gim, where the stair gil arises from the stair gio by shifting by —
in A1 direction.
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Figure 7.3: The stairs gim, where the stair gil arises from the stair gfo by shifting by —m
in A\ direction and the stair Qiz arises from Qio by shifting by —m in Ao direction.
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with ¢ € T(GY,,)-

We note that this definition is consistent with the domain 7(GF) of definition of
Fy in the following sense: We can show that for ¢ € T(GYy,,), the argument ¢ =
(Cngts -+ Gy G+ 20, ..., G + 2im) of the function F}, on the r.h.s. is in T(GF).

Indeed, consider a point ¢ € T(GF, ), ¢ = ¢ +i(—x,...,—m,0,...,0), with ¢ €

’ —_——
T(G1). o o ) ) o

We have C = (Cm+17"'7Ck7C1 + 2im — iﬂ'?"WCﬂl + 2im — 7’7T) = (Cm+17"'7Ck7C1 +
i,y G 4 4).

Since Imn¢ € GF = {edges| Im¢ < ... <Im(, <Im( + 7} (see Eq. (7.5)), we
have that the following sets of inequalities hold: Im iy < ... < Im (e, ImG + 7 <
o <Imp4m, Im{, <ImG47and Im G, +7 < Im Cppq + 7 since Im G, < Im Gpps.

Hence, ¢ is a point in 7(GF).

Definition (7.6) yields F} as a distribution on the tube over the graph

Gy .= U gfm ={edges: \y < ... < A\ < A\ + 27} (7.7)
0<m<k—1

To prove the second equality in (7.7), consider a generic edge in the set {edges : A} <
)\QS §)\k§/\1+27r}

A=(0,...,0,p,7,...,m,2m,....21)+nmw, neZ pel0n], (7.8)
—
j
or
A=(0,...,0,m,...,mp,2m,....27) +nw, ne€ZL, p=]m2n]. (7.9)
——

J
In the case of (7.8), we compute

At (m,...,m0,...,0)=(7,...,m p+m2nr,...,27) +nmw € G, (7.10)
\\"—/
j
We find A € Gf,._; (because A € Gf + (—7,...,—7,0,...,0)).

J
In the case of (7.9), we compute

A+ (m,...,m0,...,0)=(m,...,m p,2m,...,21) + nmw € GF. (7.11)
W—/
j
We find X € Gf ; (because X € Gf + (—7,...,—7,0,...,0)).
’ ——

J
This concludes the proof of the second equality in (7.7).

7.1.3 Difference of boundary values

It is important to note that Fj are CR distributions on all ’T(gfm), but they are not
CR distributions on 7(G5). In other words, we have that on the nodes that two graphs
Gt and Qfm, (m > m’) have in common, the boundary values of F] from different
edges do not need to agree. We can show that these common nodes are given by

/

m/ m=—m k—m
N NN e
(=m...—m0...0,7...7) Hm, (€. (7.12)
::Amﬁm’
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Indeed, let ¢ be a point in GX and G*,, with m’ < m and let X := Im¢.
Since A € GF . we have A + (m,...,7,0,...,0) € GF namely (\; +7,..., A\, +
——

7T7)\m+17---7/\k) < gf
This implies
/\1+7T§>\m/—|—77'§/\m+71'§)\m+1S...S)\kg/\1+2ﬂ', (713)

which gives in particular the condition

)\m/+1S...S)\mg)\m+1—ﬂ'§...S)\k—ﬂ'g)\l—i-ﬂ'. (714)
On the other hand, since A € G*,, we have also A + (7,...,7,0,...,0) € GF, namely
/
()\1+7T,...,)\m/+7T,)\m/+1,...,>\k) ng
This implies
>\1+7T§...§>\m/+7'('§/\m/+1§...S)\kg)\l—f—Qﬂ', (715)
which gives in particular
)\1+7T§...§)\m/—|—71'§)\m/+1S...S)\m. (716)

From the conditions (7.14) and (7.16), we find

MAT < <A+ <A1 < S A S A7 < S e < A+ (7.17)
This gives

MAT=... =dAp+T =1 =...=An=Apa1—7T=... = N—71 = A\ +m. (7.18)
Hence, we have

A=A T 2 N+ 20) = (0.0, 2w 2m)+ L

vV vV
m—m/' k—m en’

(7.19)
Therefore, the points in common between the two stairs Qfm and gfm,, m' < m, are
given by

m/

)\:(—71'...—W,O...?,ﬂ'k...ﬂ')—i-gﬂ', tel. (7.20)

Now, we compute the difference of the boundary values of Fj, at the point { = 6 +
I with £ = 0.
On T(gfm) (e C€ T(gfm)), we have

F(Qlgr = FilGrats - G G+ 207, G + 20)
= F[(Omi1+im, ..., 0k +im, 61+ 2im —im, ..., O + 207 — im0, Oy 1 + 207, .. ., O, + 2i7)
= F[(Omi1 —im, ..., 0, —im,0p —im, ..., 0 — 07, Opri1, - - -5 O00),  (7.21)

where in the first equality we made use of definition (7.6), where in the second equality
we used Eq. (7.12) with ¢ = 0 and in the third equality we made use of condition (F2’).
Note that in the last line of (7.21) the function F} is evaluated at the node A~("'+k=m)
of G&.
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Analogously, we find for ¢ € T(GY,,):

FIZ;(C)}gf , = F/;(Cmq-la .- 'aCk?Cl + Qiﬂa s 7Cm’ + 2271—)

= F[(Omrs1,- -y 0m, Omir +im, ..., Op +im, 0y + 20 —imr, ..., O + 20w — im)
=F(Opri1ye e Omy Opsr +im, .. O +im, 01 +im, .. Oy +im), (7.22)

where in the first equality we made use of definition (7.6) and in the second equality we
used Eq. (7.12) with ¢ = 0. Note that in last line of (7.22) the function F} is evaluated
at the node A#=7m+m) of Gk,

We can compute the difference of the boundary values (7.21) and (7.22) using
condition (F4’); this difference is in general non-zero and also quite complicated to
write down. Below we will simplify it by multiplying the functions F} with certain
linear factors (see Prop. 7.2).

We did the computation above considering the point (7.12) with ¢ = 0; we can
compute the case £ = 1 in a similar way, and then we can obtain the corresponding
result for general ¢ by periodicity.

7.2 Extend to the interior

Now we will use the results of the previous section in order to construct the meromor-
phic functions Fj, (fulfilling the properties (F)); first we construct it on the tube over
the open set:

IV =ichGy = {XeRF: )\, < ... < A\ <\ + 27} (7.23)

We can prove the second equality in (7.23) following the argument schematized in the
four points below:

1. ich G} is translation invariant (by k7 obvious, by other translation due to convex
combination: if A € ich G5, then A + km € ich G}, therefore for every
pe0,1): pA+km)+(1—pAe ich G&).

AFpkT

2. ichGh, =ich({edges |0 < M <...< A <21} ={A|0< M <...< X\ <
27(< 2w + A1)}, cf. [Lec06, Corollary 5.2.6].

3. Due to item 1, we have for all ¢ € R that ich gf D ich g_’fH + ¢. This implies
U.(ich G% | + ¢) Cich GF. We call M, := ich G5 + c. This set can alternatively be
written as M, = {A [0 < A\ —c<... <X —c<2m}. Set M :={A|[\ <...<
A < A+27}. We want to show that M C J, M, (which implies M C ich G5). We

prove this as follows: Given A € M, choose ¢ = A\ — W = % + ’\7’“ —m. Then

we show that A € M.: Indeed, we have \y —c = %_%+2§ = 1( M —\p+2m) >0,
N\ —C = ’\7’“ — % +7= %(/\k — A1 +27) < 2, and moreover we have that \; < \;

if and only if \; — ¢ < \; — ¢. This concludes the proof that M C ich G§.

4. On the other hand, G5 = {edges | \y < ... < A\, < Ay + 27} € M. Since M is
convex, we have ich g§ C M. Hence, we have shown that ich g§ =M.

Now, we prove the following proposition which shows that we can extend meromor-
phically the functions F}, to T (Z5).
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Proposition 7.2. Let F] be distributions fulfilling (F’). Then there exist meromorphic
functions Fy, on T (Z5) which have the boundary values (7.1). They are analytic except
for possible first-order poles at (j — (= im, 7 > m.

Proof. Using the functions Fj, defined in the previous section, we can define distribu-

tions G}, on T(G%) by

Gul¢) = F(Q) [[ 2= ="

—. (7.24)
P G — Gy +im
We can show that these functions G, are CR distributions on the graph G5. We already
know that the functions Fj are CR distributions on all T(Qf,m), but they are possibly
not CR distributions on 7 (G5).
We note that the rational factor []
has a pole at (; — (; +im =0, (i > j).
Remark: the pole of the rational factor will not effect our argument in Section 7.3
since we will never consider G, in the region {¢ | |[Im(; — Im (| < 27}. Indeed, by
the time we will extend the function to there in Section 7.3, we have gone back to Fj.

So, it remains to show that the boundary values of the functions Gy, agree at the
nodes Im¢ = A" | given by Eq. (7.12). For this, we consider the product F}(¢) -

[1s, % at the points ¢ = +iA™"™ . Using (F4’), we can compute the difference
755

of the boundary values (7.21) and (7.22). Inserting this into the product above, we find

Cj—Cj/ —iT
j>j’ Cj—cj/-‘riﬂ'

is bounded at real infinity and it

in particular the product dc - [];. ? g: +z: In d¢, factors 6(0, — 6,.) of two types can

occur: either £ € {m'+1,...,m} andrE{m—{—l Jk}orle{m +1,...,m} and

re{l,...,m'}. On the other hand, the factor H]>J C% evaluated at the nodes

Im¢ = )\mmm , contains also terms where j* € {m'+1,...,m}and j € {m+1,... k} or
where 7/ € {1,...,m'} and j € {m’+1,...,m}. So, one sees that the support of these
delta functions always coincide with the zero of the rational factor in (7.24). It is indeed
(s — ¢, = £im which cancel the delta functions, except for the term corresponding to
the contraction C' = (m, n, ).

One follows a similar argument for the case ¢ = 1. In this case, we have to show
that the boundary values of the functions Gy agree at the nodes Im { = AT
In place of (7.21) and (7.22) we find, respectively,

= F]é(eerl, . ,Qk,ﬁl, C ,em/,emurl —|—?:7T, c. 79m + Z'7T), (725)
= F]:,(emurl - iﬂ', c. 79m - iﬂ,9m+1, c. ,Qk,ﬁl, . ,Hm/). (726)

|
gl,"L

Mgt ,

As before, we consider the product Fy(¢) - [[,-; g:?:::, but at the points ¢ = 0 +
J

iX™™ 4 i, We compute the difference of the boundary values (7.25) and (7.26)
using (F4). Inserting this into the product above, we find in particular the product

oc - Tljsy Z:glg In ¢, we can have factors §(6, — 6,) where £ € {m + 1,...,k}

and r € {m' +1,. m}orwhere€€{1 m'} and r € {m' +1,...,m}. On the
other hand, the factor I i C g: +:7r, now evaluated at the nodes Im { = AT i,
contains also terms where j* € {m' +1,...,m} and j € {m + 1,...,k} or where

jhe{l,....m'} and j € {m' +1,...,m}. So, also in this case, one sees that the
support of these delta functions always coincide with the zero of the rational factor in
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(7.24). Therefore, the zero (; — (, = +im cancels the delta functions, except for the
term corresponding to the contraction C' = (m,n, 0).

One can then obtain the corresponding result for general ¢ by periodicity.

That gives:

sz(C)‘gim = Gk(C)|giml7 (727)

where Gk(C)‘gf indicates that we approach the points (7.12) from the edges of Gf .

Hence, the G} are CR distributions on G.

Now we can apply Lemma C.1, which gives an extension of GG, to an analytic

function on 7T (ich G§), with distributional boundary values on 7T (ach G5). Then, we
define F}, as

G — Gy +im

F(Q):=G(Q) || 7——=

(€) UH,CJ»—@/—W

J>J

(7.28)

This function is clearly analytic in the same domain, but it has possible poles at
¢ — ¢y = im. Considering the limit in the sense of distributions of Fj, to the boundary
of T(G¥), we find that it coincides with F}, by construction. This because the function
F}, is analytic on the edges of GF and therefore there is no need of the rational factor in
(7.24). So, on the edges of GF the functions Fy and F} agree, and therefore they agree
on the nodes of the graph. This gives (7.1). ]

7.3 Permuted stairs

We can extend meromorphically the functions Fj to a larger graph by using the prop-
erty of S-symmetry of the functions Fj, cf. Fig. 7.4, as the following proposition shows.

Proposition 7.3. The functions Fy, of Prop. 7.2 extend meromorphically to T (I%),
where
¥ = {XNeRF |\, — \jy| < 27 for all §,5'}. (7.29)

They fulfil the S-symmetry condition (F2).

Proof. Given a fixed permutation o € &y, we consider the “permuted region”
Iy, = {AER" : Aoty < ... < Aoy < Ao1) + 27} (7.30)
We define the function Fj on the tube based on this permuted region 7 (Z5 ) by
Fi(€) = Fi(Cor)s -+ Cotry) S7(C); (7.31)

where S7 is given by Eq. (2.5). Since S is a meromorphic function for all arguments,
S7 is also a meromorphic function for all arguments; hence, (7.31) defines Fj as a
meromorphic function on each of the disjoint regions 7(Z},). But since S has no
poles on the real line, we can find a complex neighbourhood N of R (not necessarily
tubular) where all S7 are analytic, cf. Fig. 7.5; hence Fj is analytic in NN T(Z5,)
for all 0. Due to the property of S-symmetry (F3’), the boundary values of F, at R*
from within all these domains coincide in the sense of distributions. So, we can apply
the edge-of-the-wedge theorem (for example, see [Eps60]) around each real point, and
find that F} has an analytic continuation to a possibly smaller complex neighbourhood
N’ C N of R*. This implies that Fj, is meromorphic on the connected domain

R:=NUJ T, (7.32)

€Sy
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Figure 7.4: The regions 73, I%,J and Z2, where Z? is the convex hull of the union of Z2 and

I%y »» and where 72, 122’0 are defined by Eq. (7.23) and Eq. (7.30), respectively. The red dotted
lines show poles due to the function S and for simplicity we restrict to the case where S has
only one pole in the strip —7/2 < Im { < 0.
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Im(

—» Re(

N:{C|V2,j : CZ'—CJENQ}

Figure 7.5: The neighbourhood A. If the poles of the function S approach the real axis as
Re( — +00 as depicted above, then we can choose a complex neighbourhood N of the real
axis as indicated, on which S is still analytic.

By [Eps60] we have just shown that Fj, is meromorphic in the tubes 7(Z5,) and that
the boundary values at R coincide; in the case where the function was analytic, we
could apply the tubular edge-of-the-wedge theorem [Bro77] and extend this function
to the envelope of holomorphy of R given by ich(R). To extend this result to the case
of meromorphic functions, we use [JP00, Theorem 3.6.6], which says that the envelope
of meromorphy is the same as the envelope of holomorphy. So, we can extend the
function meromorphically to ich(R) = T (Z¥). O

7.4 Extension to entire plane

Now we use the properties of periodicity and S-symmetry of F} to extend meromor-
phically Fj to the entire multi-variable complex plane, cf. Fig. 7.6.

Proposition 7.4. The functions Fy, of Prop. 7.2 extend meromorphically to C*. They
fulfil (F1), (F2) and (F3).

Proof. We define F, on C* by

Fi(¢) == (H (H S(¢ — gj))ne> Fi(¢ + 2imn), (7.33)
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Figure 7.6: The extension of F5 to the entire rapidity multi-variables complex plane by 27
periodic continuation of Ig.
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where we choose i € Z* such that ¢ +2irn € T(Z¥). To show that this is well-defined,
we need first to prove that it is possible to choose such n for any ¢: Given A € R,
choose n; € Z such that \; := \; + 2mn; € [0,27). Then |\; — \;| < 27 for all i, ],

and therefore A € Ik However, we might have several of such choices for n. Suppose
that, for fixed ¢, there exist m # n’ such that Im ¢ + 2mn € Z¥ and Im ¢ + 27n’ € Z%.
In this case, we have (a priori) two definitions of Fj(¢), namely one built with n and
one built with n’. What we have to prove is that these two definitions actually give
the same value F(¢). Namely, we need to show that

ﬁ(HSCe ()" Bl + 2imn) = ﬁ(ﬁS(Q—Cj)>n2Fk(C—|—2’iﬂn’). (7.34)

(= Jj=1
J# J#l
~~ o - ~~ o

=:5n(¢) =:5,/(¢)

In order to simplify the above expression, we call ¢ = ¢ + 2irn’. Dividing by Sn(€),
and using 2im-periodicity of the S-factors, S(¢, — ;) = S(¢ — ¢ + 2mi) = S(¢ — G),
formula (7.34) becomes:

Fu(é +2intn—n") =] ( [T~ Q))W%Fk(&) (7.35)
/=1 =1
it

Calling for all j, n; —n); =: nj we get from (7.35) the same expression as in (7.33). So,

we can assume without loss of generality that n’ = 0 and Im ¢ € Z%.
Hence, for ¢ € ZF and ¢ + 2inn € Z§, we want to show:

-TI (H S(G =) Fl¢ + 2imm). (7.36)

We can check that the factor S, (¢) defined above has the property that S,({) =
Sne(€P) for any permutation p. Indeed, we have by definition:

Sor(C?) = ﬁ(HS Gy = Goi)) "

(=1 gj=1

it
k k o
= ]I ( T s@- Cj))
pHO)=1 pt(5)=1
P ()#P(O)
k k e
= TI(IIs@-) " (737)
=1 j=1
J#e
since the products over ¢ and j run over all the indices 1,..., k&, and since p~1(j) =

p~1(¢) if and only if j = /.
We can see that relation (7.34) is invariant under the permutation of the components
of ¢ and n by p:

Sne(C7) Fi(C” + 2imn”) = Spe (C°) Fi(CF + 2imn’”). (7.38)

87



CHAPTER 7. (F’) = (F)

The invariance of this relation is due to (7.37) and the fact that Fj is S-symmetric by
Prop. 7.3:

Sn(€)SP(¢ + 2imn) Fi (¢ + 2imn) = Sy (€)S? (€ + 2imn') By, (¢ + 2imn/). (7.39)
Using that S is 2mi-periodic, we find
Sn(€)SP(Q)Fi(C + 2imn) = Sw (¢)S*(C) (¢ + 2imm), (7.40)

and therefore:

S (C)FL(C + 2imm) = Sy (C)FL(¢ + 2imn’). (7.41)

Hence we can assume that ny < ... < ng.
Now, with A := Im ¢, the conditions A € ZF and X + 27n € Z¥ imply (cf. (7.29))

Vi koo [N — Ak <2m, [N — A+ 27(n; — )| < 27 (7.42)

We can show that n; € {N, N + 1} for all j with some fixed N € Z: We have 27 >
(A= Aj)+2m(ni—n;)| = [|Xi—Aj| =27 |ni—n;l| = 2m|ni—n;|—|Xi—A;| = 2m|n;—n |27,
This implies 2 > |n; — n;|, and therefore we have for all ¢ = 1,...,k : |n; —n;| = L.
We choose N = min; n;.

In the following we consider only the case N = 0; indeed, we can handle the other
case N = —1 with similar arguments, and to prove the case for all other N we use the
2im-periodicity of Fy.

We want to show the identity (7.34) (where n = (0,...,0,1,...,1) with m entries
of 0, and n/ = 0) between meromorphic functions, hence it suffices to check it on a real
open set, possibly on the boundary of the domain. Therefore, we can choose Im ¢ = 0
and Im ¢ + 27n € ZF. Inserting F} as the boundary value of F}, it remains to show
that for real 8, in the sense of distributions, we have:

(H I] 56 - )Fk(el,...,em,emH o, ... 0+ 2mi).  (7.43)

>m j<m
This uses
k
H(HS@ Q) IT IIs@—0)= 11 ( H S(0, — ) (7.44)
/=1 27’% £:npg=1 i#L 0:ny= iing=

On the right hand side of (7.43), F}, is evaluated on a point of 7(GY,,) (this point
is @ +4(0,...,0,2m,...,2m)). Using Eq. (7.6), we find
H/—/ S———

k—m
(H B )Fk Or +270, . . O+ 20, 01270, . .., O +-270). (7.45)
>m j<m
Then, using the 2im-periodicity of F}, (7.2), we find
rhs.(7.43) (H I] s )Fk(0m+1, 0000, (7.46)
I>m j<m

We consider a permutation o given by

B 1 ....m m+1 ... k
J_<m+1 .ok 1 m)' (7.47)



7.5. RESIDUA

We compute S? from the definition (2.5): o swaps 1...m with m + 1...k, but leaves
the order of indices unchanged otherwise. Thus the S factors in the product are of the
form S, ; where ¢ > m and j < m. Hence, we find

r.h.s.(7.43) (H 1B >Fk(9m+1, 0001, 0,) = ST(O)FL(67). (7.48)

I>m j<m

Since F} is S-symmetric by (F3’), this proves (7.43).

By the argument above we have just showed that F}, is well-defined on C*. It is
meromorphic on C* due to the poles of the S-matrix and the possible poles of the
recursion relations, and it is analytic on ich(Gf); hence (F1) is fulfilled. We have
already showed (F2) in Prop. 7.3 (there we actually proved S-symmetry of Fj on a
smaller domain than C*; but since F}, is meromorphic, this property holds also on the
larger domain). Regarding (F3), we notice that this is a special case of (7.33), where
the shift by 2¢m involves all the complex arguments ¢ of Fj,. m

7.5 Residua

Now, we want to compute the residua of F, and prove formula (F4).

Proposition 7.5. The first-order poles of F} at (,, — (, = tm, m > n, have residua as
given by (F4).

Proof. 1t suffices to prove (F4) for m = 1, n = k; indeed, the general case follows
from that particular case by using S-symmetry (see below). Since the residues are
meromorphic functions on the pole hypersurfaces, it suffices to verify formula (F4) on
a real open set. Therefore we compute the difference of the boundary values of Fj, at
the points ¢, = 0 +1(0,...,0,7£0), where we assume that 6; # 0, for j # j' (except
for j = 1,5 = k). We note that ¢_ € ich(Gf) but ¢, € ich(Gf,_,). Hence, using (7.6),
the 2mi-periodicity of Fy, and the boundary values of Fj, as in (7.1), we find

Fk(el, e ,Hk_l,ék +Z7T - ZO) - Fk(él, e ,Hk_l,ek +i7T + ZO)
- Flé(el s 0k—170k + Zﬂ-) - Fl::(ek - Z.Wael? s 78k—1)

— 5(0; — 91)(1 ~IIse, - Gk)>Fk_2(92, o Be), (7.49)

where in the second equality we made use of (F4’) in the case m = 1. So, we can read
from the formula above the residue of the pole:

k

1 N
F 1-— S F . 7.50
€k—r§('31$:z7r k(C) 271 < 11_[1 (C C1)> i Q(C) ( )
This is exactly (F4) in the case m = 1,n = k. ]

Now, using S-symmetry on the residua, we compute the residua of Fj, for generic
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m,n, with m < n:

res Fk(C) = (Cn — Cm — iW)Fk(C)‘gn_gm:m

Cn—Cm=tm
m—1 k
= (Gu = G = im) (G €, Ga) - [T 8 = ) TT S =Gl i
J=1 i=n+1
m—1
=[ res Fi(Gn, ¢, G [ S(Gm—¢) Hs
Ce—Ci=im e et
m—1
%(1_1_[5@? )HS CJ H S(¢ By 2(&)
p=1 j=1 i=n-+1
k m—1
LT 86 - 60) TT 86— TT 56— 6Res(@
p=1 j=1 i=n-+1

k k m—

i
=

a=1 p=1 j=1 i=n+1
" k
=I5 (1- I8¢~ &), (751
qg=m p=1

where in the third equality we made use of (F4) for [ = 1,7 = k. So, we find, | < r,

res F(Q) =~ 5 ( f[ S]m> (1 - ﬁ Sm,p> Fis(0). (7.52)

—Cm=im
j=m p=1

7.6 Pointwise bounds

Now we discuss the boundedness properties of Fy, namely (F5) and (F6).
Proposition 7.6. The functions Fy, fulfil the bounds (F5) and (F6).

Proof. We notice that (F5) is invariant under the transformation ¢ — ¢+ 2 due to the
property of periodicity (7.2). Hence, (F5) follows directly from (F5’). To prove (F6),
we consider the function

Hy(¢) :==exp (Lipr Zsinh ¢ — Zw(:l: sinh ¢;)) Fx(€). (7.53)

J J
From condition (F6), we know that
|He(- +iX)|x <c for X on an edge of G¥. (7.54)

By the maximum modulus principle, Lemma C.2, we have that the same bound holds
for all X € ich G%. Then, applying Prop. C.3, we find

H. (0 +iX) < ¢ dist(X, dich G4 )~*/2, (7.55)

By computing Rew(£sinh(0; + i);)) < a,w(cosh;) + b, we find from (7.55) and
(7.53) the bound (F6) for Fj. O

The proof of Theorem 7.1 is a consequence of Propositions 7.4, 7.5 and 7.6.
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Chapter 8

(F) = (A)

In this chapter we want to prove that given a family of meromorphic functions Fj with
the properties (F), then the Araki expansion defines a quadratic form which is w-local
in a double cone. In other words, we want to prove the following theorem:

Theorem 8.1. If (F}) is a sequence of functions fulfilling (F'), then

4= Z_D/ O Fovn(8 410, + i — i0)=7(6)" () (8.1

defines a quadratic form fulfilling (A).

8.1 Well-definedness

We can show that (8.1) is well-defined. Indeed, set g, (0,m) := Fu1n(0+1i0, 1+ i —
i0). We have from (F5) that ||gmnll% ., < co. Hence, by applying Prop. 3.7, we have
that the series in (8.1) is a well-defined quadratic form A € QY.

8.2 Commutator for creators-annihilators

In order to show that A is w-local in a double cone, we need to compute the commu-
tators of A with the wedge-local fields ¢(z), ¢'(x), and to show that they vanish if x is
in certain regions in Minkowski space.

We compute these commutators from the Araki expansion and we express them in
terms of the Araki coefficients.

To that end, first we compute the commutator [27™(0)z"(n), 2#/(83)] in operator
form, where 2% = 2/, z"'; an expression for this commutator generalizes the commuta-
tion relations (2.98) and involves the multiplication operator B%Y, which is defined in
Eq. (2.100).

It is useful the following lemma:

Lemma 8.2. Let g € H,. The following exchange relations hold on H! (in the sense
of operator-valued distributions):

B2 (0) = S(0' — 0)21(9)BIY. (8.2)

Proof. (8.2) can be computed directly from the definitions. We apply B%? 21(6) to an
arbitrary n-particle vector ¥,, € Hf. We have

B N0)W,, = (0" f[ SO —0,)S0 —0)(0)¥, = SO —0)O)BYV,. (8.3)
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Now, we can prove the following lemma:

Lemma 8.3. Let g € Hi. The following commutation relations hold in the sense of
operator-valued distributions on H':

2(9), 21 (61). Z( H S(0, —el) A00) ... 21(0) ... 21 (0,) B, (8.4)
~ SIS

Jj—
—

= (@), 2(6) .. (6, (H (6= 0;) ) (B*) (1) ... 2(6;) ... 2(6m). (8.5)

7j=1

Proof. Our proof of Eq. (8.4) is based on induction on m. For m = 1, Eq. (8.4) reduces
0 (2.98), and is proven as in [Lec06, Lemma 4.2.5].
So, assume that Eq. (8.4) holds for m — 1 in place of m. We have

@) 21 (01) ... 2 (Onr)= (0]
— [2(3) 21 (01) ... 2 (On))2 O) + 2101 .. 2 (B [2(G), 21 (0)]

— Z_ ( f[ S<9j - 9[)>ZT<91) .. z/T(@ ‘ZT(Om—l)BgﬂjZT(Qm)

j=1 I=j+1

42ho)) L 0, ) B (8.6)

where in the second equality we made use of Eq. (2.98) and Eq. (8.4) in the case m — 1.

Now, using the exchange relation (8.2), we bring B%% to the last position in the
third line of (8.6), we find

2(@), 21 (01) ... 21 (0,)] = ’_ [T s, —e0te) 2A(0)) ... £ (0,) B
+210)) .. 2T (0 1) B, (8.7)
Hence, we have
[2(@) 21 (00) 2O = > [T 5005 = 00210 A(0;).. . 2T (0,) B, (8.8)

which is (8.4).
Then one can obtain (8.5) from (8.4) by taking the adjoint of (8.4):

[£1(9)',2(01) ... 2(0m)] = ([£"(Om) - 21(01), 2(9)'])"

m j—1
== T[S0 =0)(BY)2(6r) ... 2(0)) ... 2(6n), (8.9)
Jj=11=1

where in the second equality we made use of Eq. (8.4). [
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8.3 Commutator for Araki expansion

Now, given a generic A € Q¥, we compute the commutator [A, ¢'(z)] in terms of its
Araki expansion.
Proposition 8.4. Let A € Q“, g € D(R?). It holds that
dm0d"n aT vk n
= > [N e (5 e.cmmo) BT )

m,n>0

— I 0.6 M= (O) BT 42 (). (8.10)

Proof. We need to compute the commutator:

ZO/ ﬂgd,n fin (0 U)ZTm(G)z"(n),zT(g_Jf)’+z(g_—)’] (8.11)

Using (2.99), we find

=y [T i (0. mye @)1 ). G

m,n=0

ZO [0 i3 0.1 @), ) ). (812

Applying (8.4) and (8.5) to the formula above, we find

, d™8d"n
o= Y [ ey (TTsm-n)x
m>0,n>1 s j=1 =1
X ZTm(O)(Bg+ ) 2(ny) - :’L(T]j) m.Z(T]n) (8.13)
m0d"n
- > [EE e Y (T st -00)
m>1n>0 j=1  I=j+1

x A (00) .. 21(0,) ... 2N (0) BT 2 ().

We call n; = f in the first sum and 6; =: £ in the second sum; we permute the

argument of fmn so that they become (8,¢,m) and (6,€,7), respectively; we notice
that this cancels the S-factors in the sums. (Here we use Prop. 3.4.) Hence, we find:

A= Y [E [ i 0.cm=r @) ) )

m>0,n>1 ml(n o 1)
m— 10 n R 3
- Y [ [ st s @)nr ). s
m>1,n>0 TL

Now, we relabel the summation indices, we find

=Y [T [ e (00,6 05 )

m,n>0

— I 0.6 M (O) BT 4 (), (8.15)
which is (8.10). O
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8.4 Localization in a left wedge

Using that we have a family of functions Fj fulfilling the conditions (F), we want to
prove that the operator A, given by (8.1), is localized in a shifted left wedge. This
means that we have to prove that the commutator [A, ¢'(g)] vanishes if g has support
in the corresponding right wedge. To show this, we use Prop. 8.4, and the idea for
the proof is as follows. Due to properties (F1) and (F2) (see Prop. 3.7), we have

i (0 n) = Fpn(0 + 10, + i — i0); then, it follows that f[AJ]rln(G,{’ +im,m) =

fm n +1(0,¢,m). In matrix elements between vectors of finite particle number we can

compute directly B9 <" = (B9"¢)* using also that g has compact support. Inserting
this into Eq. (8.10), we see that [A, ¢/(g)] vanishes if it is possible to shift the integration
contour in ¢ from R to R + i7.

The fact that we can shift the integration contours depends on the growth behaviour
of the analytic functions involved, namely F} and g, and therefore it depends on the
localization regions of A and g. So, first we study the growth behaviour of these
functions.

Hence, we define for fixed m,n € Ny, f € D(R™™"), g € Ny, and v € RY, the
function

q
K(§) = ﬂMSlnM(HS Y >/dm‘9dn77f(0 M) Fntns1(0 +10,€,m + im — i0).
7j=1

(8.16)
Since F} fulfils the conditions (F), this K is analytic for £ € S(0,7), with boundary
values which are distributions. We also define for fixed g € D(R?) the function,

h(g) = e g7(€). (8.17)

Since the support of g is compact, this function is entire analytic.
Now, we want to prove the following lemma:

Lemma 8.5. If the F}, fulfil (F1) and (F6), then there exist ¢, > 0 such that

c 6c’ou(cosh &)

K&+ S oy

Proof. We introduce h := min(A\, 7 — \)/(m +n +1) and v, := (1,2,...,m), vg =
(n,...,2,1). For fixed &, A\, 0,mn, we define

G(2) == e sl p (0 + zhvp, €+ A, n + im — zhug). (8.19)

We can show that when z € R+4(0,1), then (0 +zhvy, E+iX, n+im —zhvg) € ich GF,
cf. Fig. 8.1. That is, we have to show:

O<Imzh<...<mhlmz<A<m—nhlmz<...<7m—hlmz <. (8.20)

Obviously, we have Imzh > 0, r—hImz < 7, Imzh < ... < mhlmz and 7—nhIm z <
. < 7r — hImz. It remains to show that mhImz < A < m — nhImz. By definition

h < m+ a1y hence mhImz < mﬁ 1 = 5 A < A By definition we have also

h < ++1,hencew nhImz>w—%Imz>ﬂ—(ﬂ—)\)Imz27r—(7r—)\):)\.
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ichgf_
Imz=1
/
AR
oy °

Im(6 + zh, & + i)

Figure 8.1: The computation of the pointwise bound (8.18). D, refers to the disc introduced
in the proof of Prop. C.3

Since the function F,;,41 is analytic in ichG¥, we have that the function G is
analytic in z € R 4 4(0, 1); for the imaginary part of the argument of F,,, 1, we can
show

1
dist ((hlmz,...,mhlmz,)\,w—nhImz,...,ﬂ— hImz),@iehgi) > Ehlmz.

(8.21)
The proof of (8.21) works as follows. Note that dichG¥ = {\; = A4 for some i} V
{A\ =0} v {\ = m}. We compute (8.21) directly, noting that dist(-) denotes the
euclidean distance in R¥. Obviously, we have:

dist ((hImz,...,mhImz,)\,ﬂ—nhImz,...,ﬂ— himz),{\ = O})
= /(hImz—0)2+ (2hImz — X\2)2 +... > hImz, (8.22)

and,

dist (hImz,...,mhImz, A\, 7 —nhImz,..., 7 — hImz),{\;, = 7})
=/...+(mr—=2hImz — N2+ (r — hImz —7)2 > hImz (8.23)

So, it remains to show
dist ((hImz, ooomhImz, A m—nhlmz,...,m—hlmz), {\; = \jy1 for some z})
1
> —hlmz. (8.24
> 7 (8.24)
By direct computation, we find

dist ((hlmz,...,mhlmz, A7 —nhlmz,...,m—hImz),{\; = A1 for some 2})
=/ ..+ (hiTmz —X)2+ (h(i +1)Tmz — \)2+.... (8.25)
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We call p:=hilmz— M\, h(i+1)Imz—X, = g+ hlmz, a :== hImz. We compute the
minima of the function f(u) := p?+ (u+a)?: from %(u2+(u+a)2) =2u+2(pu+a) =0,
we find 4 = —a/2. We have f(—a/2) = (—a/2)? + (—a/2 + a)* = 2(a/2)? = a*/2.
Hence, we have p? + (4 + a)? > a*/2; namely:

1
Voo (hiTmz — A\)2 + (h(i + 1) Imz — \)2 4 ... > EhImz. (8.26)

This concludes the proof of (8.21).

Then, since the argument of Fy,;,41 is a point in the interior of T(G*), we can
apply condition (F6), which gives, for any R > 0, a constants cg (dependent on R, but
not on &, ) and ¢ such that

G(2)] < cre O (h|Tm 2|) ™2 for all z € (—R, R) +i(0,1), ||8]| < R, |n|| < R.
(8.27)
Following, for example, [BF09, Prop. 4.2], we compute a bound for the boundary

distribution ’ [ Gz +i0)g(x) d:v} as follows: let z = x + iy, we have

y—0

‘/G(x+i0)g(m)dw‘ =

= lim/G(_e)(x+iy)g(£)(x) dw). (8.28)

y—0

lim/G(m +1iy)g(x) dx‘

We can show that
GO (2)] < e OO p=k/2(| T |2V L 1) (0> k/2+1/4).  (8.29)

We prove (8.29) using induction on ¢. For ¢ = 0 it follows directly from (8.27). Now
assume that (8.29) is true for £ — 1 in place of ¢; we prove it for ¢:

|G(—E+1)(Z/)dzll < C%—leclw(coshg)h—k/Z/ (|Imzl|—k/2+f—1—1/4 + 1)d2’/ (830)
i/2 i/2

We choose in the strip z € R +4(0,1) the integration path: v := {0 < Rez’ <
Rez, Imz’ = 1/2} U{Rez = Rez, 1/2 <Imz < Imz}. We compute the integral
above along this curve, we find:

Rez
r.h.s.(8.30) = cf{ledw(ws}‘g)hkﬂ/ dRe?’
0
Im 2
+ C%—lec’w(coshg)h—kﬂ/ dIm 2’ (]Im Z/’—k:/2+é—1—1/4 + 1)
1/2
|ImZ Imz+1m2/ Imz)
—k/240—-1—-1/4+1"1/2 1/2

< C%)eclw(coshg)hfkm(‘ Imz]*k/QH*l/‘l +1), (8.31)

/|—k/2+Z7171/4+1

= gt O 2 (Re s

where we used that Rez < R.
Choosing ¢ > k/2 + 1/4 and inserting (8.29) in (8.28), we find

rhs. (8.28) < e (cosh&)|| gD k2 (8.32)
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Hence, denoting ¢, p = c/g)H g1, and inserting the definition of h where we esti-
mated min(A, 7 — A) > 3(m — )\, we obtain the following estimate for the boundary
distribution:

(3(m +n+ 1))k/2cg,R 6c’o.;(coshg")
(Al — A))H2

‘/ (x +140)g(x) dx| < cgrh™ k/2 g/ w(cosh )

IN

, (8.33)

where the constant ¢, p might depend on the test function g € D(—R, R) and the cutoff
R, but not on G (and hence not on &, \,0,7).
Now, we recall (8.16) and (8.19), and we compute

|K(€+ i)

_ ‘e*WSmh@W)(HS(g—uj+z’A)> / d™0d™) £(8,1) Foppnsr (0400, E+iM, 77—1—171'—10)‘

(T
:\<

=

I
_

S(E-v;+iN)) / A" f(O,m)e T INENE, L (6410, ¢+iX, nim—i0)|

J

=

Il
—

S(e—vi+in) || / A0 (0, m)e HINENE, L (0470, €40 nim—i0)|

J

< \ / d"0d"n f(0,m)e” *IEEVE L 1(0 40,6 40X, n + im — i0) \ (8-34)

where we have estimated the factors S(§ — v; 4+ @A) by 1, since they are bounded
functions on the strip S(0, 7).

In order to apply (8.33), we perform in the last line of the equation above a coor-
dinate transformation t : C x R™*"~! — C™ and u : C x R™*"~! — C", such that we
can rewrite that integral as

[K(§+iN)| < \ / d"0d"n (0, m)e” NN E, (0 4100,€ + i\ m + i — z’0>\
= ‘ / dxdp f(t(x, p), u(z, p))e”# NEENE L (#4100, p), € +M,u(ﬂv+i0,p)+iﬂ)‘
= ‘ /dxdp [, p)e”HrsinbE+N (1 440, p, € + z)\)‘ (8.35)

where we denoted f(z, p) == f(t(z, p), u(z, p)) and F(x+10, p, € +iX) = Fopir (t(z +
i0, p), & + i\, u(x + 140, p) + im). )

We have that G(x + i0) = e ™ snhEFN P(g 440, p, € +4i)\). We can now apply
(8.33), we find

K(E+iN)] < / ] / dx f(z. )Gz + i0)]

/ (3(m +n4+ 1))k/2 pRec’w(coshﬁ)
(A(r = A))mtm/2
(3<m T+ 1))k/2 eC 'w(cosh £) Dy
R R St
where we used that f has compact support in a ball of radius R, and where the last

integral is finite; we call ¢ := (3(m +n + 1))*/2 Joupp 7 @P €5, g This gives the result in
Lemma 8.5. [

IN

(8.36)
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Lemma 8.6. Let m,n € Ny. If F,,,.,, fulfils (F'1) and (F6), then there exists an analytic
indicatriz w' > w such that for all f € DR™™) and g € D (W,),

/ K(€ +i0)h(€)dé = / K(€ + im — i0)h(€ + im)de, (8.37)

where f, g enter the definitions of K, h given by Eq. (8.16) and Eq. (8.17).

Proof. We set W'(p) := a,(dw(p) + %Mlog(l + p)), with ¢ as in Lemma 8.5, and
a. = a, > 1. This is a valid indicatrix, see Example 1 in Sec. 2.5. We will show below
that

/K £+ 1i0)h df—hm/Kf—l—ze h(& + ie€) dE, (8.38)

and similarly for the upper boundary. We can show that for fixed ¢ and with some
ce > 0,
Ce

(1 + cosh &) (mtn+4)/2°

VA€ le,m—e|: |h(§+INK(E+iN)] < (8.39)

Indeed, on the strip A € [¢,m — €] we can estimate the denominator in (8.18) by
(A(m — N\))m+m)/2 > ¢m+n - and we can set ¢, := 1/¢™; moreover, using Lemma 8.5
and Prop. 2.6, we have

R(E + INE(E +i))| < coedwcosh®) g=e (coshe)/a
a,,(w(cosh &) + 22+ Jog(1 + coshg))>
(07%%
log(1 + cosh 5))
= ¢c(1 4 cosh &)~ mHn+/2 (8 40)

< c.exp (c’w(cosh ) —

4
Sceexp<_w

where we have set a, = a,,.
So, on the strip A € [¢, m — €], where we have shown above that the function i - K is
analytic and decays fast in real direction, we can apply Cauchy’s formula and we get,

Ves 0 /dg K (€ +ie)h(€ + ie) = /d§ K(¢+im—iOh(€ +im—ie)  (841)

Now, to conclude the result (8.37) from this, it remains to show Eq. (8.38). Namely,
we need to show that

n{% / d¢ K (& + i) (h(§) — h(& +ie)) = 0. (8.42)

We denote K9 the (-th antiderivative of K, with (g) KEO3GZ) =0,0 < j < L.
We will show

IKEO(E 40| < ce@OhO (1 4 €)M — V]2V« (m4n) /2. (8.43)

We prove (8.43) using induction on ¢. For ¢ = 0, it follows directly from the bound of
Lemma 8.5. Now assume that (8.43) is true for £ — 1 in place of ¢, we prove it for .
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We integrate K (=) along the lines from i7 /2 to & + 47 /2 and then from & + im/2
to € +4A. By induction hypothesis, we find

i
| IRCEE e+ ix)

/2

E4iX
< / cef w(cosh & )(1 + ’£/|>£71 [)\/(71' . )\/)](m+n)/2—€+1—1/4

/2
A
— Cec’w(coshf)(l + |§|)Z—1/ d)\, [)\/(71' . )\/)](m+n)/2—€+1—1/4
w/2
3
+e [(7_‘_/2) (7T i 71_/2>](m-i—n)/2—€—|—1—1/4 /0 dgl e° w(cosh & )(1 + ’é—/|)€—1
A>7/2
— Cec/w(cosh§)<1 + |§|)€—1 ((71_/2)(m+n)/2—l+1—1/4/ AN (7_‘_ . /\1)(m+n)/2—f+1—1/4
w/2

A<T/2

+ (7T/2)(m+n)/2_£+1_1/4/

AN )\/(m+n)/2—6+1—1/4>
/2

3
+e [(7_(_/2) (71‘ i 71_/2>](m-i-n)/2—€—i—1—1/4 ec’w(coshf) / d{' (1 + |§/|>€—1
0

_ Cec/w(coshg)(l + ’£|)6717_‘_/2>(m+n)/276+171/4X

mAn)/2—4—1/4| (m+n)/2—0—1/4|A
« ((71’— /\/)( )/ / }7’r/2+)\/ ‘W/Z)

+e [(7_‘_/2) (71' . W/Q)](m+n)/275+171/4 ec’w(coshf)(l + |€|)€
< ec/w(coshf)(l + |£|)Z [)\(7_( _ )\)](m+n)/27571/4 :

(8.44)
where in the third equality we used that e€@(cosh€) < ec'wlcoshé) and the monotonicity
of w, i.e. (wl). This concludes the proof of (8.43).

For ¢ > (m+n)/2, we find by repeated integration, with some ¢ > 0 and for all A,

[EEOE+in] < (L [e)feo), (8.45)

Using integration by parts and the bound (8.45), we find
i ’ [ de K+ ien(nie) ~ s + z’e>>‘
- lim ‘ [ de KO+ i0) (101€) ~ nO € +i6)
< lime / d¢ (14 [¢]) e sup [WD (€ 4iX)| =0 (8.46)

o<

if we can show that the integral in the last line is finite. To that end, using the bounds
on g~ from Prop. 2.6 and the definition of w’ after Eq. (8.37), we have that for all
A€ (0,m),
|h(é+1)(€ + Z)‘)l < C”/(COSh §)Z+1€—w’(cosh§)/aw/
— "(cosh £)Z+1€fc’w(cosh§)ef%"+6 log(14-cosh§)
Cllle—c’w(cosh £) (COSh g)é—i—l (COSh 5)— m;" -3
&

m(COSh 5)87(m+n)/27267c’w(cosh &)7 (847)

IN
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where we used ¢ :=1/a,.
Inserting in (8.46), we find

/ dg (1+[¢]) e sup [AFD(E +in)|

0<A<T

< /df (1 + |€|)Zec/w(cosh§)e—c’w(cosh§)(1 +COSh€)£—(m+n)/2_2

= /dg (14 [€D)(1 + cosh &)F~m+m)/2=2 (8 48)

This integral is finite if we choose m +n < 2¢ < m + n + 2 (where the left inequality
is due to the condition ¢ > (m + n)/2 before (8.45) and the right inequality is due to
the requirement that £ — (m +n)/2 —2 < 0). O

Using this we can prove wedge-locality of A, as discussed in the beginning of this
section.

Proposition 8.7. Let Fj, be a sequence of functions fulfilling (F1), (F2), (F5) and
(F6), and let A be as in (8.1). Then A is w-local in the wedge W..

Proof. We have that A, given by (8.1), is well-defined by properties (F1), (F5) and we
have fLﬁL(e, n) = Fn(0 +i0,m + im — i0) by (F2). This is due to an application of
Prop. 3.7.

Now, by application of Lemma 4.3(iii), it suffices to show that (¢, [A, ¢'(g)]x) = 0
for fixed 1, x € H*f, and for all g € D (W,), where the indicatrix «’ is chosen in a
suitable way.

We can assume that v, y have fixed particle number and compact support in rapidity
space. This is possible because for any ¢ € H*»/, more specifically v € H* NH,,, there
exists ¥, € H, ND(R™), such that |lexp(w(H /1)) —1y,)|| — 0 for n — oo. Moreover,
let ¥, — 1, xn — X for n — oo in the sense of the above norm, then (1, [A, ¢'(g)]xn)
converges to (1, [A, ¢'(g)]x), since [A, ¢'(g)] is a well-defined element of Q.

We use Prop. 8.4, and we consider a summand in Eq. (8.10) with fixed m,n, since
we can compare in this equation only terms with the same number of creators z' and
annihilators z. It suffices to show that if g € D (W),), for fixed ¢ € Ny, we have

/dm@d”n / d¢ f(0,m) (meﬂ(e +10,€ +im —i0,m + im — i0) (B ¢)*

— Fpons1 (0 410, € + 40,1 + im — zO)Bg*vf) —0. (8.49)

We use the definitions (2.100), (8.16) and (8.17), and we rewrite (8.49) as follows:

/ K (€ +i0)h(€)d¢ = / K(€ + im — i0)A(¢ + im)de. (8.50)

This is given by Lemma 8.6; moreover, here we used the following fact: By Proposition
2.6 the Fourier transform ¢~ of a function g € D“'(W,) extends to an analytic function
on the strip S(0,7) with boundary value ¢~ (§ + im) = ¢"(£). Recalling that the
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scattering function S is analytic in S(0, ), we have

=97 (¢) 1211 S(€— ;)" -
- (F@ s -0)
:wwfl

U

8.5 Generalized recursion relations

Now, we start to pass from the wedge locality to the double cone locality of A. So, as
first step, we compute the residua of Fj in several dimensions, using (F4). We have
the following lemma:

Lemma 8.8. There holds

(e .
. Eggsl:o' e Egcho Frn(0,m+im) = (2im)IC ScRc(0,m)Frin—2c|(0,1 + i),
(8.52)
where C'is the contraction (m,n,{(¢;,r1 +m), ..., ({ic|,ric| +m)}).

Proof. Our proof is based on induction on ¢. We first note that (F4) in our specific
situation simplifies to

1 A
res oFm+”(0 +10,m + im —10) = —TSclRCI(O, ) Fopin_2(0 +1i0,1 + i — i0),
Tr—Ug= T
(8.53)
where Cy = (m,n,{({,7 +m)}).
Also, notice that in the case ¢ = (0,n + iw), m = {,n = r, the S-factors in (F4)
simplify:

r m-+n r
(1= TT 8e0(©) - (TT 80e(0)) = (1= T 885 @.m)) - (T S5(0.m)) = R Ses
p=1 q=C p=1 q=0
(8.54)
This is just Eq. (8.52) in the case |C| = 1.
Now assume that Eq. (8.52) holds for |C'|—1 in place of |C]. We consider C' = C"UCY,
with C" = (m,n, {(l2,72 + m), ..., (K\C|7T\C| +m)}) and Cy € Cm—|C”|,n—|C”|7 |Cy| = 1.
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We have
F@,n+1

255l 5 L AL im))
_ (=) )'C' .
(227‘(’)| SC/(O’ n) - ESZ -0 Fm+n72|C\+2(9, n+ 271')
_ (=n“ ) . (8.55)
e (@imyei i Sc (0. Re, 56,0, 7) Fesicl (6.7 + im)
_ =)= 1) .

where in the first equality we used Eq. (8.52) in the case |C| — 1, where in the second

equality we made use of Eq. (8.53) and in the third equality we used Lemma 3.2.
To obtain RorRe, = Re in the third equality, we used (3.81) and the fact that

5C’RC1 (é71f7) = 5C/R01 (0777) L

8.6 Coefficients of the reflected operator

Now, we prove the following proposition:

Proposition 8.9. Given a family of functions Fy, with properties (F), the quadratic
form A in (8.1) fulfils

. da"ed'n . . . . m n
JA*J = Z / — ET . .(0 40,1 +im — i0)z1™(8)2"(n), (8.56)

m,n=0
where F = Fy(- + im).

Proof. By Prop. 3.7, this is a well-defined element of OQ¥. So, we need only to show
that the coefficients fy[n',]n of the right and of the left hand sides of (8.56) are equal. We
can rewrite the coefficients of the right hand side as follows:

Fr . ,(0+1i0,m +im —i0) = Fm+n(0 +im +140,n + 2im — i0)

_H<Hs e — 00) Hs ) Fpyin(0 + i + 0,1 — i0)
qik

i (ﬁS(nk—Qe)ﬁ ><Hﬁ5 ) Foin(n—10,0 +im +10),

k=1 ¢=1 =
#

Q0
T =

(8.57)

where in the first equality we made use of (F3) and in the second equality we used

(F2).

One can check that ;2" Zntsﬂ S(ng — nk) = 1. Hence, we find:
Fr . .(0+10,n+im —ZO) Froin(n — 10,0 +im +i0). (8.58)

As for the left hand side of (8.56), we know that the coefficients of JA*.J are given by
Prop. 3.11; inserting ﬁ[;é L, as the boundary value of Fj, we need to show:

Frin(n—i0,0+im+i0) = Y (—1)/%60ScRe(0,1) Fopin (A+i0, 0+im—i0). (8.59)
CECrmom
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Now, we prove the following lemma:

Lemma 8.10. There holds the following equality:

Frn(n —i0,0 +im +i0) = > 6cScRe(n, 8)Foin(f) +i0,0 + im — i0). (8.60)
CeCnym

Proof. The proof of this lemma is an application of Prop. B.2 with the substitution
z = (n,0), with the indices p in Prop. B.2 labelling the pairs (¢,7), 1 < ¢ < n,
n+1 <r <n+m, with the contractions C' € C,,, in place of M C {1,...,p}, and
with the following vectors in R™*

agy = (0,...,0,_1_,0,...,0, —1,0,...,0), (8.61)
¢ r
bo:z(l,...,\zo/,..., L, =L, 0., -1, with C= (n,m, {((;,r5)}),
j n n+1 Tj
(8.62)
ci=(—1,....,—-1,1,...,1). (8.63)
N— e ———

We note that a(,) - bc > 0, and that this = 0 when (¢,7) is contracted in C; we also
note that a,,)-c < 0; so we can apply Prop. B.2. We insert the residues of F,,,,, given
by Lemma 8.8 into Prop. B.2; however we note that the orientation of the hyperplanes
z - ay, = 0 is opposite to the pole hyperplanes in (8.52), and this gives an additional
factor (—1)I¢l. Hence, we obtain

Frsn(n —i0,0 +im +i0) = Y 0cScRc(n, 0)Fyin(f) +1i0,0 + im — i0). (8.64)
CeCn,m

We note that there are sets of pairs (¢,7) that cannot form a valid contraction, but
these cases correspond to residua that vanish. For example for m = 2 and n = 2, let
us consider the set of pairs {(1,3),(2,3)}. This set cannot form a contraction since
the indices in the pairs are not pairwise different. On the other hand, in Prop. B.2 the
residua on the hyperplanes (3 — (; = im and (3 — (5 = @7 is zero since the function
F does not depend on the variable (5 after computing the first residue. A second
example is given by the set of pairs {(1,2), (3,4)}; this case also does not form a valid
contraction since £ < 2 and r > 3 are violated. On the other hand, the residua on the
poles (; — (» = 0 and (3 — (4 = 0 is also zero since two right or two left variables do
not differ by im. O]

Using Eq. (3.82), we find:

Frin(n—1i0,0 +im+i0) = > (=1)I%6¢sScoRes(6,m) Fyn(f) + 00,0 + i — i0).
CeCnym
(8.65)
Now, relabelling the summation index from C to C”, we finally find

Frin(n—i0,0+im+i0) = Y (=1)/“60ScRe(0,1) Fopin (A +i0, 0+im—i0). (8.66)
CECM,TL

This proves (8.59) and therefore concludes the proof of Prop. 8.9. O
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8.7 Locality in a double cone

The last step that we need in order to conclude that A fulfils the condition (A), namely
that it is w-local in the double cone O,., is the following lemma:

Lemma 8.11. If some functions Fy fulfil the conditions (F), then Fy(- + im) fulfil
them as well.

Proof. Condition (F1) is clearly invariant under the translation ¢ — ¢ +im. The same
is true for conditions (F2) and (F3) since the S-factors depend only on difference of
rapidities. The poles of the recursion relations depend on differences of rapidities, too,
so condition (F4) is also invariant under ¢ — ¢ + im. In (F5), the shift of im implies
| — [+ 1. Since | € Z is arbitrary, this means only a relabelling of the nodes A%
j € {0,...,k}. So, condition (F5) is invariant. Since sinh({ + iw) = —sinh(, the
exponential factor in (F6) is invariant under ¢ — ¢ + iw. Moreover, the shift of 7
implies that the argument of Fj is shifted from G_ to G, and from G, to G, + =, so
by (F3), condition (F6) is also invariant under the shift { — ¢ + ir. O

Proof of Theorem 8.1. We already showed in Sec. 8.1 that A given by (8.1) is a well-
defined element of Q¥. Moreover, we showed in Prop. 8.7 that A is w-local in W..
Now, from Prop. 8.9, we know that JA*J is given in the same form as A, just with
the coefficient functions F} instead of Fj,. We showed in Lemma 8.11 that in the case
where Fj, fulfils the conditions (F), then (F}) also fulfil the same conditions (F'). Then,
by applying Prop. 8.7 to JA*J, we find that A is w-local in W_,.. Thus we have that
A is w-local in W.NW_, = O,, and hence it fulfils (A). O

104



Chapter 9

Examples of local operators

We will now discuss some concrete examples for the case S = —1, which fulfil the
conditions (F) introduced in Chapter 5. In one of these example we admit only a finite
number of coefficient functions F}, for even k, which — because of the recursion relation
— is possible only if S = —1; the other example contains a infinite family of coefficient
functions for odd k.

For ¢ € CF, we set
k

E(¢) =) cosh(;. (9.1)

=1

(the dimensionless energy function).

9.1 Buchholz-Summers type

We discuss an example of a local operator similar to the one given by Buchholz and
Summers in [BS07].

Proposition 9.1. We put Fj, =0 for k # 2 and we set
G—G
2

F5(C1,¢2) = sinh 9(mEQ)), (9-2)

where g denotes the Fourier transform of a function g € D(—r,r) for some r > 0.
The family of functions Fy, fulfil the properties (F) with respect to w(p) := £log(1+p)
with € sufficiently large.

We can show that in this case the recursion relations are trivial. Note also that
Eq. (5.4) becomes

01 — 0,

A= % / d6,df sinh ( ) GE0))=F (6:)2 (6,)
_ % / d6,df sinh (91 3 92) G(—pE(8))2(0:)2(62)

+ i/d91d62 cosh (91 ; 82>§(u cosh 6; — pcoshBy)2"(01)z(0s). (9.3)

so, the Araki sum is finite.

Proof. We verify conditions (F):
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(F1) Analyticity: Since g has compact support, its Fourier transform g is entire ana-
lytic. sinh, F(({) are entire, too, and the composition of analytic functions is also
analytic. So, the function F5 is entire analytic.

(F2) S-symmetry: Since E((1,() = E((s, (1), we have

Fy(G ) = sinh (254G, 1) = — s (

L) g(uBQ)) = ~Fa(6 o)

(9.4)

(F3) S-periodicity: Due to the property of S-symmetry, it suffices to show the property
of periodicity with respect to the variable (;. Since E((; + 2im, () = E((r, (o),

then:
Fo(Cy + 2, C5) = sinh (Cl_@#ﬁ,(w(g +2im, ()
— —sinh (£ ;@) HHE(G,G)) = —Fa(Ci.G). (95)

(F4) Recursion relations: we can show that both sides of (F4) are zero for all k. To see
this, we consider the left hand side of (F4). Since the function Fj, is entire analytic,
its residua are zero, so the left hand side of (F4) vanishes. Now we consider the

right hand side of (F4). In the case S = —1 and k even, (1 — HZ:1 Sp,m) =0. If

k is odd, all the functions F} are zero by hypothesis. So, in both cases the right
hand side of (F4) also vanishes.

(F5) Bounds on nodes: We show that the || - || ,,-norm (see Eq. (2.56)) of F; on the

nodes of Gy is finite. For any j € {0,1,2}, the nodes of Gy are the points A2
and A?77). We consider only the nodes A?7)| since the proof is analogous for the
other points.

(a) We use Formula (2.69) and we compute on the node A% the norm || fol|2:

2

01 — 0,

/ 420 | a0 (61,0)]? < / d6,db sinh( >g(uE(0)) (9.6)

Since g is a Schwartz function, then there is a constant ¢ such that |§(p)| <

C
T2 Hence

6, — 6 c ’

2 2 < 2 . 2 1 2
/d0 | f20(61,02)] _/d0 sinh ( 2 ><1+(Cosh91+COSh92)2M2> '
(9.7)

Since sinh? (@) < cosh? (@) < (cosh 61)* + (cosh 65)?, the integrand

function behaves for large 6 as

e (P C U
2 1+ (cosh 6 + cosh6,)212/ "~ (cosh 61)2 + (cosh 6,)?
(9.8)
and, therefore, the integral on the right hand side of (9.7) is finite.
By (2.69), || f20/l2 < 0o implies || f20][5,o < o0
(b) By a similar computation in (9.7), we have || fo2||4, < 00 on the node A2,
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(¢) We use Formula (2.69) with w(p) = ¢log(1+ p) and we compute on the node
A2 the norm || fi1e7<0)||2:

/d01d82 | f11(61,62)(1 + E(6,)) )

6, — 0 2
. /d91d92 cosh( s 2>§(ucosh91 — pcosh)(1+ E@:)~ | . (9.9)
Using the substitution z; = sinh %, df; = \/2%, j=1,2, we find
Lh.s.(9.9)
2d 2d = i
_ 1 L2 ( 14 42 >~ 2 2 2\~
= + x5 — 17 201 — 225)2(1 +x ,
\/1+1'%\/1—|—93§ 31:[1 § 122 g( 1 2)( 2)
(9.10)
9,

where we used that cosh(25%) = cosh & cosh 2—sinh & sinh £ and cosh

\/1+sinh? % 5 =12

Using \/1_ <1, j=1,2, and since H?:1 1+ 2% — 2wy < (14 27)(1 +

1+z2 —

23) + |z1ma| < 2(1 4 22)(1 + 22) (since |z| < 1+ 22 for z € R), we have:
Lh.s (8.8) < 16 / drydry (1+22)2(1 + 22)27%|g(222 — 222).  (9.11)

Using that |§(p)| < c,(1 + p?)~¢ with ¢ as above, we find

2
Cy

(T 4(aF = 3PP

Lh.s (8.8) < 16/dx1dx2 (1+22)2(1 +23)27* (9.12)

Now we perform in (9.12) the substitution z; = psin ¢, xs = pcosg. As for

2
1 1 :
the term <1+m§ 1+4(x%7x%)2> , we have:

1 1 1 1
1+221+4(22—22)2 1+ p2cos2pl + 4p*(cos? ¢ — sin? )2
1
T o1t p? cos? p + 4p*(cos? p — sin® )2 + ...
1+ p2(cos? ¢ + él/)i((:os2 @ —sin? p)2)’ (9.13)
There holds:
L >

1+ p?(cos? p + élpi(cos2 @ — sin® ¢)?) = {ijrcp“ Z ; 1: (5.14)

where in the upper inequality we made use of the fact that cos? p+4p?(cos? p—
sin? )2 > cos? ¢ + 4(cos? p — sin® )2 > ¢ > 0.
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Hence, we have from (9.12):

1
1.h.s.(9.9) < 16</ pdpdp (1 + p?sin® )?(1 + p? cos® @) x
0
¢
(1 + p2(cos? ¢ + 4p%(cos? ¢ — sin? ©)?2))2¢

+ / pdpdyp (1 + p?sin? )?(1 + p? cos? ) x
1

X

2

c )
X
(1 + p2(cos? ¢ + 4r2(cos? p — sin? )2))2

1
< 16(0?/ pdpdp (1 + p?sin® ©)?(1 + p? cos® )?
0

= 202 2 2 2 \2 i
—I—/l pdpdye (1 + p*sin® ) (1 + p~ cos” ) (1—1—0,02)24)'
(9.15)
The integral in the fourth line of the formula above is clearly finite. As for
the integral in the last line, we notice that the integrand function behaves

like /ﬁ for p >> 1, so this integral is finite if we choose ¢ sufficiently large.

(F6) Pointwise bounds: For g € D(—r,r) we have

~ g 7| Im(Ccos COS
G(uB(C))] < Ll ritmeoncy o, (9.16)

9

and sinh z for z € C is bounded by

z —Zz z

e* —e e
b o] —
| sinh z| 5

- < elRezl, 9.17
2 =€ (9-17)

21

Hence, we have

sinh (Q;—@)g(uﬂo)

¢1—=¢
6| Re(lT2)|ceur\ Im(cosh ¢1+cosh (2)|

(cosh Re () (cosh Re (3 )cetr (I Tmsinh Gif+[Tmsinh Ga), (9.18)

[F2(C)] =

<
<

where in the last inequality we made use of the equalities Im(sinh z) = cosh(Re 2) sin(Im z)
and Im(cosh z) = sinh(Re 2) sin(Im z) which imply the estimate | Im(cosh z)| <
| Im(sinh z)|.

Since e¥(¢sh=) — (1 + cosh 2)3, £ = 3, we have from (9.18):

2
|F2<<)| < CH (6w(coshR0§j)e,m'\Imsinh(ﬂ) ) (919)

j=1

This is in agreement with condition (F6) because dist(Im¢,dich G, ) is bounded
from above.

]
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9.2 Schroer-Truong type

Now we discuss an example which is similar to the one given by Schroer and Truong
in [ST78], who give examples of local operators in the Ising model as formal series in
terms of annihilators and creators.

The test function g which appears in Prop. 9.2 and Prop. 9.10 need to be of a certain
class of test functions similar to Jaffe class, more precisely in the space of functions
S, defined in [Bj665, Definition 1.8.1]. We do not state the technical definition here,
but we will remark that this space of test function S, is non-trivial since D% is dense
in S, due to [Bjo65, Proposition 1.8.6] and [Bj665, Theorem 1.8.7], and since it was
already shown in [Bjo65, Lemma 1.3.9] that D, is non-trivial. Further, the functions
in S, fulfil specific bounds in momentum space, which are part of the definition [Bj665,
Definition 1.8.1], and are given by

sup ™| g(p)| < oo (9.20)
peER
for each j € Ny, for each non-negative constant A and for an indicatrix w of a certain
class, see [Bjo65, Definition 1.3.23]. Note that the indicatrix w(p) in Prop. 9.2, given
by w(p) = p®, with 1/3 < a < 1, belongs to this class. We will make use of these
bounds in Prop. 9.10.

Most of the material in this section is due to H. Bostelmann. Our task is to prove

the following proposition:

(07

Proposition 9.2. Let g € D(R), g € S, with the indicatriz w(p) given by w(p) = p*,
with 1/3 < o < 1. We consider the set of meromorphic functions

k
1 ~ . CU j— _Ccr j
Fd(E(Q) D7 signo [ [ tanh 2= ke Ny, (9.21)

F2k+1 (C) = W 9

0€6ak 11 j=1

with Fy, = 0 for any k.
The family of functions Fy fulfil the properties (F).

Proof. The proof of this proposition is given in the following Sec. 9.2.1 and Sec. 9.2.2.

O
9.2.1 Elementary properties
We consider the following building block of the functions Fbyq:
1 k Cozio1) — Coa
Tn(C) := Sl Z signaHtanh 0(23—1)2 °C) " where k = lm/2]|, m € Ny.
cEG, 7j=1
(9.22)

It is useful to rewrite these in the following way. We call a pairing of m indices a set
of pairs, P = {({1,71),...,(lk,rx)}, with k = |m/2], where ¢;,r; € {1,...,m} are
pairwise different and ¢; < r;. This implies that {¢;}U{r;} is the whole set {1,...,m}
if m even, except for one element in the case where m is odd, namely {1,...,m}\ {m}.
We denote the set of all pairings of m indices by P,,. The signum of a pairing P is
defined as

sign L2 3 4 - 2k=1 2k if m even
. o 81 (1 62 o --- gk Tk ’
sign P2 = won (12 3 4 - 21 2k m o (9.23)
eh fl ™ EQ o --- gk Tk m)’ tm
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Note that this definition does not depend on the order of pairs (¢;,7;).
Using these definitions, we can express the function 7, as

Z sign P H tanh ——— G~ Q (9.24)

PePm (L,r)epP

Note that here P corresponds to 2¥k! permutations o in the sum (9.21): these come
from permuting the pairs among each other (k! possibilities) and exchanging the two
elements in each pair (2% possibilities).

For real arguments 7}, is evidently bounded. We conjecture a specific bound which
plays some role in our argument. It will become useful in Sec. 9.2.2, when we will need
to discuss condition (F5).

Conjecture 9.3. We have |T,,(0)| <1 for all 8 € R™.

While we have not been able to prove this in full, there is strong evidence that the
conjecture is true.

First, we have verified numerically up to m = 11 by evaluating 7;, at a large number
of randomly chosen points.

Second, we sketch an argument for a rigorous proof. With the substitution x; :=

tanh %, the function becomes

=Y signP H 1””_ ;Z; (9.25)

This is now defined on the cube & € (—1, 1)’”. On the boundary of the cube, that is
when one component of @ is equal to +1, it is easy to see that

T, (z) = £T,_1 (&), (9.26)

where T := (xl,...,fl,...,xm).

Therefore, if we can show that T), takes its extrema at the boundary, then the
conjectured bound follows by induction. In fact, we verified for m < 4 that the following
formula holds p .

o log [Tn(om)| = =

1<)

The right hand side is clearly positive for « € (0,1) and & € (—1,1)™. Therefore, if

Eq. (9.27) holds for all m, then since T,,,(0) = 0, the function does take its extrema at
the boundary and therefore the conjecture would be proven.

We prove some further results about 7,,,.

2
1+ o700
1 —zz;02

(9.27)

Lemma 9.4. Forany 1l <i<j<m,

e T =2(=1)" T 5(0), (9.28)
where ¢ = (Ciy oo Cir oo i G,

Proof. Writing T, as in (9.24), it is clear that only pairings P with (i, j) € P contribute
to the residuum. Writing therefore P = P’U{(i,j)}, we have
res Tm = Z sign P res tanh

CJ
C] Cz PEP,, Cj_Ci: (K T’)EP/

(i,5)EP

(9.29)

110



9.2. SCHROER-TRUONG TYPE

One notes that res¢, ¢,—ir tanh% = —2 and, from Eq. (9.23), we have sign P =
(—1)"*1sign P': Indeed, the passage
P 1 2 oo i e §oeee 2k—1 2k
N\ e e el T
, (12 e i i+l e 2k—1 2k
—>P—(€1 O A A BN CED)

corresponds to permuting the ¢-column to the right (or, equivalently, the j-column to
the left) and the sign of this permutation is (—1)"7**.
Inserting this in (9.29), we find immediately (9.28). O

Using (9.24), we can rewrite the meromorphic functions Fopy,1 as

Fypa(€) = J(E(Q)) Tor+1(Q)- (9.31)

(2mi)k
Using (9.24) and the result in Lemma 9.4, now it is easy to check that the functions
Fy. above fulfil the conditions (F1), (F2), (F3), (F4), (F6).

Indeed, these functions Fj, are analytic if Im(; <Im{; <Im¢; + 7 (i < j) because
the factors tanh are analytic in this domain (they have a pole at Im (; — Im(; = 7);
(note that it is enough to check this for Im (; < Im;, i < j, since (F1) requires so).
Hence they satisfy property (F1).

From (9.21) we can see that they are antisymmetric (F2), due to the fact that

tanh (—CT;C‘*> = —tanh —Qgc’" .
Since tanh(z + im) = tanh(z), they are also (27i)-periodic in each variable (F3); we

note that in this case the S-factor in (F3) is equal to 1.
Now we compute

@-%iiﬂ For1 = ﬁé(uE(C)) ¢ —comim ijgszm Tori1(€)
2(=1)™ 3 L 2(=1)i .
- 2 (O T € = 2 @), 032

where in the second equality we used Lemma 9.4. Note that on the pole ¢; — (; = i,
cosh (; = — cosh (;; this implies that E(¢) on the pole becomes E(&)

This gives the condition (F4), where we note that in the case S = —1, the factor
(1 =TI, Smp) becomes 2 and the factor []7_,, Sjm becomes (—1)™"+1.

In the following proposition, we show the bound (F6):

Proposition 9.5. If r > 0, and suppg C (—r,r), then the For 1 fulfil (F6) with this
constant 7.

Proof. From (9.31) we want to compute bounds for

[For1(Q)] = 1G(LE(C)] - [Tar41(C)] (9.33)

1
(2mi)*
for all ¢ € T (ichG%).

As for the bound on g, we can show that the support properties of g imply

19(p +iq)| < gl v (9.34)

5
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Indeed, we have

~ : 1 i(p+iq)-x
i +i] = =] [ o)

1 Lo
—— [ dz|ePTDT] gz
= [ el gl

1
= swp 00| [y
V27T:c6 [—7,7]

lgllx lal
= ——¢" 9.35
or (9.35)

IN

IN

Now if we take ¢ of the form ¢° + iXel?), where Im ¢ is a node of the graph G, then
we have

Im E(¢)| = |Im cosh(C? +i))| < sinh|Re ;| sin A < cosh(Re ;) sin A. (9.36)

Hence, we have from (9.34):

~ g T COS e (;)sin
G(REQ)] < —“J% oG sy (9.37)

Now it remains to find bounds on Ty,41(¢). To find these bounds, we consider the

function
z 4w
Z —

P tanh = 5 (9.38)
This function has poles at z = i, z = +im; so it is clearly analytic on —7 < Imz < 0.
We can show that this function is bounded on the strip —7 < Imz < 0. Indeed, for
Rez — 00 one has [tanh Z| < 1 and |22Z| < 1; on every compact set on the real line
and for Im z € [—m, 0], the only crucial point is the behaviour of the function in the
limit z — —im (since the other pole at z = 7 is excluded in the interval Im z € [—, 0]);
for 2 — —im one has tanh § ~ me + ..., and hence Z;” tanh 2 ~ Z;”Zr me +...; 80

the function is continuous on the compact set, and therefore it 1s bounded.
Hence we can find a constant ¢; > 0 such that

T a2 < (9.39)
z—1
This implies:
‘(z—i—iw)tanha < dlz—1

< d/(Rez)? + (7 +1)2

< d(JRez|+m+1)

< (Rez n 1)
c

e

< ¢1(JRez|+1) whenever —7 <Imz <0, (9.40)

since — < 1.
Also, since [tanh 5| < 1, we have from the equation above

|z +im| < c1(|[Rez| +1) whenever — 7 <Imz < 0. (9.41)
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Now we can compute for any ¢ with Im¢{; < ... < Im(ox11 < Im (3 + 7 the following
estimate,

T2k+1(C)H(Ci—Cj+i7T)‘§‘ > 11 taﬂh%H(Cz—Cfriﬂ)’

1<j PePay11 (Z,T)GP 1<j

< Y I @ rmun | IT

PEPaky1 (Lr)EP (1,5)gP

G — Cj + |, (9.42)

where in the first equality we used (9.24) and where in the second inequality we split
the product [[, ;|G — ¢ +im| into [ [, e plCe — G +im[ ] jgplG — ¢ + il

We estimate the first product in the second line of (9.42) using (9.40) and the
second product using (9.41), we find

Tors1(C) H(Cz -G+ 271')‘

i<j
< > I a(Re¢—Re¢|+1) J] eillReG —Re¢|+1)
PEPok11 (£,r)EP (i,)¢P
P€P2k+1 i<j
S |7)2k+1|011€(k_1)/2 H(| Re Cz — Re Cj| + 1), (943)
i<j

where in the second inequality we used that the number of pairs (i,7) with i < j
is k(k —1)/2, and that H(e,r)eP(| Re( — Re¢ | + 1) H(i,j)gzpﬂ ReG — Reg| +1) =
[[ic;(|ReG — Re(j| + 1). In the third inequality we denoted the sum of the pairings
P € Pots1 by |Pogs1].

At fixed k, the right-hand side is bounded by a polynomial in the Re (;; more pre-
cisely, by multiplying out the sum (| Re ;| +| Re (;| +1) in the first line and estimating
each term of the sum by H?ilﬂ Re (| Dk 4+ 1), we get

[[(IRe¢ —Re¢i|+1) < JJ(IReG|+ |Re¢;| +1)

i<j 1<j

2k+1

< 3(2kz+1)k H (| Re Cj|(2k+1)k + 1)
j=1
2k+1

< 3kt H crel Bl
j=1

< C#Z?iﬁllf%gl. (9.44)

Hence we can find a constant ¢y > 0 such that we have from (9.43)
2k+1
|T2k+1<C)’ S CQ(HK:Z — <j + i7T|_1> exp ( Z |Re <J|> (945)
1<J j=1

Since with w(p) ~ p®, 0 < a < 1, we have el Betl < ewl(cosh(Redy)) " Fauations (9.31),
(9.37) and (9.45) together imply the estimate needed for (F6). O
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We have shown that the family of functions Fy 1 given by (9.31) fulfil the conditions
(F1), (F2), (F3), (F4) and (F6) of the theorem, but we have not yet shown that they
fulfil (F5). This will be discussed in the next subsection.

9.2.2 Operator bounds and domain

In order to show that the family of functions Fy;,q are the Araki coefficients of a local
operator, we need to show that, setting f,,,(0,m) = F1n(0,1 + im — i0), the norm
| frnn ||, 1s finite, as required by (F5). Moreover, we compute estimates for || frn ||
which imply that the Araki series

A= Z / o 1 (0.m)17(6)2" (), (9.46)

min!

is summable when we apply it to vectors of a certain class; we use this to show that
A is a closable operator on a dense domain (see Prop. 4.5). After lots of preparations,
the main result of this section will be Theorem 9.13.

In order to compute these estimates, we start by introducing some notation. Given
a smooth function of two real variables, that we call K, we define the following quantity:

K(ean) _K<77777)
0—n '

OK(0,n) := (9.47)

We can extend this definition to the diagonal § = 7 by taking the limit of (9.47) for
6 — 1. We will now show that this 0K is a smooth function (this will become useful
later on, for example in Eq. (9.80)). First of all, we know that the limit

. K(0,m)—K(n,mn) 0
o 60— =90

(9.48)

exist because by hypothesis K is a smooth function. Then We need to show that the
function defined for 6 # n by % and for § =7 by 55K (0 77)| b=n
We use the fact that a function is smooth if and only if it has a Taylor expansion of
all orders. Since K is smooth we can write its Taylor expansion around 6 = 7:

is smooth.

K0~ K ) = O-)K .+ Dy Db

(k—1)!
(9.49)
with |R| < ¢|@ — n|*. This implies that the function (K (0,71) — K(n,1))/(0 —n) has a
Taylor expansion around # = 7 given by:

K 67 - K ) 1 0 — " 0 — b2 — /
( 772_?7 W) (n.m)+—5— U (n,n)+...+%K(’“ Y (n,n)+R' (9.50)

with R := %. We have |R'| < ¢|@ — n|*~t. So, this function has also a Taylor
expansion, but of order k£ — 2, and therefore it is (k — 2)-times differentiable. Since this
holds for all k£, then §K is smooth.

We can rewrite (9.47) as a Taylor expansion where the function 0K is used as a

Taylor remainder term:

K(0,n) = K(n,n) + (0 —n)dK(0,n). (9.51)

114



9.2. SCHROER-TRUONG TYPE

In the case where K depends on several variables, K : R™ x R"” — C, then similarly
to (9.47) we can define §;K(0,n) as:

K(G,n) — K(Ql, RN ,Qj_l,nj,0j+1, Ce 79m)

5;K(60,1m) = R (9.52)
J J

We can also define for £ < max(m,n) and J = {j1,...5:} C {1,...,k}, the quantity
0K = 9;, ...6;K; we notice that this does not depend on the order of the indices
J1y---,J0- We can then generalize Eq. (9.51), and we have

> <H(9j - Uj))fSJK(@Ja??),

Jc{1,...k} je&J
o . (9.53)
)0 ifjeJorj>k,
n; otherwise,

where £ is some integer with £ < m.
We can prove (9.53) using induction on k. Using

Dok} = ZJc{l ,,,,, k}+2Jc{1 ,,,,, K}, We can write

JcA{1,...,k} JjeJ Jc{l ..... ]GJ

I
—~
>
—
|
=
=
~—
[=9)
—
—
)
|
S
~—
N—
(=9
=)
—~
S
<
C
—
—
-
~—
+
ha
3
oy
D
=
~—

Jc{2,...k} jeJ
= (6h —m)01K(01,0.m) — K(m,0,n) = K(0,n),
(9.54)
where in the last equality we made use of (9.51).
We use these definitions to obtain estimates of certain integral kernels, as we can
see in the following.

Lemma 9.6. Let K : R™ x R" — C be smooth, and k < max(m,n). Then,

k
1
k@]l ——=| <eo" X 1Kl (9.55)
e 5 — Ny U llmxn JC{L k)
where
16,813 = [ d.dn, sup 5,56 ). (9.56)
MNje

We denote with 8; the components §; with j € J or j > k, and n;, i ;. analogously.
J 7o M
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Proof. We consider the special case where m = n = k. We consider f,g € L*(RF).
Inserting (9.53), we find

k
1
k k
[ ot so19mr 0[] 5——
7j=1
k k
= Y [ dodusegmse’m]]e He—ni@O
Jc{1,....k} jeJ j=1 7 J
1
= Y [ d0dnfO)9mo, KO ) [[ ——— (957
Jc{l,.., k/ eJej_njiZO

-

=1y
We estimate the integral I in the following way. We first split d*6 = (IT;esd0;)(T1izs d6:)
(the same for d*n), we have

ey ] J%me)mm ,

jeJ

(9.58)
where K(0,7) / Hdnj )0, K(07,7n).

jeJ

We notice that K depends only on §;, j € J, and on 7;, j € J. Then we realize that
the inner integral can be seen as the convolution of f with (n; — 6; +i0)~*

| / [ 2o
-1/ gl / 1 o (0)) K 0.

—\/H ) (=) K@)

The expression above can be estimated in Fourier space considering that by Fourier
transform that convolution becomes a multiplication with v/270(%p).

Lh.s.(9.59) = /Hdpj( _— f)~(pj)f7((9,p)‘

Jjg¢J

=| [ amen () ) - Fo) K 0.0)

i¢J

= | [ (T v iem)" () Fo)) K 6.9)

J¢J

(/Hdp 1(2m) 710 (£p;) f(p; ) (/Hdp] )|K (0 )1/2

= e )( [ qTaier) " ( /(Hdpj>|f<<e,p>|2)
J¢J

en ([ 1)1 ) ([ ani& .0
Jj¢J

(9.59)

IN

1/2

(9.60)
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Inserting into (9.58), and since |J¢| < k, we obtain the estimate:
1/2 NP 1/2
i< e [ T [ aspis@r) " ( [(Tanik@.mp)”.  ©oy
2 ig¢J

Applying the Cauchy—Schwarz inequality with respect to the 6; (j € J) integrals, we
find

Ll < et [qLalrer)”( [T1aeqlamike.mr)”
Jj=1 JjedJ J¢J
= 20" fll2 [ K]l2- (9.62)

We insert the definition of K (9.58) and we apply the Cauchy-Schwarz inequality to
the n; (j € J) integrals, we arrive at

11,1 < (20)%]| £ (/Hd@ (I T dn)) ‘/Hdm n)0,K (6 777)‘2)1/2

J¢J
(2m) ”fH </ HdG Hdnj (/(Hdﬁj)\g(n)F)x
8 (/(H dm)\éJK(H",n)P))l/z (9.63)
<ot f ([T ) s 0 )

< @2m)" I £ll2 llgll2 16, KLy

Inserting the estimate above in (9.57), we find the result in Lemma 9.6 in the case
m=n=k.

The more general statement (also for m,n # k) can then be obtained using the
Cauchy-Schwarz inequality in the following way. We denote with 6 and 7 the first k
variables in @ and in n, respectively. We can write

k
HKO"HQ
J=

00 —n; £10

mxn

k
— sup /wM%MK@&ﬁm L t6.6)(. 1)
17121 ]Hl 0; —1; £10
gll2>

— sup /dédﬁ‘/dédﬁ[((é 6.7.1)]
| fll2<1
llgll2<1

We apply the result for m = n = k, discussed above, and we find

k
K(6,m)
H JI_IIQJ 77J:|:ZO

<@2mf > swp /dédﬁ sup [|0,K((0,8), (7, 7)121£ (8, 0)2llg(®, 7|2,
Jc{l,..., k}Hg”?g nj ]

mxn

(9.65)
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where the L? norms in the equation above are taken with respect to the 6 |, 7) variables.
Using the Cauchy-Schwarz inequality, we find

k
1
Kom]];——=| < @ sup (135151 £12 19z
H l}@-miﬂ)wn K%ﬁ}mg

llgll2<1
<o)t Y 6K, (9.66)
JcA{1,...,k}
which is the desired result in Lemma 9.6. O

We use this result to obtain estimates for more general integral kernels.

Lemma 9.7. Let K : R™ x R" — C be smooth, and k < min(m,n). Then,

k :
(9j — 1 + 40 k
HK(O,n) [Teoth =2 == ‘mn <@ Y 6K (9.67)
Jj=1 Jc{l,...k}
Proof. We consider the function L(x) := cothz — x~!; this function is real analytic;

there is actually no pole at x = 0 since lim,_,o(cothz—27') &~ 27! —z~! = 0. Moreover,

by computing the extrema of this function, we can show that | cothz — 27| <1 for all
z € R.

We have
o ean® =322 = [rom (5% = ).
< > wen (T @) (=)l
JC{1,..k} jeJe jet !
= Y 2w (TT ) (11— )]
ein \ iere el g —Nj=xT? mxn
—&(6m)
(9.68)

where in the first equality we wrote cothx = L(x) + 27! and in the second inequality
we used the distributional law. R
Now we can apply Lemma 9.6 with K in place of K, we have

koIl 7—z)],.. <0 Slok (9:69)
jeJ J J IcJ

Hence, we find from (9.68),

- 0, — n; +i0 g 1] )
HK(Q,n)HcothT’mxng S 2Men) U Y6 K|,
J=1 Jc{1,...k} IcJ
= Y (@m)" )6 K|. (9.70)
Jc{1,...k} IcJ
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Note that for any I C J, we find

Hé][%'H? = /(Hd&dm) sup |6;K (0 ,7])‘2.<HL(@)>2

ni,t€1C

i€l jeJe
VAL
< TT sw [e(252) bk
; 0;—n;eR 2
JEJC] J
< (LIS 10K I (9.71)

Inserting this into (9.70) and noting that ||L||, < 1, we obtain
- 0 + 0
HK(G, n) H coth 2 =1 H

L < 3 @nISaK ]

1 JC{1,...k} IcJ (9.72)

where in the second inequality we used that there are at most 2¥ sets .J that we can
insert between I and {1,...,k}: I C J C {1,...,k}, and that |J| < k. This gives the
result in Lemma 9.7. [

We computed the estimates above on the remainder terms 6, K (0”7, n). But it can be
hard to compute these estimates in the examples. So, we try instead to relate them to
the partial derivatives of K near the diagonal, which are more simple to compute. We
present the relation between the estimates on §;K (0”7, 1) and on the partial derivatives
of K in the following proposition.

Proposition 9.8. Let K : R™ x R* — C be smooth, and k < min(m,n). Let L :
R™ x R" — R, and ¢ : R® — (0,1] be continuous such that*

IN\K .
VN CA{l,....k}: (0 n)‘ < L(ON",m) whenever |0;—n;| < e(n) for all j € N.
(9.73)
Then, for all J C {1,... k},
16,515 < 87 " lleCm) 1L, 1) 5. (9.74)

McCJ

Note: In the norm |le(n)~VIL(O,n)||;, the integrations are not performed with
respect to the variables 6; “removed” in oM

Proof. First we want to prove that for all k, m,n, L with the restrictions above, and
all J C {1,...,k}, there holds

/ sup |6,K(87,m)%d0; < 16! Z e(n)2|J|/d9M sup L(OM )%, (9.75)
0. ¢ McJ CEAZE

where dfy =[], d0;.
We prove this using induction on |J|.
For |J| = 0, namely for J = (), formula (9.75) reads

sup ‘K<7]17"'7nk7‘9k+17-"70m77’)‘2S sup L(nlv'"777k7'9k+17"'76m7n>2 (976>

'We write 00y = [Ljen 99;.
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by definition of 87 and 8" given in (9.53), and since M = 0.

This is just (9.73) with N =0, §; = n; (j < k) and by the definition of 8" given

n (9.53).

Now consider the case .J # (). By renumbering of the variables, we can assume that
1 € J and write J = {1}UJ.

Then we split the integral in (9.75) into the sum of two integrals, one with |6, —n;| <
e(n) and one with |0, — 01| > €(n).

First we consider the integral (9.75) with |6; — m1| < e(n). We write 8 = (61,6),
n = (m,n), and we define (similarly to (9.47)):

o K(8, 0,

(9.77)

where f((é,’f)) depends parametrically on 6,,1n7;. We can show that 6jf( = ;K.
Indeed, using (9.47), we can rewrite (9.77) as

K(0,7) =6,K(0,7). (9.78)

Setting J = {1}UJ, with J = {ja,...,5i} € {2,...,k}, and recalling the definitions of
d;K and J after (9.52), we have

0;K =0j...0,K=20;,..0,6K=0K. (9.79)

By definition (9.77), and since K is a continuous and differentiable function on the
interval |0; — 1| < €(n), we can apply the mean value theorem, and we have

A a (9
K(6.7) = S (€01 (9.80)

where ¢ depends on the variables @, m but | — 71| < €(n); hence, we have that

8|N\+1K a|N\+1K
< su —_—
Fi00y & 0m)| < ey | 960,00

c c ~ ~N°¢
< LOY MY ) = L, 08N ) = L6 ,7), (9.81)

\NIK .
8 (0,7

YN C {2,... k}: (€.6.m)

~—

where in the first equality we made use of (9.80), where in the third inequality we used
(9.73), and in the last equality we defined L(@,7) := L(n,0,n), which depends on 7,
as a parameter. So, we have shown that K fulfils the hypothesis (9. 73) of the Prop. 9.8

with respect to L. Hence, we can apply Prop. 9.8 with respect to K L J (induction
hypothesis). We get

/ df; sup |5JK(0J,17)|2=/ d91/d9j sup |5jK(éJaﬁ)|2
01 —n1|<e(m) nj.j€Je |61 —n1|<e(m) nj.gede

< 2em16” 3 el) 1 [ dby sup 16"y

McJ nj g€ de

1
21el/l —2J| M N2
< 816 E e(n) /d@M sup L(0™,m)*, (9.82)

McJ CEAEA

where in first equality we used that ¢ jf( =§,;K,and J = { 1}Uj so that we can split
the integral in 6 into the integrals in §; and ;. In the second inequality we used that
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fel |<e(m d91 — 2¢(n) and we applied (9.74), with K and J in place of K and J, to

fd9j|5jK( ,77)|27 in the last inequality we used that |J| > |J| and therefore that if
M C J, then M C J; also, since |J| > |J|, then e(n) 2V < ¢(r)=27I. We also used
that €(n) < 1, so that the factor €(n) is estimated by 1 in the last inequality. Moreover,
using the definition L(8, %) := L(n:,0,n), we can write ﬁ(éM, n) = L(n, 9M, n) with
M € J; on the other hand, since 1 & M the right hand side is the same as L(6M n),
with M € J. Finally, since |.J| = |.J| — 1, then 2- 16/ = 2. 16/ . 1/16 = 167! - 1/8.

Now we consider the part of the integral (9.75) with [6; — ;1| > €(n). We use that
J = {1}UJ and, by definition of 6, K(0,n) = (K(8,n) — K(n1,0,1))/(61 — n), we
have that

~J
0;K(07,m) —6;K(m,0 ,m) 6;K(07,m)—d; K(t9 ')

5, K(07,m) =6,0;K(07,m) =

0 —m N 01 — ’
(9.83)
where in the last equality we used that 1 & J.
From the equation above, we compute the estimate
2
|6,K (87, m)° < W(W K (07 m)]* +16;K (67, m)]). (9.84)

We consider the first summand on the r.h.s.. We consider K as a function of m+n —2
variables, regarding the dependence on 61,7, as parameters. We know that it fulfils
(9.73), so we can apply (9.74) with J in place of J (induction hypothesis) (see the
second inequality of the equation below).

2
/ e s K (8 )
[01=m[>e(n (01 — m)? n, jese
2 . oA
— dy ——— /d@A sup |6;K (009 p))?
</|91—?71|>e( 1(91 —m)? ) Jnj,jEJC| K ( )l

< 4e(n 116|J| Z 2J|/ Sup L(e{l}uM,n)2

MCJ UjijJc
1
_16|J| —2|J|-2 Z /dQM sup L ( 0", n)*
4 McJ 134 €T¢
1
4 6|J| —2|J| Z/dHM sup L 9M )27 (9.85)
4 Moy nj,J€J¢

where in the second inequality we computed the integral

/ d9 2 = /OO 2 + /m_6 2 = 1 (9 86)
|61—m1]>e(n ' (01 ) n1+e (91 - 771)2 00 (01 - 771)2 € '

In the last inequality in (9.85) we used the substitution M = M U {1}. Since M C J,
then M C J; we also replaced the integral in 6, with the integral in 6/, noting that
in the case where 1 € M, we are integrating over more terms (than before) which are
however positive. We also used €(n) < 1.

Now we consider the integral over the second summand in (9.84), we apply (9.74)
to K(m,0s,...,0,,m) and L(m,0s,...,0,,m) as functions of m + n — 2 variables,
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parametrically dependent on 7;, and with J in place of J (induction hypothesis)(see
the second inequality below), and we obtain

2
dfy s sup |6;K(67, )
/|01n1|>e( (01 —m)? nj.J€J¢

2 .
= dé’l—/dé’A sup |6;K(07,m)
/|91771|>6( (el - 771)2 Jnj JEJTC J

< o 16! 2|j/d9 sup L(0M n)?
_(/MW( 1(91 187 Y e v sup L(0M,m)

jeJe
McJ 93

VAN
-

)26y / d6y sup L(OM,n)?, (9.87)

McJ nj:J€J¢

where we have used €(n) < 1.

Now we can sum the three estimates (9.82), (9.85), (9.87), and we find (9.75).
Then we integrate (9.75) over n and we get

16,567, m)[I5 < 1671 " [le(m) L6 0)|3, (9.88)

McCJ

To pass from (9.88) to (9.74) we need to take the square root of both sides in (9.88):

16,587, )l < 4[> le(m)=21L(6, m)3. (9.89)

McJ

Now we use the usual estimate of the ¢? norm against the ¢! norm: for a vector a € R",
we have /> [a;|> < . ]a;; noting that the sum on the r.h.s. has 21/ summands,
we finally find

16K (07, m)l2 <81 " [le(m)IL(0™ ). (9.90)

McCJ

[]

Remark: To prove the results in the following Lemma 9.9 and Prop. 9.10, we need
the following estimates.
For fixed 0 < a < 1, we can show that there is a constant ¢, > 0 such that for all
a,beR,
co'(Jal™ + [o*) = (la] + [b)* = calla]® + [8]*). (9.91)
This follows from the fact that the function (|a|® + [b|*)/(]a| + |b])* is homogeneous of

order 0, and continuous and non-zero on the unit circle. See Sec 2.5 for details on the
argument. In particular we find from there that

« o e} « M e} «
m(lal +[81)* < lal® + [o]* < M(Ja] + [b)* < —(al* + [B[%). (9.92)
By setting ¢! := 1/m and ¢, := 1/m, we find (9.91).
Another estimate that one can obtain from (9.91) is
Ca (lal* + [0%) = Ja £ b]* > cala|” — [B]*, (9.93)

122



9.2. SCHROER-TRUONG TYPE

and the same with a and b exchanged.
To show the right inequality in (9.93), we consider the left inequality in (9.91) and
we replace a with a 4+ b, we find:

et (la £ 0™ +[b]%) > (la + b] + [b])*. (9.94)
By moving ¢, and [b|* to the right hand side of the inequality, we get
la £ 0|* > co(|la £ 0] + |0])* — |b]*. (9.95)
Since |a + b| > ||a| — |b]|, we find
o+ b > calla £ 0] + b))% = [B]* = callal = [b] + b))% = [B]* = calal* —[b]*. (9.96)

Therefore,
la £ b|% > cqlal® —|b|~. (9.97)

To show the left inequality in (9.93), we consider again the left inequality in (9.91).
Since |a| + [b] > |a £ b|, we have

Ca (la]* + [0%) = (Jal + [b])* > |a =], (9.98)

and therefore:
c M (|al® 4+ 16]%) > |a £ b|*. (9.99)

Another estimate that one also can have by choosing ¢, < 1, is the following:
Ja— b7 + b > F([a]” + [b]). (9.100)
To prove this inequality, we consider (9.93); it follows from this formula that
la —b|* +1b]* > cala — b+ b|* = cqlal®. (9.101)
Choosing ¢, < 1, we have also
la — b|* 4 |b|* > |b]* > ¢4|b]*. (9.102)
Taking the sum member by member of the two equations above, we have
2(la —b|* +[b]*) = callal™ + [0]) (9.103)

and therefore we find (9.100).

Now we want to compute the ||« ||xn Of certain concrete functions; in view of
Lemma 9.6, this will mean to compute the L? norm of certain exponentials in the
simplest case. We have the following lemma:

Lemma 9.9. Let 0 <a <1, >0, mn €Ny Let K :R™ xR" — C be given by
K(0,n) = exp(=FE(n)") exp(=F|E(0) — E(n)]*). (9.104)

Then, there is d, > 0 (depending on « only) such that

K3 < dptnp=tmtm/2oy, (m)y(n), (9.105)
where I (k/20)
10(0) =1, al(k) = Wkr/(;) fork € N. (9.106)
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Proof. We consider the integral

1K13 = /d9 dn exp (— 28| E(6) — E(n)|* — 28|E(n)|"), (9.107)

and we perform the substitution

p; = sinh —, P

—— =df;, E(0)=2p*+m, (9.108)
2 pF+1

and ¢; = sinh7;/2 in analogous way. We find

]|K]|§:2m+"/dpdq<ﬁ(1+pl 1/2><H +q) 1/2)

P (9.109)

x exp (— 20)2p* — 2¢° + m — n|* — 28|2¢* + n|*).

We use the inequality (9.100), and the estimates 1 + p? > 1, 1 + ¢? > 1 (hence we
estimate [T, (1 + p7)~"/? <1 and [T/, (1 +¢7)~"/* < 1), and we get

K5 < 2m+”/dpdq exp (— Bea|2p” + m|* — Beal2¢” + n|*). (9.110)

We notice that in the integral above the dependence on the variables p, ¢ factorizes;
first we consider the integral on dp, in the case m > 1.

We perform the substitution with polar coordinates p = pe(Q2), dp = p™ 'dpdSQ,
where [dQ = 27™/2/T'(Z). Since m > 1, we can drop the dependence on m in the
exponent, we get

27Tm/2

(%)

B /2 \m1T(m/2«a) 20,
_<(Bca)1/2a> a D(m/2) < AR (m) - (9.111)

/dpexp(—ﬁ(:a|2p2 +m|*) < / dp p™ ! exp(—Bca2°p™)
0

—

where d, > 0 is a suitable constant also involving /7/2/ 2/cl?

To prove the second equahty 1n the above equation we used the representation of
the gamma function: for z € C, T'(z) = [~ e~#*"'dt. By the substitution

L= fe,2' dp = dt(l/t)<1/<2a>><t/wca2a>>1/2a, Pl = (/(Bea2%)) D% e

27Tm/2

(%)

/ dppm—l eXp(—ﬁCQQO‘an)
0

27.[_m/2 1 1 1/2a 4 ] N (m=1)/2 7_1
_ _( ) (_> T
I’(%) 200 \ By 22 2c 0

_ /2 \m1T'(m/2a)
B ((ﬁca)1/2a> a T(m/2)’

(9.112)

where in the last equality we used that [°dtt2a'e™" = I'(m/2a).
We can find an analogous result for the integral on dq in the case n > 1. Multiplying
the two results in (9.110) and redefining the constant d,, we find (9.105).
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We will compute separately in the cases m = 0 or n = 0 the norm || K||2 using the
definition (9.104). For example, in the case n = 0 and m # 0, we have

/dO|K(6’,O)|2 = /dOexp(—25|E(0)|O‘) < Qm/dpexp(—25|2p2+m|a) (9.113)

where in the second inequality we performed the change of variables after (9.107) and
we used that ], (1 + p?)~Y/2 < 1. Using the same argument as before in (9.111), we
find

1K < dg =™ ya(m). (9.114)

Here it enters the requirement that v,(0) := 1 in (9.105): This is in order to match
the result of our direct computation above with equation (9.105) in the case n = 0 and
m # 0. ]

Combining the results above we compute estimates on the integral kernels which
are more interesting for the example.
Proposition 9.10. Let 0 < a < 1, m,n € Ny, and k < min(m,n). Let g : R — C be
smooth and ¢ > 0 such that
&g N .
)| < cexp(—lpl*) forallpe R, 0<j <k (9.115)
P

Let K : R™ x R™ — C be defined by

g(E — EB(

K(0,m) = exp(E ()"

+
7)' H coth 1= £ 77” 0 (9.116)

Then, there are constants ¢ > 0, d > 0 (depending on ¢, «, and k, but not on. m orn)
such that
1K s < <A™ /Yo (m)va(n). (9.117)

Proof. We have from Lemma 9.7 that

9(E(6) — E(n)) 0; —n; £i0
1K len = | = B~ LLeoth =5

< (8m)F Z 16,K'(67,m)|l,

(9.118)

mxn

where K'(6,n) = g(E(0) — E(n)) exp(—E(n)®).

Using Proposition 9.8 we want to estimate d;K’. So, we need to check that K’
fulfils the hypothesis (9.73) of the proposition. So, we need to compute an estimate for
the following quantity

OINI K olNlg

T
After computing one by one these derivatives, applying repeatedly the chain rule,
p=E@®)—EM),jeN,

oK’ dp 0

g (0-m) = 8;9 o

(E6) — B(n)) exp(—E(n)°). (9.119)

(E(8) — E(n)) exp(—E(n)*), (9-120)

we find that the partial derivatives of K’ are

INIK? IN|
aaef 0.m) (Hsmhe )g |Ng\( (0) — E(n)) exp(—E(n)*). (9.121)
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Using the hypothesis (9.115), we compute the following estimate

oINlg N
a1 (F(8) = Bm)| < coxp(~|E(6) ~ B(m)|*)
< cexp(|E(0) — B(0™)|") exp(—cal E(0™) — E(n)|*),
(9.122)
where in the second inequality we made use of (9.93) (right inequality): |E(0) —
E©Y) + E(0") — BE(n)| > co| E(0™) — E(n)|* — |E(6) — E(0™")|.
Now we compute an estimate for |E(0) — E(6"")|; we have

|E(6) — E(6Y)| = |Z cosh6; — Zcoshnj] < Z | cosh 6; — cosh n;|. (9.123)

JEN JEN JEN

To estimate cosh@; — coshn;, we set e(n) = (4 H§:1 coshn;)~'. If we consider the

closed interval |0; — n;| < €(n), then we can apply the mean value theorem, and we
have

|cosh 0; — coshn;| = |sinh&| - |6; — ;]
< €(n) sup{sinh [¢] : [§ —n;] < e(n)}

< msup{sinh 1] [€ —m;] <e(n)}

— ~ &inh(In:
S Teoshn, sinh(|n;| + €(n)) o0

= m(sinh |n;| cosh e(n) + coshn; sinh e(n))
B 1<sinh ;|

1 m cosh 6(7]) + sinh 6("]))

<1

| —

1 1
< 12 coshe(n) = 5 coshe(n) ~

where in the third inequality we used that Hle coshn; > coshn; and therefore e(n) =
(4T15, coshn,)™" < (4coshn;)~". In the fourth inequality we used that |¢] — |n;] <
| — ;| < e(n), which implies [£| < |n;| + €(n). In the seventh inequality we used that
tanh |n;| < 1 and that for small €, sinhe(n) < coshe(n). In the ninth approximation
we used that for small €, coshe ~ 1.

As a consequence of the equation above and of (9.123), we have for N C {1,..., k},
and if |0; — n;| < e(n) for all j € N, that

[E(0) — E(0™)

< Z | cosh§; — coshn;| < Z 1<k, (9.125)

JjEN JEN

where we used that |[N| < k.
Inserting (9.125) in (9.122), we get

olNlg

Gy (E(8) = Em)| < coxp(|E(8) — EOY)]") exp(~cal EE) — E(m)]*)

< cexp(k?) exp(—ca|E(0Nc) — Em)|Y).
(9.126)

126



9.2. SCHROER-TRUONG TYPE

Inserting into (9.121), it follows that

8|N|Kl

<
30 — (0, n)‘ ce”

j| exp(—ca| E(0™) = E(n)|* — E(n)”)

< c(4e)* ( [T coshin;) exp(—cal E(O) = E(m)| — E(m)*) (9.127)

j=1

where in the first inequality we used that for 0 <a <1, e <eF and in the second
inequality we used that |[];., sinh6;| < 4* H ~_,coshn;. This last inequality follows
from a short computation: it |60 —n| < e, then \smh 6| < |sinh(n+e¢)| < |sinhncoshe|+
| cosh iy sinh €[; since |sinh n| < coshn and since for small €, cosh e < cosh 1 and sinh e <
sinh 1, then we have |sinh7ncoshe| + | coshnsinhe| < coshn(coshl + sinh1). Since
cosh1+sinh1 = e' <4, then |sinh | < coshn(cosh1 + sinh 1) < 4 cosh7.

In view of Prop. 9.8 we call

L(0,7n) = c(4e)k<Hcosh nj) exp(—cal E(0) — E(n)|* — E(n)%), (9.128)

j=1
and from (9.127) we write

8|N\K/
00N

With this L, we can fulfil the hypothesis (9.73) of Proposition 9.8.
Hence, we can apply Prop. 9.8, and using (9.74), we have from (9.118),

1K [l < (87)" > 8713 lle(m)™IL@OY )]s

JcA1,....k} McCJ

(@, n)‘ L6, m). (9.129)

<@64m)F > Jle(m) L@, m)]ls (9.130)

where in the last inequality we used that |J| < k.
On the right hand side of the above formula we have

e(n) VILOM,n) = 4c(4e)* H(cosh )1 exp(—cq|E(OM) — BE(n)|* — E(n)%)
< 4c(4e) H cosh ;)17 exp ( - %"(cosh nj)a) exp (—%]E(OM)—E(n)P—%E(n)O‘).

N J
-~

<

(9.131)

In the second inequality, we have used that $FE(n)* > % Zle coshn;, which can be
obtained by repeated application of (9. 91)

Also, we split exp(—FE(n)®) = exp(——E(n) ) exp(—3E(n)*); finally, we used that
E(6M) — E(n) = E(8) — E(7), where 0,7 denote the variables 6,7, with j € M or
Jj > k.
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Clearly, 4e cosh/’/I*! ur exp(—% cosh® n;) is bounded by a constant, that we call ¢’;
the constant ¢ might depend on k; we have ¢ =1 for k = 0.

We compute the following estimate for the last factor exp(—3£(n)®) in the last line
of (9.131). We split E(n) = E(n) + E(n). Using (9.91), we find

Em)® = caE(M)* + caE(N)", (9.132)

where N are the remaining components of 1. Therefore, we have

1 Co v Carmrona
exp(—5E(n)%) < -~ E®)* — S E(n)". (9.133)
Inserting this into (9.131), we find
_ Cq ~ AN Co ANa Cq o
e(m) IO, 1) < ¢ exp (= TE(O) = E@)|* = 5 E()?) exp(= 5 E(0)*). (9.134)

Taking the supremum over 7;, j € J¢, affects only the last factor; we obtain

sup e(n)~YIL(6",m) < ' exp (= Z|E(O) — B(i)|" = S-E ()" ) exp (= TE@)°),

n;,J€J¢ 2
(9.135)
where 7 denotes the variables n;, j € J or j > k.

Now we apply Lemma 9.9 once in the 9, 7) variables, and once in 1 (with no corre-
sponding 0’s). Considering that we have m — k+ | M| variables 6, n — k+ | M| variables
n, n—(n—(k—|M|) =k — |M| variables n and k — |M| — (k — |J|) = |J| — | M|
variables 7, we find

le(m)"VILOY )3 < ()™ " Ya(m — k + [M[)ya(n — k + [M[)ya(|T] = [M]), (9.136)

where ¢’ is some constant which also include the constants ¢, ¢, d, to some power
m +n (from Lemma 9.9).

We use monotonicity of v,: vo(m—(k—|M])) < va(m), ya(n—(|J|—|M])) < va(n),
and v, (|J] — |M|) < 74(k). We absorb this v, (k) into the constant ¢’ (which might
depend on k):

le(m)ILEOY, M5 < ()™ " Ya(m)Va(n). (9.137)
Inserting this into (9.130), we find

1K s < (64m)% Y ()2 ya (m)ya(n)

McJc{1,..,k}
(647T)k(c///)(m+n)/2 /Va(m)va(n)2k2|‘]|
(647)* ()2 () va(n) 25 2F

A"/ Yo (m)ya(n), (9.138)

IN A

-----

inequality that |J| < k. The constants ¢, d might depend on k, but not on m, n. Hence,
we find our result (9.117). O
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Now we come back to our example of local operators, given by the family of functions
Fop+1 defined in (9.21). We define

frn(0,m) := Fnyn(0,m + im — i0) (9.139)

with @ € R™, n € R", m + n odd.
As for the function g that appears in the definition of Fyi,q, we assume that its
Fourier transform g(u-) fulfils the bounds in Eq. (9.115).

Proposition 9.11. Let f,,, be as in (9.139), and w(p) = p®. Then, || fun |l s, < 00 for
all m,n. If further Conjecture 9.3 is true, then there are constants c¢,d > 0, depending
on n,a but not on m, such that

[ fomn (8 ) s+ 1 frm (0, M) [0 < € d™ N/ (172). (9.140)
Proof. Recall from (9.31) and (9.24) that

Fon(0.1) = §(uE(O) — pE(m) Y sienP [ tanh 25 (0.1)

PEPmin (p,g)eP

where (; = 0; for j < m, and (; = nj_,, +im for j > m. We reorganize the sum over
pairings P in the following way: Fist we consider the number ¢ of pairs which contain
one 6; and one 7;, and we sum over 0 < ¢ < min(m,n); then we sum over all the
possible corresponding pairs at fixed ¢; finally we sum over all other pairings of #; with
6; and n; with n;. In this way, for every choice of such pairs (p1,q1), ..., (ps, q¢), there
is & Bpi.q),(peq) € 1141, —1}, such that:

min(m,n)

fmn(0:m) = G(LE(O) ) > > Bora1)ses(peae)

=0 (p1,q1),---»(Pe,qe)
1<p;<m<g¢;<m+n

4 .
Op; — Mg; + 10 - .
X (| [ coth %)Tm_g(em_e(m. (9.142)

J=1

Here, 6 denotes all 0; with j not in the list p1,...,p;, and 7 denotes all 7; with j not
in the list ¢, ..., q.

To find such 8, we can write the permutation in Eq. (9.23) as the composition of
three permutations given for k even by:

1 2k
= - . 9.143
a1 (1...m m+1.".m+n pl,ql...pg,q)’ ( )
1.7.m m+1...m+n p1,q...pe,qe
09 = . ’ ’ 9.144
? (pr’{..-pZn@,pﬁlg m+1."m+n p,q...pe,q ( )
[ N m+1.".m+n . q1 - .. Do,
0-3 = pll plll p;rrl ¢ p// ¢ / ! / ! pl Q1 pz qg . (9145)
PP - Po—tsPm—e 91591 -+ -9p—p>9n—¢ P1,41---DPesqe

Note that the pairing P is given by the last line of (9.145). Then sign P is therefore
the product
sign P = sign oy - sign oy, - sign o3 (9.146)

where sign o; = f3, sign oy and sign oz form the respective signum terms in 7;,_, and
Th—s, see (9.24). The case k odd can be treated similarly.
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We consider one term in the sum (9.142), multiplied with the exponential exp(—E(n)*):

£(6.m) = §(nE(6) (Hcoth T (BT, () b~ E(n)*),

(9.147)
We want to estimate the norm || f||,uxn. The functions T, , and T,,_, are bounded
and therefore Prop. 9.10 yields that ||f||.xn < 0o and hence || finn %, < co. If the
Conjecture 9.3 is true, then we have that ||75,,—¢|lcc < 1 and ||T—¢]|oc < 1. Applying
Proposition 9.10, we have that || f|lmxn < cd™74(m)?, where d” and v,(n)'/? are
absorbed into the constants c, d, that therefore mlght depend on n, k and «.
We note that every term of the sum (9.142) is of the form (9.147), except for
renumbering of the variables and =+ signs. So we can apply the same estimate to each
of this terms. We need only to count the number of summands in (9.142); this can be

estimated in the following way: we need to multiply the number (’?) of possibilities
of setting ¢ indices within m, with the number (?) of possibilities of setting ¢ indices
within n, and with the number ¢! of possible exchanges of the pairs. So, there are at
most (’Z) (2)6! < 2m*nyl different choices of pairs (p1,q1), ..., (pe, qe); and £ takes at
most £ + 1 < min(m,n) + 1 <n+ 1 values.

Therefore, we have to multiply the estimate discussed above with such number. We
absorb 2 - 2"k! into some other constants ¢, d’ that hence might depend on n, k and «

(but not on m), we find

|.forn (0, 1) exp(=E (1)) [lmxn < ¢ (&)™ /7al(m). (9.148)
In analogous way, we get

[ frn (8, 1) exp(=E(6)) [mscn < " (d)™ \/Ya(m). (9.149)
Recalling the definition (2.57), this gives the result in Prop. 9.11. O

Using our results of Sec. 9.2.1 and Proposition 9.11, we can now prove the following
corollary:

Corollary 9.12. A is w-local in O,.

Proof. By Proposition 9.11 we have that the functions Fy;,; satisfy the condition (F5)
with the indicatrix w(p) given by? w(p) = p*, 0 < a < 1.

We have also shown in Sec. 9.2.1 that the functions Fy;,; satisfy the conditions
(F1), (F2), (F3), (F4) and (F6) of the theorem. Hence, by Theorem 5.4(iii), A is
w-local in O,. O

Due to Prop. 3.7 we have from Prop. 9.11 that A =)" [ %fmn(e, n)z™(0)2"(n)
is a well defined quadratic form in Q. Moreover, applying Prop. 4.5 we can also show
that A extends to a closable operator affiliated with A(O,), as the following theorem

shows:

Theorem 9.13. Let 1/3 < a < 1. Suppose that Conjecture 9.3 is true. With fp., as
above, the quadratic form

A= > [0 (0)2" () (9.150)

extends to a closed operator which is affiliated with A(Q,.).

2In the case where w grows slower, for example polynomially, this result does not seems to be true any
more.
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Proof. We want to show that the following series converges by using the estimate that
we computed in Prop. 9.11:

(r\fmn\|mm+||fnmum)<c2 (Vaar (220N 95

m!

2m2
Zr

Using that (n € N) I'(n) = (n— 1)! and the Stirling’s approximation, n! ~ +/ 27m<%>n,
we find for large m,

Yalm) _ T(m/20) (2-1)!
m! am!T'(m/2) aml (_ _ 1)

o\ -1
e ))*
m m/2—1
27Tm<%) 2(m/2 — 1) (m/j_1>
(\/563/2(20ze)_1/20‘>mm%(l/a_?’). (9.152)

~Y

1
V2Tmao

In the case o > 1/3, we have that the right hand side of (9.151) converges by application
of the quotient criterion. Therefore we can apply Prop. 4.5 and find that A is closable;
since moreover we have shown that A is w-local (see the remark after Eq. (9.149)), we
can apply Prop. 4.4(iii), and conclude that the closure is affiliated with A(QO,). O

9.3 Local observables for general S

We will indicate in this section how the construction of local operators discussed in
Sec. 9.1 and Sec. 9.2 for S = —1, see Eq. (9.21), can be generalized to general S
matrices. In order to maintain the comparison with the case S = —1, we will restrict
to the case S(0) = —1 rather than S(0) = +1.

Note that in the general case we do not expect “Buchholz-Summers” type of oper-
ators because the recursion relations force the family of functions Fj to be infinite.

The main building block of (9.21) is the function

H = ¢
~1(¢) := tanh 37 (9.153)

which has the properties
H,l(—C) = —Hfl(—C), H,1<C + 2Z7T> = H,l(C), res H,l(C) = 2. (9154)

(=—1im
We propose to replace this with the S-dependent variant
€24 5(—()e ¢

HS(Q - 64/2 + 674/2 9 (9155)
which has the properties (S(ir) = S(0) = —1)
Hg(—=C) = S(+Q)Hs(C),  Hs(¢ + 2mi) = Hs(C),
e _ . 1 (9.156)
Cigszﬂ HS(C) = (6 /2 + S(+Z7T)€+ /2) Cresm m = 2.
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Then we consider

= oRg D S7UC) Hs(Coi—1) — Co2y))- (9.157)

This function, according to Eq. (9.156), is 2mi-periodic in each variable and S-symmetric
(by construction). Similarly to the case S = —1, see Sec. 9.2.1, we can rewrite Tg o511
in the following way:

Tonn(@ = S 87 ] Hs@-¢) (9.158)

" Pepgydered (¢r)ep

Here Pgiaeed denotes the set of all ordered pairings of 2k+1 indices and S” is the factor
S? for the permutation o corresponding to P by Eq. (9.23). We have the following
lemma:

Lemma 9.14. Tss41 has the residua

(o min Tsarsa ( I1sc )Ts 2-1(¢). (9.159)

q=m
Proof. To prove this, we first compute the residue of Tgox41 at (o — (1 =

1

Jres Tsan(@ = 3 87O res Hs(G=G) ][ Hs(G=¢). (9.160)
o " Pepgydered o (¢r)eP!
(1,2)eP

where P’ denotes the pairing P with the pair (1,2) left out.
We consider the permutation

1 2 2k+1
Op = 1 2 61 (st 62 T oo 12 . m . (9161)
El T EQ (] o102 m

We call the permutation from the first to the second line op/, and the permutation from
the second to the third line 7. We have op = opr o 7 and, correspondingly, S77(¢) =
S (&)ST(COP) = S7P (¢)ST(¢P'). Note that ST(¢7P') = 1 on the hypersurface ¢, —
¢ = im. We have SP(¢) = S°7(¢) and SP'(¢) = So7'(¢). Further, we note that
the sum over P contains every P’ exactly k times. Therefore after renumbering the
components of ¢, we can change the sum to ) Pepgyiered = k> prepgrdered- Hence, we

arrive at Q, z)eP
2 / ~
. _l"giins,zk+1(C) = o) >8P [ Hs(G— &) = —2Tsk-1(Q).
o " prepgrdered (¢r)EP!

(9.162)
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For the residue at ¢, — (,,, = im (m < n) we find, using S-symmetry,

res  Tsori1(C) =  res HS — (i) HS — () Ts25+1(Cms Gas €)

Cn—Cm=1m Cn—Cm=tm -
qsém
m—1 n—1 .
= < S(Cm - Cl) H S(Cn - gq)) ‘Cn*Cm—lﬂ' ' n *I‘Ces . TS,2k+1(Cma Cn, C)
i=1 - m=e
q#m

n

——2( T 8¢~ 6n)) Tsan1(0). (9.163)

q=m
L]

Ts2r4+1 is however not S-periodic. We propose to fix this problem with an extra
factor Mg ox+1 which fulfils the following properties:

Mg ok4+1(€7) = Mg a2i41(€), (9.164)
Mg oj41(¢ + 2miel?) (H S(G—¢) )Ms 26+1(€), (9.165)
i
! 2k+1
MS,2k+1(C)}Cn_Cm:m M o—1( —(1 - H S(¢ ) (9.166)

for all o € G911 and all (.
We will make a remark on the existence of such functions below. Given Mg o 41(¢)
with the above properties, we can set with a suitable localized test function g,

1
(2mi)*
and this will fulfil all conditions (F1), (F2), (F3), (F4). In particular, we find

For1(C) = 75—z Msar1(€) Ts,2141(€) g (L E(C)), (9.167)

2k+1

oo =1 1@) k-1 %< H S ) (E(C)) >
( H S(¢ )TS2k 1(€)
:_%UZIS(C )(l—zﬁlS )F% (¢). (9.168)

Regarding the functions Mg k11, it would of course be important to construct them
explicitly, but we have not found an explicit solution yet. Nevertheless, we can show
that such functions exist and therefore that the conditions (9.164)—(9.166) are compat-
ible. Namely, using the results of Lechner [Lec08] and our characterization theorem,
Thm. 5.4, we know for a large class of functions S that there exist functions F%ﬁl}ner
which fulfil all conditions (F). Given these, we set

FHE(Q)

MS,Qk—H(C) = (271'2) TS 2k+1(C) .

(9.169)
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Since the poles of the numerator and of the denominator cancel, and since they are both
S-symmetric, these Mgor1 will have the properties (9.164)—(9.166). Of course, this
does not solve completely the construction problem, but it shows that our approach is
consistent.

However the main challenge in constructing interacting operators for general S is
in verifying the various bounds conditions.

The bounds (F6) should be easy to verify with similar methods as in Sec. 9.2, since
they essentially depend on the growth of g except for slower growing terms.

More difficult is verifying the bounds (F5), i.e. the question whether

| Fopr1(0,m 4 i) || xn < 00, (9.170)

and even more whether the summability conditions of Prop. 4.6 are fulfilled. To that
end, the estimates of Sec. 9.2.2 need to be generalized and improved. In particular,
these are more difficult to show than the hypothesis of Prop. 4.5 which we used for the
case S = —1; the extra condition (4.5) needs to be taken into account. In other words,
one needs to track the dependence of the constant ¢’ on & in Prop. 9.10 well enough to
prove summability, which requires a big improvement.
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Chapter 10

Conclusions and outlook

We have established existence and uniqueness of the series expansion (1.4) for any
quadratic form A in two-dimensional factorizing scattering models. We have given an
explicit expression for the expansion coefficients fTLf ), in terms of matrix elements of
A, and analysed their properties (independent of locality) with respect to spacetime
symmetry transformation of A; of particular interest are the spacetime reflections,
which also play an important role in the study of local observables in bounded regions,
see Sec 8.6. We discussed how to generalize the expression (1.3) for the expansion
coefficients in terms of a string of nested commutators, valid in the free field theory,
to the factorizing scattering models described by [GLO7], by defining a “deformed
commutator” with the notion of warped convolution [BLS11].

We investigated the necessary and sufficient conditions on the coefficients fr[,f L that
make a quadratic form A of a certain “regularity class” w-local in a bounded spacetime
region (see definitions in Sections 2.6 and 4.1). These are in particular analyticity
properties of the coefficients f#ﬁ }n, and bounds for their analytic continuation.

Extra conditions on the summability of certain w-norms of fr[,f L (see Sec. 2.7 for defi-
nitions) will imply the extension of the quadratic form to a closed, possibly unbounded,
operator.

Further, we showed that a family of functions F} which satisfies the conditions
Def. 5.3 for the characterization of the w-local quadratic forms, and the condition of
Prop. 4.5 for the extension of the quadratic form to a closed operator, inserted in (5.4),
yields an operator affiliated with the local algebra of bounded operators, see Prop. 4.4.

Finally, we used these conditions to construct concrete examples of local observables
in the case S = —1 in Chapter 9.

This construction applies to two dimensional scattering models with particle spec-
trum described by one kind of particle, scalar, massive and without charge. However,
one can generalize it to models with a richer particle spectrum, see for example [LS12].
This would give a more formal complication to the general setting, for example the
scattering function would be a matrix-valued function, rather than scalar-valued; but
the expansion (1.4) and the characterization of locality of A in terms of properties of
the expansion coefficients would remain essentially the same.

We have shown that the expansion (1.4) is related to the deformation methods ap-
plied in quantum field theory, and in particular to the notion of warped convolution, see
for example [GLO7, Lec12], [BS08, BLS11]. These methods can be applied to any the-
ories with arbitrary spacetime dimensions with the purpose of constructing interacting
models of Buchholz-Summers type [BS08, BLS11]. This would suggest the possibility
to generalize the expansion (1.4) and our analysis to arbitrary spacetime dimensions
using techniques of Appendix A. On a formal level, we would get an expansion in a basis
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which depends on a deformation parameter (). However, in higher dimensions there is
a much larger choice for () with each @) corresponding to a wedge-region in Minkowski
space. One could think to follow the same characterization programme as for 1+ 1 di-
mensional models in theories with higher spacetime dimensions. In higher dimensions
double cones are intersection of more than two, in fact infinitely many, wedges, and
each of these wedge localizations would give an analyticity condition on the coefficients
f with details to be determined. However, in line with the expectations of the au-
thors [BS07, BLS11], one will possibly find that these conditions on the holomorphic
functions are so strong that they are fulfilled only by constant functions, and therefore
the set of local observables contains only multiples of the identity operator. This may
lead to a no-go theorem in the class of models described by [BLS11].

The expansion (1.4) is not only useful for the characterization of local operators in
two dimensional factorizing scattering models, but also to analyse the pointlike field
structure of these theories, using techniques as in [BOSO5] Here one would consider the

expansion (1.4) and write the coefficient functions f in a series expansion which is
adapted to the short distance limit:

0.1 = Y ga(0.1) (10.)

In the free field case, this is a Taylor expansion in momentum variables and the g,k
are polynomials in momentum components, or, in other words, hyperbolic polynomials
in rapidity space.

In the factorizing scattering models, ¢,.,x need to be chosen so that they fulfil
conditions similar to Def. 5.3 for radius » = 0, details regarding the bounds need to be
determined: 3+ 1 dimensional free field theory can serve as a guidance, since the g,k
are explicitly known there [Bos05, BDM10]. In the case S = —1, an example of one
basis element can be found from Sec. 9.2 by formally setting g = 1:

1 Co(2-1) ~ Go

hoer1(€) = ) Z mgnaHtanh @-1) 5 G) ¢ eN, (10.2)
0€6Gap 41 Jj=1

and setting

honin (60, m + i77) if m 4+ n is odd,

10.3
0 if m + n is even. ( )

gmn,1(9;77) = {

Inserting (10.1) in the expansion (1.4), one finds

A=Y el [ ddn g6, 0)" ). (10.4)

m,n,k

After reorganizing the sum and the terms in the expression above, one should arrive
at an expansion of the form

Here ¢y, ¢ are pointlike localized ob jects at the origin as a consequence of the analyticity
conditions fulfilled by g,nk. Note also that ¢y, are independent of A.

In this way, one would be able to determine all the interacting pointlike fields of the
theory, and would have shown that every operator A can be expanded in their terms.
In this sense, all the local observables would be known up to approximation.
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Further, note that we can apply the expansion (1.4) only to theories where the
scattering function S has no poles on the physical strip; in particular, the results of
Lechner [Lec08] are valid only in this situation. However, the operator expansion as
such (Thm. 3.8) does not require an analytic continuation of S, and therefore can in
principle be extended beyond theories where the scattering function is restricted by
this condition. For these theories, on the other hand, the Hilbert space as defined
in Sec. 2.4 is not suitable to allow local operators. So, the Hilbert space needs to be
extended in order to include extra states, so called “bound states”, and Thm. 3.8 needs
to be generalized to this extended Hilbert space.

Certainly, an important task in our programme would be to exhibit a concrete
example of local operator for a general scattering function S. We have presented
in Chapter 9 an approach for finding functions Fj which might yield an example of
this type, without having verified all the conditions (F') established in Def. 5.3 and
Prop. 4.5. These F}, are derived as a natural generalization of the examples for S = —1
discussed in Chapter 9. A further significant step would be to complete the proof of
the conditions (F') and to show closability in the general case.

Finally, we would like to emphasize one important message of this thesis: namely
that the examples in Chapter 9 suggests that the expansion Eq. (1.4) in terms of wedge-
local objects is more efficient than in terms of local asymptotic free fields (the usual
form factor program); in our examples bounds on the coefficients can be exploited
to ensure convergence of the expansion series and to establish (w-) locality, avoiding
uncontrolled infinite sums as in usual FFP.

137



CHAPTER 10. CONCLUSIONS AND OUTLOOK

138



Appendix A

Warped convolution

In the free field theory, corresponding to the case S = 1, and where the Zamolodchikov
operators z' and z are the usual Bose annihilation and creation operators a' and a, we
can express explicitly the coefficients f% L, of the Araki expansion in terms of a string
of nested commutators, namely as:

FA0,m) = ([ [al6), [ . [a(0), Al al ()] ..., @l ()] ). (A.1)

We can verify this formula by direct computation in the case A = a™ a” (f), by using
repeatedly the relations of the CCR algebra. Then, we have that this formula holds
for all quadratic forms A by expressing the quadratic forms with the Araki expansion
and by using linearity.

We can extend this kind of formula (A.1) to other examples. For example, in the case
of the Ising model, corresponding to the case S = —1, and where the Zamolodchikov
creation and annihilation operators fulfil the CAR algebra, we can define a graded
commutator |-, -],; note that the graded commutator between even operators is equal
to the commutator and between odd operators is equal to the anticommutator (where
even and odd operators are defined with respect to the adjoint action of (—1)"). Then,
using this graded commutator, we can write the Araki coefficients in analogous way as
in (A.1), using the following formula:

S0 0,m) = (L [200), [ [2(0m), Ay, 2T ()] - 2 ()], 2), (A2)

As before, we can prove this formula by computing explicitly the commutators in the
case A = sz/z”/( f), using repeatedly the relations of the CAR algebra. Then, we can
extend this formula to all quadratic forms A by using the Araki expansion and by using
linearity.

We would like to generalize this kind of expressions for the Araki coefficients to
more general models. Here we will try to make this generalization to the family of
models obtained by Buchholz, Summers and Lechner in [BS08, BLS11], using the
warped convolution construction.

In this construction, one starts from a given quantum field theory and deforms the
algebras of observables, and in this way constructs a new theory. This deformation uses
as a deformation parameter a skew symmetric matrix (); this deformation is equivalent
to a Rieffel deformation [Rie93] with respect to the action of the translation group
(see [BLS11, Lemma 2.1(i),Eq. (2.2)]); moreover, we can alternatively interpret the
deformed theory in terms of a quantum field theory on noncommutative space-time
[GLO7]. Buchholz, Summers and Lechner in [BLS11] wanted to apply this deformation
to a general and possibly interacting quantum field theory, in particular in 241 and in
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more space-time dimensions. However, in our case, we start from a 14+1 dimensional
free field theory. Then we know from [GLO7] that the deformed theory that one obtains
is equivalent to an integrable model with a certain simple type of scattering function
S. We will see explicitly below this equivalence.

We want to define for this particular class of models, a “deformed commutator”
[, -]g, so that we can write an analogue of the formula (A.1) also in the case of this
class of models.

First, we introduce some notation and preliminaries. In this section, H and related
spaces are associated with the free field S = 1. We also consider only the case where
w = 0 and hence we drop the superscript w from all objects that we will consider.

Now, following the conventions in [BLS11], we introduce some spaces of “smooth”
operators and quadratic forms. We start with the operators of 8B(H) and we consider
x +— A(x) using the adjoint action of translations. Then, we introduce the seminorms
A — ||0"A||, where 0% with a multi-index  are partial derivatives with respect to the
action of space-time translations. We call C* the subalgebra of *B(?) consisting of
“norm-smooth” operators, namely operators such that ||0"A|| < oo for all multi-indices
k. We equip C* with the usual Fréchet topology, namely the topology given by the
seminorms A — ||0"A]|.

Correspondingly, we also consider the space Q> C Q of quadratic forms A that
fulfil QLAQ € C*= for all k.

We also consider the subspace F>° of Q> defined as follows: For A € F>° and any
k € N, there exists k' € N so that Qu AQ), = AQ, and QrAQ = QrA. An equivalent
way to formulate this definition is to say: For A € F* and any k € N, there exists
k' € N so that AQy € C™, A*Qy, € C, AQH C QuH, and A*QH C QpH. Then
we say that Q> is a bimodule over F*°. We note that F>° C 9O, C* C Q, but
C>® ¢ F.

Moreover, we consider the so called F*°-valued distributions on R™: They are
linear maps D(R™) — F*>, f — A(f), such that for any k, the number k' above can
be chosen independent of f, and such that the maps f — A(f)Qr and f — QrA(f)
are continuous in the Fréchet topology. We also have that products of F>-valued
distributions in independent variables are again F*>°-valued distributions. We will write
as usual these distributions in terms of their formal kernels, A(f) = [ A(0)f(8)de.

Considering the (anti)unitary representation U of the proper Poincaré group, we
want to show that if an operator A is an element of C*, Q> F*°, and of F*°-valued
distributions, then also the operator transformed by the adjoint action of U, UAU™, is
an element of these spaces, respectively.

For C*: The first order derivative of UAU* is given by [P,,UAU*| = U|[P,, AJU",
where P, =0, 1, is the momentum operator. Then ||[P,, UAU*]|| = ||U[P,, A|U*|| =
|0A]| < oco. Similarly, the second order derivative of UAU* is given by the multi-
commutator U[P,, [P, A]JU*; calling B := [P, A], we can use the result before and
conclude that ||0*(UAU*)|| < oo. The same apply to higher order derivatives of U AU*.

For @*: UAU* € Q= if and only if we can show that Q,UAU*Q;. € C*. But this
follows from the fact that QLU AU*Qr = UQrAQRU* (uses that U commutes with the
particle number operator), and the fact that Q,AQy € C* (since A € Q).

For F*°: Since A € F>°, then AQ) € C; this implies UAU*Qy € C*, since U
commutes with the particle number operator. Hence, UAU* € F°.

For F*°-valued distributions: It was proved before that UA(f)U* € F>. It remains
to show that the map f +— UA(f)U*Qr = UA(f)QrU* (uses that U commutes with the
particle number operator) is continuous. For this, we consider the map f +— A(f)Qr —
UA(f)QrU*. Since A is a F>°-valued distribution, then f — A(f)Qy is continuous;
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call B := A(f)Qy, we have |[0*(UBU"*)|| = |[U(0*B)U*|| = ||0*B]|. This implies that
the map B — UBU* is continuous. Therefore, f +— UA(f)U*Qy is a continuous map.
Similarly, we can show that the map f — QR UA(f)U* is also continuous. Therefore,
UAU* is a F*-valued distribution.

In particular here we are interested in the action of the translations operators
U(x) :=U(x,0).

We say that an F>°-valued distribution A is homogeneous if there is a smooth
function o4 : R™ — R? such that

Ve eR?:  U(x)AO)U(z)* = 20T A(9). (A.3)

We call 4 the momentum transfer of A. If A(@), B(n) are both homogeneous, then
also A(0)B(n) is homogeneous, and has momentum transfer p45(0,mn) = pa(0) +
©p(n). There are some important examples of homogeneous distributions: a'(#), a(n),
and a'™a"(0,n), which have momentum transfer p(#), —p(n), and p(8) — p(n), respec-
tively; other examples are their deformed versions, that we will consider below.

Now we introduce the warped convolution. We denote with dE(p) the (joint) spec-
tral measure of the momentum operator, and we denote with () a skew symmetric 2 x 2
matrix. The warped convolution 7 of an operator A is defined by

rol4) = / U(Qp)AU(Qp)* dE(p) — / IEQU@QPAUQpF.  (Ad)

Note that we must take this integral with care, since the integrand has constant norm.
However, Buchholz, Lechner and Summers managed in [BLS11] to define it in the case
where A are smooth operators and in the sense of an oscillatory integral, and to give
a bijective map ¢ : C* — C*°.

We need to extend this map to our space of quadratic forms, and in order to obtain
this we will use the projectors Q.

Let A € C*, since the @y commute with U(z), we can write,

7Q(AQK) = 7(A)Qk,  TQ(QrA) = Qrrg(A). (A.5)
Using this, we can extend 7g to quadratic forms A € Q>: Let 1, x € H! we define,
(W, 7(A)x) = (¥, T(QrAQk)X) (A.6)

where k is chosen large enough for ¢, x. Indeed, for k£ large, the expression on the right
hand side becomes independent of k: If ¥, x € Q,,/H and if £ > m, then

(U, To(QrAQK)X) = (¥, QmTo(QrAQL)QmX) = (¥, To(QmAQM)X), (A7)

where in the second equality we applied (A.5) since the operator Q;AQy is bounded;
moreover we used that if & > m, then Q,,Qr = Q.
Now we want to show that the relations (A.5), which hold for operators on C*,

hold also for all A € O: For A € Q> k € N, the right hand side of the first relation
in (A.5) gives

(¥, 70(A)Qrx) = (¥, T0(QeARQ)QrX) = (¥, To(QrAQLQ:)X) = W,TQ(AQk)Xz, )

A8

where in the first equality we made use of (A.6) with ¢ large; in the second equality

we applied (A.5) since the operator QQ;AQy is bounded. In the third equality we used
again (A.6) with ¢ large. Analogously for the second relation in (A.5).
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Note that AQ, € Q> because @y € F>° and A € Q. Indeed, in general one has
for A € Q* and B € F>, that AB € Q*, BA € Q% (i.e. Q% is a bimodule over
F>). The proof of this statement works as follows: AB € Q% if we can show that
QkABQk € C*. Since B € F*°, then QkABQk = QkAQk:’BQka where QkAQk/ € C>®
and BQy € C>*. Now, it was already shown in [BLS11] that for C, D € C*, then
CD € C*. Analogously for the product BA.

We present the most important properties of the map 7¢ in the following proposi-
tion, which is mostly due to H.Bostelmann:

Proposition A.1. For any skew symmetric matrices QQ,Q’, we have:
(1) 7q : C*° — C™ is continuous.
(i1) ToTg = To+qr, To = id, 7'(51 =T_¢.
(iii) Tq(U(x)A) = U(z)19(A), 70(AU(2)) = 7(A)U(2) for any x € R? and A € Q.

(iv) 7o : C° — C>®, 1 : F*° — F>, 19 : Q™ — Q% are x-preserving vector space
1somorphisms.

(v) If A is an F>-valued distribution, then 1q(A) : f — 1o(A(f)) is an F*-valued
distribution as well. If A is homogeneous, then so is To(A), with the same mo-
mentum transfer as A.

Proof. For part (i): this part can be proved similarly to [BLS11, Prop. 2.7(ii)]: in their
notation, they considered the inclusion 2 of C*°, equipped with the Fréchet topology
induced by || - ||, into itself equipped with the Fréchet topology induced by || - ||; it was
shown in [Rie93, Lemma 7.2] that this map is continuous. In turn, they showed that
the map m¢ is norm-preserving between || -||o and |- || and hence it also intertwines
the associated Fréchet topologies. In our notation, we have that 79 = mg o 4; so from
the properties of the maps mg and 1, it follows that the map 7 is continuous.

For part (ii): the relation 797 = 7g4+¢ was shown for A € C* in [BLSII,
Prop. 2.11]. To extend it to @, we need to show for A € Q> that

(W, 77 (A)x) = (¥, To+e (A)X)- (A.9)
The left hand side gives:

(¥, o1/ (A))x) (¥, 7(Qr7g (A)Qr)X)
= (¢, 7q(1q/(QrAQL))X)
(U, Torq (QrAQR)X)

= (¥, 7o+ (A)x), (A.10)

where in the first equality we made use of (A.6), where in the second equality we used
(A.5), where in the third equality we applied [BLS11, Prop. 2.11] since QrAQy € C*.
In the fourth equality we made use of (A.6) again.

The equality 70 = id can be proved on C*> using [BLS11, Eq. (2.4)] and setting
@ = 0. We can extend it to Q> by computing:

(¥, 10(A)x) = (¥, 0(QrAQk)x) = (¥, QpAQrX) = (¥, AX), (A.11)

where in the first equality we used (A.6). In the second equality we used the relation
7o = id on C*, since Q AQ) € C*. In the third equality we used (A.6) again, assuming
that k is large.
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The relation 7, !'= 1 ¢ is a direct consequence of 7o = Tg1 ¢ and 1 = id: From
TQTQ = T+ We have ToT_¢g = Tg_¢g = To; inserting 79 = id, we find 797_¢ = id.

Part (iii): these relations can be obtained for the case A € C*™ by explicit com-
putation, e.g., from [BLS11, Eq. (2.4)]. The result for A € Q> can be obtained as
follows:

(¥, 7o(U(x)A)x)

(z)
= (, Ue)ro(A)), (A12)
where in the first equality we used (A.6), where in the second equality we used that
U(x) commutes with Q. In the third equality we used the corresponding result for
C> obtained above, since QrAQ, € C*. In the fourth equality we used (A.6) again.
The second relation in (iii) follows analogously.

For (iv): a map is a vector space isomorphisms if it is linear and bijective. Moreover,
it is s-preserving if 7o (A*) = 179(A)*.

For the case C*: the inclusion 7¢(C*>) C C* was already shown in (i). The map ¢
is linear, bijective and #-preserving as a consequence of [BLS11, Prop. 2.7(ii)], [BLS11,
Lemma 2.2(ii)] and [BLS11, Remark after Def. 2.3].

For the case @, we first need to show that for A € Q> we have Q;7o(A)Q) € C*:
If A e 9, then Qr1o(A)Qr = T79(QrAQK) by (A.5), and QrAQ, € C*™. Hence, by
part (i), 79(QrAQy) € C*. That implies Qr7o(A)Qr € C*, therefore 7o(A) € Q™.

As for linearity: In (A.6), we know from the result above for C* that 7¢(QrAQy)
is linear in A, since QrAQy € C*. Therefore 7¢ is linear on 9.

The map 7¢ is bijective on Q> as a consequence of relation 75 e T_¢ in part (ii).

Finally, 7¢ is *-preserving on Q% for the following reason: In (A.6), we know from
the result above for C* that 7(QrAQy) is *-preserving in A, since QrAQ, € C™.
Therefore, 7 is *-preserving on Q.

Now, it remains to show that 7¢ is a linear, bijective, *-preserving map from F>°
to F°. For the inclusion 7 (F*) C F>°, we compute

7Q(A)Qr = 7Q(AQk) = To(QrAQL) = Quo(A)Qr, (A.13)

where in the first equality we used (A.5), since A € F* is in particular an element of
Q. In the second equality we used that A € F*°, and therefore that by definition
Qr AQr = AQy, for some k. In the third equality we made use of (A.5) again. Similarly,
we show that 7¢(A*)Qr = QrTo(A*)Qk. This implies 79(A) € F>.

The linearity of 7o on F*° is a consequence of the linearity of the map on Q> shown
above.

The map 7 is also bijective by part (ii), where we proved the relation o 1 T_Q:
we only need to show that 7‘51 : F° — F*°; this can be done using 751 = 7_¢ and
(A.13) with —@ in place of Q.

7o is also x-preserving on F°° because it is a *-preserving map on 9, as shown
above.

For (v): First of all, 7¢(A(f)) € F> by (iv). This implies that 7o (A(f))Qr € C>.
We need to show that f — 7o(A(f))Qk is a continuous map in the C*°-topology: Since
A(f) € F* is in particular an element of @, then by an application of (A.5), we have

1o(A(f))Qr = TQ(A(f)Qk). Now we consider the map f +— A(f)Qr — 1o(A(f)Qk)-
Since A is an F>°-valued distribution, the map f +— A(f)Qy is continuous by definition.
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Also, the map A(f)Qk — To(A(f)Qk), from C* to C*, is continuous due to (i). Hence,
we have that f — 79(A(f)Qs) is continuous. By (A.5), this implies that the map
[ = 1(A(f))Qk is continuous as well. With a similar argument we show that the
map f — Qr1o(A(f)) is also continuous.

Since A is an F>°-valued distribution, we have Qw A(f)Qr = A(f)Qr and QL A(f)Qw =
QrA(f), where k' depends on k but not on f; then we want to show that Q7o (A(f))Qk =
10(A(f))Qr, where k' is large enough and where the choice of k" does not depend on
f; similarly for Qxmo(A(f)). For this, we compute:

QuTo(A(f)Qr = To(QuA(f)Qr) = To(A(f)Qr) = To(A(f))Qx, (A.14)

where the first and the last equalities are due to an application of (A.5). In the second
equality we used that for &’ large enough we can apply (A.6); here note also that the
choice of k' does not depend on f, since A is an F>°-valued distribution.
Hence, we can conclude that f — 7o(A(f)) is a well-defined F*>°-valued distribution.
Finally, we prove the homogeneity of 74(A) as follows:

U(x) (AU (2)" = 1o(U () A())U(2)*) = mo(A(e#107 f)), (A.15)
where in the first equality we applied (iii), and where in the second equality we used
the homogeneity of A. O

We note that 7 is a vector space isomorphism, i.e. it is a linear (7g(A + B) =
10(A) +19(B)), bijective and *-preserving map between vector spaces, but it does not
preserve the operator product: 7g(A- B) # 17g(A) - 7¢(B). On the contrary, it deforms
the operator product in the sense given by Lemma A.2.

The following lemma describes explicitly the action of 7¢ on homogeneous distri-
butions:

Lemma A.2. If A, B are two homogeneous F>°-valued distribution on R™, then, in
the sense of formal kernels,

7(A(6))7(B(8)) = #4921y (A(0) B(n)). (A.16)

Proof. We start with some remarks about a general homogeneous F>°-valued distribu-
tion with kernel C'(§).

First, we will show using the basic properties of the warped convolution that the
following equation [BLS11, Eq. (2.4)] holds in the sense of distributions:

7(C(€)r(n) = e OWDC(E)r(n). (A.17)

To prove this equation, we consider test functions f € D(R™), g € D(R™). We choose
hi,hy € S(R?) such that by = 1 on a neighbourhood of 0, hy(0) = 1, and such that
hy has compact support. Moreover, we consider r(g) to be smooth with respect to

translations. Then, under these assumptions, we can apply [BLS11, Eq. (2.4)] and we
find,

7o(C(F))r(g) = lim(2m)" / / d dy hn (ex)ha(ey)e U (Q)C(H)U Q) U (y)r(9).

(A.18)
Using homogeneity (A.3), we have

7(C(f)r(g) = llgﬂ (2m)” // dzx dy hy (ex)ha(ey)e = VC (09 fp (v g).
(A.19)
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We call
F.(6.1) = (2m) / / 01 dy b (e2)ha(ey) e @ HED =213 £(9) g ()
= / dz hl(ex)ﬁfm (e (p(n) — z)) €@ £(0)g(n).

Note that F, € D(R™") (this follows by computing explicitly the derivatives of F, in
(A.20), taking into account that f, g are smooth and with compact support and that
@c is also smooth) and that it plays the role of test function for the vector valued
distributions Cr( - ); hence we can write (A.19) as

7Q(C(f))r(g) = lim Cr(Fo). (A.21)

(A.20)

In (A.20), note that since hs has compact support, it restricts the integral to a compact
set; moreover, for sufﬁciently small €, we can replace hq(ex) with 1. We also note that

for e — 0, 1 hg( 1.) is a delta sequence. By all these considerations, we find for
e — 0,
F(8,m) — "0 f(0)g(n) in DR™™). (A.22)
Inserting this into (A.19), we find
w(C(Prls) = [ dodn e 8)g(m)C(O)r () (A23)

which coincides with equation (A.17).
Second, we notice that the support of the distribution (€(8),C(&)r(n)) is on the
hypersurface p(0) — p(n) = pc(€). To show this, we compute, for z € R?,

(£(8),C(&)r(n) = (U(2)€(8), U(x)C(E)U ()" Ulz)r(n))
= PO tptec®)z(p(9) C(&)r(n)), (A.24)

where in the second equality we used the homogeneity (A.3) of C' and the covariance
properties of £(-),r(-) (namely, U(z)r(n) = exp(ip(n)z)r(n), and analogously for
£(0)). But note that equation (A.24) can hold for all z only if the support of the
distribution is contained in the surface p(6) — p(n) = ¢c(£).

Now we compute both sides of equation (A.16) for the distributions A and B,
between smooth vectors £(-),r(-). We start with the left hand side:

(€(6"), 7o(A()1o(B(n))r (1)) = e'A@@ D etenRC (g (g'), A(8) B(n)r (1))

- eW’A(e)QﬁpB("l)eip(el)Qp("?/)<£(0’)’ A0)B(n)r(n)),
(A.25)
where in the first equality we applied (A.17) twice, and where in the second equality we
used that the support of the distribution is restricted to p(8") —p(n’) = ©4(0) +¢r(n),
due to the remark above.
As for the right hand side, we obtain

(€(6"), 7o(A(0)B(m))r (1)) = e'#4OHestmIQ) (g ('), A(0) B(n)r(n'))

, ’ A.26
:elp(e)Qp(n)<e( ) A(0)B(n)r(n)), ( )

where in the first equality we applied (A.16) with C(0,n) = A(8)B(n), and where in
the second equality we made use of the restriction p(8") — p(n') = pa(0) + ¢p(n) on
the support of the distribution.

Egs. (A.25) and (A.26) imply the result (A.16). O
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Now we can consider the warped convolution of the Bose creation and annihilation
operators of the free field theory and we can identify the resulting deformed theory
with an integrable model. To do that, we set 27(0) = 75(a'(0)), 2(n) = mo(a(n)). By
applying Lemma A.2 twice, we find that these z, 2 fulfil the following relations

ZT(Q)ZT(U) — €2ip(9)Qp(n)ZT(n)ZT(9)
2(6)z(n) = PO 2 (n)2(0) (A.27)
2(0)27 () = =20 () 2(6) + 5(0 — ) - L.
We can show that there is only a one-parameter family of 2 x 2 matrices which are skew

symmetric with respect to the scalar product in Minkowski space: A matrix is skew-
symmetric with respect to the scalar product in Minkowski space if - Qy = —(Qz) -y,

with £ = (2o, 21) and y = (yo,y1). Solving this equation for Q) = ¢ Z , we find
a=0,d=0,b=c. Hence, we can write this family of matrices explicitly as:
a (0 1
0= (0) .

where a is a real dimensionless constant.

Using this explicit form of the matrix ) and for a > 0, we find that the equations
(A.27) are just the Zamolodchikov relations where the scattering function S is given
by

S(9> _ ez’asinhG. <A29)
Then we can identify unitarily the Hilbert space H of the free theory with the S-
symmetric Fock space over H, introduced in Sec. 2.4.
As next step we define the QQ-commutator as follows.

Definition A.3. For A, B € C*, the QQ-commutator is
[A, Blg == AB — g <¢_2Q(B)T_2Q(A)). (A.30)

We use the same definition if A, B € Q> and at least one of them is in F>°.

For homogeneous distributions A(0), B(n), we have the following explicit expression
for the (Q-commutator:

[A(6), B(m)lq = A(0)B(n) — ¢*#+02¢201 B (1) A(6). (A.31)

This can be computed from (A.30) using Lemma A.2:
[A(8), Bm)a = A(8)B(n) — 7o (20(B(m)720(A()))

—  A(6)B(n) — e2ea®Qenn (TQQ (B(n)A(0)>)
= A(0)B(n) — ¢4l (1) A(6). (A.32)

In particular, we notice that the expression of the Q-commutator is again homogeneous.

We note that the @)-commutator fulfils the following “deformed” versions of the
standard properties of a commutator. We formulate these properties only for homoge-
neous distributions. Indeed, we can show that similar relations then holds for general
elements of Q> or C*, by decomposing them into homogeneous distributions using a
spectral decomposition in the sense of Arveson [Arv74] with respect to the action of
the translation group, or using the Araki expansion.
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Proposition A.4. For homogeneous distributions with kernels A(0), B(n),C (&), the
Q-commutator satisfies

(i) anticommutativity:

[A(6), B(n)]q = —*#+ @ [B(n), A(0)]q; (A.33)
(i1) Leibniz rule:

[A(6), B(m)C(€)lq = [A(0), B(m)]C(€) + ¢*#+ e B(n)[A(8), C(é()kz;gél)

(iii) Jacobi identity:
¢~ 2ival0)Qec(©]4(0), [B(n), C(€)]glo + cyclic permutations = 0. (A.35)
Proof. In (i), applying Eq. (A.31) the r.h.s. gives:
—2iea®Qen( B (), A(0)]q = —e2ea@)Qen(n (B n) A(§)—e2iesMQea(® )A(O)B(n))
+ A (

= —ea@Qent B (1) A(9) + A(0)B(n) = [A(6), B(n)]q. (A.36)
For (ii), we apply (A.31) with respect to B(n)C(&) =: D(n, &) and pp(n)+¢c(§) =:
©p(n,€). The Lh.s. gives:

[A(8), B(n)C(€)lq = A(9)D(n, &) — >4 @008 D(n), £) A(6)
= A(0)B(n)C(¢) _e?zsoA(G)Q(ws(n)+wc(£))B(n)C(€)A(9)_ (A.37)
Applying (A.31), the right hand side of (A.34) gives:
[A(6), B(m)]oC (&) = A()B(n)C(€) — e*#402°u(D B(n) A(0)C (€) (A.38)
and
oA @20 B[ A(9), C(6)]o
— 2ipa(0)Qer(n B(ﬂ)( (0)C(&) — 62isoA(9)Q<pc(£)C(£)A(9>>

= (2i2a(0)Q25() B (1) A(0)C/(£) — e2ira@Renm+ec(€) B(n)C(£)A(O).

Combining (A.38) and (A.39) we get (A.37).
For (iii): Applying (A.31), the first summand in (A.35) gives:
e~ 2pal0)Qvc(€)[ 4(0), [B(n), C(&)]olo
— ¢ 2ival0)Qvc(©]4(0), B(n)C(£)]g—e 2ral®)Qec@+2ienmQec©]4(), C(£)B(n)]o.
(A.40)

Applying again Eq. (A.31) with B(n)C(§) =: D(n, 5) and ¢gp(n) + vc(&) = ¢p(n, &)
(analogously, C'(§)B(n) =: E(§,n), ¢c(§) + ¢p(n) =: ¢(§;n) ), we find from the
formula above:

e~ 240002 4(0), [B(n), C(&)]olo
= ¢ 29a0)Q¢c(®) (@) D(n, £) — ¢ 2iPa(O)Qec(E)12i040)Qep (&) D (1 £) A(8)

_ e 2iea0)Qec©)+2ienmQec) A(0) B (£, )
+ e 2i0al0)Qec(§)+2ien (MQec (€ +2i0a0)QerEM B (¢ ) A(6)
— ¢ 2i0a(0)0Qec() A(9) B()C(&) — €294 @Qen() B(1)(C(£) A(B)

. ezi(—gm(0)+¢B(n))Q«pc(ﬁ)A(g)C(g)B(n) + 62i¢3(")Q(‘pC(§)7“"A(6))C(E)B(W)A<0)'
(A.41)
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Taking the sum of the cyclic permuted terms of (A.41), we obtain zero. O

Using Eq. (A.31), we can rewrite the Zamolodchikov relations (A.27) in terms of
(-commutators in the following way:

[£1(0), 21 (0)]le =0, [2(n),2(")lq =0, [2(n), 2" (®)]q = (6 —n). (A.42)

Namely, we find that the Zamolodchikov operators z, 2 satisfy relations of the type of
the CCR relations with respect to the (-commutator; note the analogy of this with
the graded commutator in the case of the CAR relations.

Moreover, using Eq. (A.31), we also obtain:

[2(6), 2™ (8)2"(m))q = 2(€)=""(6)="(m) — e~ 2POWOHMI(9) 2" () 2(€), (A.43)

which implies by repeated application of the relations of the Zamolodchikov relations
(A.27),

(). 20" (o = 3 [T @050, — )10 .. 21(0)) ... = (0,)="(m)

= m Symg-1 4 (5(5 — )Y, . ,em)z"(n)). (A.44)

Similarly, we have

=" (8)2"(n), 2 (¢)]q
_ L (0) () (6) e2ip(£)Q<Z}”—1p(9j)Z?—w(m)) O (0)" (). (A45)

which implies by repeated application of the relations of the Zamolodchikov relations

(A.27),

—

= (0)" (). 2" ()l = Y [] PO%™a(n; —€)2"(6)2(m) ... 2(m) - .. 2(n)

=1 1=j+1
=nSymg-1,, ((5(5 — )2 (0) 2" (. ,nn_1)>. (A.46)

Using this, we can now prove the following form of the Araki coefficients in the case
where the scattering function is of the form (A.29):

Theorem A.5. Let S be of the form (A.29). The coefficients f,[é]n, where A € O,

can be expressed as

£a0,m) = (0 [2(0m) ... [2(61) ... [A, 2 (m)]g - .. 2T (m)]g - - Jof2). (A.47)

Proof. First we notice that that if A is in Q>, also its expansion terms z/™z"( f% ]n)

are elements of Q. Indeed, using Prop. 3.9, we find that the derivatives 0", with a
multi-index r, of 2™2"(f,,., [A]) fulfil the following equality:

8”2Tmz”(fm7n [A]) = ZTmz"(fmn [0 A]). (A.48)

Then, by Prop. 2.11 and 3.3, we have that the right hand side of the equation above
have finite norms when applied to fixed particle number vectors.
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Therefore, by Thm. 3.8, we can express a general A using the Araki expansion;
hence, it suffices to prove the equation (A.47) in the case where A = 2/ 2" (f), since
for more general A, due to the Araki expansion, it follows by linearity. Now we have
that for this particular A, or more precisely for its kernel A(8',n') = 21" (8")2" (n),
the nested Q-commutator in (A.47) gives by repeated application of Eqs. (A.44) and
(A.46):

’

[2(0) ... [2(61) ... [ (02" (), 2 ()] - - - 2T ()] - - Jg = m!n! Symg-1 , Symg-1 ¢/

m n—1
(H5(9j — ) T 00tk = n )™ " Oy O™ (0, ,n;/_n)) (A.49)
j=1 k=0

if m" > m, n” > n, and the right hand side vanishes otherwise. Now if m' > m
or ' > n, the vacuum expectation value of the right hand side of (A.49) vanishes.
Therefore, we find:

(Q,[2(0m) . [2(61) .. .[2"(0)2" ('), 2 ()] - - 2T ()] - - @)
= NG O SYIg1 1 SYMg-1 g (5m(9 — 05" (n — n’))
= M Gp 1 O s Symig g 0™ (6 — 0') Symg,, 6" (n — n').

(A.50)
We have used (2.13) here. This matches the left hand side of (A.47) because of
Prop. 3.6. O

Hence, we have shown in the case where the scattering function is of the form
(A.29) that the Araki coefficients can be expressed in terms of a string of nested de-
formed commutators. Now it would be interesting to generalize similar expressions
for the Araki coefficients in the case of general S. We know that on a formal level
this is possible. Indeed, one could use the more general deformation procedure given
in [Lecl2] to construct a suitable “S-commutator”; or another more direct way would
be to impose as a definition the relations [2(n), 27(0)]s = §(6 — n), etc., between ho-
mogeneous distributions, and to use the Araki decomposition to define the deformed
commutator for more general operators; we would then obtain the following formula
for “S-commutator”:

[A7B]S = AB—

m4n m +n' ;) m+nm/+n’ r, m
Z /d 0d 0 H H Smm) 0, 9’)f[B] (9/>f[A]( )21 2 (021" 2"(0)

min!  m/In’|

m>0,n>0
m'>0,n'>0
(A.51)
with
S(m,m')(@, _ 6/) - S<03 o 0;>7 1f Z <m /\]: < m:, or Z >m /\]: >m/, (A52)
S0 — 0:), if i<mAj>m, ori>mAj<m.

But if this definition might make sense on a formal level, its properties in the point of
view of functional analysis (for example, whether the S-commutator of two bounded
operators would be bounded) are still unclear for the moment.

In particular, notice that the right hand side of (A.51) is well-defined only if the
sum over m,n or the sum over m’,n’ is finite, namely in the case where either A or B
has finite sum in the Araki expansion.
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Appendix B

Residues and boundary
distributions in several variables

In the proof of our Theorem in Chapter 5, see for example Chapter 7, we study mero-
morphic functions in several variables and we use their residues. Here, all the poles of
these meromorphic functions are of first order and they sit on hyperplanes, z - a = ¢
with @ € R*, ¢ € C. Our notation for the residues has the following convention: If
F(z) = G(z)/(z - a — ¢), where G is analytic in a neighbourhood of the hyperplane,
then

res F'=G }

z-a=c

I (B.1)
One has to be careful with this notation, because of the following fact: For a € R\ {0},
we have

(re)s F =a res F, (B.2)
even if z-a = ¢ and z - (@) = ac describe the same geometric set. We accept this
because this notation is simpler, indeed the alternative would be to work with oriented
manifolds, and with differential forms rather than functions, and the notation would
become a bit more involved.

We consider that the residue of a meromorphic function on C* is again a meromor-
phic function on a lower-dimensional complex manifold, and we identify this lower-
dimensional complex manifold with C¢~!.

In this section of the appendix, we study the boundary values of meromorphic
functions, which are distributions, and we try to generalize to the case of several
variables the following relation which is valid in one variable: If F' is a function of
one complex variable, analytic in a strip around the real axis except for a possible
first-order pole at z = 0, then we have the following relation between the boundary
distributions,

F(x —1i0) = F(z 4 10) + 2mido(z) res F. (B.3)

We present a multi-dimensional generalization of this formula in the following lemma,
which is mostly due to H. Bostelmann:

Lemma B.1. Let U C R¥ be a neighbourhood of zero, C C R* an open convez cone,
and a € R*. Let F be meromorphic on T(U) and (z - a)F(z) analytic on T(CNU).
Let b, b, b € C so that +a -b* >0, a-b" =0. Then it holds that

F(z +i0b~) = F(x + i0b%) + 27id(x - a) res F(x+ i0b™b). (B.4)

z-a=
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Proof. Note that ¢ and C are both regions in iR* c C*.

We note that equation (B.4) is valid without requiring a particular form for the
neighbourhood U of zero, since this formula needs to hold in the limit ¢ — 0. Since
U is a neighbourhood of zero, it contains an open ball around the origin. So, without
loss of generality, we can assume that U is a ball around the origin.

After the rescaling of the neighbourhood U, we also need to rescale the vectors
b". b, bt with some real positive factor. We need to choose this factor small, so that
they are still contained in the ball. Then we note that the statement of the lemma
above does not change, in particular the scalar products of those vectors with a and
equation (B.4) are still the same: Since (B.4) holds in the limit € — 0, we can rescale €
and absorb the rescaling factor (let’s say A) in the argument of F', F(x + ieAb™), that
would appear after the rescaling of .

We can also change (“rotate”) the system of coordinates and rescale the vector a,
so that @ = e). This also implies that we rotate the vectors b, b, b". However
equation (B.4) transforms covariantly under this change of coordinates; moreover it
does not change after the rescaling of a (let’s say by a positive factor «): Indeed,
as remarked in (B.2), we have that the residue rescales by «, but the delta function
rescales by the inverse o™,

Note that the equation (B.4) holds in the sense of distributions. We prove this
equation when smeared with test functions ¢ € D(K), where K is a fixed convex
compact set. We define G(z) := (z-a)F(z); by hypothesis, we have that this function
is analytic on T(C NU), and we have G(z) = res,.q-0 F(2) if z-a = 0.

First we prove the equation (B.4) using the additional hypothesis that G and its
gradient, VG, can be extended to a continuous function on the closure K +i(C NU).

We compute,

/ (Fla+i0b™)~ F(a+i0b") ) g(ax)dz = lim (G("’+?€€_)—G(m+?€b+))g(m)dw,

e\O x1 + teb Ty + iebf
(B.5)

z=x+icbt, a=el.

where we used that G(z) := (z - a)F(z),
x1, ) and the substitution y = z;/¢, and we can

Now we use the notation x = (z
rewrite the right hand side of (B.5) as

Gley +ieby, & +ieb ) Gley +iebf, & + iel;+)
ey + ieby ey + iebyf

(B.5) = lim / edy d ( )oley. @)

: (G(z7)  G(z)) .
=1 dyd - €
iy | dves ()7 ®)
. (y+ib)G(27) — (y +ib] )G (2)) .
=1 dy d < <
o ) Y ( (y + by ) (y + b)) )g(ey’ #)

_ lim/dy a5 MLGE) — i G=l) +y(Glz) _G(zj))g(ey,@), (B.6)

(y + by ) (y + ib])

where z* := (ey + ieb¥, & + ieb™).
We con51der the numerator in (B.6), and we compute:

b G(z0) —iby G(zf) +y(G(z7) — G(z))) )
(y + b)) (y + iby)

_ WGED + o |GED + Iyl - 1(G(20) = G(=D))

- ly + by | - |y + b | '
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Since g has compact support, we have that || < ¢ with some ¢ > 0, and therefore
ly| < ¢/e, for e < 1. Since G is analytic on 7 (CNU) and, by the additional assumption
before (B.5), is also continuous on the closed domain IC +i(CNU), we can apply the
mean value theorem, and we can find a point z in K + i(C NU), such that

G(z:) = G(zD)| = €b” = b7 | [VG(2)]], (B.8)

where we used that 27 — 27 = ie(b™ — b"). -
By taking the supremum of ||VG(z)|| over all z on the domain I + i(C NU), we
find

G(27) — G(zH)| < e|b™ — b7 || sup {|[VG(2)| : z € K+i(CNU)}. (B.9)

Since by the additional assumption, GG, VG are continuous functions on the compact
domain K + i(C NU), then they are bounded, which means that the supremum in the
above equation is finite and |G(zF)| is bounded as well;

Hence, we obtain a majorant in (B.7), which is also integrable. Then we can apply
the dominated convergence theorem, and we can bring the limit € \, 0 inside the
integral sign, we find

(B.5) :/d do (G028 GO2)Y 4 5)

y+iby  y+ibf

— /dy <y+17;b; . y+1ib1+) /d:;: G(0,4)g(0, %)
:/dy( ibi — b )/d:i:G(O,:i:)g(O,:i:). (B.10)

y + b ) (y + b}

We can solve the integral in 3 applying the Jordan’s lemma. Using £b7 > 0, the pole

y = —ib] is in the upper half complex plane of y and the pole y = —ib] is in the lower
half complex plane of y. Hence, we have
ibi —iby ibi — by
d L i res (—— L) —om B.11
e e Rl (= Ty ey Ay

Inserting in (B.10), we find
bl — by

(y +iby ) (y + b}

(B.5) = [ dy )/d:;: G(0,2)g(0, &) = QWi/dﬁzG(O,fv)g(O,ﬁz).

(B.12)
Therefore,

/(F(m+¢0b)_p(w+2'0b+)) (@ )da:—2m/da:G #)9(0, &)
~omi / da / dar 8(21)G(@)g(x), (B.13)

which we can rewrite in the sense of distributions as

F(x+i0b™) — F(z+1i0b") = 27id(z,)G(x) = 2mid(z-a)G(x) = 27id(x - a) re§0F(w),
(B.14)
where in the second equality we used that @ = e, and in the third equality that

G(z) = res;.q—0 F(2). We note that, due to our continuity assumption and equation
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G(z) = resz.qa—0 F(2), the residue is a continuous function for z-a = 0, so we can omit
the factor +i0b* in the argument of F.

This proves equation (B.4) with our additional continuity hypothesis.

Now, we consider the general case, without the additional continuity hypothesis.
Also in this case, we can replace U with a smaller ball ¢/, such that &’ C U: Indeed,
the assertion of Lemma B.1 does not require a specific neighbourhood of zero, since
equation (B.4) needs to hold in the limit € — 0.

Since C is open and b™, b, b' € C, then C must also contain a small neighbourhood
of each vector b", b~, b*. Therefore we can choose a smaller open convex cone C', such
that b*, b7, b € €', and C’ C C. Note that replacing C with a smaller cone C’ does not
change the assertion of Lemma B.1: In particular the scalar products of those vectors
with a and equation (B.4) read still the same.

By hypothesis we have that G and VG are continuous on K +i(CNU); since C’' C C
and U’ C U, this implies that they are continuous on K + i(C' NU’), except possibly at
Im z = 0, because there is no neighbourhood of zero which is contained in C. Now, to
keep the notation simpler, we omit the prime indices, and we write that the functions
G and VG are continuous on K + i(C NU) except possibly at Im z = 0 (this change of
notation should not confuse the reader since we can choose the new domains C’ and U’
without loss of generality).

By hypothesis F' is meromorphic in 7 (i), so G, VG are meromorphic in 7 (U) as
well; this implies that they are locally given as a quotient of two analytic functions,
where the denominator has zeros of finite order; therefore, G, VG possibly diverge at
Im z = 0 like an inverse power of Im z. That is, we can find ¢ > 0, £ > 0 such that

|G(2)| + ||[VG(2)|| < ¢|Imz||™* forall z€ K+i(CNU), Imz #0. (B.15)

Now we denote with 9, = b* -V the partial derivative in the direction of b*, and with
G the mth-order antiderivative of G' with respect to that direction. We construct
this antiderivative by repeated integration along lines connecting different points in the
domain of G; the convexity of C guarantees that these lines are in the domain of G,
and so that we can construct such antiderivatives.

Due to (B.15), we know that by integrating repeatedly with sufficiently large m,
we can remove the divergences of G, VG, and obtain that both G™ and VG are
continuous on K+i(CNU), including the points where Im z = 0. (see for example [RS75,
Thm. IX.16] for details on this technique.)

We compute

/F(az—i—iebi)g(m)daz - /Mg(m) dz, (B.16)

T + ieby

where we used that G(z) := (z - a)F(z), z = « + ieb*, a = e,

Now we use integration by parts. Consider that, since b* - @ = 0, 2; and 9, refer
to mutually orthogonal directions, and therefore the derivative 9, does not apply to
the denominator z; 4 iebf. Note also that the boundary term is zero because of the
support properties of g. Hence, we have

G (x + ieb™)
Ty + ieby

/F(:B +ieb®)g(x)dx = (—1)m/ Tg(x)de. (B.17)

Now we can apply all the previous analysis to G(~™), 97'¢ in place of G, g, until equation
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(B.12). This gives:

/ (F(a; +i0b7) — F(x + iOb*))g(w)dw = (—=1)™27i / GU™(0,2)07g(0, &) di.
(B.18)

We would like now to get rid of the derivatives and antiderivatives of GG, g using inte-
gration by parts once more; but we have an obstruction: Since G diverges at Im z = 0
. the function G is not m-times differentiable at Im z = 0.

To solve this problem, we note that since G~™ is continuous on K + i(C NU), we
can write GC™ (0, &) = lim._,o GT™(0, & + ieb*) (where on the left hand side GC™
is evaluated on the boundary of the cone, in particular at Im z = 0, and on the right
hand side it is evaluated in the interior of the cone). Inserting this into (B.18), and
bringing the limit € — 0 outside the integral sign (the dominated convergence theorem
enters here), we find

/ (F(az +i0b7) — Fla + ¢0b+)>g(m)dm

= (~1)"2rilim GU™(0, 2 + iebt )T g(0, &) di.  (B.19)
e—
We notice that GC™(0, & + ieb) is m-times differentiable in (0,&) € K (since we
added a non-zero imaginary part to the argument of G(~™)). Now, we can integrate
by parts, and find

e—0

/(F(w—i—z’Ob)—F(a:—i—i()bﬂ)g(w)da: = 2rilim [ G(0, &+ ieb)g(0, %) da. (B.20)
Using that b = b - a = 0, we find

/(F(w—l—iOb_)—F(m+i0b+)>g(a:)dw:2m'lim §(21)G(z +iebt)g(x) dz. (B.21)

e—0

Therefore,

/ (F(w +i0b7) — F(x + i0b+)>g(az)dw = 2m’/6(w -a) res F(x +i0b")g(x) de.

z-a=0
(B.22)
This gives the result (B.4). O

Using the lemma above, we try to write a similar formula in the case of a function
which has first-order poles at several distinct hyperplanes.

Proposition B.2. Let U C R* be a neighbourhood of zero, C C R* an open convex
cone, and ai,...,a, € R* pairwise different. Let F' be meromorphic on T (U) and
(z-a1) - (z-a,)F(z) analytic on T(CNU). For any M C {1,...,p}, let byy € C
such that aj by =0 if 5 € M, a;-byy >04f 5 & M. Let c € C such thata;-¢c <0
for all 5. Then it holds that

F(x+i0c) = Z (2im) < H d(x am)> JJes ... tes F(x+i0by)
Mc{1,...p} meM 1 M|
(B.23)
with the notation M = {my,...,mm}.
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Proof. We prove this proposition by using induction on p. For p = 1, (B.23) reduces
to
F(x+i0c) = F(x +i0by) + (2im)é(x - ay) res OF(CB + 10 bgyy). (B.24)
z-a1=
This follows directly from Lemma B.1 with b = by, b~ = ¢, b+ = b1y

Now we assume that (B.23) holds for p — 1 in place of p.

Since C is convex, we have by definition of convex domain that the straight line
from ¢ to by is contained in C. Since the functions a; - z fulfils a; - ¢ < 0 on the end
point ¢ of this line and a; - by on the other end point by of the line, and they are
continuous between these two points, then they have at least one zero (a; - z = 0)
along the line; we choose the a; which gives the first zero and we rename it a;. If we
have several zeros which are attained at the same time, then we can perform a small
deformation of the path within the open set C so that the zeros are isolated along the
path. We have that the function (z-a)F(z) is analytic within the tube over the cone
C :={xeC:x-a; <0for j>2}. (Itis analytic because (z-a;)', j > 2, is analytic
on that domain.) We also note that C~ is convex and open since it is the intersection
of two convex open sets: C~ =CN{x-a; <0}N...N{x a, <0}.

After we have possibly renumbered the vectors a; (see above), we can choose ¢ € C~
such that a; - ¢/ > 0, but @; - ¢/ <0 for j > 2.

We apply Lemma B.1 with b7 = ¢/, b~ = ¢, and we find

F(x +i0c) = F(z +1i0c') + 2mid(x - a;) res OF(x +i0c") (B.25)
z-a1=

where we choose ¢’ € C~ such that a; - ¢” = 0. We can apply to the term F(z + i0c’)
the induction hypothesis (namely equation (B.23) with p—1 in place of p) with respect
to the cone C* :={x € C: x-a; > 0}, where (z2-a2)---(z-a,)F(z) is analytic. This
gives

N - NIM .
F(x +0c) = Z (2i)! |< H d(x - am)) z.ar,Sf:O‘ : 'z~a7£‘ef”:0 F(x+i0by).

Mc{2,...,p} meM

(B.26)

Moreover, we have that the residue of F' in (B.25) is a meromorphic function on the

hyperplane z - a; = 0, which we can identify with C¥~!; we also have that the function

is analytic when we multiply it with (2 - @2)---(z - a@,). So, we apply the induction

hypothesis (namely equation (B.23) with p — 1 in place of p) with respect to the cone
C':={x eC:x a, =0}, and we have

res F(x +1i0c")

z-a1=0
- ) M , ‘
— Z (2im) ( H o(x am)> z-(f,fszo' .. Z_anl:es :0z-1;zelS:0F(m + 10 baugay)-
Mc{2,...p} meM 1 ||
(B.27)
Inserting (B.26) and (B.27) into (B.25), we find
' = N\ [M] . .
F(x +1i0c) = Z (271) ( H i(z am)> JJes ... res F(x +1i0by)
McA{2,...,p} meM 1 | M|
+2mid(x - ay) Z (27m')‘M|< H o(x - am)> X
McA{2,...p} meM
X res ... res res F(x+10b , (B.28
z-am;=0 z-am‘M‘zo z-a1=0 ( Mu{l}) ( )



that we can rewrite as

0c) = i . |
Flx+i0c) = Z (27i) ( H d(x am)) JJes ... Tes :OF(:U + 30 byy)
McC{2,...,p} meM 1 |M]|
+ Z (274) IM\+1< H o(x- am)> z~2?10z~ffszo' .. z.a:les _ F(x 410 byugry)-
Mc{2,..., meMU{1} 1 M|
(B.29)

Fix a subset M’ of the set {1,...,p}. Either 1 isin M’ or 1 is not in M’. If 1 is in
M’; then we consider the second line of (B.29). Set M’ := M U {1}, and relabel the
summation index M in the second line of (B.29) as M U {1}, then the second line of
(B.29) reads

Second line of (B.29)
= Z (2im |M'< H o(x - am> res ... res F(x+i0by). (B.30)

. -0 . =
M'C{1,...p} meM’ Zam Z@my )
M’ contains 1

If 1 is not in M’, then we consider the first line of (B.29), we have

First line of (B.29) = Z < H d(x- a,m)> res ... Tes F(x+i0byy).
M'c{l,..p}y ~ meM’ Frem = i =
M’ not contain 1
(B.31)
Summing these two terms, we find
F(x+i0c) = Z ( H d(x - am)> z-szfzo' NS :OF(:B +10by), (B.32)
M"c{1,...p} meM" M7
which gives the proposed result (B.23). ]
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Appendix C

CR functions on graphs

Most of the material in this section, until Lemma C.2 included, is due to H. Bostelmann.

We call a graph G in R”, a collection of points in R¥, that we call the nodes, together
with a set of straight lines which connect some of these nodes, that we call the edges.

In our case, the nodes will always be points on the lattice 7Z*, and the edges will
always be lines between nodes which are next neighbours and parallel to the axis; this
means that the edges are parametrized by A(s) = v + sel?) where eV is a standard
basis vector of R¥, where 0 < s < 7, and where v and v + me') are nodes of G. We
call the tube over G the set of all ¢ = 0 + i\ with @ € R* and X on an edge of G. We
denote this tube by T(G).

We call a CR function F' on T(G) a smooth function on 7(G) which is analytic
along the edges; namely, if we consider an edge A(s) parametrized as above, we have
that F'is analytic in (; along that edge, and it is smooth in all (real) variables.

Moreover we require that the boundary values of F' and also of all its derivatives
exist at the nodes, s \, 0 and s 7, and that where several edges meet in a common
node, the different limits of F' along the different edges agree. This means that we can
speak of the boundary value at a node, without that we indicate the direction of the
limit. But in the case that several graphs play a role, we will denote by F(v)|g the
boundary value at node v which is obtained within G.

A CR distribution F on T(G), correspondingly, is an analytic function along the
edges and a D(RF~1)’ distribution in the remaining real variables.! As above, we also
require that all boundary values at nodes exist in the sense of distributions, and that
they agree where several edges meet in a common node.

Now we will obtain some general properties of CR functions on 7(G); these prop-
erties are mainly extensions of standard results to our framework.

First, we note that we can make CR distributions “regular” by convoluting them
with test functions. Indeed, let F' be a CR distribution on G, and let g = (¢1,...,gx) €
D(R)*, we define

(Fg)(¢) = / F(C— £)01(&)... gul6r) dE. (1)

We can show that F' % ¢ is a CR function on T(G). For this, we need to show that
F % g is a smooth function in all (real) variables Re ¢, and therefore that the following
derivative exists for any j = 1,..., k:

8(1(;1;6923(0 - 313339 /F(C —&)gi(&) - g(&) d°€. (C.2)

!See [GS64, Ch. I, Appendix 2, §3] regarding a discussion of distributions which depends analytically on a
parameter.
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By renaming of the variables, we can shift Re ¢ into the argument of g (¢ = 6 + i\).

O(F = 0 .

A - 2 [ R+ Nt~ &) o~ )€ (C3)
00, 00,

Since a distribution is a continuous functional in the test functions g; in the D(R)

topology, we can move the derivative to the test function g, and note that the functions

g are differentiable.

O(F * 0
AE +9)(¢) aé{)@ . / F(E + N0 =€) gm0 =€) o 0u(0 — ) €' (C4)

To prove that F' x g is a CR function on 7(G), we also need to show that F' * g is an
analytic function on the edges of the graph G, but this follows directly from the fact
that F'is analytic along those edges.

Moreover, we have that CR distributions fulfils a version of the tube theorem (see
[Boc38], [BM48]), namely they can be extended to the convex hull of the graph. In
order to formulate this theorem, we introduce further notation: we denote with G C R*
the closure of the edges of G, namely it is the edges together with the nodes, as a subset
of R¥. We call cch G the closed convex hull of G, we denote with ich G the interior of
the convex hull, and following a notation used in [Kaz79], we define the almost convex
hull achG := (ichG)UG.

Lemma C.1. Let G be a connected graph and F' a CR distribution on T (G). Then, F
extends to an analytic function on ich G with distributional boundary values on achG.

Proof. To prove this lemma, we use results that you can find in [Kaz79]. In his frame-
work, G is a connected, locally closed, locally starlike set. We have that the convolution
Fxgisa CR function on T(G), for any g € D(R)* (we have shown this after Eq. (C.1)).

Even more, since F' x g is an analytic function along the edges on T(G), and it is
continuous on the nodes, then by Morera’s theorem, we have that at nodes where two
edges along the same axis meet, F' % g analytically continues in the respective variable
across the node.

Hence, we have that at any node the function F * g is a smooth function; but due
to the several directions where the edges can meet in a common node, the derivatives
possibly exist only as single-sided derivatives. This F'xg is defined on lines in at most k
independent directions, and therefore we have at most & independent first order partial
derivatives. This makes possible to explicitly construct a smooth extension of this
function on a neighbourhood of the node. A possible way is the following: Suppose that
fi1(z1) and fy(z3) are two smooth functions on the two real axis of R?, and 0 is the node
; assume, without loss of generality, that f1(0) = f2(0) = 1. Then we can construct a
smooth extension on the neighbourhood of zero by setting f(z1,x2) := fi(x1) - fa(x2).
Since we can construct a smooth extension of F' *x g on an open set of the graph,
containing the node, then F'* g is a smooth function in the sense of Whitney (this can
be seen from the definition of smooth function in the sense of Whitney in the remark
after Def. 1.3 in [Kaz79)]).

Now since F * g is smooth in the sense of Whitney on 7(G) and it is a CR function
on each open line segment in G, then by [Kaz79, Def. 2.12], F * g is a CR’ function on
T(9). _

Using that F'x g is a CR’ function on 7 (G) (which is the same as CR function, see
[Kaz79, Proposition 2.13]), then we can apply [Kaz79, Theorem 6.1], which shows that

there is a bijection between CR functions on 7 (ach G) and CR functions on 7(G); this
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gives an extension G of F'xg to T (ach G), and again by [Kaz79, Theorem 6.1], we have
that this extension is analytic in 7T (ich G).

It remains only to show that we can write G = F % g, where F' is some function
analytic in 7 (ichG). To show this we will follow an argument that can be found in
more details and in a similar situation for example in [Eps60, p. 530], and that here
we will sketch only briefly.

We know that G depends on g¢; due to the remark in [Kaz79, Sec. 12] (see page 170
bottom), we have also that at each fixed A € ich(G), the map g — G(i\) is continuous
in g in the D-topology.

If now we smear G in A within ich(G) with another test function, we obtain a
distribution in 2k variables which, due to the analyticity of G, fulfils the Cauchy-
Riemann equations in the sense of distributions (cf. [Eps60, p. 530]).

Now, we can apply [Sch59, p.72]|, which shows that a distribution which fulfils
the Cauchy-Riemann equations in a weak sense, it also fulfils the Cauchy-Riemann
equations in the strong sense, namely it is an analytic function smeared with test
functions. This gives the desired function F. O]

If we assume that F'is a CR function on 7(G), then the maximum modulus principle
holds also for CR functions on 7(G) due to [Kaz79, Sec. 11, Corollary]:

swp [F(Q)| = swp [F(O) ©5)
¢eT (achG) CET(G)

Now suppose also that the function F fulfils on each edge bounds of this type:
log |F(0 +iv +iXe?)| = o(cosh 6;) (C.6)

for large |0;|, uniformly in A, and with 6,, (m # j) fixed.

Then we can apply the Phragmén-Lindel6f argument given in [HR46, Theorem 3],
which states that the function attains the maximum modulus on the boundary of the
edge, and therefore on one of the nodes which are connected by the edge. Hence, we
can rewrite (C.5) as

sup  |[F(Q)f = sup |F(C)]. (C.7)
CET (ach ) CET (nodes(G))

Now we want to obtain a similar maximum modulus principle as above for the norm
|| - || <, which was defined in Eq. (2.58). This is done in the following lemma.

Lemma C.2. If F is a CR distribution on T(G), then

sup [[F (- +iA)|[x = sup||F(- + i) ||« (C.8)
A€ach G AEG

If further F x g fulfils bounds of the form (C.6) for each fived g € D(R)*, then

sup [[F(- +iX)[lx = sup [[F(- +iA)]|«. (C.9)

A€ach G A€nodes(G)

Proof. We consider g = (g1,...,¢gx) with ||g;|l2 < 1, we consider F % ¢g({) as defined
in (C.1). We have shown in the proof of Lemma C.1 that this function is analytic on
T (ich G) and it is a CR function on 7(G). We can also show that

|E(- 4+ iA)||x = sup |F * g(iX)| = sup |F * g(@ + iA)|. (C.10)
g 9,0
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The first equality can be proved by using the definitions (C.1) and (2.58), and by
performing a renaming of the variables (6 := —&):

sup | P g(i)] = sup | [ FA=€)n(&) .- () a°€
= s | /F(a NG (=) . ge(—00) d°0]. (C.11)
Calling g/(0) = g;(—0), we find
sup F (i) = sup ‘ /F(B NV RN (N d’“O‘ —|F(+iN)]x.  (C.12)

Similarly, we can prove the second equality in (C.10) using a renaming of variables

(@ :=6—¢):
Sup|F*g(0+2)\|—sup’/ (0+ix—€.(6) - (&) &'

_sup‘/ (0 +iN)gi (01 — 0)) ... ge(0x — 0),) d*6/|.

(C.13)
Calling g5(0}) := g;(0; — 0}), we have

sup|F>x<g(9+2}\ | —sup’/ F(0 +iX)g,(0)) ... gu(6},) d"0

F(8 +iXg,(6)) ... gu(0}) d'O"

= [[F(-+iA)]x, (C.14)

g/

where in the first equality we have used that the supremum over g equals the supremum
over ¢’, and in the second equality we used that, after taking the supremum over all ¢/,
the integral expression does not depend on 6 any more, so we can drop the supremum
over 0.

Applying the maximum modulus principle (C.5) to F * g and using the relation
(C.10), we can find (C.8): Indeed, we have

sup  [(F xg)(C)] = sup [(F *g)(C)l, (C.15)
¢eT (achG) ¢eT(9)
that we can rewrite as:
sup sup |(F x g)(C)| =supsup|(F*g)(C)| (C.16)
0 M\cachG xeG

Taking the supremum over g of both sides of the equation, we find

sup sup sup |[(F'*g)(¢)| = sup Supsup |(F' % g)(C)]- (C.17)
g 0 MXcachg Aeg
Using (C.10), we find from the equation above our result (C.8).
Moreover, if F' * g fulfils bounds of the form (C.6), then we can apply (C.7) to
F % g; then using the relation (C.10), we find (C.9). The details of this argument are
as follows: By (C.7), we have

sup  [(F'*xg)(Q)| = sup  [(F*g)({)], (C.18)
¢eT (achG) ¢€T (nodes(G))
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dist(¢, 07)

Figure C.1: The computation of the pointwise bound (C.21)

that we can rewrite as

sup sup |(Fxg)(¢)] =sup sup |(F*g)(¢)]- (C.19)
6 Acachg 6  MXenodes(G)

Taking the supremum over g of both sides of the equation, we have

sup sup sup [(Fxg)(¢)| =sup sup sup |(F* g)(C)]. (C.20)
g 6 AXcachg g 6 Xenodes(G)
Using (C.10), we find from the equation above our result (C.9). O

Now we prove a result regarding pointwise bounds on analytic functions, which are
estimated using the supremum of the norm || - ||« of these functions. These bounds do
not hold only for CR functions on graphs, but they are valid for any analytic functions
defined on tube domains, namely are useful in conjunction with Lemma C.2. The
following proposition can be proved by using the mean value property; one can find a
similar application of this technique for the computation of certain uniform bounds for
example in [Lec08, Prop. 4.4].

Proposition C.3. Let T C R* be open and F analytic on T(Z). Then, for all ¢ €
T(I).
(4/7T)k k‘k/4

Proof. We fix { € T(Z), we consider D, C C to be the disc around the origin with
radius t := %k_I/Q dist(Im ¢, 0Z), cf. Fig. C.1. Then, for this value of the radius, we
have that the polydisc (D; x --- x Dy) + ¢ is contained in T (Z). We can apply the
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mean value property for analytic functions and we get

Fi¢) =)

dfvdA, . .. / dbrdhy F(C + 0 +iN)
Dt Dt

(tQ_)\?)l/Q
= (nt?)7* / d’o\/ d*0 F(¢+ 0 +1iX)
[—t,4) K —(2-2)1/2

o (C.22)
— 2\—k k k .
(nt2) /WM d A/ d"0 F(C + 0 + iX)xA(6)

[e.o]

= (nt?)7* /[_t - d"X (F # xx) (€ +iA),

where x»(0) = H?Zl X;(0;), and where we denote with x; the characteristic function
of the interval [—(#2—A2)1/2, +(t*~\2)"/2]. Since we have by construction that ¢ +iX €
T(Z), we can estimate

(F )@+ = | [ FE+ix- (@) xule) d'
—| [ PO - g+ ixt i€ e ]

| /F(G’ M) (01— 68) . xu(0 — 0,) 40|, (C.23)

where in the first equality we used (C.1), where in the second equality we denoted
¢ = 0 +i)\" and where in the third equality we called X' := X+ X", 8’ := 0 — &.
Now we apply the definition of the norm || - ||« given by Eq. (2.58), we find

| /F(O’ LX) (0 — 0) (0 — 0,) &6

k
<NEC+ i) - T TG0 = )l
j=1
k

< sup|[F(- +iX) |- T Tlxglla, (C24)

Nez j=1

where in the first inequality the estimate holds for some fixed A" depending on A. (Note
that the relation above can be continued to L? functions g; by continuity.)

Taking into account ||x;||2 < v/2t, we find from (C.22) and from the equation above,

IF(¢)] < (nt?)"(2t)(20)*2 sup | F (- +iXN)]|«. (C.25)
Nez
Inserting the definition of ¢ in this equation, we find (C.21). O
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