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Introduction

Vector bundles are ubiquitous in many areas of mathematics and theoretical physics. In algebraic
topology or di�erential geometry many interesting vector bundles are vector bundles associated
to a manifold M . Well known examples are the tangent bundle TM , the bundle of k-forms
Λk(M) or the bundle of (r, s)-tensors T (r,s)M . With the help of these bundles one can better
understand the geometry of the manifold M . A classical nontrivial vector bundle is the Möbius
strip. This is a one-dimensional vector bundle over the circle S1.
A �rst question which comes to mind is: how many vector bundles or better isomorphism classes
of vector bundles are there on a manifold M? If one �xes the dimension of the vector bundles in
question, there is a classifying space BGL(n,C), which classi�es isomorphism classes of complex
vector bundles of dimension n.
If one wants to work with an algebraic variety, or more generally a scheme X over an algebraically
closed �eld k, one can also de�ne vector bundles on X. But since a scheme X comes with a sheaf
of rings OX , we rather want to work with modules over OX . Fortunately there is a one-to-one
correspondence:

{isomorphism classes of vector bundles of dimension n over X}

l

{isomorphism classes of locally free sheaves of rank n on X} .
So from now on we will work with locally free sheaves of rank n on a scheme X.
In algebraic geometry there is no immediate classifying space which classi�es locally free sheaves
of rank n on a scheme X. And in fact there is a long history in the classi�cation problem for
locally free sheaves on a scheme X.
One of the �rst results in this direction was a theorem due to Grothendieck in 1957, which states
that if we have a locally free sheaf F of rank n on X = P1, then there are n uniquely determined
locally free sheaves of rank 1, these are also called line bundles on P1, such that F is the direct
sum of these line bundles, that is:

F ∼= L1 ⊕ . . .⊕ Ln.

The next big step was done by Atiyah, also in 1957, who proved that isomorphism classes of
indecomposable locally free sheaves of rank n and degree d on an elliptic curve E are classi�ed
by E itself.
But no general method to classify locally free sheaves on a curve C, let alone on a higher
dimensional scheme X, was within sight.
The picture changed drastically in 1965, when Mumford introduced geometric invariant theory
in [MF82], short GIT. This is a method that constructs quotients of a scheme X by group actions
in algebraic geometry. GIT is based on a paper of Hilbert from 1893 about classical invariant
theory.
The modern view on classi�cation problems in algebraic geometry is via functors on certain
categories. Assume one wants to classify isomorphism classes of some structure. Then one
de�nes a functor, the so-called moduli functor associated to the classi�cation problem:

M : Schk −−−−→ Sets,

here Schk is the category of schemes over k and Sets is the category of sets. This functor sends
a scheme S to the set of isomorphism classes of families of such structures over S.
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One says that a k-scheme M is a �ne moduli space forM if M represents the functorM, mean-
ing there is a natural isomorphismM∼= Hom(M,−) between functors.
Often a moduli functor is not representable. In this case one can weaken the notion of repre-
sentability and still get a scheme M which classi�es the structures in question. Such a space is
called a coarse moduli scheme.
Fine and coarse moduli schemes have the property that there is a one-to-one correspondece be-
tween the isomorphism classes of the structures one wants to classify and points in the space M .
So in our situation we get moduli spaces of locally free sheaves of rank n on a scheme X. This
space is a replacement for the classifying space BGL(n,C).
One hopes that by understanding the geometrical or topological properties of a moduli spaceM ,
one also gets a better understanding of the structures which are being classi�ed by M .
For the construction of a moduli space of locally free sheaves of rank n one uses Mumford's GIT.
Usually one also �xes some numerical data of the sheaves one wants to classify, for example the
Hilbert polynomial or, like in our case, the Chern classes.
Unfortunately even with these �xed numerical data there are just too many locally free sheaves
of rank n on a scheme X to expect for a reasonable moduli space M to exist. Instead one has to
restrict to a special class of locally free sheaves of rank n, the so-called stable locally free sheaves.
One can drop the stability condition, but then the moduli space does not exist in the category
of schemes over k, but rather as a so-called Artin stack.
Using Mumford's GIT one can in fact show that for any n ∈ N and any smooth projective scheme
X there is a moduli space of stable locally free sheaves of rank n and �xed numerical data on X.
Today there are many results about moduli spaces of stable locally free sheaves of rank n on
a projective curve. But already for the case of projective surfaces the study of moduli spaces
of stable locally free sheaves of rank two is really hard, see for example the book [Fri98]. More
general results are known if the surface X is a K3 surface. Mukai showed in [Muk87] that the
moduli spaces are always smooth in this case and that they admit a symplectic structure.
One example that is very well understood, on projective schemes of any dimension, is that of
line bundles. These moduli spaces are called Picard schemes.
Another classical example of a moduli space is the moduli space Mg of algebraic curves of genus
g. It is known for example that this space has dimension 3g − 3 if g ≥ 2. If g = 1, that is for
elliptic curves, it is well known that A1 classi�es isomorphism classes of such curves.

In this thesis we want to connect the ideas of moduli spaces of stable locally free sheaves of rank
n on a smooth projective surface X for n > 1 and that of Picard schemes.
To do this we de�ne a special sheaf of algebras A on X, a so-called order on X. An order A
on a smooth projective surface is a sheaf of associative OX -algebras, such that the stalk Aη at
the generic point η ∈ X is a division ring, which is �nite dimensional over its center k(X), the
function �eld of X.
We want to study locally free sheaves on which the algebra A acts. We demand that the stalk
at the generic point is a one-dimensional module over the generic stalk Aη. This property is a
substitution for stability. By this de�nition an A-module M can be seen as a module of rank
one over A, an A-line bundle.
But as a locally free sheaf on X such modules have the same rank as A. In our example this
rank is always a square number r2 for some r > 1, so that we work with locally free sheaves of
arbitrary high rank on X.
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This thesis consits of �ve chapters:

• In the �rst chapter we de�ne all objects that are involved: the algebras A we want to use
and the A-modules that are of interest to us. We will de�ne the moduli functor which
classi�es these modules and see that it has a coarse moduli space MA/X;c1,c2 of rank one
A-modules with �xed Chern classes. Then we will outline the theory of the so-called
noncommutative cyclic covers. This is a theory which produces a lot of explicit examples
of algebras A. Following this we will collect and prove some facts about global Ext-groups
and local Ext-sheaves, for example we will show that there is a version of Serre duality
for A-modules. All these facts are generalizations of the appropriate situations for OX -
modules. We will de�ne the notion of a relative Ext-sheaf for a morphism of schemes and
as an application we will show that these relative Ext-sheaves satisfy some kind of base
change theorem. Furthermore we will gather some formulas concerning the Chern classes
of the A-modules we want to study. Finally, we will show that quasi-universal families,
that is families that are classi�ed by the moduli space itself, exist as well in our situation.

• In the second chapter we will introduce the notion of a so-called Mukai vector for A-
modules. Using this we can investigate moduli spaces of A-modules on K3 or abelian
surfaces of low dimension, especially the moduli spaces of dimension zero and two. We will
construct an explicit example of an algebra A on a product of two elliptic curves and study
moduli spaces of bundles over this algebra.

• The third chapter is composed of more general results on moduli spaces of A-modules on
the projective plane P2. Especially we will prove that they are smooth for a certain kind
of algebra A, a so-called del Pezzo order. Then we will go on and study the deformation
theory of the moduli spaces MA/X;c1,c2 . That is we are interested in how these bundles
behave in families of A-modules. As a consequence we can prove that if we have one
non-empty moduli space we can construct in�nitely many other non-empty moduli spaces,
which are of their own interest.

• In the fourth and �fth chapter we recollect known explicit examples of moduli spaces and
go on to construct algebras A on P2 of rank four respectively nine by using the theory of
noncommutative cyclic covers. Then we will study explicit moduli spaces of A-modules in
these cases. These are by construction moduli spaces of locally free sheaves of rank four
respectively nine. The last two chapters contain a lot of classical geometry, for example
the 27 lines on a cubic surface will arise in the construction of the rank nine algebra.

• There is an appendix containing informations about Azumaya algebras and Brauer groups
for the reader who is not that familiar with these concepts. Also there is a short section
about global dimension for a sheaf of algebras. Furthermore we recollect some informations
about the Grothendieck spectral sequence and prove a local-to-global spectral sequence for
A-modules.
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1 Basics

1.1 Orders on surfaces

We start by de�ning the algebras we are interested in. We will always assume, if not stated
otherwise, that k is an algebraically closed �eld of characteristic zero.

De�nition 1.1:

Let X be a smooth projective surface. An order A on X is sheaf of associative OX-algebras with
the following properties:

1. A is coherent and torsion-free as a sheaf of OX-modules;

2. The stalk Aη at the generic point η ∈ X is a central division ring over the function �eld
k(X) = OX,η of X.

Remark 1.2:

If A is an order on X, then X is sometimes called the center of A, since k(X) is the center of
Aη. Because a surface X has dimension two, we will call orders on X two-dimensional orders.

We can now look at all orders in Aη and order them by inclusion. A maximal element will be
called a maximal order. These are the algebras we are interested in. Maximal orders have some
nice properties, for example:

Lemma 1.3 ([Tan81, Proposition 6.3]):

Assume A is a maximal order on a smooth projective surface X, then A is a locally free OX-
module.

Furthermore it is well known, that there is an open subset U ⊂ X on which A is even an
Azumaya algebra, see for example [Tan81, Proposition 6.2]. The complement D := X\U is
called the rami�cation locus of A and it is the union of �nitely many curves C ⊂ X and contains
valuable informations about the order A.
The rami�cation of a maximal order A can be read from the Artin-Mumford sequence:

Theorem 1.4 ([Tan81, Lemma 4.1]):

Let X be a smooth projective surface, then there is a canonical exact sequence

0 −−−−→ Br(X) −−−−→ Br(k(X)) −−−−→
⊕
C⊂X

irreducible curve

H1(k(C),Q/Z)

Here the Galois cohomology group H1(k(C),Q/Z) classi�es isomorphism classes of cyclic exten-
sions of k(C). More information about Azumaya algebras and Brauer groups can be found in
the appendix.
The rami�cation curves are exactly the curves where the Brauer class of Aη has nontrivial image
in H1(k(C),Q/Z).
Thus every rami�cation curve C comes with a �nite cyclic �eld extension L/k(C) and the degree
eC := [L : k(C)] is called the rami�cation index of A at C. This �eld extension also de�nes a
cyclic cover C̃ of the normalization of C. Let D̃ be the disjoint union of the covers.
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Remark 1.5:

We remark that there is no maximal order A on P2 rami�ed only in a curve of degree one or two.
This can be seen for degree one by using the so-called secondary rami�cation. Basically in this
case this is due to the fact that P1 is simply connected, that is it has no nontrivial étale covers.
If the degree of D is two, then either D is smooth and hence isomorphic to P1, or it is the union
of two lines where a similiar argument applies.

This class of algebras is still too wide. We have no control over their homological properties, for
example their global dimension (see (B.7) for the de�nition of the global dimension of A). So
we put some restraints on the rami�cation curves and rami�cation indices, which give maximal
orders with reasonable properties.

De�nition 1.6 ([CI05, De�nition 2.5]):

A maximal order A on a smooth projective surface X is called terminal if

• D is a normal crossing divisor,

• the cyclic covers C̃ ramify only at the nodes of D,

• at a node p one cover C̃1 is totally rami�ed at p of degree e and the other cover C̃2 rami�es
at p with index e and has degree ne for some n ≥ 1.

If A is an Azumaya algebra on X, then it is known that the complete local structure is relatively
easy. If p ∈ X is a closed point and ÔX,p the complete local ring at p, then there is an isomorphism

Ap ⊗OX,p ÔX,p ∼= Mr(ÔX,p)

where rk(A) = r2.
One can ask if the complete local structure of a terminal order A at a closed point p ∈ X can also
be described. This was done in [CI05], where the authors also prove a minimal model program
for orders on surfaces.
To describe the complete local structure of a terminal order A at a closed point p ∈ X, we
identify the complete local ring ÔX,p with R = k[[u, v]] appropriately and de�ne

S := R < x, y > with the relations xe = u, ye = v and yx = ζxy

where e ∈ N and ζ is a primitive e-th root of unity. Then S if of �nite rank over R, Z(S) = R
and K(S) = S ⊗R K is a division ring, here K denotes the �eld of fractions Quot(R) of R.
The following theorem describes the complete local structure:

Theorem 1.7 ([CI05, 2.3]):

Let A be a terminal maximal order and p ∈ X be a closed point. Then there is an ÔX,p-algebra
isomorphism between A⊗OX ÔX,p and a full matrix algebra over

S · · · · · · S

xS S
. . .

...
...

. . . . . .
...

xS · · · xS S

 ⊂Mn(S)
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Knowing the complete local structure we can say even more:

Theorem 1.8 ([CI05, Proposition 2.8]):

Identifying A := A⊗OX ÔX,p with the algebra described in (1.7) we have:

• A has global dimension two;

• if n=e=1, then A is unrami�ed;

• if e = 1 and n > 1 then A is rami�ed on u = 0 with rami�cation index n and the cyclic
cover D̃ of D is unrami�ed with degree n;

• if e > 1 then A is rami�ed on uv = 0, the cyclic cover of u = 0 has degree ne, the cyclic
cover of v = 0 has degree e and both are rami�ed with rami�cation index e.

Remark 1.9:

If p ∈ X is a smooth point of the rami�cation divisor D, then the complete local form simpli�es
to a matrix algebra over:

B =


R · · · · · · R

uR R
. . .

...
...

. . .
. . .

...
uR · · · uR R


More exactly, the displayed ring B lives in Me(R), where e is the rami�cation index of A over
the curve C containing p. Then we have A = Mf (B) for some f ≥ 1.

Remark 1.10:

As a special case we note that a maximal order A with a smooth rami�cation locus is terminal.

Let R be any commutative ring.

De�nition 1.11:

An R-algebra A is called Noetherian R-algebra if R is Noetherian and A is a �nitely generated
R-module.

Now if M is an A-module, then it is also an R-module, via R→ A. This means we can compare
properties of an A-module, when viewed as an A-module or as an R-module.

Lemma 1.12 ([Aus78, Proposition 4.2]):

Assume A is a Noetherian R-algebra and let M and N be A-modules. Then we have the following
comparison results:

• M is a �nitely generated A-module if and only if M is a �nitely generated R-module.
(That is it we can talk about coherence conditions without reference to the base ring!)

• If M and N are �nitely generated A-modules, then HomA(M,N) is a �nitely generated
R-module.
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• If M is a �nitely generated A-module, then EndA(M) is a Noetherian R-algebra.

• M is of �nite length over A if and only if M is of �nite length over R.

Next we will list some useful lemmas about modules over orders in codimension one and two:

Lemma 1.13 ([Ram69, Proposition 3.5]):

Assume R is a regular local ring of dimension n and A a Noetherian R-algebra, which is free
as an R-module. Then A has global dimension n if and only if every �nitely generated R-free
A-module is A-projective.

Lemma 1.14 ([AG60, Proposition 2.2]):

Assume R is a discrete valuation ring and A is a maximal order, �nitely generated and torsion-
free as an R-module. If M is an A-module, �nitely generated and torsion-free as an R-module,
then M is A-projective.

Lemma 1.15 ([Ram69, Theorem 6.5(a)]):

Assume R is an integrally closed Noetherian domain and suppose A is a maximal R-order in
B := A ⊗K, where K = Quot(R). If M is a �nitely generated R-re�exive left A-module, then
EndA(M) is a maximal order in EndB(V ), where V := M ⊗K.

Lemma 1.16 ([AG60, Proposition 2.8]):

Assume R is a Dedekind domain with K = Quot(R). If Λ is a hereditary R-algebra, which is a
�nitely generated and torsion-free R-module, then a �nitely generated projective Λ-module M is
indecomposable if and only if M ⊗R K is a simple Λ⊗R K-module.

Lemma 1.17 ([AG60, Proposition 3.10]):

Assume A is a maximal order over a discrete valuation ring R and M , N are two indecom-
posable A-modules, which are �nitely generated and torsion-free over R. Then M and N are
A-isomorphic.

Lemma 1.18 ([AG60, Proposition 3.7]):

Let A be a maximal R-order in a simple algebra B, R a discrete valuation ring. Then every
indecomposable A-module, which is �nitely generated and torsion-free over R, is a cyclic A-
module. If B is a division algebra, then every �nitely generated projective A-module is free.

Remark 1.19:

A �nitely generated and torsion-free module over a discrete valuation ring R is free of �nite
rank. Since R is a regular local ring of dimension one (1.14) implies that a maximal order,
�nitely generated and torsion-free as an R-module, has global dimension one by (1.13). In
particular this means that if A is a maximal order on a smooth projective surface X, then for
any point ξ ∈ X of codimension one Aξ has global dimension one. This especially implies that
Aξ is a hereditary, so that we can use (1.16).

De�nition 1.20 ([CK03, De�nition 4]):

Assume A is a terminal order on a smooth projective surface X. We de�ne the canonical bimodule
of A by:
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ωA = HomOX (A, ωX).

Here ωX =
∧2 ΩX/k is the canonical line bundle of X.

De�nition 1.21 ([CK03, Lemma 8]):

Assume A is a terminal order on a smooth projective surface X with rami�cation curves {Ci}
and rami�cation indicies {ei} for i = 1, . . . , l. Then we de�ne the canonical divisor KA of A by:

KA = KX +
l∑

i=1
(1− 1

ei
)Ci.

Here KX is the canonical divisor of X, that is ωX = OX(KX).

Using the canonical divisor of a terminal order A we can de�ne two classes of terminal orders,
which will interest us the most. These are the so-called del Pezzo orders and Calabi-Yau orders.

De�nition 1.22:

If A is a terminal order on a smooth projective surface X, then A is called del Pezzo order if
−KA is ample.

Remark 1.23:

Since KA is a priori just a Q-divisor, we need to de�ne what ampleness means for Q-divisors.
If D is a Q-divisor, then D is ample if and only if there is some n ∈ N such that nD is an integral
divisor and nD is ample.
This de�nition relies on the fact that on a Noetherian scheme we have the following fact: a line
bundle L is ample if and only if Lm is ample for some m ∈ N, see [Har77, Proposition 7.5].

If A is a terminal del Pezzo order on P2, then its rami�cation is rather limited, due to the
following proposition:

Proposition 1.24 ([CI05, Proposition 3.21]):

Assume A is a terminal del Pezzo order on P2 with rami�cation locus D =
l⋃

i=1
Ci and rami�cation

indices {ei}1≤i≤l. Then all rami�cation indices are equal and the degree of D sati�es:

3 ≤ deg(D) ≤ 5.

[[CI05, Proposition 3.21]] Furthermore there are more constraints for the rami�cation index e ∈ N
depending on the degree of D.

Lemma 1.25:

Assume A is a terminal del Pezzo order on P2 with rami�cation locus D =
l⋃

i=1
Ci and rami�cation

index e.

1. If deg(D) = 3 then any e ≥ 2 is possible.

2. If deg(D) = 4 then e = 2 or e = 3 are possible.

3. If deg(D) = 5 then only e = 2 is possible.
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If A is a terminal del Pezzo order on a smooth projective surface X, then A being del Pezzo also
puts some constraints on X, like the next theorem shows:

Theorem 1.26 ([CK03, Theorem 12]):

Assume A is a terminal del Pezzo order on a smooth projective surface X. Then X is a del
Pezzo surface.

Del Pezzo orders are of special interest to us, because the moduli spaces of A-modules we want
to consider are automatically smooth in this case, see (3.6).

De�nition 1.27:

If A is a terminal order on a smooth projective surface X, then A is called numerically Calabi-Yau
if KA is numerically trivial. We will call these orders just Calabi-Yau orders.

Remark 1.28:

Here a Q-divisor D is numerically trivial, D ≡ 0, if D.C = 0 for every curve C ⊂ X.

Lemma 1.29 ([CK05]):

Assume A is a terminal Calabi-Yau order on a smooth projective surface X, then X must be one
of the following surfaces:

1. the blow up of P2 at at most 9 points in almost general position, P1×P1 or the Hirzebruch
surface F2 = P(O ⊕O(−2));

2. a ruled surface P(E) → C, C an elliptic and either E = O ⊕ L with Ln = O for n ∈
{1, 2, 3, 4} or E is indecomposable of degree one;

3. a surface of Kodaira dimension zero.

Remark 1.30:

In the last case of the previous lemma, the order A must be unrami�ed. Hence it must be an
Azumaya algebra, see (2.4) for an example of a Calabi-Yau order on a surface with Kodaira
dimension zero. In (5.1) we will see an example of a Calabi-Yau order on P2. Like in the case of
del Pezzo orders one can classify the possible rami�cation data for terminal Calabi-Yau orders,
see [CK05] for more information.

1.2 Modules over orders and moduli spaces

Let X be a smooth projective surface and let A be a terminal order on X. Now we want to
study modules over A and their moduli spaces.

De�nition 1.31:

If M is a left A-module, then we call M a torsion-free A-module of rank one if:

1. as a sheaf of OX-modules M is coherent and torsion-free;

2. the stalk Mη over the generic point η ∈ X has dimension one over the division ring Aη.
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To study moduli spaces one needs to have the notion of a family of A-modules. To de�ne this
we need to understand how A behaves under base change, so let k ⊂ K be a �eld extension and
let AK be the pullback of A to XK := X ×k Spec(K). Then we have the following lemma:

Lemma 1.32 ([HS05, Lemma 1.2]):

The generic stalk of AK is a central division ring over the function �eld of XK .

De�nition 1.33:

A family of torsion-free A-modules of rank one over a k-scheme S is a sheaf F of left AS-modules,
where AS is the pullback of A to X ×k S, with the following properties:

1. F is coherent over OX×kS and �at over S;

2. for every s ∈ S, the �ber Fs is a torsion-free Ak(s)-module of rank one.

Here k(s) is the residue �eld of S at s and the �ber is the pullback of F to X ×k Spec(k(s)).

Now one can de�ne the following moduli functor:

MA/X : Schk −→ Sets

which sends a k-scheme S to the set of isomorphism classes of families F of torsion-free A-
modules of rank one over S. The functor classifying modules with �xed Hilbert polynomial P is
denoted byMA/X;P .

Theorem 1.34 ([HS05, Theorem 2.4]):

There is a coarse moduli scheme MA/X;P for the functor MA/X;P . MA/X;P is a projective
scheme of �nite type over k.

So there also exists a coarse moduli scheme forMA/X :

MA/X =
∐
P

MA/X;P .

There is another decomposition for MA/X by �xing the Chern classes, for a smooth projective
surface X this reads:

MA/X =
∐

c1∈NS(X)
c2∈Z

MA/X;c1,c2 .

We will work with the spaces with �xed Chern classes.

Remark 1.35:

Similar spaces have been considered by Lieblich and Yoshioka, see for example [Yos06] and
[Lie07].

If we �x the �rst Chern class of the modules in question, the second Chern class can still vary.
If these numbers in Z are bounded from below, then one can choose a minimal second Chern
class. The moduli spaces with minimal second Chern classes are of special interest and will be
denoted by Pic(A)c1,c2 or, if no confusion arises, just by Pic(A). The reason is the following:
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Lemma 1.36:

If for �xed �rst Chern class c1 one can choose a minimal second Chern class c2, then all modules
classi�ed by MA/X;c1,c2 are actually locally projective A-modules of rank one.

Proof:

AssumeM has Chern classes as described andM is not a locally projective, but just a torsion-free
A-module of rank one. Then there is a canonical exact sequence

0 −−−−→ M −−−−→ M∗∗ −−−−→ T −−−−→ 0

with M∗∗ the bidual of M , hence c1(M) = c1(M
∗∗), and the quotient T is an Artinian sheaf of

�nite length, since M is torsion-free. But then c1(T ) = 0 and c2(T ) < 0 which implies that

c2(M
∗∗) = c2(M) + c2(T ) < c2(M).

But M∗∗ is also an A-module and the second Chern class of M is the minimal one, so the
assumption was wrong and M ∼= M∗∗. Since M∗∗ is re�exive it is locally free on X, so by (1.56,
still to come) it is a locally projective A-module and so is M .

Lemma 1.37 ([CC11, Proposition 4.2]):

Assume A is a terminal order on a smooth projective surface X. If M is a locally projective A-
module of rank one, then for every closed point p ∈ X we have an isomorphism of Ap-modules:

Mp
∼= Ap.

1.3 Noncommutative cyclic covers

In this section we want to describe a method that gives us explicit examples of orders on sur-
faces with prescribed rami�cation data, the so-called noncommutative cyclic covering trick. For
detailed information see [Cha05]. To do this we start with a smooth projective scheme X and
de�ne the notion of an invertible OX -bimodule.

De�nition 1.38:

An invertible bimodule on X is of the form Lσ, where L ∈ Pic(X) and σ ∈ Aut(X). The bimodule
Lσ can be thought of as the OX-module L where the left action is the usual one OXL ∼= L and
the right action is twisted by the automorphism σ, that is LOX ∼= σ∗L.

Using this de�nition one can compute the tensor product of invertible modules using the following
formula:

Lσ ⊗Mτ = (L⊗ σ∗M)τσ.

The bimodule Lσ de�nes an auto-equivalence of Coh(X) by Lσ ⊗ (−) := L⊗ σ∗(−).
Using invertible bimodules one can de�ne so-called cyclic algebras on X.
Let σ ∈ Aut(X) be an automorphism of �nite order e, set G = 〈σ|σe = 1〉 and pick L ∈ Pic(X).
Assume D is an e�ective Cartier divisor on X and suppose there is an isomorphism of invertible
bimodules

φ : Leσ
∼−→ OX(−D).
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Denote by φ also the morphism φ : Leσ
∼−→ OX(−D) ↪→ OX and consider it as a relation on the

tensor algebra

T (X,Lσ) :=
⊕
n≥0

Lnσ.

We say that the relation φ satis�es the so-called overlap condition, if the following diagram
commutes:

Lσ ⊗ Le−1σ ⊗ Lσ
φ⊗id−−−−→ OX ⊗ Lσ

id⊗φ
y y∼

Lσ ⊗OX
∼−−−−→ Lσ

We de�ne the cyclic algebra A(X,Lσ, φ) by:

A(X,Lσ, φ) := T (X,Lσ)/(φ).

If φ satis�es the overlap condition, then one can show that:

A(X,Lσ, φ) =
e−1⊕
n=0

Lnσ.

The multiplication on A(X,Lσ, φ) is induced by

Lnσ ⊗ Lmσ −→

{
Ln+mσ n+m < e

Ln+mσ
φ→ Ln+m−eσ n+m ≥ e.

Example 1.39:

Assume F is a �eld and set X = Spec(F ). Pick an automorphism σ ∈ Aut(F ) of order e and let
G be the cyclic group generated by σ. Now if K denotes FG, then F/K is a cyclic extension of
degree e.
An invertible bimodule Lσ can be written as Fz, such that we have za = σ(a)z for a ∈ F . The
tensor powers are given by Lnσ = (Fz)n = Fzn, where we have zna = σn(a)zn.
Now suppose there is a relation φ : Fze −→ F , then φ is de�ned by multiplication with some
element b ∈ F such that ze = b. Now the overlap condition is equivalent to bz = zb, which
implies σ(b) = b or b ∈ FG = K.
The resulting cyclic algebra A(X,Lσ, φ) is the well known cyclic algebra F [z, σ]/(ze − b). Note
that this algebra is a central simple K-algebra of K-dimension e2.

Example 1.40:

We look at the previous example and take F = C and σ = ( ) the complex conjugation on C,
thus G = Z/2Z. As the bimodule we pick Lσ = Cj with j2 = −1.
Then we have jr = rj for r ∈ R and ji = −ij for i ∈ C. So we see that

A(X,Lσ, φ) = C[j, ( )]/(j2 + 1) = C⊕ Cj = R⊕ Ri⊕ Rj ⊕ Rij.

But the last algebra is known as the Hamiltonian quaternions H.

We will be most interested in such examples where D = 0, that is the relation φ : Leσ
∼−→ OX is

an isomorphism. In this cases there are some lemmas which are of interest to us:
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Lemma 1.41 ([BA12, Theorem 2.4]):

Assume X and Y are smooth projective surfaces, such that there is a cyclic cover π : X → Y of
degree e with Galois group G =< σ >. Let A(X,Lσ, φ) be a cyclic algebra coming from a relation
of the form φ : Leσ

∼−→ OX . If φ sati�es the overlap condition then A(X,Lσ, φ) de�nes an order
A on Y (via π) and its rami�cation over C ⊂ Y is exactly the rami�cation of π above C.

Lemma 1.42 ([BA12, Theorem 2.5]):

Assume X and Y are smooth projective surfaces, such that there is a cyclic cover π : X → Y
of degree e, with Galois group G =< σ > and totally rami�ed at D ⊂ X. Consider the cyclic
algebra A(X,Lσ, φ) coming from a relation of the form φ : Leσ

∼−→ OX . Then the rami�cation of
A(X,Lσ, φ) along π(D) is the cyclic cover of D given by the e-torsion line bundle L|D.

Lemma 1.43 ([BA12, Lemma 2.8]):

A cyclic algebra A(X,Lσ, φ) is a maximal order on Y if for all irreducible components Ci of the
rami�cation divisor, the cover C̃i is irreducible.

We are interested in relations of the form Leσ
∼−→ OX . Using the de�nition of the tensor product

for bimodules, we see that Leσ = L⊗OX σ∗L⊗OX . . .⊗OX (σe−1)∗L since σe = id by de�nition. So
if we consider Pic(X) as a G-Set for G =< σ >, then we are looking for L ∈ Pic(X) such that
L ∈ ker(1 + σ + . . .+ σe−1). So these line bundles can be classi�ed by using group cohomology.
Since G is cyclic, the cohomology of any G-Set M can be read o� the sequence

. . .
N−−−−→ M

D−−−−→ M
N−−−−→ M

D−−−−→ . . . .

where D = (1 − σ) and N = (1 + σ + . . . + σe−1). Now 1-cocylces of the G-set Pic(X) are
exactly the line bundles with the desired relations. We will also write L for the class of the
line bundle L in H1(G,Pic(X)). Here we have H0(G,Pic(X)) = ker(D) = Pic(X)G and
H1(G,Pic(X)) = ker(N)/im(D). Using the group cohomology we can now see when a certain
relation satis�es the overlap condition.

Lemma 1.44 ([BA12, Proposition 2.10]):

Assume X and Y are smooth projective surfaces such that there is a cyclic cover π : X → Y of
degree e and the lowest common multiple of the rami�cation indices of π is e. Then all relations
created from elements of H1(G,Pic(X)) satisfy the overlap condition.

Finally, we would like to know if the orders constructed via the noncommutative cyclic covering
trick are generically nontrivial, meaning we want to know if their Brauer classes are nontrivial
in Br(k(Y )). Again using group cohomology this can be checked:

Lemma 1.45 ([Cha05, Corollary 4.4]):

Assume X and Y are smooth projective surfaces and suppose that there is cyclic cover π : X → Y
of degree e, with Galois group G =< σ > and totally rami�ed at one irreducible divisor D ⊂ X.
Suppose further that D is not torsion in Pic(X). Then there is a group monomorphism

Ψ : H1(G,Pic(X))→ Br(k(X)/k(Y ))

given as follows: if L ∈ Pic(X) represents a 1-cocycle in H1(G,Pic(X)) then any relation
φ : Leσ

∼−→ OX satis�es the overlap condition and Ψ(L) = k(Y )⊗OY A(X,Lσ, φ) in Br(k(Y )).
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Here Br(k(X)/k(Y )) = ker(f : Br(k(Y ))→ Br(k(X)), where f(A) = A⊗k(Y ) k(X).

Lemma 1.46 ([CK11, Proposition 2.6]):

Assume A is a cyclic algebra constructed via the noncommutative cyclic covering trick, that is
A = A(X,Lσ, φ), then there is a natural isomorphism:

ExtpA(A⊗X N,−) ∼= ExtpOX (N,−)

for all p ≥ 0 and all coherent OX-modules N .

1.4 Hom and Ext for modules over orders

Lemma 1.47:

Assume A is an order on a smooth projective surface X. Let M and N be torsion-free A-modules
of rank one and φ ∈ HomA(M,N). If φ is nontrivial, then φ is injective.

Proof:

The given map induces the following short exact sequence:

0 −−−−→ ker(φ) −−−−→ M
φ−−−−→ im(φ) −−−−→ 0.

Since φ 6= 0, we have im(φ) 6= 0. As im(φ) is a subsheaf of the torsion-free sheaf N , it is
itself torsion-free. This implies im(φ)η 6= 0. Therefore im(φ)η is a nontrivial Aη-submodule of
Nη. Since Nη is simple, we see that im(φ)η ∼= Nη. So φη is an isomorphism, which shows that
ker(φ)η = 0. So ker(φ) is a torsion sheaf, but as a subsheaf of the torsion-free sheaf M it is
torsion-free. So it is torsion and torsion-free, which shows that it must be zero: ker(φ) = 0.

Lemma 1.48:

Assume A is an order on a smooth projective surface X. Let M and N be torsion-free A-
modules of rank one with the same Chern classes. If HomA(M,N) is nontrivial, then M and N
are isomorphic A-modules.

Proof:

By (1.47) a nontrivial element in HomA(M,N) gives rise to a short exact sequence:

0 −−−−→ M −−−−→ N −−−−→ T −−−−→ 0. (1)

Since M and N are torsion-free A-modules of rank one, the quotient T is a torsion sheaf with
codim(supp(T )) ≥ 1.
Since c1(M) = c1(N), we see that c1(T ) = 0. Now by (1.80) we have

c1(T ) =
∑

codim(ξ)=1

lOX,ξ(Tξ){ξ}

and we see that we must have lOX,ξ(Tξ) = 0 for all points of codimension one. But this implies
Tξ = 0 for all points in codimension one, meaning T has no support in codimension one. So
codim(supp(T )) ≥ 2.
Therefore the sheaf T is an Artinian sheaf of �nite length. Since c2(M) = c2(N) and c1(T ) = 0
we can see that c2(T ) = 0 by using the exact sequence (1) and the properties of Chern classes
on exact sequences.
But c2(T ) = −dim(H0(X,T )) by Hirzebruch-Riemann-Roch, so H0(X,T ) = 0.
As T has �nite length, we know that
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H0(X,T ) =
⊕

x∈supp(T )
Tx.

This implies Tx = 0 for all x ∈ supp(T ). We conclude that T = 0, or in other words, by the
exact sequence (1): M ∼= N .

Lemma 1.49:

Assume A is an order on a smooth projective surface X and M is a torsion-free A-module of
rank one, then M is simple, that is EndA(M) = k.

Proof:

As idM ∈ EndA(M) we have EndA(M) 6= {0}. Because M is coherent, we see that EndA(M)
is a �nite dimensional k-algebra since EndA(M) = H0(X, EndA(M)).
The sheaf EndA(M) is given at the generic point η of X by EndA(M)η = EndAη(Mη) ∼= Aopη .
So EndA(M) embeds into the division ring Aopη .
This shows that EndA(M) is a �nite dimensional k-algebra without zero divisors, hence it is a
division algebra over k. Since k is algebraically closed this algebra must be k itself.

Remark 1.50:

Considering A as a torsion-free A-module of rank one, the previous lemma (1.49) shows:

H0(X,A) = EndA(A) = k

for every order A on X.

To understand the ExtiA-groups, we need an analogue of the local-to-global spectral sequence in
the case of OX -modules. See Appendix (C.10) for a proof of the following theorem.

Theorem 1.51:

Assume A is an order on a smooth projective surface X and let M and N be A-modules, then
there is a local-to-global spectral sequence:

Ep,q2 = Hp(X, ExtqA(M,N))⇒ Extp+qA (M,N)

Lemma 1.52:

Assume A is a terminal order on a smooth projective surface X and let M and N be two coherent
A-modules. Then ExtiA(M,N) = 0 for all i ≥ 3.

Proof:

Since A has global dimension two and M and N are coherent, we see that the local Ext-sheaves
ExtiA(M,N) vanish for i ≥ 3. Using the local-to-global spectral sequence, it is enough to show
that:

1. H2(X, ExtiA(M,N)) = 0 for i = 1, 2

2. H1(X, Ext2A(M,N)) = 0.
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This is because these are the only modules who contribute to ExtiA-groups for i ≥ 3.
Since A is a division ring at the generic point η, every module over Aη is projective, which shows
that for all i ≥ 1 we have ExtiAη(Mη, Nη) = 0. So dim(supp(ExtiA(M,N))) ≤ 1 for i = 1, 2.

This immediately implies H2(X, ExtiA(M,N))) = 0 for i = 1, 2.
If ξ is a point of codimension one, then Aξ has global dimension one, so that Ext2Aξ(Mξ, Nξ) = 0.

This implies dim(supp(Ext2A(M,N))) = 0, which shows that H1(X, Ext2A(M,N)) = 0.

Lemma 1.53:

Assume A is a maximal order on a smooth projective surface and let M and N be A-modules.
If M is a coherent locally projective A-module, then there is an isomorphism:

A∗ ⊗OX HomA(M,N) ∼= HomOX (M,N).

Proof:

Writing A∗ = HomOX (A,OX) we see there is a natural map

φ : HomOX (A,OX)⊗OX HomA(M,N)→ HomA⊗OXOX (A⊗OX M,OX ⊗OX N).

We can check at the stalk level if this map is an isomorphism. So let p ∈ X be any point, then
we have the following situation:
R = OX,p is a commutative local ring and A = Ap is an R-algebra, free of �nite rank as an
R-module. Mp is a �nitely generated projective A-module and Np is an A-module, and we have
to show that the map

HomR(A,R)⊗R HomA(Mp, Np)→ HomR⊗RA(A⊗RMp, R⊗R Np)

is an isomorphism. But this is true, even in more generality, see for example [DI71, I.2.4].
There is a canonical isomorphism

HomA⊗OXOX (A⊗OX M,OX ⊗OX N) ∼= HomA(A⊗OX M,N).

Using the tensor-hom-adjunction we see that

HomA(A⊗OX M,N) = HomOX (M,HomA(A, N)).

Since N is an A-module HomA(A, N) = N . Putting all together we see that there is an
isomorphism

A∗ ⊗OX HomA(M,N) ∼= HomOX (M,N).

Remark 1.54:

If A is even an Azumaya algebra, then this result is true on any �nite-dimensional smooth
projective scheme. This is because Azumaya algebras are by de�nition coherent and locally free.

Lemma 1.55:

Assume A is a maximal order on a smooth projective surface X and M is a coherent A-module.
If M is locally projective as an A-module, then it is locally free as an OX-module
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Proof:

We will show that HomOX (M,−) is an exact functor. Using the A-module structure and the
tensor-hom-adjunction we see that

HomOX (M,−) = HomOX (A⊗AM,−)

= HomA(M,HomOX (A,−))

But A is a coherent locally free OX -module, that is HomOX (A,−) is exact, and M is a coherent
locally projective A-module, so HomA(M,−) is exact. But then HomOX (M,−) must be exact,
so M is a locally free OX -module, see [Har77, Exercise III.6.5 (a)].

Corollary 1.56:

Assume A is a terminal order on a smooth projective surface X and M is a coherent A-module.
Then M is locally projective as an A-module if and only if M is locally free as an OX-module.

Proof:

If M is a locally projective A-module, then by the previous lemma (1.55) M is a locally free
OX -module. Now if M is an A-module, locally free as an OX -module, the result follows from
(1.13), since M is coherent and A is locally free and has global dimension two.

Remark 1.57:

If A is an Azumaya algebra, then this result is true for any �nite-dimensional smooth projective
scheme. This is because, by [HS05, Proposition 3.4], an Azumaya algebra has global dimension
dim(X), thus we can use (1.13).

Lemma 1.58:

Assume A is a terminal order on a smooth projective surface X. Let M and N be two coherent
A-modules, then there is the following form of Serre duality:

ExtiA(M,N) ∼= Ext2−iA (N,ωA ⊗AM)′.

Here (−)′ is the k-dual.

Proof:

If M and N are coherent locally projective A-modules, then by the local-to-global spectral
sequence:

ExtiA(M,N) = H i(X,HomA(M,N))

Ext2−iA (N,ωA ⊗AM) = H2−i(X,HomA(N,ωA ⊗AM)).

Letting M∨ := HomA(M,A), we have HomA(M,N) = M∨ ⊗A N since M is a coherent locally
projective A-module and A is an A-bimodule. Now we use the tensor-hom-adjunction to see
that

M∗ = HomOX (M,OX) = HomOX (A⊗AM,OX)

= HomA(M,HomOX (A,OX))

= HomA(M,A∗).
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Using this and the adjunction again we get

HomOX (M∨ ⊗A N,OX) = HomA(N,HomOX (M∨,OX))

= HomA(N, (M∨)∗)

= HomA(N,HomA(M∨,A∗))
= HomA(N,A∗ ⊗AM∨∨).

As M is a coherent locally projective A-module, we have M∨∨ ∼= M . All together we get

(HomA(M,N))∗ = HomA(N,A∗ ⊗AM).

But this implies

(HomA(M,N))∗ ⊗OX ωX = HomA(N,A∗ ⊗AM)⊗OX ωX = HomA(N,ωA ⊗AM).

Usual Serre duality on X shows that we have an isomorphism:

H i(X,HomA(M,N)) ∼= H2−i(X,HomA(N,ωA ⊗AM))′.

This implies that there is an isomorphism

ExtiA(M,N) ∼= Ext2−iA (N,ωA ⊗AM)′

in this case.
If M and N are not locally projective, then we can choose �nite locally projective resolutions
since A has global dimension two and reason like in the proof of [HS05, Proposition 3.5].

Corollary 1.59:

Assume M is a torsion-free A-module of rank one, then HomA(M,M∗∗) = k.

Proof:

We look at the exact sequence

0 −−−−→ M −−−−→ M∗∗ −−−−→ T −−−−→ 0

and apply HomA(−,M∗∗).
Since T is an Artinian sheaf and M∗∗ is torsion-free we have HomA(T,M∗∗) = 0.
Using Serre duality shows that

Ext1A(T,M∗∗) = Ext1A(M∗∗, ωA ⊗A T )′.

By the local-to-global spectral sequence we get

Ext1A(M∗∗, ωA ⊗A T ) = H1(X,HomA(M∗∗, ωA ⊗A T )),

sinceM∗∗ is locally projective. But T is Artinian so theHom-sheaf has support only in dimension
zero, so the cohomology group must vanish. This implies Ext1A(T,M∗∗) = 0.
Looking at the long exact sequence shows that

HomA(M∗∗,M∗∗) ∼= HomA(M,M∗∗).

But M∗∗ is a locally projective A-module of rank one, so HomA(M∗∗,M∗∗) = k.
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Lemma 1.60:

Assume A is a maximal order on a smooth projective surface X and I is an injective A-module.
Then I is an injective OX-module, in other words the forgetful functor Mod(A) → Mod(OX)
preserves injectives.

Proof:

We have to show that HomOX (−, I) is an exact functor. But since I is an A-module, we have
I = HomA(A, I). Now using the tensor-hom-adjunction gives

HomOX (−, I) = HomOX (−,HomA(A, I)) = HomA(−⊗OX A, I).

Since A is a maximal order, it is locally free, so that ⊗OXA is exact. Furthermore HomA(−, I)
is exact because I is an injective A-module. So HomOX (−, I) is exact and I is an injective
OX -module.

Lemma 1.61:

Assume A is a maximal order on a smooth projective surface and let M and N be two coherent
A-modules. Then there are isomorphisms

ExtiA(A⊗OX M,N) ∼= ExtiOX (M,N)

for all i ≥ 0.

Proof:

The functors
{
ExtiA(A⊗OX M,−)

}
i≥0 are a cohomological δ-functor between Mod(A) and Ab.

They vanish on injectives inMod(A). Similarly the functors
{
ExtiOX (M,−)

}
i≥0

are a δ-functor,

because the forgetful functor Mod(A) → Mod(OX) is exact (we should have written ι(M) and
ι(−) here, where ι : Mod(A)→ Mod(OX) is the forgetful functor. Since no confusion can arise
we will omit this notation). These functors also vanish on injectives in Mod(A), since by (1.60)
the forgeful functor Mod(A)→ Mod(OX) maps injectives to injectives. This implies that both
δ-functors are universal.
Using the tensor-hom-adjunction shows that there is a canonical natural equivalence:

Ext0A(A⊗OX M,−) = HomA(A⊗OX M,−) ∼= HomOX (M,−) = Ext0OX (M,−).

So we have two cohomological universal δ-functors which are naturally isomorphic for i = 0, so
they are also naturally isomorphic for all i ≥ 1.

Lemma 1.62:

Assume A is a terminal order on a smooth projective surface X and let M and S be coherent
A-modules. If M is locally projective and S is an Artinian module of �nite length, then the map

Ext2A(S,M)→ Ext2OX (S,M),

induced from the forgetful functor Mod(A)→Mod(X), is injective.
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Proof:

Since A is an OX -algebra, the multiplication map A×A → A gives rise to a short exact sequence
of A-bimodules:

0 −−−−→ K −−−−→ A⊗OX A −−−−→ A −−−−→ 0.

Here K denotes ker(A⊗X A → A).
Since A is a free A-module, we have T orA1 (A, S) = 0, so by tensoring over A with S we get the
following short exact sequence:

0 −−−−→ K ⊗A S −−−−→ A⊗OX A⊗A S −−−−→ A⊗A S −−−−→ 0.

Using the natural isomorphism of left A-modules A⊗A S ∼= S we get the sequence:

0 −−−−→ K ⊗A S −−−−→ A⊗OX S −−−−→ S −−−−→ 0.

Applying HomA(−,M) gives the long exact sequence, with the following relevant part:

Ext1A(K ⊗A S,M) −−−−→ Ext2A(S,M) −−−−→ Ext2A(A⊗OX S,M) −−−−→ · · · . (2)

Using Serre duality shows

Ext1A(K ⊗A S,M) ∼= Ext1A(M,ωA ⊗A K ⊗A S)′.

Denote ωA ⊗A K ⊗A S by N . Since S is of �nite length, so is N , this shows that

Ext1A(M,N) =
⊕

x∈supp(N)

Ext1Ax(Mx, Nx).

Since M is a locally projective A-module, for any x ∈ X the module Mx is a projective Ax-
module, which implies Ext1Ax(Mx, Nx) = 0 for all x. This shows that Ext1A(K ⊗A S,M) = 0.
So the sequence (2) gives an injection:

0 −−−−→ Ext2A(S,M) −−−−→ Ext2A(A⊗OX S,M) −−−−→ · · · . (3)

But by (1.61) there is an isomorphism Ext2A(A ⊗OX S,M) ∼= Ext2OX (M,N). Composing this
isomorphism with the injection (3), shows that there is an injection

Ext2A(S,M) ↪→ Ext2OX (S,M).

Looking at the proof of (1.61) this map is nothing but the induced map from the forgetful functor
from A-modules to OX -modules.

1.5 Relative Ext-sheaves for modules over an Azumaya algebra

In this section we want to de�ne relative Ext-sheaves for modules over an Azumaya algebra A.
Then we are going to show that there is a base change theorem for theses sheaves, like in the
case for OX -modules. Most of this section is a transfer from the situation of OX -modules, given
in [Lan83, Chapter 1], to our situtaion.
For the rest of this section we assume that f : X → Y is a �at projective morphism of smooth
Noetherian schemes. Furthermore we assume that A is an Azumaya algebra on X �at over Y
as an OX -module. In addition M and N are coherent A-modules �at over Y as OX -modules. If
y ∈ Y is a point andM is module onX then the �ber of f over y is given byXy = X×Y Spec(k(y))
andMy denotes the induced sheaf, that is the pullback ofM from X to the �ber Xy, this should
not be confused with the stalk of a module at y.
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De�nition 1.63:

For a �at projective morphism f : X → Y of smooth Noetherian schemes with an Azumaya
algebra A on X and two coherent A-modules M and N we de�ne the i-th relative Ext-sheaf by:

ExtiA,f (M,N) := Ri(f∗HomA(M,−))(N)

We use that f is projective to de�ne the line bundles OX(n) on X by �xing a projective em-
bedding X ↪→ PmY . Consider a morphism u : Y ′ → Y of smooth Noetherian schemes and let
X ′ = X ×Y Y ′ be the �bred product with the projections p and q to X respectively Y ′.

Lemma 1.64:

There is an integer K(N), such that Extip∗A,q(p∗A(−n), N ⊗Y P ) = 0 for all n ≥ K(N), i ≥ 1
and all quasi-coherent OY ′-modules P .

Proof:

As X and Y are Noetherian and the question is local we can suppose that Y = Spec(R) and
Y ′ = Spec(R′) are a�ne. The �xed projective embedding is then given by X ↪→ PmR .
Since

Homp∗A(p∗A(−n), N ⊗Y P ) = Homp∗A(p∗A, p∗N(n)⊗Y ′ P ) = p∗N(n)⊗Y ′ P ,

we have to show that

Riq∗(p
∗N(n)⊗R′ P ) = 0

for all n ≥ K(N), i ≥ 1 and R′-modules P .
Consider N as a coherent sheaf on PmR and replace X by PmR . Then the lemma is true for i > m
due to [Har77, Proposition III.8.5].
In the special case N = A and P = R′, there is some n0 ∈ N with Riq∗(p

∗A(n)) = 0 for all i ≥ 1
and all n ≥ n0 by the theory of higher direct image sheaves, see [Har77, Theorem III.8.8].
For an arbitrary R′-module P write

0 −−−−→ P ′ −−−−→ R′(I) −−−−→ P −−−−→ 0.

Tensor the sequence with p∗A(n), which is �at over R′ since A is �at over R. Now the long exact
sequence for q∗ and the result for Riq∗(p

∗A(n)) give isomorphisms for i ≥ 1:

Ri+1q∗(p
∗A(n)⊗R′ P ′) ∼= Riq∗(p

∗A(n)⊗R′ P ).

Since Ri+1q∗(p
∗A(n) ⊗R′ P ′) = 0 for all i ≥ m and all P ′ we can use descending induction to

see that Riq∗(p
∗A(n)⊗R′ P ) = 0 for all i ≥ 1.

Like in the proof of [HS05, Proposition 3.4] there is an exact sequence of the following form for
an arbitrary coherent A-module N :

0 −−−−→ N ′ −−−−→ A(−k)r −−−−→ N −−−−→ 0.

Since N is �at over Y we have T orR1 (N,R′) = 0 so that the following sequence is exact

0 −−−−→ p∗N ′ −−−−→ p∗A(−k)r −−−−→ p∗N −−−−→ 0.

Now N is �at over R so p∗N is �at over R′, this implies T orR′1 (p∗N(n), P ) = 0 so that the
following sequence is also exact:

0 −−−−→ p∗N ′(n)⊗R′ P −−−−→ p∗A(n− k)r ⊗R′ P −−−−→ p∗N(n)⊗R′ P −−−−→ 0.

Now the lemma follows by using descending induction one more time.
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Remark 1.65:

Using this lemma we can make the following convention: whenever we have two coherent A-
modules M and N , we always choose a locally projective resolution M• →M for M , where the
Mi are of the form A(−ni)li with ni ≥ max {K(N), G(M)}. Here G(M) is the smallest integer
with the property that for all n ≥ G(M) the coherent sheafM(n) is generated by a �nite number
of global sections. Then by the previous lemma we have Extip∗A,q(p∗Mi, N ⊗Y ′ P ) = 0 for all
i ≥ 1. This property will be used later. We will denote max {K(N), G(M)} by lM,N .

De�nition 1.66:

For two coherent A-modules M and N we de�ne a complex L• of OY -modules by

Li = f∗HomA(Mi, N) = f∗N(ni)
li

where M• →M is a projective resolution of M with properties described in (1.65).

Corollary 1.67:

L• is a complex of coherent locally free OY ′-modules.

Proof:

Since f is projective and N is coherent we see that the Li are coherent.
It remains to show that each Li is locally free. To do so it is enough that for every n ≥ lM,N the
sheaf f∗N(n) is locally free on Y . Since this is a local question we may assume that Y = Spec(R)
is a�ne and consider the functor T : Mod(R)→Mod(R) de�ned by T (M) := f∗(N(n)⊗RM).
By the previous lemma (1.64) T is exact, which by [Har77, Proposition III.12.6] implies that
T (R) is a projective R-module, hence f∗(N(n)) is a locally free module on Spec(R).

Corollary 1.68:

For every quasi-coherent OY ′-module P there is canonical isomorphism

q∗Homp∗A(p∗Mi, N ⊗Y P ) ∼= Li ⊗Y P .

Proof:

We have a canonical isomorphism

q∗Homp∗A(p∗Mi, N ⊗Y P ) = q∗(p
∗N(ni)

li ⊗Y ′ P ).

The functor T : Mod(R′)→Mod(R′) given by T (P ) := q∗(p
∗N(n)⊗R′ P ) is exact since p∗N is

�at over R′ and for i ≥ 1 all the Riq∗ vanish by the choice of n. As p∗N(n) is coherent and �at
over Y ′ we can therefore use [Har77, Proposition III.12.5] to see that there is an isomorphism
T (P ) ∼= T (R′)⊗ P . This implies that we have

q∗(p
∗N(ni)

li ⊗Y ′ P ) = q∗(p
∗N(ni)

li)⊗Y ′ P .

Now by (1.67) f∗(N(ni)) commutes with base change so we have a canonical isomorphism

q∗(p
∗N(ni)) = u∗(f∗N(ni)).

This implies

q∗(p
∗N(ni)

li)⊗Y ′ P = u∗Li ⊗Y ′ P .
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And, �nally, we see that u∗Li ⊗Y ′ P = Li ⊗Y P . Putting everything together, there is in fact a
canonical isomorphism

q∗Homp∗A(p∗Mi, N ⊗Y P ) ∼= Li ⊗Y P

Corollary 1.69:

For every quasi-coherent OY ′-module P and every i ≥ 0 there is a canonical isomorphism:

Extip∗A,q(p∗M,N ⊗Y P ) ∼= Hi(L• ⊗Y P ).

Proof:

The elements of a locally projective resolution M• of M are �at over Y . To see this we note that
locally projective over A implies locally free over OX , because A is Azumaya. Since each Mi is
coherent and X is Noetherian this is equivalent to each Mi being a �at OX -module. But X is
�at over Y so by transitivity of �atness, each Mi is �at over Y . Using this we will �rst show
that p∗M• is a resolution of p∗M . (We will do this in the case of a resolution of length two, the
general case works analogously.)
Assume M has a resolution of the form

0 −−−−→ M2 −−−−→ M1
g−−−−→ M0

f−−−−→ M −−−−→ 0.

Then we get a short exact sequence

0 −−−−→ ker(f) −−−−→ M0
f−−−−→ M −−−−→ 0,

which shows that ker(f) is �at over Y sinceM andM0 are. In addition we get an exact sequence
on X ×Y Y ′:

0 −−−−→ p∗ker(f) −−−−→ p∗M0
f−−−−→ p∗M −−−−→ 0,

since M is �at over Y . But we have ker(f) = im(g), so that im(g) is also �at over Y . Therefore
the exact sequence:

0 −−−−→ M2 −−−−→ M1
g−−−−→ im(g) −−−−→ 0

gives rise to the following short exact sequence

0 −−−−→ p∗M2 −−−−→ p∗M1 −−−−→ p∗im(g) −−−−→ 0.

Since p∗ker(f) = p∗im(g) we can glue these short exact sequences back together and get a
resolution of p∗M :

0 −−−−→ p∗M2 −−−−→ p∗M1 −−−−→ p∗M0 −−−−→ p∗M −−−−→ 0.

Now we de�ne I−1 := p∗M and let Ii be the image of the map p∗Mi+1 → p∗Mi for i ≥ 0. Then
we have

0 −−−−→ Ii+1 −−−−→ p∗Mi+1 −−−−→ Ii −−−−→ 0

for all i ≥ −1, which gives us a long exact sequence:

· · · −−−−→ Extrp∗A,q(Ii, N ⊗Y P ) −−−−→ Extrp∗A,q(p∗Mi+1, N ⊗Y P )

−−−−→ Extrp∗A,q(Ii+1, N ⊗Y P ) −−−−→ Extr+1
p∗A,q(Ii, N ⊗Y P ) −−−−→ · · · .

But due to the choice of the resolution of M we know that Extip∗A,q(p∗Mi+1, N ⊗Y P ) = 0 for
all i ≥ 1, so there are isomorphisms:
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Extrp∗A,q(Ii+1, N ⊗Y P ) ∼= Extr+1
p∗A,q(Ii, N ⊗Y P )

for all r ≥ 1. The beginning of the long exact sequnce is

0 −−−−→ Homp∗A,q(Ii, N ⊗Y P ) −−−−→ Homp∗A,q(p
∗Mi+1, N ⊗Y P )

−−−−→ Homp∗A,q(Ii+1, N ⊗Y P ) −−−−→ Ext1p∗A,q(Ii, N ⊗Y P ) −−−−→ 0.

For r = 0 the result follows from this exact sequence by setting i = −1.
Ext1p∗A,q(p∗M,N ⊗Y P ) is the quotient of Homp∗A,q(I0, N ⊗Y P ) by the image of the map

Homp∗A,q(p
∗M0, N ⊗Y P )→ Homp∗A,q(I0, N ⊗Y P ).

The exact sequence p∗M2 → p∗M1 → I0 → 0 gives us:

0 −−−−→ Homp∗A,q(I0, N ⊗Y P ) −−−−→ Homp∗A,q(p
∗M1, N ⊗Y P ) −−−−→ Homp∗A,q(p

∗M2, N ⊗Y P )

showing that Homp∗A,q(I0, N ⊗Y P ) is just the kernel of

Homp∗A,q(p
∗M1, N ⊗Y P )→ Homp∗A,q(p

∗M2, N ⊗Y P ).

On the other hand since Homp∗A,q(I0, N ⊗Y P ) → Homp∗A,q(p
∗M1, N ⊗Y P ) is injective, the

images of

Homp∗A,q(p
∗M0, N ⊗Y P )→ Homp∗A,q(I0, N ⊗Y P )

and

Homp∗A,q(p
∗M0, N ⊗Y P )→ Homp∗A,q(p

∗M1, N ⊗Y P )

are isomorphic. This shows that Ext1p∗A,q(p∗M,N ⊗Y P ) is the cohomology of the complex

Homp∗A,q(p
∗M0, N ⊗Y P ) −−−−→ Homp∗A,q(p

∗M1, N ⊗Y P ) −−−−→ Homp∗A,q(p
∗M2, N ⊗Y P ),

which by the previous lemma is the same as the cohomology of the complex

L0 ⊗Y P −−−−→ L1 ⊗Y P −−−−→ L2 ⊗Y P.

The same argument works if we replace p∗M by I0 and

· · · → p∗M1 → p∗M0 by · · · → p∗M2 → p∗M1.

We can continue and replace I0 by I1 and so on. Using the isomorphisms

Extrp∗A,q(Ii+1, N ⊗Y P ) ∼= Extr+1
p∗A,q(Ii, N ⊗Y P ) for r ≥ 1,

we reduce by induction to the cases r = 0, 1 which have just been proven.

De�nition 1.70:

For any quasi-coherent OY -module P we de�ne

T i(P ) := Hi(L• ⊗Y P ).
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Lemma 1.71 ([Har77, Proposition III.12.5]):

There is a canonical homomorphism

T i(OY )⊗Y P → T i(P ).

Example 1.72:

The homomorphism from the previous lemma yields for every u : Y ′ → Y the base change
homomorphism

τ i(u) : u∗ExtiA,f (M,N)→ Extip∗A,q(p∗M,p∗N).

Lemma 1.73:

For every �at morphism u : Y ′ → Y of smooth Noetherian schemes and every i ≥ 0 the base
change homomorphism τ i(u) is an isomorphism.

Proof:

Take the locally projective resolution M• →M as always. Then p∗M• → p∗M is a resolution of
p∗M on X ×Y Y ′ since u is �at. We know that

Hi(Q•) = Extip∗A,q(p∗M,p∗N)

with Qi = q∗Homp∗A(p∗Mi, p
∗N). But then

Qi = q∗Homp∗A(p∗A(−ni)li , p∗N)

= q∗Homp∗A(p∗A, p∗N(ni)
li)

= q∗(p
∗N(ni)

li).

Now as u : Y ′ → Y is �at, f is separated and of �nite type (because f is projective) and
N(ni) is coherent, we can use the usual base change formula for �at morphisms. So we have
q∗(p

∗N(ni)) ∼= u∗(f∗N(ni)), see [Har77, Proposition III.9.3]. This gives us:

Qi ∼= u∗f∗N(ni)
li .

Using the A-module structure of N this can be written as Qi ∼= u∗f∗HomA(Mi, N). But the
cohomology of the complex L• = f∗HomA(M•, N) is by de�nition just Hi(L•) = ExtiA,f (M,N).
Since u is �at, u∗ is exact and commutes with cohomology. The cohomology of the complex
u∗L• = u∗f∗HomA(M•, N) is therefore u∗ExtiA,f (M,N). This gives us an isomorphism

u∗ExtiA,f (M,N) = Hi(u∗L•) ∼= Hi(Q•) = Extip∗A,q(p∗M,p∗N)

Theorem 1.74:

Let y ∈ Y be a point and assume that the base change homomorphism

τ i(y) : ExtiA,f (M,N)⊗ k(y)→ ExtiAy(My, Ny)

is surjective. Then

• there is a neighbourhood U of y such that τ i(y′) is an isomorphism for all y′ ∈ U ;
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• τ i−1(y) is surjective if and only if ExtiA,f (M,N) is locally free in a neighbourhood of y.

This can be proved like in [Lan83, Theorem 1.4], by restricting to an open a�ne set in Y .

Lemma 1.75:

Assume X is a smooth projective surface and let M and N be two coherent locally free OX-
modules. If we have M ⊂ N , then M ∼= N or codim(supp(N/M)) ≤ 1.

Proof:

Assume M 6∼= N and codim(supp(N/M)) = 2. Then the exact sequence

0 −−−−→ M −−−−→ N −−−−→ N/M −−−−→ 0

shows that M and N are isomorphic outside a subset U ⊂ X of codimension two. That is
M ↪→ N is an isomorphism on X\U . But M and N are locally free, so they are especially
re�exive. This implies that we can extend the isomorphism uniquely to an isomorphism to the
whole of X. But this means N/M = 0, respectively M ∼= N . So the assumption was wrong and
we must have codim(supp(N/M)) ≤ 1.

Lemma 1.76:

Assume X is a smooth projective surface. Let N be a coherent torsion-free OX-module and let
M be a locally free OX-module. If there is a surjection

M
φ−−−−→ N −−−−→ 0,

then ker(φ) is a locally free OX-module.

Proof:

Writing K := ker(φ), we get the exact sequence

0 −−−−→ K −−−−→ M
φ−−−−→ N −−−−→ 0.

Since N is torsion-free we have pdOX (N) ≤ 1, see [HL10, Chapter 1.1]. As M is locally free we
moreover have

pdOX (K) = max {0, pdOX (N)− 1}.

which shows that pdOX (K) = 0. Because K is coherent this implies that it is in fact a locally
free OX -module.

Lemma 1.77:

Assume that for all y ∈ Y we have ExtiAy(My, Ny) = 0. Then ExtiA,f (M,N) vanishes on Y .

Proof:

Since ExtiAy(My, Ny) = 0 the base change theorem gives isomorphisms

ExtiA,f (M,N)⊗ k(y) ∼= ExtiAy(My, Ny) = 0

for all y ∈ Y . But this implies ExtiA,f (M,N) = 0 by the Nakayama lemma.



32 1.5 Relative Ext-sheaves for modules over an Azumaya algebra

Lemma 1.78:

Assume Y is a smooth projective surface and �x y0 ∈ Y . If ExtiAy(My, Ny) = 0 for all i ≥ 3 and
all y ∈ Y and furthermore

HomAy(My, Ny) =

{
0 if y 6= y0

6= 0 if y = y0

Ext1Ay(My, Ny) =

{
0 if y 6= y0

6= 0 if y = y0

Ext2Ay(My, Ny) =

{
0 if y 6= y0

ks if y = y0

Then we have ExtiA,f (M,N) = 0 for i = 0, 1, i ≥ 3 and Ext2A,f (M,N)⊗ k(y0) ∼= k(y0)
s.

Proof:

The statement about ExtiA,f (M,N) is clear for i ≥ 3 by the previous lemma.
There is a complex of coherent locally free sheaves L• on Y , whose cohomology is Ext•A,f (M,N),
such that the cohomology of the complex L• ⊗ k(y) is just Ext•Ay(My, Ny), see the proof of the
base change theorem.
Since ExtiA,f (M,N) = 0 for i ≥ 3 the complex L• is exact at Li for i ≥ 3.

Now the kernel of the i-th di�erential is the kernel of a surjection from the locally free sheaf Li

to the image of the i-th di�erential, which is torsion-free as a subsheaf of Li+1. By (1.76) this
kernel is locally free.
Replacing L2 by ker(d2) and using the exactness for i ≥ 3 we may assume that the complex of
locally free sheaves on Y is of the form:

L0 −−−−→ L1 −−−−→ L2.

By assumption HomA,f (M,N) = ker(d0) is a sheaf which is concentrated just at y0. So it is a
torsion sheaf, but also a subsheaf of the locally free sheaf L0, so it must be zero.
We see that ker(d1) is locally free and contains L0 and equals it outside of y0 by the assumptions.
But then by (1.75) these two locally free sheaves must be equal everywhere, so

Ext1A,f (M,N) = ker(d1)/L
0 = 0.

For the last statement we use the sequence

0 −−−−→ im(d1) −−−−→ L2 −−−−→ Ext2A,f (M,N) −−−−→ 0

and tensor it with k(y0). This shows that

H2(L•)⊗k(y0) = (L2⊗k(y0))/(im(d1)⊗k(y0)) = H2(L•⊗k(y0)) = Ext2Ay(My, Ny) = k(y0)
s.
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1.6 Chern class computations

In this chapter we collect some formulas for the Chern classes of the bundles we are interested in.
We see these classes as elements in the cohomology with rational coe�cients. For a torsion-free
module M of rank r on a smooth projective surface X we de�ne the associated determinant line

bundle by det(M) := (
r∧
M)∗∗.

Lemma 1.79:

Assume X is a smooth projective surface and let M and N be coherent OX-modules of rank r
respectively s. If one of these modules is locally free, then the Chern classes of the tensor product
are given by:

• c1(M ⊗OX N) = sc1(M) + rc1(N);

• c2(M ⊗OX N) = sc2(M) +
(
s
2

)
c1(M)2 + (rs− 1)c1(M)c1(N) +

(
r
2

)
c1(N)2 + rc2(N).

Lemma 1.80:

Let X be a smooth and projective surface and let T be a torsion sheaf on X, sitting in an exact
sequence

0 −−−−→ M
φ−−−−→ N −−−−→ T −−−−→ 0 (4)

where M and N are torsion-free coherent OX-modules of the same rank. Then c1(T ) is e�ective
and one has:

c1(T ) =
∑

codim(ξ)=1

lOX,ξ(Tξ){ξ}.

Proof:

Since M and N are torsion-free, the injection M ↪→ N induces an injection det(M) ↪→ det(N),
see for example [Kob87, Proposition V.6.13]. We get an exact sequence

0 −−−−→ det(M)
det(φ)−−−−→ det(N) −−−−→ Q −−−−→ 0. (5)

Tensoring this exact sequence with the line bundle det(N)−1 shows:

1. det(M)⊗OX(D) ∼= det(N)

2. Q ∼= OD ⊗ det(N)

for some e�ective Cartier divisor D. This implies c1(det(M)⊗OX(D)) = c1(det(N)) or, by using
c1(M) = c1(det(M)):

c1(N)− c1(M) = D.

With the exact sequence (4) and the properties of c1 we get: c1(T ) = D.
Now e�ective Cartier divisors are the same as e�ective Weil divisors on X, and D corresponds
to ∑

codim(ξ)=1

lOX,ξ((OD)ξ){ξ}.
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Pick a prime divisor C of D with generic point ξ, then R := OX,ξ is a discrete valuation ring
and the exact sequences (4) and (5) give us two exact sequences:

0 −−−−→ Mξ
φξ−−−−→ Nξ −−−−→ Tξ −−−−→ 0

0 −−−−→ det(M)ξ
det(φ)ξ−−−−→ det(N)ξ −−−−→ Qξ −−−−→ 0.

The �rst sequence yields Tξ = coker(φξ) while the second one gives (OD)ξ = R/det(φ)ξR.
Since Mξ and Nξ are torsion-free, they are in fact free and of the same rank over the principal
ideal domain R, hence coker(φξ) is of �nite length. Using the structure theorem for modules
over a principal ideal domain, one can see that lR(coker(φξ)) = lR(R/det(φξ)R). So

D =
∑

codim(ξ)=1

lR((OD)ξ){ξ}

=
∑

codim(ξ)=1

lR(R/det(φξ)R){ξ}

=
∑

codim(ξ)=1

lR(coker(φξ)){ξ}

=
∑

codim(ξ)=1

lR(Tξ){ξ}.

Corollary 1.81:

Assume A is a maximal order on a smooth projective surface X and let M and N be torsion-free
A-modules of rank one. If HomA(M,N) 6= 0 then c1(N)− c1(M) is e�ective.

Proof:

By (1.47) a nontrivial element in HomA(M,N) gives rise to a short exact sequence:

0 −−−−→ M −−−−→ N −−−−→ T −−−−→ 0.

Now use (1.80).

Lemma 1.82 ([Fri98, Chapter 2]):

Assume X is a smooth and projective surface and p ∈ X is a closed point. If Ip denotes the ideal
sheaf of p and k(p) is the skyscraper sheaf at p, then we have an exact sequence

0 −−−−→ Ip −−−−→ OX −−−−→ k(p) −−−−→ 0

which shows that

c1(Ip) = c1(k(p)) = 0 and c2(Ip) = −c2(k(p)) = 1.

Theorem 1.83:

Assume A is a maximal order on a smooth projective surface X of rank r2, with rami�cation
curves {Ci} and rami�cation indices {ei} for i = 1, . . . , l. Then we have:
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c1(A) = − r2

2

l∑
i=1

(1− 1
ei

)Ci.

Proof:

The trace map tr : A×A → OX de�nes an exact sequence

0 −−−−→ A −−−−→ A∗ −−−−→ Q −−−−→ 0,

which shows that c1(A) = −1
2c1(Q). Now we can compute c1(Q) using (1.80).

We note that if ξ is a point of codimension one inX which is not the generic point of a rami�cation
curve, then Aξ is Azumaya and the trace gives an identi�cation

(A∗)ξ = (Aξ)∗ ∼= Aξ

so that Qξ = 0 for these points. This is basically due to the fact that Aξ gets isomorphic to a
matrix algebra over the completion of the local ring OX,ξ. A matrix algebra Mn(R) is self-dual
with respect to the trace and since the trace is compatible with completion, we get the desired
isomorphism.
If ξ is the generic point of a rami�cation curve C then Aξ is a maximal R-order in Aη, where
R = OX,ξ is a discrete valuation ring with maximal ideal m. It is known that maximal orders
over discrete valuation rings are standard orders, see for example [Art86, De�nition 2.13]. As
the length of an R-module is preserved under an étale extension R → S of discrete valuation
rings, we may assume, using Morita equivalence, that Aξ is of the form

R · · · · · · R

m R
. . .

...
...

. . .
. . .

...
m · · · m R

.

Here the matrix is an e× e-matrix, where e is the rami�cation index of A over C. We see that
if rk(A) = r2 then e|r and we de�ne f := r

e .
The trace pairing then identi�es (Aξ)∗ with {x ∈ Aη|tr(xAξ) ⊂ R}, which can easily be computed
and is given by:

(Aξ)∗ =


R · · · m−1 m−1

R R
. . . m−1

...
. . .

. . .
...

R · · · · · · R

.

We conclude that Qξ is given in this case by:

Qξ =


0 · · · m−1/R m−1/R

R/m 0
. . . m−1/R

...
. . .

. . .
...

R/m R/m · · · 0

.

Now R/m is a simple R-module and since R is a discrete valuation ring, we have m = (π) for some
uniformizing element π ∈ R. This implies m−1 = (π−1) so that m−1/R = m−1/mm−1 ∼= R/m,
hence m−1/R is also simple. So we have:
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lR(R/m) = lR(m−1/R) = 1.

Counting the entries above and under the diagonal gives

lR(Qξ) = e(e−1)
2 lR(R/m) + e(e−1)

2 lR(m−1/R) = e(e− 1).

Using Morita equivalence shows that, if rk(A) = r2 = (ef)2, we get

lR(Qξ) = f2e(e− 1) = f2e2(1− 1
e ) = r2(1− 1

e ).

So we �nally get c1(A) = − r2

2

l∑
i=1

(1− 1
ei

)Ci.

Lemma 1.84:

Assume A is a terminal order on a smooth projective surface X with rami�cation curves {Ci}
and rami�cation indices {ei} for i = 1, . . . , l. If M is a torsion-free A-module of rank one and
A∗ denotes the dual sheaf of A, then we have:

c1(A∗ ⊗AM) = c1(M)− 2c1(A).

Proof:

Since M is torsion-free, we have an exact sequence:

0 −−−−→ M −−−−→ M∗∗ −−−−→ Q −−−−→ 0 (6)

where M∗∗ is the bidual of M and codim(supp(Q)) = 2. Since A∗ is locally free, it is a locally
projective A-bimodule by (1.13), particularly it is a �at A-module. So tensoring (6) we get:

0 −−−−→ A∗ ⊗AM −−−−→ A∗ ⊗AM∗∗ −−−−→ A∗ ⊗A Q −−−−→ 0

with codim(supp(A∗ ⊗A Q)) = 2. We conclude:

c1(A∗ ⊗AM) = c1(A∗ ⊗AM∗∗).

This implies that it is enough to prove the lemma for locally projective A-modules.
The trace pairing

tr : A×A −−−−→ OX
gives us an embedding A ↪→ A∗ (which is in fact an isomorphism away from the rami�cation
locus), so there is an exact sequence:

0 −−−−→ A −−−−→ A∗ −−−−→ R −−−−→ 0

with supp(R) ⊂
l⋃
i=
Ci. Using the �atness of the locally projective A-module M we get an exact

sequence:

0 −−−−→ M −−−−→ A∗ ⊗AM −−−−→ R⊗AM −−−−→ 0.

But by (1.80), we see that c1(A∗ ⊗AM)− c1(M) must be an e�ective divisor D and that it has
the form

D =
l∑

i=1
lOX,ξi ((R⊗AM)ξi),
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where ξi is the generic point of Ci.
We are now in the following situation: given a discrete valuation ring R = OX,ξ, with �eld of
fractions K, a maximal R-order A = Aξ with rami�cation index e and a projective A-module
N = Mξ. We want to compute lR((A∗ ⊗A N)/N).
SinceM is a torsion-free A-module of rank one, we know thatMη = N⊗RK is a simple A⊗RK-
module. By (1.16) N is an indecomposable A-module. But then by (1.17) all possible modules
N are A-isomorphic. So it is enough to compute the length for one A-module N and we choose
N = A. We have to �nd lR(A∗/A), which is r2(1− 1

e ) by looking at the proof of (1.83). We get

D = r2
l∑

i=1
(1− 1

ei
)Ci.

So by comparison D = −2c1(A), which proves that c1(A∗ ⊗AM) = c1(M)− 2c1(A).

Lemma 1.85:

Assume X and Y are smooth projective surfaces and A is an Azumaya algebra on X. We have
the projections p and q from X × Y to X respectively Y . If M is a coherent A-module and N a
coherent p∗A-modules, then the class

ch(Ext0p∗A,q(p∗M,N)− Ext1p∗A,q(p∗M,N) + Ext2p∗A,q(p∗M,N))

in H∗(Y,Q) depends only on the classes of ch(M) and ch(N).

Proof:

Since A is Azumaya on X, we have that p∗A is Azumaya on X×Y by (A.9). Thus for all y ∈ Y
and i ≥ 3 we see:

Extip∗A,q(p∗M,N)⊗ k(y) ∼= ExtiA(M,Ny) = 0

due to the base change theorem and (p∗M)y ∼= M . So Extip∗A,q(p∗M,N) = 0 for all i ≥ 3.
Therefore we may assume, like in the proof of (1.78) that there is a complex

L0 −−−−→ L1 −−−−→ L2

of locally free sheaves on Y with Hi(L•) = Extip∗A,q(p∗M,N).
We see that the class in question is

ch(H0(L•)−H1(L•) +H2(L•)).

Using Hi(L•) = ker(di)/im(di−1) and the exact sequence

0 −−−−→ ker(di) −−−−→ Li −−−−→ im(di) −−−−→ 0,

we see that, by additivity of ch, the class is:

ch(L0 − L1 + L2).

Now Li = q∗Homp∗A(p∗Mi, N) where M• → M is the locally projective resolution of M . Since
p is �at p∗M• → p∗M is a locally projective resolution of p∗M. Now we use additivity of ch again
to get the following class:
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2∑
i=0

(−1)ich(q∗Homp∗A(p∗Mi, N)).

By assumptions X × Y is projective, so the projection q is proper. We can therefore apply the
Grothendieck-Riemann-Roch theorem for q. Since the higher direct images of Homp∗A(p∗Mi, N)
under q∗ vanish by the choice of the resolution, we get:

ch(q∗Homp∗A(p∗Mi, N)) = q∗(ch(Homp∗A(p∗Mi, N))p∗td(X)).

As p∗A is an Azumaya algebra, this class can be simpli�ed using the isomorphism given by
(1.53):

(p∗A)∗ ⊗OX×Y Homp∗A(p∗Mi, N) = HomOX×Y (p∗Mi, N).

But as p∗A is an Azumaya algebra we have ch((p∗A)∗) = ch(p∗A). So we get:

ch(Homp∗A(p∗Mi, N)) = ch(HomOX×Y (p∗Mi, N))ch(p∗A)−1.

Since p∗Mi is locally projective over p
∗A, it is locally free over OX×Y by (1.57) so we can further

simplify:

ch(HomOX×Y (p∗Mi, N)) = ch((p∗Mi)
∗ ⊗N) = ch((p∗Mi)

∗)ch(N).

Now p∗M• → p∗M is a resolution, so

2∑
i=0

(−1)ich(p∗Mi) = ch(
2∑
i=0

(−1)ip∗Mi) = ch(p∗M)

and as the p∗Mi are locally projective, we get by [HL10, Lemma II.6.1.3] :

ch(
2∑
i=

(−1)i(p∗Mi)
∗) = ch(

2∑
i=0

(−1)ip∗Mi)
∨,

where ch(−)∨ is the dual class. Putting everything together, we see that the class is given by

q∗(ch(p∗M)∨ch(N)ch(p∗A)−1p∗td(X)).

Using ch(p∗M) = p∗ch(M) shows, that it does depend only on ch(M) and ch(N).

1.7 Quasi-universal families

Assume X is a smooth projective surface with a distinguished line bundle OX(1), so that X is
a polarized projective scheme. As the moduli space MA/X,P is a coarse moduli space, there is
no universal family on it. In this section we want to prove that at least a quasi-universal family
exists. We will use the notation from [HL10, Chapter 4.6] and adapt the proof given there to
our situation. If we have a family of A-modules parametrized by a scheme S, then we have the
the projections p : X × S → S and q : X × S → X.

De�nition 1.86:

A �at family E of torsion-free A-modules of rank one on X parametrized by MA/X,P is called
quasi-universal, if the following holds: if F is a family of torsion-free A-modules of rank one with
Hilbert polynomial P over S and if φF : S → MA/X,P , s 7→ [Fs] is the induced morphism, then
there is a locally free OS-module W such that F ⊗ p∗W ∼= φ∗F ,XE, where φ∗F ,X := (idX × φF )∗.
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Remark 1.87:

By de�nition for every point y ∈ MA/X,P the A-module Ey on X is isomorphic to M⊕n for a
torsion-free A-module M of rank one with Hilbert polynomial P , which de�nes the isomorphism
class given by y ∈MA/X,P . Here n is the rank of the stalk of W at y. If MA/X;c1,c2 is connected
then this number n does not depend on y and is called the similitude of E , see [Muk87, Appendix,
De�nition A.5].

Let R be the locally closed subscheme in Quot(A(−m)N , P ) used in the construction of MA,P
and let F̃ be the universal quotient on X × R, that is the restriction to X × R of the universal
family on X × Quot(A(−m)N , P ). F̃ is a GL(N)-linearized sheaf on X × R and since the
center Z of GL(N) acts trivially on R, see [HS05, Proposition 2.2 (v)], it has the structure of a
Z-representaion and decomposes into weight spaces.

Theorem 1.88:

Quasi-universal families exist.

Proof:

We �rst prove that there are GL(N)-linearized locally free sheaves of Z-weight one on R: if n
is su�ciently large A = p∗(F̃ ⊗ q∗OX(n)) is a locally free sheaf on R of rank P (n) and carries a
natural GL(N)-linearization of Z-weight one, the one induced from F̃ .
So let A be any GL(N)-linearized locally free sheaf of Z weight one on R. Now Z acts trivially
on Hom(p∗A, F̃ ), which therefore carries a PGL(N)-linearization and descends to a family E on
X ×MA/X,P by [HL10, Theorem 4.2.14], because π2 : R −→ MA/X,P is a principal PGL(N)-
bundle, see [HS05, Theorem 2.4] where it is stated that this morphism is locally trivial in the
fppf-topology, but as PGL(N) is smooth it is also locally trivial in the étale topology.
It remains to show that E is quasi-universal.
Suppose F is a family of torsion-free A-modules of rank one on X parametrized by a scheme S
with Hilbert polynomial P . Then p∗F(m) is a locally free OS-module of rank P (m) = N . Let

R(F) = Isom(ONS , p∗F(m))
π1−−−−→ S

be the frame bundle. Then, by [HL10, Example 4.2.6], there is a universal GL(N)-equivariant
trivialization

ONR(F)
∼=−−−−→ π∗1p∗F(m).

By the relative version of Serre's theorem we have a surjection

q∗OX(−m)⊗ p∗p∗F(m) −−−−→ F −−−−→ 0.

Now apply π∗1,X to this surjection, with π1,X = idX × π1, and use the universal trivialization to
get a quotient

r∗OX(−m)N ⊗ s∗OR(F) −−−−→ π∗1,XF −−−−→ 0

on X×R(F), where r = q◦π1,X : X×R(F)→ X and s : X×R(F)→ R(F) are the projections,
and we have p ◦ π1,X = π1 ◦ s. More exactly we have:

π∗1,Xp
∗p∗F(m) = (p ◦ π1,X)∗p∗F(m) = (π1 ◦ s)∗p∗F(m) = s∗(π∗1p∗F(m))
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and the last module can be replaced using the universal quotient.
We can tensor the quotient with π∗1,XAS to get a quotient:

r∗OX(−m)N ⊗ s∗OR(F) ⊗ π∗1,XAS −−−−→ π∗1,XF ⊗ π∗1,XAS −−−−→ 0.

Since tensor products and pullback commute and π∗1,XAS = π∗1,Xq
∗A = r∗A, we get in fact the

following quotient:

r∗A(−m)N ⊗ s∗OR(F) −−−−→ π∗1,X(F ⊗AS) −−−−→ 0. (7)

But F is by de�nition an AS-module, so we get a surjection

F ⊗AS −−−−→ F −−−−→ 0

using the AS-module structure. Applying π∗1,X to the last equation and combining this with (7),
we get a quotient:

r∗A(−m)N ⊗ s∗OR(F) −−−−→ π∗1,XF −−−−→ 0

of A(−m)N on X ×R(F).
As Quot(A(−m)N , P ) represents the Quot-functor, this quotient gives rise to a map

φ̃F : R(F)→ Quot(A(−m)N , P ).

Now GL(N) acts on R(F) from the right by composition, so that the frame bundle is in fact a
principal GL(N)-bundle, see [HL10, Example 4.2.3]. The morphism φ̃F is GL(N)-equivariant
and by construction we have φ̃F (R(F)) ⊂ R.
Thus we can consider the commutative diagram

R(F)
φ̃F−−−−→ R

π1

y yπ2
S

φF−−−−→ MA/X,P

Since π∗2,XE ∼= Hom(p∗A, F̃ ) we have:

π∗1,Xφ
∗
F ,XE ∼= φ̃∗F ,Xπ

∗
2,XE ∼= φ̃∗F ,XHom(p∗A, F̃ ) ∼= Hom(φ̃∗F ,Xp

∗A, φ̃∗F ,X F̃ ).

Now by de�nition: φ̃∗F ,X F̃
∼= π∗1,XF and φ̃∗F ,Xp

∗A ∼= s∗φ̃∗FA.

Since φ̃∗FA is GL(N)-linearized in a natural way and π1 : R(F) → S is a GL(N)-principal

bundle, there is a locally free sheaf B on S such that there is an isomorphism φ̃∗FA
∼= π∗1B.

Furthermore we have s∗φ̃∗FA
∼= π∗1,Xp

∗B. So we conclude:

π∗1,Xφ
∗
F ,XE ∼= Hom(π∗1,Xp

∗B, π∗1,XF) = π∗1,XHom(p∗B,F)

which is equivariant. Using [HL10, 4.2.14] we see that this map descends to an isomorphism:

φ∗F ,XE ∼= Hom(p∗B,F) ∼= p∗B∨ ⊗F .

So E is in fact a quasi-universal family.
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2 Moduli spaces over K3 and abelian surfaces

If X is a smooth K3 or abelian surface and E a coherent OX -module, then Mukai de�ned in

[Muk87] a class v(E) ∈ Hev(X,Q) =
2⊕
i=0

H2i(X,Q), today called Mukai vector of E, by

v(E) := ch(E)
√
td(X).

Here ch(E) is the Chern Character of E and td(X) is the Todd class of X, both classes belong
to Hev(X,Q). For every u = (a, b, c) and u′ = (a′, b′, c′) in Hev(X,Q) he de�ned a symmteric
bilinear form (−,−), using the cup product, by:

(u, u′) = b ∪ b′ − a ∪ c′ − a′ ∪ c

He observed that (u, u′) is equal to the H4(X,Q) component of −u.u′ ∈ Hev(X,Q), the usual
product. Writing u = ⊕ui we can de�ne the dual class u∨ = ⊕(−1)iui. So we can write:

(u, u′) = −
∫
X

u∨.u′,

where
∫
X

means taking the H4(X,Q) componenet of the product. For two coherent OX -modules

E and F the product (v(E), v(F )) equals the H4 component of −ch(E)∨.ch(F ).td(X). Using
the Hirzebruch-Riemann-Roch theorem he proved:

Proposition 2.1:

Assume E and F are coherent OX -modules and put

χ(E,F ) =
2∑
i=0

(−1)idim(ExtiOX (E,F )).

Then we have χ(E,F ) = −(v(E), v(F )).

Denote by M(v) the moduli space of stable sheaves on X with Mukai vector v, then it is known
that M(v) is smooth and that the there is canonical isomorphism

T[E]M(v) ∼= Ext1OX (E,E)

for the tangent space at a point [E] ∈ M(v). Since E is stable it is a simple OX -module, so we
have HomOX (E,E) = k. Using the fact that ωX ∼= OX and Serre duality gives Ext2OX (E,E) ∼=
HomOX (E,E)′ = k. This shows

dim(Ext1OX (E,E)) = 2 + (v(E), v(E)).

So M(v) has dimension (v, v) + 2. Using these results Mukai proved the following two theorems:

Theorem 2.2:

Assume v is a Mukai vector with (v, v) = −2, then M(v) is either empty or a reduced point.

Theorem 2.3:

Assume v is an isotropic Mukai vector, that is (v, v) = 0. IfM(v) contains a connected component
M which is compact, then we have:
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1. M(v) is irreducible;

2. every semistable sheaf K with v(K) = v is stable.

In this section we will adapt these de�nitions to the situation of torsion-free A-modules on a K3
or an abelian surface and obtain similiar results if A is unrami�ed, that is an Azumaya algebra
on X.

2.1 Euler characteristic and Mukai vectors for modules over orders

De�nition 2.4:

Assume A is a terminal order on a smooth projective surface and let M and N be coherent
A-modules, then we de�ne the A-Euler characteristic of the pair (M,N) by:

χA(M,N) :=
2∑
i=0

(−1)idimk(Ext
i
A(M,N))

Lemma 2.5:

Assume A is a terminal order on a smooth projective surface X. If 0→M ′ →M →M ′′ → 0 is
an exact sequence of coherent A-modules, then we have:

χA(M,N) = χA(M ′, N) + χA(M ′′, N)

Proof:

Since the category R−Mod of left R-module has enough injectives for any ring R, we see that we
can adapt the proof of [Har77, Proposition III.2.2] to see that the category Mod(A) has enough
injectives. So we choose an injective resolution 0→ N → I•.
Since the Ij are injective, the functors HomA(−, Ij) are exact, so we get a short exact sequence
of complexes

0→ HomA(M ′′, I•)→ HomA(M, I•)→ HomA(M ′, I•)→ 0.

Taking the long exact sequence of cohomology groups gives the long exact ExtA-sequence. By
(1.52) we have ExtiA(M,N) = 0 for i ≥ 3. Using the fact that Euler characteristic in an exact
sequence is zero and grouping the Ext according to M , M ′ and M ′′ shows

χA(M ′, N)− χA(M,N) + χA(M ′′, N) = 0.

Lemma 2.6:

Assume A is a terminal order on a smooth projective surface X. Let M be a coherent locally
projective A-module and let N be a coherent A-module. Then we have:

χA(M,N) = χ(X,HomA(M,N)) =
∫
X ch(HomA(M,N)).td(X).

Proof:

Since M is locally projective the local-to-global spectral sequence shows that we have

ExtiA(M,N) = H i(X,HomA(M,N)).
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This implies that the A-Euler characteristic for M and N agrees with the usual Euler charac-
teristic for HomA(M,N), meaning χA(M,N) = χ(X,HomA(M,N)). Now the last assertion is
just the Hirzebruch-Riemann-Roch theorem for HomA(M,N).

De�nition 2.7:

Let M be a coherent A-module, then we de�ne the A-Chern character by:

chA(M) := ch(M).
√
ch(A∗)−1.

Remark 2.8:

By
√
− we mean the positive square root, that is the degree zero component is positive. Since

rk(A) = r2 with r ≥ 1 the class
√
ch(A)

−1
is well de�ned and can be found with a power series

expansion.

Lemma 2.9:

Assume A is a terminal order on a smooth projective surface X. If M is a coherent locally
projective A-module and N is a coherent A-module, then we have:

ch(HomA(M,N)) = chA(M∗).chA(N).

Proof:

By (1.53) we have an isomorphism A∗ ⊗OX HomA(M,N) ∼= HomOX (M,N). This implies

ch(A∗ ⊗OX HomA(M,N)) = ch(HomOX (M,N)).

Since A∗ is a locally free OX -module, the Chern character is multiplicative with respect to the
tensor product:

ch(A∗ ⊗OX HomA(M,N)) = ch(A∗)ch(HomA(M,N)).

ButM is a locally projective A-module, so by (1.55) it is a locally free OX -module, which implies
that HomOX (M,N) = M∗ ⊗OX N . Using again the multiplicativity of ch, we get

ch(HomOX (M,N)) = ch(M∗)ch(N).

So, �nally, we see:

ch(HomA(M,N)) = ch(HomOX (M,N))ch(A∗)−1

= ch(M∗)
√
ch(A∗)

−1
ch(N)

√
ch(A∗)

−1

= chA(M∗)chA(N).

Corollary 2.10:

Assume A is a terminal order on a smooth projective surface X. If M is a locally projective
A-module and N is a coherent A-module, then we have:

χA(M,N) =
∫
X chA(M∗).chA(N).td(X).
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Proof:

This follows from (2.6) and (2.9).

Remark 2.11:

By choosing a locally projective resolution for a coherent A-module M , we see that the previous
corollary is in fact correct for all coherent A-modules M and N .

De�nition 2.12:

If A is a terminal order on a smooth projective surface X and M is a coherent A-module we
de�ne its A-Mukai vector by:

vA(M) = chA(M).
√
td(X).

Example 2.13:

Assume X is a K3 or an abelian surface. If A is an Azumaya algebra with rk(A) = r2, then
A∗ ∼= A using the trace map. So c1(A) = c1(A∗) = −c1(A) implying c1(A) = 0. Thus we have
ch(A) = r2 − c2(A). Using (

√
1− x)−1 ≈ 1 + 1

2x shows that√
ch(A)

−1
= 1

r + 1
2r3
c2(A).

Furthermore since X is abelian or K3 we have KX = 0 so that td(X) = 1 + χ(OX) and with√
1 + x ≈ 1 + 1

2x this gives √
td(X) = 1 + 1

2χ(OX).

(Here we have to be a little bit careful how to read this: 1 ∈ H0(X,Q) but 1
2χ(OX) ∈ H4(X,Q)!).

Now assume M is a coherent A-module with rk(M) = s as an OX -module and Chern classes c1
and c2, then ch(M) = s+ c1 + 1

2(c21 − 2c2).
We compute the A-Mukai vector of M and get:

vA(M) = ( sr ,
1
r c1,

1
2r (c21 − 2c2 + s

r2
c2(A)) + s

2rχ(OX)).

For example if M is a torsion-free A-module of rank one, then rk(M) = r2, so we get:

vA(M) = (r, 1r c1,
1
2r (c21 − 2c2 + c2(A)) + r

2χ(OX)).

If S is an Artinian A-module of length lA(S) = n, then rk(S) = 0, c1(S) = 0 and c2(S) = −n
so that

vA(S) = (0, 0, nr ).

The last formula is also valid for a terminal order A on a smooth projective surface, since
ch(S) = n only lives in H4(X,Q).

Lemma 2.14:

Assume A is a terminal order on smooth projective surface X. If M and N are coherent A-
modules, then we have

χA(M,N) = −(vA(M), vA(N)),
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where the bilinear form (−,−) on Hev(X,Q) =
⊕
H2i(X,Q) is given by (v, w) = −

∫
X v
∨.w as

described above.

Proof:

If A is an Azumaya algebra, then, due to (2.10), the left hand side is given by the H4 component
of

ch(M)∨.ch(N).td(X).ch(A)−1.

Using td(X).ch(A)−1 = 1
r2

+ 1
r4
c2(A) + 1

r2
χ(OX) we see that, if rk(M) = s and rk(N) = t, the

left hand side is given by:

st
r2
χ(OX) + st

r4
c2(A) + s

r2
ch2(N) + t

r2
ch2(M)− 1

r2
c1(N)c1(M).

Here ch2 = 1
2(c21 − 2c2). Now writing the Mukai vectors as

vA(M) = ( sr ,
1
r c1,

1
2r (2ch2(M) + s

r2
c2(A)) + s

2rχ(OX))

shows that the right hand side is given by the same term.
If A is rami�ed, then c1(A) 6= 0 and the computations are tedious but show the same result.

Example 2.15:

Assume A is an Azumaya algebra. We see that if v = (a, b, c) then (v, v) = b2 − 2ac. Using the
description of vA(M) from (2.13) for a torsion-free A-module M of rank one with Chern classes
c1 and c2, we get

(vA(M), vA(M)) = 1
r2
c21 − (c21 − 2c2)− c2(A)− r2χ(OX).

The term 1
r2
c21−(c21−2c2) can be simpli�ed to 1

r2
(2r2c2−(r2−1)c21). So if ∆ = 2r2c2−(r2−1)c21

denotes the discriminant of M we have

(vA(M), vA(M)) = 1
r2

∆− c2(A)− r2χ(OX)

Since a torsion-free A-module M of rank one is simple (1.49), we have HomA(M,M) = k and
using Serre duality shows that Ext2A(M,M) = HomA(M,M)′ = k. So we get

dim(Ext1A(M,M)) = 2 + (vA(M), vA(M)),

or dim(Ext1A(M,M)) = 2+ 1
r2

∆−c2(A)−r2χ(OX). Now if we compare this with the dimension
formula for the moduli space MA/X;c1,c2 given in (3.1), we see that

dim(MA/X;c1,c2) = 2 + (vA(M), vA(M))

which is the same type of formula as in the case of stable sheaves.

Example 2.16:

Assume A is a terminal order and S is an Artinian A-module of length n. Then we know that
vA(S) = (0, 0, nr ). So (vA(S), vA(S)) = 0 which implies that χA(S, S) = 0.
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2.2 Zero-dimensional moduli spaces

Using the A-Mukai vector, we will prove a theorem similar to Mukai's result (2.2).

Theorem 2.17:

Assume X is a K3 or an abelian surface and let A be an Azumaya algebra on X. If vA is a Mukai
vector such that (vA, vA) = −2, then either the moduli space is empty or dim(MA/X;c1,c2) = 0. If
MA/X;c1,c2 is not empty, then the moduli space consists of a single reduced point which represents
a locally projective A-module.

Proof:

Let M and N be torsion-free A-modules of rank one de�ning points [M ] and [N ] in MA/X;c1,c2 .
By (2.11) we know that χA(M,N) depends only on the Chern classes of N and not on N itself.
As M and N have the same Chern classes we get:

χA(M,N) = χA(M,M) = −(vA(M), vA(M)) = 2.

Therefore we must have either HomA(M,N) 6= 0, or HomA(N,M) 6= 0 by using Serre duality.
Using (1.48) we see that in both cases M and N are isomorphic.
But it is known thatMA/X;c1,c2 is smooth (3.1, still to come) and that every connected component
contains a locally projective A-module (3.28, still to come).
Summing up: MA/X;c1,c2 = {[M ]}, [M ] is a reduced point and M is locally projective.

2.3 Two-dimensional moduli spaces

Now we want to prove a result like (2.3) in our case, by using the A-Mukai vector and the base
change theorem for modules over an Azumaya algebra A.
Theorem 2.18:

Assume X is a K3 or an abelian surface and let A be an Azumaya algebra on X. If vA is a Mukai
vector such that (vA, vA) = 0, then either the moduli space is empty or dim(MA/X;c1,c2) = 2. If
Y is a complete connected component in MA/X;c1,c2, then MA/X;c1,c2 = Y , the moduli space is
irreducible and all A-modules are locally projective.

Proof:

Since the moduli space is smooth (3.1) and Y is connected, the component must be irreducible
(smooth and connected implies irreducible).
We �x a quasi-universal family E over Y , that is the restriction of a quasi-universal family on
MA/X;c1,c2 to Y , and denote the similitude by s.
We have the two projections p : X × Y → X and q : X × Y → Y .
Let [M ] be an arbitrary point in the moduli space represented by an A-module M . For any
y ∈ Y we have by (1.48):

HomA(M, Ey) =

{
0 if M⊕s � Ey
ks if M⊕s ∼= Ey

Furthermore Serre duality gives

Ext2A(M, Ey) ∼= HomA(Ey,M)′ =

{
0 if M⊕s � Ey
ks if M⊕s ∼= Ey
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Since χA(M, Ey) = sχA(M,M) = 0 we see that:

Ext1A(M, Ey) =

{
0 if M⊕s � Ey
k2s if M⊕s ∼= Ey

So if [M ] /∈ Y , then ExtiA(M, Ey) = 0 for all y ∈ Y and i = 0, 1, 2. Therefore we have

Extip∗A,q(p∗M, E) = 0

for i = 0, 1, 2 by the base change theorem (1.77).
If [M ] ∈ Y , then for i = 0, 1, 2 we have ExtiA(M, Ey) 6= 0 for just point y0 ∈ Y , namely y0 = [M ].
Then lemma (1.78) applies and says that we have:

• Extip∗A,q(p∗M, E) = 0 for i = 0, 1;

• Ext2p∗A,q(p∗M, E)⊗ k(y0) = k(y0)
s for y0 = [M ].

Particularly the sheaf Ext2p∗A,q(p∗M, E) does not vanish completely, so it is an Artinian sheaf of
�nite length on Y .
Lemma (1.85) computes the class

a(M) := ch(Ext0p∗A,q(p∗M, E)− Ext1p∗A,q(p∗M, E) + Ext2p∗A,q(p∗M, E))

as an element of H∗(Y,Q) and shows that it does not depend on M but only on ch(M).
If [M ] /∈ Y we have a(M) = 0 since Extip∗A,q(p∗M, E) = 0 for i = 0, 1, 2 in this case.
If [M ] ∈ Y we see that ∫

Y a(M).td(Y ) = χ(Y, Ext2p∗A,q(p∗M, E)) 6= 0

since Extip∗A,q(p∗M, E) = 0 for i = 0, 1 and Ext2p∗A,q(p∗M, E) is nontrivial and Artinian. But this
can only happen if a(M) 6= 0. So if [M ] ∈ Y then a(M) 6= 0.
Consequently a(N) 6= 0 for all torsion free A-modules N of rank one with the same Chern classes
as M , since a(N) only depends on these classes. So we must have

MA/X;c1,c2 = Y ,

because a sheaf N in MA/X;c1,c2\Y would have a(N) = 0 which is not possible since all sheaves
in MA/X;c1,c2 have the same Chern classes.
For the last assertion, assume M is a torsion-free A-module of rank one with Chern classes c1
and c2. This module sits in the standard exact sequence:

0 −−−−→ M −−−−→ M∗∗ −−−−→ M∗∗/M −−−−→ 0.

NowM∗∗ is a locally projective A-module of rank one and has Chern classes c1 and c2− l, where
l is the length of M∗∗/M as an OX -module. But the length sati�es

lOX (M∗∗/M) = rlA(M∗∗/M).

We see that we have l = nr for some n ∈ N. If M is not locally projective then n ≥ 1.
The module M∗∗ de�nes a point in MA/X;c1,c2−l and we can compute that

dim(MA/X;c1,c2−l) = 2− 2l.

Because A is nontrivial we have r > 1, so that rl > 1 impliying dim(MA/X;c1,c2−l) < 0. But
then MA/X;c1,c2−l is a non-empty smooth projective scheme of negative dimension, which is
impossible. So we must have l = 0, showing that M ∼= M∗∗.
Summing up: every torsion-free A-module of rank one with Chern classes c1 and c2 is locally
projective.
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2.4 The case of an Azumaya Algebra on an abelian surface

Assume E1 and E2 are smooth elliptic curves over C.

De�nition 2.19:

An isogeny f : E1 → E2 is a morphism of curves which maps the point at in�nity 01 in E1 to
the point at in�nity 02 in E2.

Remark 2.20:

Since an elliptic curve is also an algebraic group, this de�nition of isogeny already implies that
an isogeny is a morphism of algebraic groups.

As E1 is a complete nonsingular curve, there are only two possibilities for the image of E1 under
f due to the following proposition:

Proposition 2.21 ([Har77, Proposition II.6.8]):

Let f : X → Y be a morphism where X is a complete nonsingular curve over C and Y is any
curve over C. Then either f(X) is a point or f(X) = Y . In the second case C(X) is a �nite
extension of C(Y ), f is a �nite morphism and Y is also complete.

Example 2.22:

Look at the multiplication by n map [n] : E1 → E1, P 7→ nP . Then we certainly have [n](01) = 01
so that [n] is a nontrivial isogeny.

Remark 2.23:

If f : E1 → E2 is a nontrivial isogeny, then this morphism induces a map

f∗ : Pic0(E2)→ Pic0(E1)

which yields the so-called dual isogeny f̂ : E2 → E1 by noticing that Ei ∼= Pic0(Ei). With the
help of the dual isogeny one can show that being isogenous is an equivalence relation.

So if E1 and E2 are non-isogenous elliptic curves, there is only the zero isogeny between them,
which maps the whole of E1 to 02 in E2.
We end this short recollection about isogenies with this lemma, which will be used later.

Lemma 2.24:

Assume E1 and E2 are two non-isogenous elliptic curves, then E1(C(E2)) = E1(C).

Proof:

Assume we have a C(E2)-valued point on E1, that is a morphism fη : Spec(C(E2)) → E1, here
η = Spec(C(E2)) denotes the generic point of E2. We choose a closed point x ∈ E2, that is x
has codimension one in E2.
Since E1 is proper, the morphism fη extends uniquely to a morphism fx : Spec(OE2,x)→ E1 by
the valuative criterion of properness. But as these curves are Noetherian and of �nite type over
C, there is an open subset U ⊂ E2 containing x such the morphism fx extends uniquely to a
morphism fU : U → E1.
Consequently there are �nitely many points on E2 for which this map is not de�ned. But then
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fU extends uniquely to a morphism f : E2 → E1, compatible with fη : Spec(C(E2)) → E1, see
[Liu02, Corollary 4.1.17].
Possibly using an appropriate translation, we may assume the map f : E2 → E1 preserves the
origins. But then this map is either an isogeny or constant. Since E1 and E2 are non-isogenous,
the morphism f constructed from fη must be constant.
That is we have a factorization of f through Spec(C):

E2 −−−−→ Spec(C) −−−−→ E1,

but then fη also factors through Spec(C). This shows that the C(E2)-valued point is in fact a
C-valued point.

We are interested in the abelian surface de�ned by X := E1×E2. We remark that the canonical
line bundle ωX is trivial, i.e KX = 0. The cohomology groups of the structure sheaf are given
by H0(OX) = H2(OX) = k and H1(OX) = k2.
Now choose two-torsion line bundles Li ∈ Pic(Ei) for i = 1, 2, this means Li satis�es L

2
i
∼= OEi .

De�ne I := π∗1L1 and J := π∗2L2, where πi : X → Ei are the projections. Then I, J and
K = I ⊗ J are two-torsion line bundles on X. So we can �x isomorphisms αI : I2

∼−→ OX and
αJ : J2 ∼−→ OX . Then we de�ne a locally free sheaf A of rank four on X by:

A = OX ⊕ I ⊕ J ⊕K (8)

Using αI and αJ we can de�ne the structure of a quaternion algebra on A:

• if l1, l2 ∈ Γ(U, I) we de�ne l1 · l2 = αI(l1l2) ∈ OX(U) and do the same for J and K;

• for l ∈ Γ(U, I) and m ∈ Γ(U, J) we de�ne l ·m = −m · l.

With this de�nition we have αK = −αI ⊗ αJ .
To see that A is an Azumaya algebra we note that we can �nd local sections i and j for I and J
over an open set U in the étale topology such that αI(i

2) = 1 and αJ(j2) = 1. De�ning k = i⊗j,
we see that {1, i, j, k} with ij = k, ji = −k and i2 = j2 = −k2 = 1 is a local basis for A on U .
But then there is an isomorphism

A⊗OX OU ∼= M2(OU ).

This can be seen like in the case of a �eld F , where such an isomorphism is given by mapping a
basis {1, i, j, k} with the properties described above via

1 7→
(

1 0
0 1

)
, i 7→

(
1 0
0 −1

)
, j 7→

(
0 1
1 0

)
and k 7→

(
0 1
−1 0

)
to M2(F ). One checks that this is indeed an isomorphism and transfers this to the global
situation.
Now we want to see that A is a nontrivial Azumaya algebra on X, which means its Brauer class
[A] ∈ Br(X) is nontrivial. By the sequence (1.4) the map [A]→ [Aη] from Br(X) to Br(C(X))
is injective, so it is enough to show that [Aη] is nontrivial in Br(C(X)). But

Aη = (OX ⊕ I ⊕ J ⊕K)η = OX,η ⊕ Iη ⊕ Jη ⊕Kη

and OX,η = Iη = Jη = Kη = C(X).
If I = OX(D), then I2 ∼= OX means 2D = div(f) for some f ∈ C(X)×. So
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I2 = OX(div(f)) = 1
fOX

and αI is given by multiplication with f , see for example [Har77, Proposition II.6.13]. Likewise
J2 = OX(div(g)) implies J2 = 1

gOX and αJ is multiplication with g. This shows that Aη is the
quaternion algebra (f, g)2, that is the C(X)-algebra generated by elements i and j with i2 = f ,
j2 = g and ij = −ji.
It remains to show that [(f, g)2] is nontrivial in Br(C(X)). But this is true, due to the following
proposition:

Proposition 2.25 ([CT02, Proposition 11]):

Assume E1 and E2 are non-isogenous elliptic curves and choose f ∈ C(E1)
× and g ∈ C(E2)

×, f
and g no squares, such that div(f) and div(g) are multiples of two. Then the quaternion algebra
(f, g)2 is nontrivial in Br(C(E1 × E2)).

Remark 2.26:

We will outline the basic ideas behind the proof of this proposition:
Assume k is an arbitrary �eld of characteristic di�erent from two and let E be an elliptic curve
over k whose two-torsion points are rational. Fix an isomorphism γ : (Z/2Z)2 ∼= E(k)[2].

Now de�ne Br0(E) := ker(Br(E)
ε∗0→ Br(k)), where ε0 : Spec(k) → E is the inclusion of the

origin 0E ∈ E, that is ε∗0 is the restriction of an Azumaya algebra to the origin. Then one has a
canonical isomorphism

Br0(E) ∼= H1(k,E),

where H i(k,−) is Galois cohomology, see [Wit04, Lemma 2.1]. The Kummer sequence

0 −−−−→ E[2] −−−−→ E
[2]−−−−→ E −−−−→ 0,

gives a long exact sequence in Galois cohomology, which can be split in parts to give the following
short exact sequence:

0 −−−−→ E(k)/2E(k) −−−−→ H1(k,E[2]) −−−−→ H1(k,E)[2] −−−−→ 0.

Using the isomorphism γ, H1(k,Z/nZ) ∼= k×/(k×)n and Br0(E) = H1(k,E) gives the following
sequence

0 −−−−→ E(k)/2E(k) −−−−→ (k×/k×2)2
φ−−−−→ 2Br

0(E) −−−−→ 0.

where 2Br
0(E) denotes the two-torsion part of Br0(E).

If we take E to be our elliptic curve E1 and take k to be the function �eld C(E2) of the other
curve, then (2.24) says that E(k) = E1(C(E2)) = E1(C). But since C is algebraically closed we
have E1(C) = 2E1(C), implying E(k)/2E(k) = 0.
Furthermore we have Br(C(E2)) = 0, see (A.5), so Br0(E1) = Br(E1).
Thus we have an isomorphism

(k×/k×2)2 ∼= 2Br(E1)

where E1 is de�ned over k = C(E2). Now any class g ∈ C(E2)
× described in the lemma

actually comes from a two-torsion line bundle on E2, which are classi�ed by H1
ét

(E2,Z/2Z). So
restricting to these classes gives an injection (H1

ét
(E2,Z/2Z))2 ↪→ 2Br(E1). But with the help

of this injection and the map φ one can then show that
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H1
ét

(E1,Z/2Z)⊗H1
ét

(E2,Z/2Z) ∼= 2Br(E1 × E2).

The result then follows because one has an explicit description of the map φ involving the algebras
(a, b)2 see [Wit04, Proposition 2.2].

Using the Künneth formula for X = E1 × E2 shows that we have

H0(X,A) = H2(X,A) = k and H1(X,A) = k2,

so the Euler characteristic vanishes: χ(X,A) = 0. Furthermore we have

c1(A) = 0 and c2(A) = 0.

We would like to study the moduli space MA/X;c1,c2 of torsion-free A-module of rank one with
Chern classes c1 = 0 and c2 = 0. We immediately see that MA/X;0,0 is not empty because it
contains A. If M is an A-module with the prescribed Chern classes then we have

vA(M) = (2, 0, 0)

by (2.13) and hence (vA(M), vA(M)) = 0. Using (2.15) we obtain

dim(MA/X;0,0) = 2.

As the space is not empty it contains at least one connected component of dimension two.
Because the space is smooth, see (3.1), this component is in fact irreducible, hence a smooth
projective surface. We would like to describe this component completely and use (2.18) to show
that this component is in fact the whole moduli space. To do this we need the following lemmas
(for the rest of this chapter ⊗ always means the tensor product over OX):

Lemma 2.27:

Assume G is the Kleinian four-group {OX , I, J,K} ⊂ Pic(X). Then for L ∈ Pic(X) we have:
A⊗ L ∼= A as OX-modules if and only if L ∈ G.

Proof:

Since A is a direct sum of line bundles as an OX -module we see:

A = OX ⊕ I ⊕ J ⊕K
A⊗ L = L⊕ (I ⊗ L)⊕ (J ⊗ L)⊕ (K ⊗ L).

If L ∈ G we immediately get that A⊗ L ∼= A.
Assume A⊗ L ∼= A holds. Since the Krull-Schmidt theorem is true for locally free sheaves, see
[Ati56, Theorem 5.3], one direct summand of A⊗L must be isomorphic to the direct summand
OX in A. So we must have

L ∼= OX , I ⊗ L ∼= OX , J ⊗ L ∼= OX or K ⊗ L ∼= OX .

Since I, J and K are two-torsion line bundles we can multiply each isomorphism with the
respective line bundle and get the desired result.

Corollary 2.28:

Assume G is the Kleinian four-group {OX , I, J,K} ⊂ Pic(X) and Li ∈ Pic(X) for i = 1, 2.
Then we have A⊗ L1

∼= A⊗ L2 as OX-modules if and only if L1 ⊗ L−12 ∈ G.
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Proof:

We have A⊗ L1
∼= A⊗ L2 if and only if A ∼= A⊗ (L1 ⊗ L−12 ). Now one can use (2.27).

Corollary 2.29:

Assume L1 and L2 are line bundles on X. Then we have A ⊗ L1
∼= A ⊗ L2 as OX-modules if

and only if A⊗ L1
∼= A⊗ L2 as A-modules.

Proof:

If these A-line bundles are isomorphic as A-modules, then they are isomorphic as OX -modules
using the forgetful functor from A-modules to OX -modules.
Assume A⊗ L1

∼= A⊗ L2 as OX -modules. Then by (2.28) we have

H0(X,A⊗ L1 ⊗ L−12 ) = H0(X,A) = k.

But then we see that

HomA(A⊗ L2,A⊗ L1) = HomA(A,A⊗ L1 ⊗ L−12 )

= HomOX (OX ,A⊗ L1 ⊗ L−12 )

= H0(X,A⊗ L1 ⊗ L−12 )

= k.

Now (1.48) shows that A⊗ L1
∼= A⊗ L2 as A-modules.

We use lemma (1.79) to see that for any A-moduleM and any line bundle L ∈ Pic0(X) we have:

• c1(M ⊗OX L) = c1(M);

• c2(M ⊗OX L) = c2(M).

Since E1 and E2 are non-isogenous, we deduce from the proof of [BL04, Theorem 11.5.1] that

Pic(X) = π∗1Pic(E1)× π∗2Pic(E2).

So the group G = {OX , I, J,K} is given as the product H1 × H2 where H1 =< I > and
H2 =< J >.
Furthermore we have

Pic0(X) = π∗1Pic
0(E1)× π∗2Pic0(E2),

which is true for any two curves. So Pic0(X) can be identi�ed with X itself, since Pic0(E) ∼= E
for an elliptic curve.
We see that in fact Hi ⊂ π∗i Pic

0(Ei) so that G also acts on Pic0(X) and the action of G is
exactly the product of the actions of the Hi on π∗i Pic

0(Ei). The action of G on Pic0(X) is
obviously free.
As a consequence G also acts freely on X. As G is �nite and X is projective this implies that
X/G exists and that it is smooth, see [Mum74, Appendix to �6]. It is also known that X/G is
again projective, see for example [Har92, Lecture 10].
Since the tensor product with a line bundle in Pic0(X) preserves the Chern classes, we get a
map

Pic0(X) −−−−→ MA/X;0,0
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which maps a line bundle L to the isomorphism class of A⊗OX L.
Putting everything together we have a map

X/G −−−−→ MA/X;0,0

which sends the equivalence class [L] of a line bundle in X/G to the isomorphism class of
A⊗OX L. By (2.28) this map is well de�ned and satis�es the following property: if [L1] 6= [L2]
then A⊗OX L1 6∼= A⊗OX L2.
Thus we have an embedding

X/G ↪→MA/X;0,0.

So X/G is a complete connected component of the moduli space. But then by (2.18) we have

X/G = MA/X;0,0.

We can also describe the quotient X/G more explicitly: Since X = E1 × E2, G = H1 ×H2 and
the action of G is exactly the product of the actions of the Hi we see that in fact we have

X/G = (E1 × E2)/(H1 ×H2) ∼= E1/H1 × E2/H2.

Now we use the following proposition:

Proposition 2.30 ([Sil86, Proposition III.4.12]):

Assume E is an elliptic curve and G is a �nite subgroup of E. Then there exists a unique elliptic
curve E′ and an isogeny f : E → E′ such that ker(f) = G and deg(f) = |G|.

So there are two elliptic curves E′1 and E′2 such that Ei is isogenous to E
′
i for i = 1, 2. Since

being isogenous is an equivalence relation we see that E′1 and E′2 are also non-isogenous like E1

and E2. Summing up everything, we proved the following theorem:

Theorem 2.31:

Assume X is a smooth abelian surface, given as the product of two smooth non-isogneous elliptic
curves E1 and E2. Let A be the Azumaya algebra on X de�ned by (8). Then the moduli space
MA/X;0,0 of torsion-free A-modules of rank one with Chern classes c1 = 0 and c2 = 0 is a smooth
projective surface, which is itself a product of non-isogenous elliptic curves E′1 and E′2 such that
E′i is isogenous to Ei via an isogeny of degree two for i = 1, 2.
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3 Moduli spaces over the projective plane: del Pezzo orders

3.1 Smoothness

In [HS05] the following theorem is one of the main results:

Theorem 3.1:

Assume X is a K3 or abelian surface and A is an Azumaya algebra on X. Then the moduli
space MA/X;c1,c2 is smooth and one has

dim(MA/X;c1,c2) = 1
r2

∆− c2(A)− r2χ(OX) + 2

where rk(A) = r2 and ∆ = 2r2c2 − (r2 − 1)c21 is the discriminant of the A-modules.

In this section we will prove a similar result assuming A is a terminal del Pezzo order on P2.

Lemma 3.2:

Assume X is a smooth projective surface and A is a terminal order on X. If M is a torsion-free
A-module of rank one, then so is ωA ⊗AM .

Proof:

Because M and ωA are torsion-free A-modules of rank one, the generic stalks Mη and ωA,η are
one dimensional vector spaces over the division ring Aη. This shows that ωA,η ⊗Aη Mη is also a
one dimensional vector space over Aη, so it is a simple Aη-module. We conclude that ωA ⊗AM
is of rank one.
Since ωA⊗AM is coherent, it remains to show that ωA⊗AM is a torsion-freeOX -module, meaning
we have to show that for every point p ∈ X the OX,p-module (ωA ⊗A M)p = ωA,p ⊗Ap Mp is
torsion-free.
As M is coherent and torsion-free we know that Mp is a torsion-free OX,p-module for every
p ∈ X. We thus get an embedding:

Mp ↪→Mp ⊗OX,p K, (9)

where K = Quot(OX,p) is the �eld of fractions of OX,p.
Now ωA,p is a �nitely generated free OX,p-module, hence it is a projective Ap-module by (1.13).
So it is especially a �at Ap-module. We tensor (9) with ωA,p over Ap to get an injection:

ωA,p ⊗Ap Mp ↪→ ωA,p ⊗Ap (Mp ⊗OX,p K).

As the tensor product is associative we see:

ωA,p ⊗Ap (Mp ⊗OX,p K) ∼= (ωA,p ⊗Ap Mp)⊗OX,p K.

But the latter module is a vector space over K, hence it is a torsion-free OX,p-module.
This implies that ωA,p⊗ApMp is a torsion-free OX,p-module as it is a submodule of a torsion-free
module.

Remark 3.3:

These modules appear when applying Serre duality for A-modules. This lemma shows that all
results from section (1.4) are also true for A-modules of the form ωA⊗AM for some torsion-free
A-module M of rank one.
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Lemma 3.4:

Assume A is a terminal del Pezzo order on P2. If M and N are torsion-free A-modules of rank
one with c1(M) = c1(N), then Ext2A(M,N) = 0.

Proof:

Using Serre duality we see that:

Ext2A(M,N) ∼= HomA(N,ωA ⊗AM)′.

So assume HomA(N,ωA ⊗A M) 6= 0 and pick a nontrivial element f ∈ HomA(N,ωA ⊗A M).
Then by (1.47) f is injective. So we get an exact sequence:

0 −−−−→ N
f−−−−→ ωA ⊗AM −−−−→ Q −−−−→ 0.

NowD := c1(ωA⊗AM)−c1(N) should be an e�ective divisor, but we can compute this di�erence.
We �rst note that:

ωA ⊗AM = HomOX (A, ωP2)⊗AM ∼= ωP2 ⊗OX A∗ ⊗AM .

This shows that

c1(ωA ⊗AM) = rk(A)c1(ωP2) + c1(A∗ ⊗AM).

Using (1.84) we get:

c1(ωA ⊗AM) = rk(A)c1(ωP2) + c1(M)− 2c1(A).

Putting everything together gives:

D = rk(A)c1(ωP2) + c1(M)− 2c1(A)− c1(N)

= rk(A)c1(ωP2)− 2c1(A)

By lemma (1.83) we have c1(A) = − rk(A)
2

l∑
i=1

(1− 1
ei

)Ci and as c1(ωP2) = KP2 , we �nally see:

D = rk(A)(KP2 +

l∑
i=1

(1− 1

ei
)Ci)

= rk(A)KA.

But A is a del Pezzo order, so the canonical divisor −KA is ample. As P2 has Picard number
one, every non-zero e�ective divisor is ample, see [Har77, Example II.7.6.1].
So D cannot be e�ective, because if it were it also had to be ample, which is impossible since
−D is ample. Consequently such an element f cannot exist.
We conclude that HomA(N,ωA ⊗AM) = 0, which implies that Ext2A(M,N) = 0.

Remark 3.5:

Regarding A as a torsion-free A-module of rank one over itself, the previous lemma (3.4) and
the local-to-global spectral sequence show that for every terminal del Pezzo order A on P2:

H2(P2,A) = Ext2A(A,A) = 0.
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Theorem 3.6:

Assume A is a terminal del Pezzo order on P2, then the moduli space MA/P2;c1,c2 of torsion-free
A-modules of rank one with Chern classes c1 and c2 is smooth.

Proof:

Assume M is a torsion-free A-module of rank one, which de�nes a point in MA/P2;c1,c2 .
We have to show that all obstruction classes in Ext2A(M,M) vanish. But by the previous lemma
(3.4) we even have Ext2A(M,M) = 0 in this case. So all obstruction classes must vanish and
MA/P2;c1,c2 is smooth.

Proposition 3.7:

The dimension of the moduli space MA/P2;c1,c2 at a point depends only on the Chern classes c1
and c2.

Proof:

The Kodaira-Spencer map gives an isomorphism for a torsion-free A-module M representing a
point in the moduli space:

T[M ]MA/P2;c1,c2
∼= Ext1A(M,M).

As the moduli space is smooth, its dimension at [M ] is the dimension of its tangent space.

The A-Euler characteristic χA(M,M) =
2∑
i=0

(−1)idim(ExtiA(M,M)) can be computed just using

the Chern classes of M , see (2.14).
We know that:

• Ext0A(M,M) = EndA(M) = k from (1.49);

• Ext2A(M,M) = 0 from (3.4).

So we see that dim(MA/P2;c1,c2) = 1 + (vA(M), vA(M)) and the last summand only depends on
c1 and c2.

Remark 3.8:

One could actually write down an exact formula for the dimension using the theory of A-Mukai
vectors. But as this is a rather messy formula and it does not bring new understandings of these
spaces, we will omit this formula here and compute some dimensions in special cases later.

Corollary 3.9:

All connected components of the moduli space MA/P2;c1,c2 have the same dimension.

Proof:

By the previous proposition, the dimension of the moudli space at a point depends only on the
Chern classes of the bundle which represents that point. But all bundles have the same Chern
classes, so this dimension is the same everywhere.
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3.2 Punctual Quot-Schemes

De�nition 3.10:

Assume A is a terminal order on a smooth projective surface X andM is a torsion-free A-module
of rank one. Furthermore we choose a point p ∈ X in the Azumaya locus of A. Then we call the
moduli scheme classifying quotients M � T , where T is a coherent A-module of �nite length l
supported at p, the punctual A-Quot-scheme at p and denote it by:

QuotA(M, l, p).

Remark 3.11:

The punctual Quot-scheme depends only on the complete local ring ÔX,p at p. Over the complete

local ring the stalk Âp is isomorphic to a matrix algebra since A is unrami�ed at p. So we may
use Morita equivalence in local computations. For the existence of Quot-schemes, see for example
[HL10, Theorem 2.2.4]

Lemma 3.12:

QuotA(M, l, p) is a projective scheme over k.

Proof:

Every A-quotient of M is also a OX -quotient of M . If rank(A) = r2 we see, using Morita
equivalence, that we have lOX (T ) = rlA(T ).
This shows that QuotA(M, l, p) is a subscheme of the projective scheme Quot(M, rl, p) classifying
OX -quotients of length rl supported at p. But QuotA(M, l, p) is even a closed subscheme.
To see this, we note that every point M � T in Quot(M, rl, p) de�nes an exact sequence

0 −−−−→ N −−−−→ M −−−−→ T −−−−→ 0.

The condition for this point to be in QuotA(M, l, p) is that N is an A-submodule of M . But
this is equivalent to the vanishing of the map A⊗OX N → T . This map is more explicitly given
as the composition of the following maps:

1. A⊗OX N ↪→ A⊗OX M using the exact sequence and the �atness of A;

2. A⊗OX M →M using the A-module structure of M ;

3. M � T which is the given surjection.

As a closed subscheme of a projective scheme, QuotA(M, l, p) is itself projective over k.

Remark 3.13:

In the same manner one can see that the Flag-scheme FlagA(M, l1, l2, p), classifying iterated
quotients M → T1 → T2 of length li supported at p, is a projective scheme.
Sending an iterated quotient M → T1 → T2 to M � T1 and M � T2 de�nes two morphisms
πi : FlagA(M, l1, l2, p)→ QuotA(M, li, p).

We want to show that the punctual Quot-scheme is connected, to do so, we need the following
lemma:
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Lemma 3.14 ([Liu02, Chapter 3.3 Excercise 3.12]):

Assume f : X → Y is a surjective proper morphism of schemes. If Y and all �bers f−1(y) are
connected, then X is connected.

Proof:

We note that since f is proper, it is especially a closed morphism, hence it maps closed subsets
to closed subsets.
If X were not connected, there would be two non-empty closed subsets U, V ⊂ X satisfying:

U ∩ V = ∅ and U ∪ V = X.

Since f is surjective we have Y = f(U ∪ V ) = f(U) ∪ f(V ). This shows that Y is the union of
two non-empty closed subsets, since f is closed.
As Y is connected by assumption, we must have f(U) ∩ f(V ) 6= ∅. So we pick y ∈ f(U) ∩ f(V )
and let F be the �ber f−1(y) over y.
But then F decomposes as F = (F ∩U)∪ (F ∩ V ). Here F ∩U and F ∩ V are two disjoint non-
empty closed subsets of F . This contradicts the connectedness of F . So X must be connected.

Theorem 3.15:

If M is locally projective at p, then the punctual Quot-scheme QuotA(M, l, p) is connected for
any l ≥ 1.

Proof:

We use induction on l. The case l = 1 asks to �nd all surjections M � T with lA(T ) = 1. Thus
T is a simple A-module, so any nontrivial morphism M → T is automatically surjective. Now
multiplying a morphism with a constant in k× gives the same quotient. We see that all these
quotients are classi�ed by (HomA(M,T )\ {0})/k×. But this a projective space Pn for some
n ≥ 1 and Pn is connected for n ≥ 1.
So assume QuotA(M, l, p) is connected.
We have the two morphisms π1 and π2, which give the following diagram:

FlagA(M, l + 1, l, p)
π1−−−−→ QuotA(M, l + 1, p)

π2

y
QuotA(M, l, p)

First we will show that π1 and π2 are surjective.
For a given point (M � T1) ∈ QuotA(M, l+1, p) we pick a nontrivial element fromHomA(S, T1),
where lA(S) = 1 and S is supported at p. Such an element exitst as HomA(S, T1) 6= {0}. This
can be seen using Morita equivalence at p and [EL99, Lemma 2].
Since S is a simple A-module, any such nontrivial map must be injective, so we get an exact
sequence

0 −−−−→ S −−−−→ T1 −−−−→ T2 −−−−→ 0

with lA(T2) = l so thatM → T1 → T2 maps toM � T1 under π1, implying that π1 is surjective.
Given (M � T2) ∈ QuotA(M, l, p), let N be the kernel of this surjection.
Using Morita equivalence at p and [EL99, Lemma 2] again, we see that HomA(N,S) 6= {0}.
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We choose a nontrivial element from HomA(N,S). This element de�nes the following pushout
diagram:

0 0x x
0 −−−−→ S −−−−→ T1 −−−−→ T2 −−−−→ 0x x ∥∥∥
0 −−−−→ N −−−−→ M −−−−→ T2 −−−−→ 0x x

N ′ N ′x x
0 0

This pushout de�nes an iterated quotient (M → T1 → T2) ∈ FlagA(M, l + 1, l, p) which maps
to (M � T2) under π2, thus π2 is also surjective.
This furthermore shows that all possible �ags over M � T2 are parametrized by the projective
space P(HomA(N,S)). Hence the �ber of π2 over (M � T2) is connected.
As the Flag-scheme is projective, the morphism π2 is projective, so it is especially proper. This
shows that π2 : FlagA(M, l + 1, l, p) → QuotA(M, l, p) satis�es all conditions of lemma (3.14).
We see that FlagA(M, l + 1, l, p) is connected.
But as π1 is surjective, we conclude that QuotA(M, l + 1, p) is connected too.

Remark 3.16:

Given a torsion-free A-module of rank one M which is locally projective at p, we have a map
QuotA(M, l, p)→MA,X by sending a quotient to its kernel. Since the punctual Quot-scheme is
connected, the image of this map is contained in one connected component of the moduli space.

3.3 Deformations

Given a terminal del Pezzo order A on P2 and a torsion-free A-moduleM of rank one. Then there
are two possibilities: either M is even a locally projective A-module, or M is just torsion-free.
This fact is captured by the canonical exact sequence

0 −−−−→ M
ι−−−−→ M∗∗ −−−−→ T −−−−→ 0.

Since M is torsion-free, it is in fact free in codimension one so that ι is an isomorphism in
codimension one. This implies that T is supported at �nitely many points and is therefore an
Artinian sheaf.
We denote supp(T ) by sing(M). The points in sing(M) are exactly the points in P2 at which
M is not locally projective.
The length n(M) := lA(M∗∗/M) = lA(T ) of the Artinian sheaf T is a measure of deviation of
M from being locally projective.
The idea is now to use deformation theory to �nd deformations N ofM such that n(N) < n(M).
We start with the de�nition of deformations.
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De�nition 3.17:

A deformationM of M over a base scheme B is a family of torsion-free A-modules over B such
that Mt0 = M for some t0 ∈ B. For a general t ∈ B we call the A-module N := Mt also a
deformation of M .

Remark 3.18:

From now, when we talk about the base scheme B, we will always mean the pointed space (B, t0).

Example 3.19:

It is well known that isomorphism classes of deformations of M as a sheaf of OX -modules over
B = Spec(R) with R := k[ε]/(ε2) are classi�ed by Ext1OX (M,M).
If we are interested in deformations as a sheaf of A-modules, then these are classi�ed by
Ext1A(M,M), see [HS05, Lemma 3.1].

Since B comes equipped with a distinguished point t0 we can look at the Zariski tangent space
Tt0B of B at t0.
Picking a tangent vector v ∈ Tt0B is the same as giving a morphism v : Spec(R) → B which
maps the unique closed point in Spec(R) to t0. This allows us to de�ne a class in Ext

1
OX (M,M)

for a given deformationM.

De�nition 3.20:

The Kodaira-Spencer map of a deformationM is a map

θM : Tt0B → Ext1OX (M,M)

de�ned the following way: choose a Zariski tangent vector v ∈ Tt0B and identify it with a map
v : Spec(R)→ B. Then we can pullbackM along the map f := (idX×v) : X×Spec(R)→ X×B
and get a deformation f∗M of M over the base Spec(R). Its isomorphism class de�nes an
element in Ext1OX (M,M).

Now we want to �nd deformations N of M which are somehow better than M in the sense
that they are closer to being locally projective than M , meaning n(N) < n(M). To �nd such
deformations we will use a result of Artamkin in [Art91], which we will sketch now, as some of
the ideas are used latter.
Assume X is a smooth projective surface and F is a coherent torsion-free simple OX -module,
that is EndOX (F ) = k.
We have the standard short exact sequence:

0 −−−−→ F −−−−→ F ∗∗ −−−−→ S −−−−→ 0.

Applying HomOX (−,OX) shows that

Ext1OX (F,OX) ∼= Ext2OX (S,OX). (10)

This is due to the fact that ExtiOX (F ∗∗,OX) = 0 for i = 1, 2 as F ∗∗ locally free.

Now pick ξ ∈ Ext1OX (F, F ). This element de�nes an extension

0 −−−−→ F −−−−→ G −−−−→ F −−−−→ 0
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which in turn gives us the dual exact sequence

0 −−−−→ F ∗ −−−−→ G∗ −−−−→ F ∗
j(ξ)−−−−→ Ext1OX (F,OX),

by again applying HomOX (−,OX).
That is j(ξ) ∈ Hom(F ∗, Ext1OX (F,OX)). Using (10) shows that j(ξ) ∈ Hom(F ∗, Ext2OX (S,OX)).
As F is coherent, the sheaf F ∗ must be re�exive. Because X is a smooth projective surface this
implies that F ∗ is locally free. By [Har77, Proposition III.6.7] we get isomorphisms:

Hom(F ∗, Ext2OX (S,OX)) ∼= Hom(OX , Ext2OX (S,OX)⊗ F ∗∗) ∼= Hom(OX , Ext2OX (S, F ∗∗)).

We conclude that j(ξ) ∈ H0(X, Ext2Ox(S, F ∗∗)).
As S is Artinian we see that in fact we have j(ξ) ∈ Ext2OX (S, F ∗∗). Thus we have constructed a
map:

j : Ext1OX (F, F )→ Ext2OX (S, F ).

Remark 3.21:

Since we have a decomposition S =
n⊕
i=0

Spi , we also have a decomposition j(ξ) =
n⊕
i=0

jpi(ξ).

Thus there is a map:

jpi : Ext1OX (F, F )→ Ext2OX (Spi , F
∗∗).

The last Ext-group only depends on pi, that is:

Ext2OX (Spi , F
∗∗) = H0(X, Ext2OX (Spi , F

∗∗)) = Ext2OX,pi
(Spi , F

∗∗
pi ).

So we can also work with the exact sequence

0 −−−−→ F −−−−→ Fi −−−−→ Spi −−−−→ 0,

where Fi is given as the kernel of the surjection F ∗∗ →
n⊕
i=0

Spi → Spi . We see that Fi agrees with

F away from pi and agrees with F ∗∗ in a neighbourhood of pi.

Remark 3.22:

The map j : Ext1OX (F, F ) → Ext2OX (S, F ∗∗) can also be constructed by another way: we start
with the exact sequence

0 −−−−→ F
ι−−−−→ F ∗∗ −−−−→ S −−−−→ 0.

Then we have induced long exact sequences:

. . . −−−−→ Ext1OX (F, F )
δ−−−−→ Ext2OX (S, F ) −−−−→ Ext2OX (F ∗∗, F ) −−−−→ . . .

using HomOX (−, F ). Here δ is the connecting homomorphism.
By applying HomOX (S,−) we get:

. . . −−−−→ Ext2OX (S, F )
ι∗−−−−→ Ext2OX (S, F ∗∗) −−−−→ Ext2OX (S, S) −−−−→ 0.

Then we have j = ι∗ ◦ δ, see [Art91, Lemma 6.2].
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Remark 3.23:

There are canonical surjective trace maps:

tri : ExtiOX (F, F )→ H i(X,OX).

If one de�nes adi(F ) = ker(tri), then ad1(F ) corresponds to deformations of F with constant
determinant.
For example if X = P2 then we have ad1(F ) = Ext1OX (F, F ).

De�nition 3.24:

Assume F is a deformation of F over a base B, then we de�ne the following function on B:

n : B → Z, t 7→ n(t) = n(Ft).

Furthermore we de�ne a natural number by:

nF = min
t∈B

n(t).

Remark 3.25:

Similary one has functions npi and numbers nFpi for the points in sing(F ), so that we have for
example:

npi(t0) = lOX (Spi).

De�nition 3.26 ([Art91, Chapter 1]):

A point pi in sing(F ) is said to be cancellable in the deformation F if nFpi < npi(t0). This means
that in the deformation F the order of the singularity pi decreases.

We have the following aforementioned result of Artamkin:

Theorem 3.27 ([Art91, Corollary 1.3]):

If ξ ∈ Ext1OX (F, F ) is the Kodaira-Spencer class of a deformation F of F over a one dimensional
base B with the property jpi(ξ) 6= 0, then pi is cancellable in F .

In [HS05] the authors prove the following theorem about deformations:

Theorem 3.28 ([HS05, Theorem 3.6.(iii)]):

Assume X is a smooth K3 or abelian surface and A is an Azumaya algebra on X. If M is a
torsion-free A-module of rank one with Chern classes c1 and c2, then there is a deformation N
of M such that N is a locally projective A-module with the same Chern classes as M .

Unfortunately we cannot prove such a strong result in the rami�ed case.
Using the fact that we have a decomposition P2 = D∪ (P2\D), where D is the rami�cation locus
of A, we get an induced decomposition sing(M) = HAz ∪Hr. Here we have:

HAz = sing(M) ∩ (P2\D) and Hr = sing(M) ∩D.

So for a point p ∈ sing(M) there are two possibilities: either A is an Azumaya algebra at p or
A is rami�ed at p. We will consider these cases separately.
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Theorem 3.29:

Assume A is a terminal del Pezzo order on P2. If M is a torsion-free A-module of rank one,
then there is a deformation N of M such that sing(N) ⊂ D and N has the same Chern classes
as M .

Proof:

Using remark (3.21) it is enough to show the following: given a torsion-free A-module M of
rank one, which is not locally projective at some point p ∈ sing(M) ∩ (P2\D), then there is a
deformation N of M which is locally projective at p and has the same Chern classes as M . This
implies sing(N) = sing(M)\ {p}.
Because if we have this result, we can simply apply it to the �nitely many points belonging to
sing(M) one at a time. Since a deformation of a deformation is still a deformation, we �nally
get a deformation N of M with the same Chern classes as M , such that sing(N) ∩ (P2\D) = ∅
implying sing(N) ⊂ D.
To prove the mentioned result, we start by forming the bidual of M which gives the quotient:

M∗∗/M = T =
⊕

p∈sing(M)

Tp.

For p ∈ sing(M) ∩ (P2\D) we can look at the quotient M∗∗ → T → Tp. Let M
Az be its kernel.

This shows that we have a short exact sequence:

0 −−−−→ M −−−−→ MAz −−−−→ Tp −−−−→ 0. (11)

HereMAz agrees with the bidualM∗∗ at p, particularlyMAz is locally projective at p, and at all
other pointsMAz agrees withM . This sequence de�nes an element in the punctual Quot-scheme
QuotA(MAz, l, p) for some l ≥ 1. By (3.15) this scheme is connected.
We may assume that this sequence is as simple as possible, meaning it is locally at p Morita
equivalent to an exact sequence of the form:

0 −−−−→ I ⊕Or−1p −−−−→ Orp −−−−→ Op/I −−−−→ 0. (12)

Here Op = ÔX,p is the complete local ring at p and I ⊂ Op is an ideal of colength l.
We can do this because the Quot-scheme is connected, that is all other possible kernels M̃ of
MAz → Tp lie in the same connected component of the moduli space as M , see remark (3.16).
Since the moduli space is smooth we can choose a smooth connected curve which connects M
and M̃ . This curve de�nes a deformation of M (to M̃), which allows us to work with M̃ instead
of M .
Now we modify the argument given in [HS05], which uses the result of Artamkin. We consider
the diagram, resulting from (11):

Ext1A(M,M)
δ−−−−→ Ext2A(Tp,M) −−−−→ Ext2A(MAz,M)yι∗

Ext2A(Tp,M
Az)

Since c1(M) = c1(M
Az) we have Ext2A(MAz,M) = 0 by (3.4). This implies that the connecting

homomorphism δ is surjective.
Furthermore the map ι∗ is nontrivial. To see this we assume the contrary: ι∗ = 0. Then the long
exact sequence asssociated to HomA(Tp,−) shows that there must be an isomorphism:
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Ext2A(Tp,M
Az) ∼= Ext2A(Tp, Tp).

Using Serre duality, ωA,p = Ap (since A is unrami�ed at p) and Morita equivalence, this isomor-
phism corresponds to the isomorphism:

HomOp(Op/I,Op/I) ∼= HomOp(Orp,Op/I).

But we certainly have:

HomOp(Op/I,Op/I) ∼= Op/I and HomOp(Orp,Op/I) = (Op/I)r

Here Op/I has length l by assumption. But (Op/I)r has length rl. Since A is nontrivial, we
have r ≥ 2. This shows that there is no such isomorphism as l 6= rl, hence ι∗ must be nontrivial.
We can thus �nd ξ ∈ Ext1A(M,M) whose image in Ext2A(Tp,M

Az) is non-zero: by the previous
argument we can pick γ ∈ Ext2A(Tp,M) with ι∗(γ) 6= 0. As δ is surjective, we can �nd a class
ξ ∈ Ext1A(M,M) with δ(ξ) = γ. This implies ι∗(δ(ξ)) 6= 0 in Ext2A(Tp,M

Az).
Now there is a deformationM of M over a smooth connected curve B whose Kodaira-Spencer
class is ξ. This can be seen in the following way: we have an isomorphism for the tangent space
at [M ]:

T[M ]MA/P2;c1,c2
∼= Ext1A(M,M).

This shows that ξ correspondends to a morphism v : Spec(k[ε]/(ε2)) → MA/P2;c1,c2 such that
the unique closed point gets mapped to [M ]. The smoothness of the moduli space implies that
we can �nd a smooth connected curve B with a distinguished point t0 ∈ B and an embedding
j : B ↪→MA/P2;c1,c2 such that:

• the embedding j maps t0 to [M ];

• j(B) has tangent vector v at [M ].

Then B and j de�ne a deformationM with the desired properties.
For a generic t ∈ B, that is especially t 6= t0, let N =Mt be the �ber ofM over t. Forming the
bidual we get an exact sequence:

0 −−−−→ N −−−−→ N∗∗ −−−−→ S −−−−→ 0.

By construction, S is also supported only at p. Using Lemma (1.62) shows that the forgetful
map:

Ext2A(Tp,M
Az)→ Ext2OP2

(Tp,M
Az)

is injective.
This implies that the Kodaira-Spencer class of M, as an element in Ext1OP2

(M,M), has non-

zero image in Ext2OP2
(Tp,M

Az). By the theorem of Artamkin (3.27) this implies that N is less

singular at p. That is: the length of Sp as an OP2,p-module is strictly less than lr. But S is an
A-module, so the length at p must be divisible by r since A is an Azumaya algebra of rank r2

at this point, implying it has OP2-length less or equal to (l − 1)r so lA(Tp) ≤ l − 1.
Repeating this process �nitely many times we end up with a quotient whose length is strictly
less then r but also divisible by r, implying it must be zero. That is N is locally projective at p.
It remains to �nd the Chern classes of N . But we have:
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ci(N) = ci(Mt) = ci(Mt0) = ci(M),

due to the fact that the Chern classes, as elements of H2i(X,Q), are locally constant in a �at
family. Since the base B is connected they must be constant.

Theorem 3.30:

Assume A is a terminal del Pezzo order on P2 and M is a torsion-free A-module of rank one. If
sing(M) ⊂ D and every p ∈ sing(M) is a smooth point of D with lAp(M

∗∗
p /Mp) = 1, then there

is deformation N of M such that N is locally projective and has the same Chern classes as M .

Proof:

Using remark (3.21) again and the same argument as in the previous theorem, we see that it is
enough to prove this for the case sing(M) = {p}.
We have the canonical exact sequence

0 −−−−→ M
ι−−−−→ M∗∗ −−−−→ T −−−−→ 0.

This sequence induces the following diagram

Ext1A(M,M)
δ−−−−→ Ext2A(T,M) −−−−→ Ext2A(M∗∗,M)yι∗

Ext2A(T,M∗∗)

Since c1(M) = c1(M
∗∗) we have Ext2A(M∗∗,M) = 0 by (3.4). This shows that the connecting

homomorphism δ is surjective.
We will show that in this case ι∗ is nontrivial. Using the following sequence:

Ext2A(T,M)
ι∗−−−−→ Ext2A(T,M∗∗) −−−−→ Ext2A(T, T ) −−−−→ 0, (13)

it is enough to see that Ext2A(T, T ) = 0.

Since both questions are local at p we may work over the complete local ring R = ÔX,p at p.

There A = Âp is isomorphic to Mf (B) for some f ≥ 1, see (1.9). We will distinguish the cases
f = 1 and f > 1. We start with the case f = 1.
By (2.16) we have χA(T, T ) = 0, since T is an Artinian A-module.
As T is a simple Artinian A-module and k is algebraically closed, we must have HomA(T, T ) = k
by Schur's lemma. To see that Ext2A(T, T ) = 0 it is thus enough to show that Ext1A(T, T ) = k.
To do this we begin once more with:

0 −−−−→ M −−−−→ M∗∗ −−−−→ T −−−−→ 0, (14)

and look at the long sequence induced by HomA(−, T ):

0 −−−−→ HomA(T, T ) −−−−→ HomA(M∗∗, T ) −−−−→ HomA(M,T )

−−−−→ Ext1A(T, T ) −−−−→ Ext1A(M∗∗, T ) −−−−→ . . . .

Since M∗∗ is locally projective and T is Artinian, we have:

Ext1A(M∗∗, T ) = Ext1Ap(M
∗∗
p , Tp) = 0.
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Using (1.37) we see that:

HomA(M∗∗, T ) = HomAp(M
∗∗
p , Tp)

∼= HomAp(Ap, Tp) = Tp = k,

where the last equality uses the complete local structure of T , given by (16).
This shows that there is an isomorphism:

HomA(T, T ) ∼= HomA(M∗∗, T ).

The long sequence therefore induces an isomorphism:

HomA(M,T ) ∼= Ext1A(T, T ).

Thus we have reduced the problem to show that HomA(M,T ) = k.
Using (1.9) and the fact that f = 1, we see that the algebra A is given by:

R · · · · · · R

uR R
. . .

...
...

. . .
. . .

...
uR · · · uR R

 (15)

We have an isomorphism M̂∗∗p
∼= Âp by (1.37), as Tp is simple we can identify M̂p with a maximal

left ideal m in A: 
(u, v) · · · · · · R

uR R
. . .

...
...

. . .
. . .

...
uR · · · uR R

.

We remark that there are other maximal left ideals. These are those ideals with exactly one
(u, v)-term is on the diagonal. Since all the following computations are equivalent for these
ideals, we choose without loss of generality the maximal ideal described above.
We then conclude that T is given locally at p by:

k · · · · · · 0

0 0
. . .

...
...

. . .
. . .

...
0 · · · 0 0

 . (16)

Now we want to determine HomA(m, A/m).
First we further reduce to determine: HomA(m/m2, A/m): if φ : m→ A/m is a morphism, then
φ(m2) = m · φ(m) = 0 since φ is A-linear. So m2 ⊂ ker(φ) and φ induces a map m/m2 → A/m.
From the description given above:

m =


(u, v) · · · · · · R

uR R
. . .

...
...

. . .
. . .

...
uR · · · uR R

,
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it follows that m2 is given by:

m2 =


(u, v)2 + (u) · · · · · · R

uR R
. . .

...
...

. . .
. . .

...
uR · · · uR R


But as ideals in R we have: (u, v)2 + (u) = (u2, uv, v2) + (u) = (u, v2). We conclude:

m/m2 ∼=


(u, v)/(u, v2) · · · · · · 0

0 0
. . .

...
...

. . .
. . .

...
0 · · · 0 0

 ∼=

k · · · · · · 0

0 0
. . .

...
...

. . .
. . .

...
0 · · · 0 0


This shows that HomA(m, A/m) = k. So HomA(M,T ) = k, implying Ext1A(T, T ) = k. Putting
everything together shows that Ext2A(T, T ) = 0.
Thus the sequence (13) degenerates to

Ext2A(T,M)
ι∗−−−−→ Ext2A(T,M∗∗) −−−−→ 0.

This means that ι∗ is a surjective map between nontrivial spaces, hence ι∗ is nontrivial.
Now assume f > 1, then A = Mf (B) is Morita equivalent to the algebra B described in (1.9).
The sequence (14) is locally at p Morita equivalent to:

0 −−−−→ m⊕Bf−1 −−−−→ Bf −−−−→ S −−−−→ 0

where m is the maximal left ideal of B described above and S the associated simple B-module.
Then long exact sequence associted to HomB(−, S) is given by:

0 −−−−→ HomB(S, S) −−−−→ HomB(Bf , S) −−−−→ HomB(m⊕Bf−1, S)

−−−−→ Ext1B(S, S) −−−−→ Ext1B(Bf , S) −−−−→ . . . .

Again we have HomB(S, S) = k by Schur's lemma and Ext1B(Bf , S) = 0 since Bf is a free
B-module. Furthermore HomB(Bf , S) = kf and by the previous computations we see that
HomB(m⊕Bf−1, S) = kf .
As the Euler characteristic of the long sequence must vanish, we conclude that Ext1B(S, S) = k.
So by Morita equivalence Ext1A(T, T ) = k and again Ext2A(T, T ) = 0 so that ι∗ is also nontrivial
in this case.
Knowing this we can argue as in the previous theorem: since δ is surjective and ι∗ is nontrivial
we can pick ξ ∈ Ext1A(M,M) with nontrivial image in Ext2A(T,M∗∗).
There is a deformationM of M over a smooth connected curve B with Kodaira-Spencer class ξ.
The �ber N = Mt over a general t ∈ B must be locally projective at p using the result of
Artamkin and the fact that the length as an OP2-module must be divisible by f in this case.
Furthermore the Chern classes of N and M agree for the same reasons as in the previous theo-
rem.

In the following we denote by M lp
A/X;c1,c2

the open subscheme of the moduli space MA/X;c1,c2

which classi�es only locally projective A-modules of rank one. If A is a maximal order of rank
r2, then for every rami�cation curve C with rami�cation index e, the natural number f := r

e is
well de�ned, see [Art86, De�nition 2.13].
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Corollary 3.31:

Assume A is a terminal del Pezzo order on P2 with rami�cation curves {Ci}, rami�cation indices
{ei} and associated numbers {fi} for i = 1, . . . , l. If M lp

A/X;c1,c2
6= ∅ then M lp

A/X,c1,c2+fi 6= ∅ for
every i = 1, . . . , l.

Proof:

It is enough to show this for a �xed rami�cation curve C with rami�cationd index e and associated
number f .
Since M lp

A/X;c1,c2
6= ∅, we can pick a locally projective A-module M of rank one with the desired

Chern classes.
We choose a point p on C which is a nonsingular point of the rami�cation locus. Furthermore
we choose a simple Artinian A-module T which is supported at p. Using the knowledge of the
complete local structure at p we conclude that lOX (T ) = flA(T ) = f implying c2(T ) = −f .
Using (1.37) and T 6= 0, we see that HomA(M,T ) 6= {0}. Thus we get a short exact sequence:

0 −−−−→ K −−−−→ M −−−−→ T −−−−→ 0,

here K := ker(N → S).
We compute the Chern classes and see that:

c1(K) = c1(M) and c2(K) = c2(M)− c2(T ) = c2(M) + f .

As T is non-zero the A-module K cannot be locally projective. But by construction M = K∗∗

and lA(K∗∗/K) = 1 so we can use (3.30) to see that we can deform K into a locally projective

A-module N with the same Chern classes, so N de�nes a point in M lp
A/X,c1,c2+f .

Corollary 3.32:

Assume A is a terminal del Pezzo order on P2. If M lp
A/X;c1,c2

6= ∅ then M lp
A/X,c1,c2+nfi 6= ∅ for

all i = 1, . . . , l and any n ≥ 1.

Proof:

Use the previous Corollary n-times.

The last corollary shows that if the open subscheme of locally projective A-modules of rank one
is nonempty for one pair of Chern classes, then there are in�nitely many pairs of Chern classes
for which this subscheme is non-empty. Especially we obtain in�nitely many non-empty moduli
spaces. Since A is always a locally projective A-module of rank one, we also have a starting
point for this method.
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4 Examples of del Pezzo orders on the projective plane

4.1 Del Pezzo order rami�ed on a smooth quartic

The �rst explicit example of a moduli space of A-line bundles was given in [CK11]. In that
example A should be a maximal order of rank four on P2 rami�ed on a smooth quartic D. The
idea is to use the noncommutative cyclic covering trick de�ned in (1.3).
This constructs A as a cyclic algebra A = A(Y,Lσ, φ) on a double cover Y of P2. So any A-line
bundle on P2 comes from a locally free sheaf of rank two on Y . The problem of studying locally
free sheaves of rank four on P2 reduces to the study of locally free sheaves of rank two on Y with
certain properties.

Remark 4.1:

The map π : X → Y used in the noncommutative cyclic covering trick is �nite. Thus π is espe-
cially an a�ne morphism so that π∗ induces an equivalence from the category of quasi-coherent
OX -modules on X and the category of quasi-coherent π∗OX -modules on Y , and since π is �nite
this equivalence maps coherent locally free OX -modules to coherent locally free π∗OX -modules.
Furthermore we have for all i ≥ 0 and all quasi-coherent sheaves F on X an isomorphism
H i(X,F ) ∼= H i(Y, π∗F ), see [Har77, Excercise III.4.1]. So all cohomology groups of A-modules
in question can also be computed on X. Because of this we omit the notation of π∗ and will
work completely on X.

We will now summarize the results of [CK11] to see if we can obtain similar results in other
cases:
Assume D is a smooth quartic curve in P2. There is a double cover π : Y → P2 rami�ed on D, see
[WCdV84, Lemma 17.1]. The Galois group G of π is generated by an element σ of order 2, the
so-called Geisser involution. Using KY = π∗KP2 + R, where R is the rami�cation divisor in Y ,
one can show that K2

Y = 2 so that Y can also be seen as the blow up of P2 at 7 points {Pi}1≤i≤7
in general position. We have the morphism φ : Y → P2 which contracts the exceptional divisors.
It is known that Y contains 56 (−1)-curves, they are given by:

• the exceptional divisors Ei correpsonding to Pi for i = 1, . . . , 7;

• the strict transforms Lij of the lines containing two points Pi and Pj for 1 ≤ i < j ≤ 7;

• the strict transforms Cij of the conics containg all points except Pi and Pj for 1 ≤ i < j ≤ 7;

• the strict transforms Di of the cubics passing to all points with a double point at Pi.

We have the following facts about Y :

• Pic(Y ) = Z8 generated by the Ei for i = 1, . . . , 7 and H = φ∗l where l ⊂ P2 is a line;

• KY = −π∗l = −3H +
7∑
i=1

Ei

The 56 curves can also be described in the following way:
It is known that the quarticD has 28 bitangents li, so that the preimageHi = π−1(li) decomposes
into two (−1)-curves. Since π◦σ = π we see that eachHi isG-invariant, so that the decomposition
must look like Hi = Ci ∪ σ(Ci). The 56 curves come in 28 pairs (Ci, σ(Ci)). To �nd the action
of σ on Pic(X) we need to determine the images of the exceptional divisors {Ei}1≤i≤7 and H
under σ. To do this the following lemma helps:
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Lemma 4.2 ([DO88, Section VII.4]):

Assume π : Y → P2 is a double cover rami�ed on a smooth quartic. If we denote the (−1)-curves
in Y as described above and let G =< σ > be the Galois group of π then we have:

σ(Ei) = Di, σ(Lij) = Cij and σ(H) = 8H − 3
7∑
i=1

Ei.

Since Di = 3H − 2Ei −
∑
j 6=i

Ej in Pic(X) we can �nally see that the action of G on Pic(Y ) with

respect to the basis {H,E1, . . . , E7} is given by:

Pic(σ) =



8 3 3 3 3 3 3 3
−3 −2 −1 −1 −1 −1 −1 −1
−3 −1 −2 −1 −1 −1 −1 −1
−3 −1 −1 −2 −1 −1 −1 −1
−3 −1 −1 −1 −2 −1 −1 −1
−3 −1 −1 −1 −1 −2 −1 −1
−3 −1 −1 −1 −1 −1 −2 −1
−3 −1 −1 −1 −1 −1 −1 −2


Using methods from linear algebra we can deduce the following lemma:

Lemma 4.3 ([Cha05, Chapter 6]):

Assume π : Y → P2 is the double cover rami�ed on a smooth quartic D. If G =< σ > is the
Galois group of π, then:

1. H0(G,Pic(Y )) = Pic(Y )G =< π∗l >= π∗Pic(P2);

2. H1(G,Pic(Y )) = (Z/2Z)6 and this group is generated by Ei − Ej for i 6= j;

3. if E and E′ are exceptional curves in Y , then E − E′ ∈ H1(G,Pic(Y )).

We pick two disjoint exceptional curves E and E′, then L := OY (E − E′) has the property
that φ : L2

σ
∼−→ OY is an isomorphism and that this relation satis�es the overlap condition. So

A = OY ⊕ Lσ de�nes a terminal maximal order A on P2 rami�ed on D.
Since A-modules are locally free sheaves of rank two on Y , one can look at their Chern classes
on Y . The next proposition will determine the possible �rst Chern classes of A-line bundles. In
the following H will denote the pullback of a general line l ⊂ P2 under π.

Proposition 4.4 ([CK11, Proposition 5.1]):

Assume M is an A-line bundle, then there is an n ∈ Z such that c1(M) = L⊗OY (nH).

One can show that it is enough to consider the cases n = 0 and n = 1, see [Ler11, Remark 3.8].
In these cases one can �nd the minimal c2:

Proposition 4.5 ([CK11, Proposition 5.2]):

Assume M is an A-line bundle with �rst Chern class c1 = L ⊗ OY (nH) with n = 0 or n = 1,
then the minimal c2 is given by 0 respectively 1.
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Theorem 4.6 ([CK11, Proposition 6.10]):

Assume M is an A-line bundle with c1 = L and c2 = 0, then M ∼= A. The coarse moduli space
Pic(A) of such line bundles is a point.

Lemma 4.7 ([CK11, Theorem 6.10]):

Assume M is an A-line bundle with c1 = L ⊗ OY (H) and c2 = 1. Then M sits in an exact
sequence

0 −−−−→ OY −−−−→ M −−−−→ IpOY (E + σE′) −−−−→ 0

for some p ∈ Y . (Here Ip is the ideal sheaf of p and E+σE′ = E−E′+E′+σE′ = E−E′+H).

The sheaf M in the middle of this sequence is locally free due to the Serre correspondence for
codimension two subsets, see for example [HL10, Theorem 5.1.1]. Using this knowledge, a family
of OY -modules over a rational curve C ⊂ Y is constructed in [CK11, Lemma 6.8], which exhibits
the moduli space as a double cover of C rami�ed at 6 points. This leads to the following result:

Theorem 4.8 ([CK11, Theorem 6.11]):

The coarse moduli scheme Pic(A) of A-line bundles with Chern classes c1 = L ⊗ OY (H) and
c2 = 1 is a smooth projective curve of genus 2.

4.2 Del Pezzo order rami�ed on two conics

The second explicit computation was done in [Ler11] for an order A rami�ed on a union of two
conics, intersecting in four distinct points. So the rami�cation locus is singular in this case. We
will summarize the result from the mentioned article:
Assume E ⊂ P2 is a smooth conic and look at the double cover π : Y → P2 rami�ed on E. Let
G =< σ > be the Galois group of π.
Then the following facts are well known:

• Y ∼= P1 × P1;

• Pic(Y ) = Z⊕ Z;

• σ acts on Pic(Y ) via σ∗(OY (n,m)) = OY (m,n).

Let H = π∗l for a general line l ⊂ P2, then H is an ample (1, 1)-divisor.
We choose another smooth conic E′ intersecting E in four distinct points and set D := π∗E′,
then D is a smooth (2, 2)-divisor.
Let L = OY (−1,−1) and �x a morphism φ : L2

σ
∼→ OY (−D) ↪→ OY . One can show that φ

satis�es the overlap condition. Thus A = A(Y,Lσ, φ) de�nes an order A on P2 rami�ed on
E ∪ E′ and one can show that A is maximal and terminal.
To begin, we check the possible �rst Chern classes of A-line bundles on Y .

Proposition 4.9 ([Ler11, Proposition 3.4]):

Assume M is an A-line bundle, then there is some n ∈ Z such that c1(M) = OY (n, n).

Again one can see that it is enough to consider just two cases, here they are n = −1 and n = −2.
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Proposition 4.10 ([Ler11, Proposition 3.6]):

Assume M is an A-line bundle with �rst Chern class c1 = OY (n, n) where n = −1 or n = −2,
then the minimal c2 is given by 0 respectively 2.

Theorem 4.11 ([Ler11, Theorem 3.11]):

Assume M is an A-line bundle with c1 = OY (−1,−1) and c2 = 0, then M ∼= A. The coarse
moduli space Pic(A) of such line bundles is a point.

For the second pair of Chern classes one �rst checks how the OY -module structure of an A-line
bundle looks like.

Theorem 4.12 ([Ler11, Theorem 3.12]):

Assume M is an A-line bundle with c1 = OY (−2,−2) and c2 = 2. Then we have either

M ∼= OY (−1,−1)⊕OY (−1,−1)

as an OY -module, or

M ∼= A⊗OY OY (−F )

as A-modules, where F is either an (1, 0)-or a (0, 1)-divisor.

Next the so-called Hilbert scheme Hilb(A) of A is constructed in [Ler11]. This is the moduli
space of left sided quotients of A with some �xed numerical data. With a lot of work it is proven
that this moduli scheme is connected and hence:

Theorem 4.13 ([Ler11, Section 4.2]):

The Hilbert scheme Hilb(A) of left sided quotients with c1 = OY (1, 1) and c2 = 2 is a smooth
projective surface.

One observes that the kernel of such a quotient is actually an A-line bundle with c1 = OY (−2,−2)
and c2 = 2, so that there is a map from the Hilbert scheme to the coarse moduli space of such
A-line bundles, giving this interesting theorem:

Theorem 4.14 ([Ler11, Theorem 5.1]):

The Hilbert scheme Hilb(A) of left sided quotients with c1 = OY (1, 1) and c2 = 2 is a ruled
surface over the coarse moduli space Pic(A) of A-line bundles with c1 = OY (−2,−2) and c2 = 2.

Then it is �nally shown, using the previous theorem, that:

Theorem 4.15 ([Ler11, Theorem 5.2]):

The coarse moduli space Pic(A) of A-line bundles with c1 = OY (−2,−2) and c2 = 2 is a smooth
projective curve of genus 2.
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4.3 Del Pezzo orders rami�ed on a smooth cubic curve

In the last two sections we have seen moduli spaces of A-line bundles, where A is a terminal
del Pezzo order on P2 with a rami�cation divisor of degree four. Looking at the classi�cation of
terminal del Pezzo orders on P2 in (1.25), we see that there should also be del Pezzo orders with
smooth rami�cation divisor of degree three and �ve.
Unfortunately it is impossible to construct such an order with rami�cation divisor of degree �ve
using the noncommutative cyclic covering trick, since the rami�cation index e has to be two in
this case and there is no double cover rami�ed on a quintic.
But we can construct an order rami�ed on a smooth cubic using the noncommutative cyclic
covering trick. We have to use a triple cover Y of P2 leading to locally free sheaves of rank three
on Y and therefore A-line bundles of rank nine on P2.
Assume D ⊂ P2 is a smooth cubic curve. We pick a triple cover π : Y → P2 rami�ed on D. The
Galois group G of π is given by G =< σ >=

{
idY , σ, σ

2
}
.

First we compute the canonical divisor of Y :
There is the well known formula:

KY = π∗KP2 +R,

where R ⊂ Y is the rami�cation divisor of π. Using [WCdV84, Lemma I.17.1] we see that
R = 2π∗l for a general line l ⊂ P2. As KP2 = −3l, we conclude that KY = −π∗l.
Since π is a triple cover, π∗π

∗ is multiplication by three on divisors, consequently we get:

K2
Y = π∗l.π∗l = (π∗π

∗l).l = 3.

This shows that K2
Y = K2

P2 − 6, and so Y can also be seen as the blow up of P2 at 6 points
{Pi}1≤i≤6.
Such a blow up ψ : Y → P2 is known to be a smooth cubic surface. A smooth cubic surface
contains 27 lines which are in fact the 27 irreducible (−1)-curves of the blow up.

Theorem 4.16 ([Har77, Theorem V.4.9]):

The smooth cubic surface Y contains exactly 27 lines, which are the 27 irreducible (−1)-curves.
They are given by:

• the exceptional divisors Ei for i = 1, . . . , 6;

• the strict transforms Fij of the lines in P2 containing Pi and Pj for 1 ≤ i < j ≤ 6;

• the strict transforms Gj of the conics in P2 containing �ve Pi for i 6= j, j = 1, . . . , 6.

Let L be the pullback of a general line l ⊂ P2 under ψ, then we know the following facts about
Y , see [Har77, Proposition V.4.8]:

• Pic(Y ) = Z7, generated by the classes of E1, . . . , E6 for i = 1, . . . , 6 and L;

• the intersection pairing is given by: L2 = 1, E2
i = −1, LEi = 0 and EiEj = 0 for i 6= j;

• the canonical divisor is KY = −π∗l = −3L+
6∑
i=1

Ei.
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It is also known that D has 9 in�ection points, so there are 9 in�ection lines li tangent to D.
Thus π−1(li) decomposes as a union of three irreducible (−1)-curves π−1(li) = Ci1 ∪ Ci2 ∪ Ci3
meeting in one point, a so-called Eckardt point of Y . As π is G-invariant the decomposition
must be given by π−1(li) = Ci ∪ σ(Ci) ∪ σ2(Ci). So the 27 lines on Y come in nine 3-tuples
(Ci, σ(Ci), σ

2(Ci)).
To �nd an explicit blow up model for Y starting from the triple cover description and to un-
derstand the behaviour of the lines on Y with respect to the Galois group G we will use the
following proposition:

Proposition 4.17 ([Har77, Proposition 4.10]):

Let Y be a smooth cubic surface and let E1, . . . , E6 be six mutually skew lines on Y . Then there
is a morphism φ : Y → P2 making Y isomorphic to the blow up of P2 in six points P1, . . . , P6

(no 3 collinear and not all 6 on a conic), such that E1, . . . , E6 are the exceptional divisors for φ.

So assume π : Y → P2 is the triple cover rami�ed on D, then we choose 6 mutually skew lines
E1, . . . , E6 on Y necessarily lying over distinct in�ection lines and use the previous proposition
to obtain a blow up model φ : Y → P2.

Remark 4.18:

We can easily deduce the incidence relations among the 27 lines on Y , see [Har77, Remark
V.4.10.1]:

• Ei ∩ Ej = ∅ if i 6= j;

• Ei ∩ Fjk 6= ∅ if and only if i = j or i = k;

• Ei ∩Gj 6= ∅ if and only if i 6= j;

• Fij ∩ Fkl 6= ∅ if and only if i, j, k, l are all distinct;

• Fij ∩Gk 6= ∅ if and only if i = k or j = k;

• Gi ∩Gj = ∅ for i 6= j.

Now we want to understand the action of G on Pic(Y ). To do that, we need to understand the
six 3-tuples given by (Ei, σ(Ei), σ

2(Ei)) for i = 1, . . . , 6.

Lemma 4.19:

Assume Ei is an exceptional divisor of φ : Y → P2, then there exists a permutation τ ∈ S6
without �xed points such that:{

σ(Ei), σ
2(Ei)

}
=
{
Fiτ(i), Gτ(i)

}
or
{
σ(Ei), σ

2(Ei)
}

=
{
Fτ(i)i, Gτ(i)

}
.

Proof:

Since π∗l = 3L−
6∑
i=1

Ei we see that Ei.π
∗l = 1, so we have

Ei.π
∗(li) = Ei.(Ei + σ(Ei) + σ2(Ei)) = 1.

Using E2
i = −1 and Ei.σ

j(Ei) ∈ {0, 1} for j = 1, 2 we see that:
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Ei.σ(Ei) = Ei.σ
2(Ei) = 1.

The properties of the intersection pairing then show that σ(Ei).σ
2(Ei) = 1.

Accordingly we have:

Ei ∩ σ(Ei) 6= ∅ and Ei ∩ σ2(Ei) 6= ∅.

The incidence relations and the fact that Ei, σ(Ei) and σ
2(Ei) meet in one point now imply the

following: {
σ(Ei), σ

2(Ei)
}

= {Fij , Gk} or
{
σ(Ei), σ

2(Ei)
}

= {Fji, Gk}

for some j and k with j, k 6= i.
But we also know σ(Ei) ∩ σ2(Ei) 6= ∅ so that j and k must conincide.
Applying this method to all exceptional divisors Ei for i = 1, . . . , 6 we see that there exists an
element τ ∈ S6 without �xed points such that{

σ(Ei), σ
2(Ei)

}
=
{
Fiτ(i), Gτ(i)

}
if i < τ(i) or {

σ(Ei), σ
2(Ei)

}
=
{
Fτ(i)i, Gτ(i)

}
if τ(i) < i.

Since we now fully understand the set
{
Ei, σ(Ei), σ

2(Ei)
}
, we can �nd the action of G on Pic(Y ):

Lemma 4.20:

Assume π : Y → P2 is a triple cover rami�ed on a smooth cubic D. If G is the Galois group of
π, then G acts on Pic(Y ) via:

E1
σ−−−−→ G2

σ−−−−→ F12

E2 −−−−→ G3 −−−−→ F23

E3 −−−−→ G1 −−−−→ F13

E4 −−−−→ F45 −−−−→ G5

E5 −−−−→ F56 −−−−→ G6

E6 −−−−→ F46 −−−−→ G4

Proof:

The lines E1, . . . , E6 are mutually skew, so the six lines σ(E1), . . . , σ(E6) must also be mutually
skew and the six lines σ2(E1), . . . , σ

2(E6) as well.
By (4.19) we know that:{

σ(Ei), σ
2(Ei)

}
=
{
Fiτ(i), Gτ(i)

}
or
{
σ(Ei), σ

2(Ei)
}

=
{
Fτ(i)i, Gτ(i)

}
for a permutation τ ∈ S6.
With the help of the incidence relations we see that σ(E1), . . . , σ(E6) and σ2(E1), . . . , σ

2(E6)
each contain three of the Fiτ(i) and three of the Gi. So up to a permutation of the six lines we
can choose τ = (123)(456) and see that the map is given as described.



78 4.3 Del Pezzo orders rami�ed on a smooth cubic curve

To compute the matrix of Pic(σ) with respect to the basis {L,E1, . . . , E6} we need to determine
the image of L under σ.
Since F45 is the strict transform of the line containing P4 and P5, we know that we have

F45 = L− E4 − E5 in Pic(Y ).

Consequently we get:

σ(F45) = σ(L− E4 − E5) = σ(L)− σ(E4)− σ(E5).

Using (4.20) we know σ(F45), σ(E4) and σ(E5) in Pic(Y ). Putting everything together we get:

σ(L) = 4L− (E1 + E2 + E3)− 2(E4 + E5 + E6).

As we have Fij = L − Ei − Ej and Gi = 2L −
∑
j 6=i

Ej in Pic(Y ) we see that the action of G on

Pic(Y ) with respect to the basis {L,E1, . . . , E6} is given by:

Pic(σ) =



4 2 2 2 1 1 1
−1 −1 −1 0 0 0 0
−1 0 −1 −1 0 0 0
−1 −1 0 −1 0 0 0
−2 −1 −1 −1 −1 0 −1
−2 −1 −1 −1 −1 −1 0
−2 −1 −1 −1 0 −1 −1


If we denote the matrix by Z, then one can easily verify that:

• Z2 = Pic(σ2);

• Z3 = Pic(σ3) = Pic(idY ) = idPic(Y ).

To �nd a maximal order A on P2 rami�ed on D, we need to �nd L ∈ Pic(Y ) with a relation φ :
L3
σ
∼−→ OY which satis�es the overlap condition. For this purpose we compute H1(G,Pic(Y )).

To do this we need the following two matrices:

1 + Z + Z2 =



9 3 3 3 3 3 3
−3 −1 −1 −1 −1 −1 −1
−3 −1 −1 −1 −1 −1 −1
−3 −1 −1 −1 −1 −1 −1
−3 −1 −1 −1 −1 −1 −1
−3 −1 −1 −1 −1 −1 −1
−3 −1 −1 −1 −1 −1 −1



1− Z =



−3 −2 −2 −2 −1 −1 −1
1 2 1 0 0 0 0
1 0 2 1 0 0 0
1 1 0 2 0 0 0
2 1 1 1 2 0 1
2 1 1 1 1 2 0
2 1 1 1 0 1 2





4.3 Del Pezzo orders rami�ed on a smooth cubic curve 79

Using linear algebra we can deduce the following result:

Lemma 4.21:

Assume π : Y → P2 is a triple cover rami�ed on a smooth cubic curve. If G =< σ > is the
Galois group of π then:

1. H0(G,Pic(Y )) = ker(1− Z) = Pic(Y )G =< 3L−
6∑
i=1

Ei >=< π∗l >= π∗Pic(P2);

2. ker(1 + Z + Z2) =< L− 3E1, Ei − Ei+1 for i = 1, . . . , 5 >= Z6.

So especially the di�erence of two exceptional divisors is in H1(G,Pic(Y )).
We will only mention that one can compute im(1 − Z) = Z6 and using the Smith normal form
over the principal ideal domain Z, one gets:

H1(G,Pic(Y )) = ker(1 +A+A2)/im(1−A) = Z/3Z× Z/3Z.

We recall that the Hirzebruch-Riemann-Roch formula for rank three bundles M on Y is given
by:

χ(M) =
c21−c1KY

2 − c2 + 3

4.3.1 Construction of an order

Using the results of the previous section, we choose the line bundle L = OY (E1 − E2). Then
we have an isomorphism φ : L3

σ
∼−→ OY which satis�es the overlap condition. Thus the algebra

A = OY ⊕ Lσ ⊕ L2
σ is a cyclic algebra and de�nes a del Pezzo order of rank nine on P2 rami�ed

on the cubic curve D.
Because we have L2

σ = (L⊗OY σ∗L)σ2 , we see that the Chern classes of A are given by:

c1(A) = 2(E1 − E2) + σ∗(E1 − E2)

c2(A) = −1

If we de�ne H := π∗l for a general line l ⊂ P2, then the rami�cation divisor R of π on Y is given
by 2H. Using this and the result [CK11, Proposition 4.1], we see that the OY -module associated
to ωA is given by:

ωP2 ⊗OP2
(A⊗OY OY (R)) ∼= OY (−3H)⊗OY (A⊗OY OY (2H)) ∼= A⊗OY OY (−H),

where the �rst isomorphism is the projection formula for π∗.
We note that c1(ωA) = c1(A)− 3H. This result will be needed later.

4.3.2 Possible Chern classes

Since L3
σ
∼= OY we can use the argument given in [CK11, Theorem 3.3] to see the following: if

M is an A-line bundle then we must have Lσ ⊗M ∼= M , thus implying:

L⊗OY σ
∗M ∼= M. (17)

This observation leads to the following lemma.
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Lemma 4.22:

If M is an A-line bundle, then c1(M) = c1(A) + nH for some n ∈ Z.

Proof:

Using the isomorphism (17) and applying c1 shows that

3c1(L) + c1(σ
∗M) = c1(M)

respectively

c1(M)− σ∗c1(M) = 3(E1 − E2).

We see that if we have two solutions to the last equation for c1(M), then their di�erence is an
element of ker(1− σ∗) = Pic(Y )G. But we saw that Pic(Y )G = π∗Pic(P2) = ZH.
One solution to this equation is given by c1(M) = c1(A) = 2(E1 − E2) + σ∗(E1 − E2), since
L3
σ
∼= OY implies that E1 − E2 is equivalent to −σ∗(E1 − E2)− σ2

∗
(E1 − E2) in Pic(Y ).

So if M is an A-line bundle then there is an n ∈ Z such that c1(M) = c1(A) + nH.

The next lemma gives a vanishing criterion for the second cohomology group of an A-line bundle.
This will be helpful when we are working with the Euler characteristic.

Lemma 4.23:

Let M be an A-line bundle with c1(M) = c1(A)+nH and n ≥ −2. Then we have H2(Y,M) = 0.

Proof:

Since M is an A-module, we have

H2(Y,M) = H2(Y,HomA(A,M)) = Ext2A(A,M).

Using Serre duality shows that we have

H2(Y,M) = HomA(M,ωA)′.

Now if HomA(M,ωA) is non-empty, then by (1.80) c1(ωA) − c1(M) must be e�ective, but this
divisor is

c1(A)− 3H − c1(A)− nH = −(n+ 3)H.

By the choice of n this divisor cannot be e�ective, so HomA(M,ωA) = 0, which implies that
H2(Y,M) = 0.

Again it is enough to consider the cases where n ∈ {0, 1, 2}. For these cases we will now try to
�nd the minimal c2.

Lemma 4.24:

If M is an A-line bundle with c1 = c1(A), then the minimal second Chern class is c2 = −1.

Proof:

One �rst computes c1(A)2 = −6 and c1(A).H = 0. So if M is an A-line bundle with c1 = c1(A)
and some c2 then Hirzebruch-Riemann-Roch shows that:
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χ(M) = −6
2 − c2 + 3 = −c2.

Now we assume there is an A-line bundle M with c2(M) < −1.
Then we must have χ(M) > 1. But (4.23) shows that H2(Y,M) = 0 so we must have
dim(H0(Y,M)) > 1.
This implies that there is an embedding A ↪→ M , and since c1(M) = c1(A) this must be an
isomorphism since both bundles are locally free.
But this is impossible since c2(M) 6= c2(A). We conclude that such an A-line bundle cannot
exist, implying c2 = −1 is minimal.

Lemma 4.25:

If M is an A-line bundle with c1 = c1(A) +H, then the minimal second Chern class is c2 = 0.

Proof:

Assume there is an A-line bundle M with c1 = c1(A) +H and c2(M) = m < 0.
De�ne a rank three vector bundle N by N := M ⊗OY OY (−σ2(E2)).
We compute the Chern classes of N by using (1.79) and get:

c1(N) = c1(M)− 3σ2(E2) and c2(N) = c2(M)− 2c1(M).σ2(E2) + 3(σ2(E2))
2

Since we know all possible intersection products we see that:

c1(N)2 = −6, c1(M).σ2(E2) = −1, c1(N).H = 0 and c2(N) = m− 1.

So Hirzebruch-Riemann-Roch shows that χ(N) = −6
2 −m+ 1 + 3 = 1−m.

As −m > 0 by assumption we must have dim(H0(Y,N)) > 0 or dim(H2(Y,N)) > 0. But we
see that

H2(Y,N) = Ext2OY (OY , N) = Ext2OY (OY (σ2(E2)),M) = Ext2A(A⊗OY OY (σ2(E2)),M).

Using Serre duality and ωA = A ⊗OY OY (−H) shows that the last group is isomorphic to
HomA(M,A⊗OY OY (σ2(E2)−H)). But as

c1(A⊗OY OY (σ2(E2)−H)) = c1(A⊗OY OY (σ2(E2)))− 3H = c1(A) +H − 3H = c1(A)− 2H

we conclude that c1(A⊗OY OY (σ2(E2)−H))− c1(M) = −3H, which is not e�ective.
So the Hom-group is trivial and thus also H2(Y,N) = 0.
We must have dim(H0(Y,N)) > 0 implying that there is an embedding A⊗OY OY (σ2(E2)) ↪→M ,
since

H0(Y,N) = HomOY (OY , N) = HomOY (OY (σ2(E2)),M) = HomA(A⊗OY OY (σ2(E2)),M).

As both bundles are locally free and have the same �rst Chern class, they must be isomorphic.
But since c2(A⊗OY OY (σ2(E2))) = 0 > m = c2(M) we see that this is impossible.
We conclude that no such A-line bundle can exist. So if we have an A-line bundle with c1 =
c1(A) +H then the minimal second Chern class is given by c2 = 0.

For the case n = 2 we only have partial results:

Lemma 4.26:

If M is an A-line bundle with c1 = c1(A) + 2H, then the second Chern class is bounded from
below: c2 ≥ 3.
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Proof:

The A-line bundle A⊗OY OY (σ(E2) + σ2(E2)) has Chern classes c1 = c1(A) + 2H and c2 = 4.
Assume there is an A-line bundle M with c1 = c1(A) + 2H and c2 = m ≤ 2. De�ne N :=
M ⊗OY OY (−σ(E2)− σ2(E2)). Then we can compute:

c1(N)2 = −12, c1(N).H = 0 and c2(N) = m− 6

Hirzebruch-Riemann-Roch shows that χ(N) = 3 −m, but using the same arguments as in the
previous lemma, we see that H2(Y,N) = 0, so that dim(H0(Y,N)) > 0 for m ≤ 2. We thus
have an embedding A⊗OY OY (σ(E2) + σ2(E2)) ↪→M which must be an isomorphism, as in the
previous lemma. But these bundles have di�erent second Chern classes, so this impossible. Thus
if M is an A-line bundle with c1 = c1(A) + 2H, then we must have c2 ≥ 3.

Unfortunately we were not able to �nd an A-line bundle with second Chern class c2 = 3. Possibly
no such A-line bundle exists, in which case c2 = 4 would be the minimal second Chern class,
and the corresponding moduli space is not empty, because A ⊗OY OY (σ(E2) + σ2(E2)) de�nes
an element in it.

4.3.3 Moduli spaces of line bundles with minimal second Chern classes

Lemma 4.27:

Let M be an A-line bundle with c1 = c1(A) and c2 = −1, then M ∼= A. The moduli space Pic(A)
of such line bundles is a point.

Proof:

Let M be such an A-line bundle. Then χ(M) = χ(A) = 1.
By (4.23) we have H2(Y,M) = 0 and so dim(H0(Y,M)) ≥ 1. This gives an embedding A ↪→M
which must be an isomorphism because c1(M) = c1(A).
Finally, we see dim(Ext1A(A,A)) = dim(H1(Y,A)) = 0, as dim(H0(Y,A)) = 1 by (1.50) and
dim(H2(Y,A)) = 0 since A de�nes a terminal del Pezzo order on P2, see (3.5).
Thus the moduli space Pic(A) is a point.

Lemma 4.28:

Let M be an A-line bundle with c1 = c1(A) +H and c2 = 0, then M ∼= A⊗OY OY (σ2(E2)). The
moduli space Pic(A) of such line bundles is a point.

Proof:

Assume M is such an A-line bundle. We de�ne N := M ⊗OY OY (−σ2(E2)), like in the proof of
(4.25).
We see that χ(N) = 1 and H2(Y,N) = 0. So we have an embedding

A⊗OY OY (σ2(E2)) ↪→M

which is in fact an isomorphism by comparing �rst Chern classes.
It remains to determine Ext1A(M,M).
But as A⊗OY OY (σ2(E2)) = OY (σ2(E2))⊕OY (E1)⊕OY (E1−E2 +σ(E1)), we see using (1.46)
that this Ext-group is actually isomorphic to:

H1(Y,OY )⊕H1(Y,OY (E1 − σ2(E2)))⊕H1(Y,OY (E1 − E2 + σ(E1)− σ2(E2))).
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But certainly H1(Y,OY ) = 0 and the other two summands vanish as well.
We will prove this for K = OY (E1 − σ2(E2)). Hirzebruch-Riemann-Roch shows that χ(K) = 0.
But H0(Y,K) = 0, because if K had a global section, then K ∼= OY (D) for some nontrivial
e�ective divisor D linear equivalent to E1 − σ2(E2).
Because H is ample we must have D.H > 0. But since the product only depends on the linear
equivalence class of a divisor, we see D.H = (E1− σ2(E2)).H = 0. So such a divisor D does not
exist and we have H0(Y,K) = 0.
A similar argument using Serre duality shows H2(Y,K) = 0, we conclude that we must have
H1(Y,K) = 0.
So Ext1A(M,M) = 0 and the moduli space Pic(A) is a point.
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5 Moduli spaces on the projective plane: Calabi-Yau orders

5.1 Construction of an order and some cohomological computations

In this chapter we want to study moduli spaces of A-line bundles, where A is a terminal Calabi-
Yau order on P2. We will use the results found in [BA12] to �nd a Calabi-Yau order A on P2
of rank four rami�ed in a smooth sextic D. This order arises as a noncommutative cyclic cover.
To use the noncommutative cyclic covering trick we need to �nd a double cover π : Y → P2
rami�ed on D. This time we start with Y , �nd a group of automorphisms G ⊂ Aut(Y ) such that
Y/G = P2 and so that the map π : Y → Y/G rami�es over a smooth sextic D. This is possible,
because almost everything we look for is determined by the Picard lattice of the K3 surface.
It is known that for any smooth K3 surface X we have Λ := H2(X,Z) = Z22. If we equip this
lattice with the cup product, then it is called the K3 lattice and it is isomorphic to:

Λ = E⊥E⊥H⊥H⊥H,

here E is the negative of the usual E8-lattice and H is a hyperbolic plane. Using the exponential
sequence:

0 −−−−→ Z −−−−→ OY −−−−→ O×Y −−−−→ 0

and the fact that H1(Y,OY ) = 0 show that we have an embedding Pic(Y ) ↪→ Λ. Furthermore
we have the following theorem due to Morrison:

Theorem 5.1 ([BA12, Proposition 3.4]):

Assume S ↪→ Λ is a primitive sublattice, that is Λ/S is torsion-free, with rank ρ and signature
(1, ρ− 1). Then there exists a K3 surface Y and an isometry Pic(Y ) ∼= S.

We set S = Z3 = 〈S1, S2, S3〉 and de�ne the intersection form on S by the matrix−2 3 0
3 −2 1
0 1 −2

.

In [BA12] it is shown that S ↪→ Λ is a primitive sublattice with signature (1, 2). So we can �nd
a K3 surface Y with S as its Picard lattice. The next step is to see that the automorphism of
S given by: 0 1 1

1 0 1
0 0 −1


extends to a so-called e�ective Hodge isometry between H2(Y,Z) and H2(Y,Z). The next theo-
rem, the Strong Torelli theorem, states that this isometry actually comes from an automorphism
of Y :

Theorem 5.2 ([WCdV84, Theorem VIII.11.1]):

Assume φ : H2(Y,Z) → H2(Y ′,Z) is an e�ective Hodge isometry between two K3 surfaces Y
and Y ′. Then there is a unique biholomorphic morphism σ : Y ′ → Y such that σ∗ = φ.
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The next result in [BA12] states that if we put G =< σ > then π : Y → Y/G is a double
cover with Y/G = P2. Furthermore one has H0(G,Pic(Y )) = Pic(Y )G = π∗Pic(Y/G) and
H1(G,Pic(Y )) = Z/2Z. The last group is generated by L = OY (S1 − S3).
Finaly one computes that π rami�es over a smooth sextic D with 2 tritangents l1 and l2. Espe-
cially we have a decomposition π−1(l1) = S1 ∪ σ(S1) = S1 ∪ S2.
We see that φ : L2

σ
∼−→ OY and that φ satis�es the overlap condition. So

A := OY ⊕ Lσ

is a cyclic algebra which de�nes a Calabi-Yau order A on P2 rami�ed on D. This shows that A
is in fact a terminal Calabi-Yau order. As noted in (4.1) we will work completely on Y so that
from now on we will only use A.
Since π is a double cover rami�ed over a smooth sextic, we see that the rami�cation divisor in Y
is given by 3H where H := π∗l for a general line l ⊂ P2. We remark that H is an ample divisor
on Y .
Using the same method as in [CK11, Proposition 4.1], we see that the OY -module associated to
ωA is given by:

ωP2 ⊗OP2
(A⊗OY OY (R)) ∼= OY (−3H)⊗OY (A⊗OY OY (R)) ∼= A⊗OY OY (−3H +R) ∼= A

The �rst isomorphism uses the projection formula for π∗, see [Har77, Exercise II.5.1 (d)], and
ωP2 = OP2(−3l). The second isomorphism uses the fact that H is G-invariant, thus implying
OY (H) ⊗OY A ∼= A ⊗OY OY (H). We recall that the Hirzebruch-Riemann-Roch formula for a
rank r vector bundle M with Chern classes c1 and c2 on a K3-surface is given by:

χ(M) =
c21
2 − c2 + 2r.

First we will compute some cohomology groups of line bundles on Y . These results will be needed
later.

Lemma 5.3:

The line bundle L = OY (S1 − S3) has vanishing cohomology, that is H i(Y, L) = 0 for i = 0, 1, 2.

Proof:

Assume the contrary, that is dim(H0(Y,L)) > 0. Then there is a nontrivial e�ective divisor D
on Y , linearly equivalent to S1 − S3, such that L ∼= OY (D).
Now H is ample and (S1 − S3).H = 0 so we see that D.H = 0 since the intersection product
only depends on the linear equivalence class of D.
But as D is nontrivial and e�ective and H is ample, we must have D.H > 0, see [Fri98].
We conclude that H0(Y,L) = 0 and equivalently we see that H2(Y,L) = H0(Y, L−1) = 0 using
Serre duality.
Since c1(L) = S1 − S3 and c2(L) = 0 we get

c21 = S2
1 + 2S1S3 + S2

3 = −2 + 0− 2 = −4.

So Hirzebruch-Riemann-Roch gives χ(L) = −4
2 − 0 + 2 = 0.

Using H0(Y,L) = H2(Y,L) = 0 shows that we also must have H1(Y, L) = 0.

Lemma 5.4:

The line bundle N = OY (S2 − S3) has cohomology H i(Y,N) =

{
k, if i = 1
0, if i = 0, 2

.
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Proof:

As in the previous lemma we see that H0(Y,N) = H2(Y,N) = 0 since (S2 − S3).H = 0.
We have c1(N) = S2 − S3 and c2(N) = 0 implying:

c21 = S2
2 − 2S2S3 + S2

3 = −2− 2− 2 = −6.

Hirzebruch-Riemann-Roch gives us χ(N) = −1.
Using H0(Y,N) = H2(Y,N) = 0 shows that we must have H1(Y,N) = k.

5.2 Possible Chern classes

In this section we want to �nd the possible Chern classes of a A-line bundleM as an OY -module.
To do this we will use the following proposition:

Proposition 5.5 ([CK11, Proposition 3.6]):

Assume M is an A-line bundle, where A is a cyclic algebra of the form A = OY ⊕ Lσ where
φ : L2

σ
∼−→ OY is an isomorphism. Then M is H-semistable as an OY -module, where H is an

ample G-invariant divisor on Y .

Since M is an A-line bundle we extract from the proof of [CK11, Theorem 3.3] that the multi-
plication morphism Lσ ⊗OY M →M is an isomorphism.
Using these two results we can prove the following lemma.

Lemma 5.6:

If M is an A-line bundle, then c1(M) = L+ nH for some n ∈ Z.

Proof:

By de�nition we have Lσ ⊗OY M = L⊗OY σ∗M .
So the second fact above shows that we have an isomorphism of OY -modules:

L⊗OY σ∗M ∼= M .

Applying c1 and using the properties of c1 shows:

2c1(L) + σ∗c1(M) = c1(M).

Equivalently this can be written as:

c1(M)− σ∗c1(M) = 2c1(L). (18)

If we have two solutions for c1(M), then the last equation shows that their di�erence is an
element of ker(1− σ∗) = Pic(Y )G. As we have seen, we have Pic(Y )G = π∗Pic(P2) = ZH.
Furthermore we know that L⊗OY σ∗L ∼= OY , that is σ∗L = −L. This implies that c1(M) = L
is a solution to the equation (18).
So if M is an A-line bundle, then as an OY -module there is an n ∈ Z such that:

c1(M) = L+ nH.

Since c1(M ⊗ OY (H)) = c1(M) + 2H, it is enough to consider the cases n = 0 and n = 1 in
the previous lemma, see [Ler11, Remark 3.8]. Since by (5.5) any A-line bundle is a H-semistable
vector bundles of rank 2 on Y , we can use Bogomolov's inequality on Y to see that we have:
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∆(M) = 4c2(M)− c1(M)2 ≥ 0.

This bounds the second Chern class for an A-line bundle from below. We are now interested in
�nding the minimal second Chern classes.

Lemma 5.7:

If M is an A-line bundle with c1(M) = L, then the minimal second Chern class is c2 = 0.

Proof:

We have c1(M) = L, implying c21 = −4.
Bogomolov's inequality shows that ∆(M) = 4c2 + 4 ≥ 0, which implies:

c2(M) ≥ −1.

But this is not the best lower bound, which we will now see.
Assume there is an A-line bundle with c1(M) = L and c2(M) = −1, then Hirzebruch-Riemann-
Roch shows:

χ(M) = L2

2 + 1 + 4 = −2 + 1 + 4 = 3.

So we must have dim(H0(Y,M)) > 0 or dim(H2(Y,M)) > 0.
If dim(H0(Y,M)) > 0 we have an embedding A ↪→ M . To see this, we note that because M is
an A-module, by (1.46), we have:

H0(Y,M) = HomOY (OY ,M) = HomA(A,M).

So we get a nontrivial morphism A → M , which must be injective by (1.47). As A and M are
both locally free and c1(A) = c1(M), we see that they must already be isomorphic.
However c2(A) 6= c2(M), which is impossible if they are isomorphic.
So we must have H0(Y,M) = 0, implying dim(H2(Y,M) > 0.
Since M is an A-module, the last group is by (1.46) just

H2(Y,M) = Ext2OY (OY ,M) = Ext2A(A,M).

Using Serre duality and the fact that ωA = A shows that:

H2(Y,M) = Ext2A(A,M) = HomA(M,ωA)′ = HomA(M,A)′.

So as H2(Y,M) 6= 0, we get an embedding M ↪→ A.
But again c1(M) = c1(A) so these modules must be isomorphic, which is impossible since they
have di�rent second Chern classes. We conclude H2(Y,M) = 0.
But H0(Y,M) = H2(Y,M) = 0 cannot happen, as χ(M) > 0. So no such A-module can exist.
That is if M is an A-module with c1(M) = L then:

c2(M) ≥ 0.

Lemma 5.8:

If M is an A-line bundle with c1(M) = L+H, then the minimal second Chern class is c2 = 1.

Proof:

As c1(M) = L+H, we compute
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c21 = L2 + 2LH +H2 = −4 + 0 + 2 = −2.

By Bogomolov we have ∆(M) = 4c2 + 2 ≥ 0 and since c2 ∈ Z we see that

c2(M) ≥ 0.

Again this is not the best lower bound.
Assume there is an A-line bundle M with c1(M) = L+H and c2(M) = 0.
De�ne N := M ⊗OY OY (−S1). Then we get by (1.79):

c1(N) = c1(M)− 2S1 and c2(N) = c2(M)− c1(M)S1 + S2
1 .

Computing everything gives:

c1(N) = −S1 − S3 +H and c2(N) = −1.

Because c1(N)2 = −6 we get χ(N) = 2 by Hirzebruch-Riemann-Roch.
This implies that dim(H0(Y,N)) > 0 or dim(H2(Y,N)) > 0.
If dim(H0(Y,N)) > 0, using (1.46), we see that:

H0(Y,N) = HomOY (OY , N) = HomOY (OY (S1),M) = HomA(A⊗Y OY (S1),M).

We conclude that there is an embedding A⊗Y OY (S1) ↪→M of A-line bundles. But

c1(A⊗Y OY (S1)) = L+H = c1(M)

and A ⊗Y OY (S1) and M are locally free, so they must be isomorphic. This is not possible,
because c2(A⊗Y OY (S1)) = 1 6= 0 = c2(M).
We conclude that H0(Y,N) = 0 and thus dim(H2(Y,N)) > 0.
In this case we see that

H2(Y,N) = Ext2OY (OY , N) = Ext2OY (OY (S1),M) = Ext2A(A⊗Y OY (S1),M).

Serre duality and ωA = A imply that dim(HomA(M,A ⊗Y OY (S1))) > 0. There must be an
embedding M ↪→ A⊗Y OY (S1).
Again this would imply that M and A ⊗Y OY (S1) are isomorphic because they have the same
�rst Chern class. But since their second Chern classes di�er, this cannot happen.
Putting everything together we see that there cannot be an A-module with the desired Chern
classes.
So if M is an A-line bundle with c1 = L+H then we must have c2(M) ≥ 1.

5.3 Moduli spaces of line bundles for minimal second Chern class

Theorem 5.9:

Let M be an A-line bundle with c1 = L and c2 = 0, then M ∼= A. The moduli space Pic(A) of
such line bundles is a point.

Proof:

Hirzebruch-Riemann-Roch gives us χ(M) = −2 + 0 + 4 = 2 > 0. So dim(H0(Y,M)) > 0 or
dim(H2(Y,M)) > 0.
If dim(H0(Y,M)) > 0 then we get an embedding A ↪→ M which must be an isomorphism by
comparing their �rst Chern classes.



90 5.3 Moduli spaces of line bundles for minimal second Chern class

If dim(H2(Y,M)) > 0 we get, by using Serre duality Ext2A(A,M) = HomA(M,A)′, an embed-
ding M ↪→ A, which is an isomorphism.
In both cases we see that M ∼= A.
Finally, we have to compute Ext1A(A,A). But

Ext1A(A,A) = Ext1OY (OY , A) = H1(Y,A) = H1(Y,OY ⊕ Lσ) = H1(Y,OY )⊕H1(Y, L),

which by (5.3) shows that Ext1A(A,A) = 0.

We see that as in all previous examples, the moduli space of A-line bundles containing A itself
is just a reduced point.
The situation in the second cases seems not that simple:

Theorem 5.10:

Let M be an A-line bundle with c1 = L+H and c2 = 1, then M ∼= A⊗OY OY (S1).

Proof:

We look at the vector bundle N := M ⊗Y OY (−S1), like in (5.8) and we see that:

c1(N) = −(S1 + S3) +H and c2(N) = 0.

Hirzebruch-Riemann-Roch gives us χ(N) = −3 + 0 + 4 = 1 > 0.
So we have dim(H0(Y,N)) > 0 or dim(H2(Y,N)) > 0.
If dim(H0(Y,N)) > 0, we have:

H0(Y,N) = HomOY (OY , N) = HomOY (OY (S1),M) = HomA(A⊗Y OY (S1),M)

This gives an embedding A⊗Y OY (S1) ↪→M , which must be an isomorphism, by looking at the
�rst Chern classes.
If H0(Y,N) = 0, then we must have dim(H2(Y,N) > 0.
In this case we see that we have:

H2(Y,N) = Ext2OY (OY , N) = Ext2OY (OY (S1),M) = Ext2A(A⊗Y OY (S1),M).

Using Serre duality Ext2A(A⊗Y OY (S1),M) = HomA(M,A⊗Y OY (S1))
′ shows that there is an

embedding M ↪→ A⊗Y OY (S1), which must be an isomorphism.

Lemma 5.11:

The dimension of the tangent space of the moduli space at [M ] = [A⊗OY OY (S1)] is one.

Proof:

The Kodaira-Spencer map gives an isomorphism:

T[M ]MA/P2;c1,c2
∼= Ext1A(M,M).

But, using (1.46), we can compute that:

Ext1A(A⊗Y OY (S1), A⊗Y OY (S1)) = H1(Y,OY )⊕H1(Y,N).

This shows that Ext1A(M,M) = k.

So the topological space of the moduli space consits of a single point. But its scheme structure
is harder to �nd. Since the dimension of the tangent space is one, the moduli space should look
like Spec(k[ε]/(εn)) for some n ≥ 2. Unfortunately we were not able to determine this n exactly.
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A Azumaya algebras and Brauer groups

Let k be any �eld.

De�nition A.1:

A �nite dimensional k-algebra A is called Azumaya algebra, if it is a central simple k-algebra.
Here

• A is a central k-algebra, if the center Z(A) = {a ∈ A|ab = ba for all b ∈ A} is k;

• A is a simple k-algebra, if the only two sided ideals of A are (0) and A.

The structure of an Azumaya algebra is well known due to the following theorem of Artin and
Wedderburn:

Theorem A.2:

Assume A is an Azumaya algebra over k. Then there is an n ∈ N and a �nite dimensional
division ring D over k such that A is isomorphic to the n× n matrix ring over D, A ∼= Mn(D).

De�nition A.3:

Let A and B be Azumaya algebras over k, then we say A and B are similar, A ∼ B, if there are
n and m in N and an isomorphism A⊗kMn(k) ∼= B ⊗kMm(k).

Similarity de�nes an equivalence relation on the isomorphism classes of Azumaya algebras over
k. We write [A] := {B|B ∼ A} for an equivalence class.

De�nition A.4:

Let [A] and [B] be equivalence classes of Azumaya algebras over k. De�ne a multiplication
by [A] · [B] = [A ⊗k B], then this multiplication is well-de�ned, associative and commutative.
Furthermore [K] is the unit element and [A]−1 = [Aop] (here Aop is the opposite ring, that is the
same additive group as A but with multiplication perfomed in reverse order). This multiplication
de�nes a group structure on the set of equivalence classes of Azumaya algebras over k. This
group is called Br(k), the Brauer group of k.

Example A.5:

The matrix ring Mn(k) is an Azumaya algebra over k for any n ∈ N. For k = R the Hamilton
quaternions H, see (1.40), is an Azumaya algebra over R. This algebra also de�nes a nontrivial
element [H] in Br(R). One can in fact show that Br(R) = {[R], [H]} ∼= Z/2Z. If k is algebraically
closed then every �nite dimensional division ring over k is trivial, this implies Br(k) = {[k]} by
(A.2). One famous result due to Tsen states that if k is algebraically closed and k(C) is the
function �eld of an algebraic curve C over k, then Br(k(C)) = {[k(C)]}.

Now assume X is a noetherian, normal and integral scheme.

De�nition A.6:

Assume A is a coherent sheaf of OX-algebras. Then A is called a sheaf of Azumaya algebras if
A is locally free and for every closed point x ∈ X A ⊗OX k(x) is an Azumaya algebra over the
residue �eld k(x). We also call A an Azumaya algebra on X.
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Remark A.7:

There are several other de�nitions for Azumaya algebras on schemes equivalent to the one given
here. For example: a coherent sheaf of OX -algebras is an Azumaya algebra if there is a covering
(Ui → X) for the étale topology on X such that for each i, there is an ri and an isomorphism
A⊗OX OUi ∼= Mri(OUi). See [Mil80] for more information.

Example A.8:

If M is a coherent locally free sheaf on X, then A = EndOX (M) is an Azumaya algebra on X.

Lemma A.9:

Assume f : X → Y is a morphism of Noetherian, normal and integral schemes and A is an
Azumaya algebra on Y . Then f∗A is an Azumaya algebra on X.

Proof:

We see that f∗A has an obvious structre as an OX -algebra and it is locally free since A is locally
free. We have to show that f∗A⊗OX k(x) is an Azumaya algebra over k(x) for every closed point
x ∈ X.
Since the question is local we may assume X = Spec(S) and Y = Spec(R). Then A is given by
an R-algebra A and we see that f∗A is given by A⊗R S. Now let x ∈ X be a closed point. Then
k(x) is a �eld extension of k(y) for y = f(x). We conclude:

A⊗R S ⊗S k(x) = A⊗R k(x) = A⊗R k(y)⊗k(y) k(x)

Here A⊗R k(y) is an Azumaya algebra over k(y) by assumption.
Since being Azumaya is stable under �eld extensions, we see that A ⊗R k(y) ⊗k(y) k(x) is an
Azumaya algebra over k(y).

As in the case of Azumaya algebras over a �eld k, we can de�ne similar algebras: A and B
are similar if there are two coherent locally free sheaves M and N on X and an isomorphism
A⊗OX EndOX (M) ∼= B ⊗OX EndOX (N). Then [A] · [B] = [A⊗OX B] de�nes a group structure
on set of equivalence classes of Azumaya algebras on X. This gives the Brauer group Br(X) of
the scheme X.

Example A.10:

The Brauer group of the projective plane over an algebraically closed �eld is trivial, that is we
have Br(P2) = {[OP2 ]}.

B Global dimension

Let A be a ring with unit and let M be a left A-module. Since the category Mod(A) of left
A-modules has enough projective objects, there is either an exact sequence, called a projective
resolution of M of length n (for some n ∈ N),

0 −−−−→ Pn −−−−→ . . . −−−−→ P1 −−−−→ P0 −−−−→ M −−−−→ 0

where the left modules Pi are projective, or there is no such sequence for any n.
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De�nition B.1:

We de�ne the left A-projective dimension of M by

l.pdA(M) := min {n ∈ N|there exists a projective resolution of M of length n}

and if no such sequence exists for any n we de�ne l.pdA(M) :=∞.

De�nition B.2:

The left global dimension of A is de�ned by

l.gldim(A) := sup {l.pdA(M)|M ∈Mod(A)}

Remark B.3:

Similiar de�nitions can be made for right modules and right dimensions. The left and right
global dimension may di�er. Fortunately Auslander showed in [Aus55], that if A is Noetherian,
then l.gldim(A) = r.gldim(A) in this case we just write gldim(A) and can talk about the global
dimension.

Remark B.4:

• If pdA(M) ≤ n then Extn+1
A (M,N) = 0 for all A-modules N , so ExtiA(M,N) = 0 for all

i ≥ n+ 1 and all A-modules N .

• If gldim(A) ≤ n then Extn+1
A (M,N) = 0 for all A-modules M and N , so ExtiA(M,N) = 0

for all i ≥ n+ 1 and all A-modules M and N .

Example B.5:

• If A = k[x1, . . . , xn] for some �eld k, then gldim(A) = n. This is Hilbert's famous syzygy
theorem.

• If A is a commutative Noetherian local ring, then A is regular if and only if gldim(A) <∞.
In this case gldim(A) = dim(A), where dim(A) is the Krull dimension of A. This is a
theorem due to Serre.

Assume X is a smooth projective scheme and A is a su�ciently nice sheaf of Noetherian rings
on X. Let M be an A-module, coherent as an OX -module.

De�nition B.6:

We de�ne the A-projective dimension of M by pdA(M) = sup {pdAx(Mx)|x ∈ X}.

De�nition B.7:

We de�ne the global dimension of A by gldim(A) = sup {gldim(Ax)|x ∈ X}

Example B.8:

• If A = OX andM = k(x) is the skyscraper sheaf at some point x ∈ X, then pdOX (k(x)) =
dim(X)

• If A is a terminal order, then gldim(Aη) = 0 for the generic point η ∈ X, gldim(Aξ) = 1 for
points of codimension one and gldim(Ax) = 2 for closed points x ∈ X. So gldim(A) = 2.
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C Grothendieck spectral sequence

Assume A and B are abelian categories. Let F : A → B be an additive left exact covariant
functor.

De�nition C.1:

An object I ∈ Ob(A) is called injective if HomA(−, I) is an exact functor.

De�nition C.2:

An object A ∈ Ob(A) is called F -acyclic if RnF (A) = 0 for all n ≥ 1, where RnF is the n-th
right derived functor of F .

Theorem C.3:

Assume A, B and C are abelian categories and F : A → B, G : B → C are additive covariant
left exact functors. If A and B have enough injectives and F maps injective objects to G-acyclic
objects, then for every object A in A there is a spectral sequence:

Ep,q2 = RpG(RqF (A))⇒ Rp+q(GF (A)).

C.1 Local-to-global spectral sequence

Assume A is a maximal order on a smooth projective surface X.

Lemma C.4:

An A-module I is injective if and only if for every injection ι : M ↪→ N of A-modules and any
map f : M → I there is a map g : N → I such that f = g ◦ ι.

Lemma C.5:

Assume A is an order on a smooth projective surface X and I is an injective A-module. Then
I|U is an injective A|U -module on U for every open subset U ⊂ X.

Proof:

Given an injection ι : M ↪→ N of A|U -modules on U and a morphism f : M → I|U . We need to
�nd a map g : N → I|U such that f = g ◦ ι.
Since U ⊂ X is open, we can use the exact functor j! (extension by zero).
This functor gives an injection j!(ι) : j!(M) ↪→ j!(N) and a map j!(f) : j!(M) → j!(I|U ) of
A-modules on X.
Now there is a canonical injection j!(I|U ) ↪→ I on X, see [Har77, Excercise II.1.19 (c)]. So by
composing this with j!(f) we get in fact a map j!(M)→ I of A-modules.
As I is an injective A-module by assumption there is a map h : j!(N)→ I with j!(f) = h ◦ j!(ι)
by (C.4).
Now we use the exact functor (−)|U (restriction to U).
This de�nes a map h|U : (j!(N))|U → I|U . But since j! and (−)|U are a pair of adjoint functors
we see that we have natural isomorphisms:

(j!(N))|U = N , (j!(f))|U = f , and (j!(ι))|U = ι.

We conclude that h|U : N → I|U sati�es f = h|U ◦ ι, so that g := h|U is the desired map.
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Lemma C.6:

Assume A is a maximal order on a smooth projective surface X and I is an injective A-module.
Then HomA(−, I) is an exact functor.

Proof:

Since HomA(−, I) is a left exact contravariant functor, it is enough to show that ifM ↪→ N is an
injection, then HomA(N, I)→ HomA(M, I) is surjective. To do that, it is enough to show that
for every open subset U ⊂ X the map HomA|U (N|U , I|U ) → HomA|U (M|U , I|U ) is surjective.
But this follows from the previous lemma (C.5).

Lemma C.7:

Assume A is a maximal order on a smooth projective surface. If M and I are A-modules such
that M is �at as an OX-module and I is injective as an A-module, then HomA(M, I) is an
injective OX-module.

Proof:

We have to show that HomOX (−,HomA(M, I)) is an exact functor. But we know from the
tensor-hom-adjunction that

HomOX (−,HomA(M, I)) = HomA(−⊗OX M, I)

which is exact, because ⊗OXM and HomA(−, I) are exact.

Lemma C.8:

Assume A is a maximal order on a smooth projective surface X and M is an A-module. Then
there is an exact sequence of A-modules:

0 −−−−→ K −−−−→ F −−−−→ M −−−−→ 0,

where F is �at as an OX-module.

Proof:

Since M is also an OX -module and every OX -module is a quotient of a �at OX -module, we can
�nd a surjection:

G −−−−→ M −−−−→ 0,

where G is a �at OX -module. Applying ⊗OXA and using that there is a surjection

M ⊗OX A −−−−→ M −−−−→ 0

as M is an A-module, we get a surjection:

G⊗OX A −−−−→ M −−−−→ 0.

Then F := G⊗OX A is an A-module, which is �at as an OX -module because G and A are �at
as OX -modules. De�ning K := ker(F →M) gives the desired exact sequence.

Lemma C.9:

Assume A is a maximal order on a smooth projective surface X. If M and I are A-modules,
such that I is injective, then HomA(M, I) is acyclic for Γ(X,−).
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Proof:

We have to show that H i(X,HomA(M, I)) = 0 for all i ≥ 1.
By the previous lemma (C.8) there is an exact sequence of A-modules:

0 −−−−→ K −−−−→ F −−−−→ M −−−−→ 0,

where F is a �at OX -module. Since I is injective by (C.6) we get an exact sequence:

0 −−−−→ HomA(M, I) −−−−→ HomA(F, I) −−−−→ HomA(K, I) −−−−→ 0.

Using (C.7) shows that H i(X,HomA(F, I)) = 0 for all i ≥ 1, since injective modules are acyclic
for Γ(X,−).
Looking at the long exact cohomology sequence shows that we have isomorphisms

H i(X,HomA(M, I)) ∼= H i−1(X,HomA(K, I)) (19)

for all i ≥ 2 and an exact sequence:

0 −−−−→ H0(X,HomA(M, I)) −−−−→ H0(X,HomA(P, I))

−−−−→ H0(HomA(K, I)) −−−−→ H1(X,HomA(M, I)) −−−−→ 0.

But H0(X,HomA(−, I)) = HomA(−, I) and since I is injective we know that HomA(−, I) is
exact, which shows that H0(X,HomA(F, I))→ H0(HomA(K, I)) is surjective.
This implies H1(X,HomA(M, I)) = 0. Using this result for K, the isomorphisms (19) and
descending induction shows that we have in fact H i(X,HomA(M, I)) = 0 for all i ≥ 1.

Theorem C.10:

Assume A is a maximal order on a smooth projective surface X and let M and N be A-modules.
Then there is a local-to-global spectral sequence

Ep,q2 = Hp(X, ExtqA(M,N))⇒ Extp+qA (M,N).

Proof:

We set A = Mod(A), B = Mod(OX) and C = Ab in (C.3). Since A and B are categories of
modules they have enough injectives.
Lemma (C.9) shows that F = HomA(M,−) maps injective A-modules to acyclic G = Γ(X,−)-
modules.
By de�nition we have

RpG = Hp(X,−), RqF = ExtqA(M,−) and Rp+qGF = Extp+qA (M,−).

So (C.3) gives the desired spectral sequence.
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