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Introduction

In this thesis, we study variations of Artin’s primitive root conjecture, one of several
number theoretical conjectures proposed by Emil Artin. This introduction motivates
the problems we are investigating, clarifies our objectives and gives an account of the
contribution of this thesis. We start with a historical background.

Historical background on Artin’s primitive root conjecture

Artin’s primitive root conjecture represents one of the most popular unsolved problems
in number theory, and like many other number theoretic problems, it has the feature of
being both easily understandable and very involved at the same time. Indeed, the problem
was initiated by the following simple observation: Whenever you take a prime number p
different from 2 and 5, then the decimal expansion of its reciprocal 1/p is periodic:

1/3 = 0.3 1/13 = 0.076923

1/7 = 0.142857 1/17 = 0.0588235294117647

1/11 = 0.09 1/19 = 0.052631578947368421

Observing these examples, many questions may arise, such as: Why does the period
length of 1/7 equal 6, whereas 1/11 has a period of length 2? In articles 315–317 of his
Disquisitiones Arithmeticae (1801) [35], Gauß investigated questions of this kind and the
distribution of the period lengths of 1/p in general. He showed that this period length
coincides with the order of 10 within the cyclic group (Z /pZ)∗ of p− 1 elements, i.e. the
smallest positive integer n such that p divides 10n − 1. Hence, the period length of 1/p is
always a divisor of p−1 and becomes maximal if and only if 10 is a primitive root modulo
p. Here, an integer a is called a primitive root modulo p, if p - a and a generates (Z /pZ)∗.
As the above examples show, 10 is a primitive root modulo 7, 17 and 19, but not modulo
3, 11 or 13. Gauß showed a particular interest in the question of how often 10 would be
a primitive root modulo p, as p varies over primes, but made no specific conjecture.

In this regard, a precise prediction is provided by Artin’s primitive root conjecture
(AC) which Artin communicated to Hasse in September 1927 (see [31, 57]): For any
integer a, different from 0 and ±1 and not a square of another integer, there are infinitely
many primes p, for which a is a primitive root modulo p. Even more, Artin hypothesised
that the set of such primes has a positive density δa inside the set of all primes, that is

]{p ≤ x : a is a primitive root modulo p} ∼ δa · π(x),

as x → ∞. Here, π(x) denotes the number of primes p ≤ x which, by the famous prime
number theorem, grows asymptotically like x/ log x. Artin was led hither by his striking
insight in algebraic number theory [3] and heuristic arguments based on the Čebotarev
density theorem, a powerful tool to determine densities for a wide class of primes with
certain arithmetic properties. We will trace back Artin’s intuition in more detail in
Chapter 1, but for a quick preview one might take a look at Figure 1.

v
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Figure 1. Entry of Hasse’s mathematical notebook from the year 1927
on Artin’s primitive root conjecture (taken from [31]).

Since the statement of AC, many mathematicians have attempted a proof (see Chapter
1). Most notably, Hooley in 1967 [42], utilized the Brun-Titchmarsh inequality and an
effective version of the Čebotarev density theorem, valid under the generalized Riemann
hypothesis (GRH), to turn Artin’s heuristic arguments into a rigorous proof. Further-
more, Gupta and Ram Murty in 1984 [36], and later Heath-Brown in 1985 [39],
applied a sieve argument to show that for “almost all” integers a, there are infinitely
many primes p such that a is a primitive root modulo p. In particular, their unconditional
approach revealed that this qualitative version of AC holds for some a ∈ {2, 3, 5}, but on
the other hand it failed to disclose for which of these it is in fact the case. Hence, AC
proves to be more complex than it appears at a first glance, and is unsolved until today.
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Motivation and objectives

The simple formulation of Artin’s primitive root conjecture allows for numerous varia-
tions to many fields of mathematical interest. In this thesis, we focus on variants stemming
from the area of number fields and elliptic curves.

For any integer a and a prime p - a, we define the residual index inda(p) and the residual
order orda(p) of a modulo p as index and order of the subgroup generated by a inside
(Z /pZ)∗. In particular, both quantities divide p−1 and satisfy inda(p) = (p−1)/ orda(p).
If a 6= 0,±1 is not a square, AC states that inda(p) = 1, or equivalently orda(p) = p− 1,
occurs with positive probability. But what can we say about the distribution of inda(p)
and orda(p) as p varies over primes in general? Apart from its significance in number
theory, this problem has an influence on cryptography, too. For the Diffie-Hellman key
exchange protocol and the ElGamal cryptosystem, for instance, it might be desirable
to have information about the distribution of primes p for which a given integer a is a
primitive root modulo p or has at least large residual order modulo p.

In a remarkable work from 1977, Lenstra [58] adapted Hooley’s method and, as-
suming GRH, proved a number field analogue of AC. His far reaching result again builds
on an effective Čebotarev density theorem under GRH and entails many variations of AC.
Subject to the GRH, Lenstra’s result e.g. implies that the set of primes p for which
inda(p) equals a given positive integer k has a density inside the set of all primes which,
as shown by Wagstaff [101] and Moree [76], is positive in most cases, and decreases
approximately like 1/k2 (see Chapter 2 for details). Roughly speaking, orda(p) is thus
typically large and inda(p) is typically small, as p ranges over prime numbers. This prin-
ciple has been underlined by several other works (see e.g. [24, 51]) and, in more general
versions, it will accompany us throughout this thesis. It is our main objective to improve
the understanding of the distribution of several variations of inda(p) and orda(p).

Variations for number fields. The most natural generalization of the above dis-
cussion is the consideration of number fields. A number field K is a finite field extension
of the rational numbers Q and as such, it inherits many convenient concepts thereof. In
particular, there exists a natural generalization of the integers Z in K, namely the ring of
(algebraic) integers OK, i.e. the set of roots inside K of integer polynomials with leading
coefficient equal to 1. Here, ideals and prime ideals of OK adopt the roles which integers
and prime numbers play in Z. For example, as an analogue of the familiar principle of
unique prime factorization, any proper ideal a of OK admits a unique factorization1 into
a product of finitely many prime ideals p1, . . . , pn. Another interesting role is played by
UK, the group of units of OK. While UQ = {±1}, Dirichlet proved that in general,
UK is a finitely generated subgroup of K which is infinite precisely when K is neither
Q nor an imaginary quadratic field2. This feature allows for interesting variations of the
above-mentioned problems.

Henceforth, K will denote a number field and, abusing notation, an ideal of K will
always mean an ideal of OK, for convenience. In virtue of the above discussion, let Γ be
a finitely generated but infinite subgroup of K∗. For any prime ideal p of K, the group
(OK / p)∗ is again cyclic and contains N p−1 residue classes, where for an arbitrary ideal
a of K, N a denotes the cardinality of OK / a. If p is outside some finite exceptional set,
then the reduction Γ of Γ modulo p is a subgroup of (OK / p)∗. We express this feature

1The analogue statement for algebraic integers instead of ideals is not true in general.
2As a simple example,

√
2 + 1 generates an infinite subgroup of UQ(

√
2).
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by writing Γ ⊂ (OK / p)∗. In this case, one may consider the residual index indΓ(p) and
the residual order ordΓ(p) of Γ modulo p, given by index and order of Γ inside (OK / p)∗.
Hence, Γ takes the place of the single integer a, or the subgroup of Q∗ generated thereof,
in Artin’s original setting, and primes are substituted by prime ideals. We are interested
in the following question:

Question 1. What can we say about indΓ(p) and ordΓ(p), as p ranges over a suitable
family of prime ideals of K?

In this thesis, we contribute to this question by studying average order and moments
in general of indΓ(p) and ordΓ(p), a problem which has already been studied over Q. Let
a 6= 0,±1 be an integer. Using effective versions of the Čebotarev density theorem under
GRH in combination with the Brun-Titchmarsh inequality, Kurlberg and Pomerance
[51] recently proved that orda(p) equals ca ·p on average over p, for some positive constant
ca depending on a, provided that the GRH holds true. A few years earlier, Luca [69]
utilized the Siegel-Walfisz theorem or alternatively the Bombieri-Vinogradov theorem to
show that this result holds unconditionally, at least on average over a.

As for the residual index, the situation is more difficult. Applying Lenstra’s result
mentioned above, Wagstaff [101] provided heuristic arguments which suggest that the
average order of inda(p) is the product of log p and a positive constant depending on a.
Wagstaff’s heuristic certainly agrees with the principle that orda(p) and inda(p) tend to
be large and small, respectively. The downside to this principle is, however, that inda(p)
is more difficult to handle on average than orda(p), a property which we will frequently
encounter throughout this thesis. As a matter of fact, the asymptotic law proposed by
Wagstaff is out of reach even under GRH. The best upper bound due to Erdős and
Ram Murty [24] for the average order of inda(p) is roughly of size p1/2. Moreover, Ram

Murty and Srinivasan [83] pointed out that an upper bound of approximate size p1/4

would suffice to prove AC. This indicates the complexity and significance of this problem.

So far, the presented problems only concerned reduction modulo primes or prime ideals,
and it is natural to consider variations which involve the reduction modulo composite
integers or ideals, as well. For an arbitrary ideal a of K, again assumed to be outside an
exceptional set (Γ ⊂ (OK / a)∗), it is easy to extend our notion to the residual index indΓ(a)
and residual order ordΓ(a) of Γ modulo a. Just as in the prime number case, the behaviour
of orda(n), with n ∈ N, has been studied intensively by Erdős, Pomerance, Schmutz
and Kurlberg [25, 51]. Since these results again admit generalizations to number fields
which may only yield little more information, we omit a treatment of ordΓ(a), and instead
focus our attention on the following question:

Question 2. What can we say about indΓ(a), as a varies over all ideals of K?

Of particular interest in this regard is the distribution of indUK(a), provided that UK
is infinite. For this case, Rohrlich [88] has explicitly constructed an infinite family of
ideals a of K for which indUK(a) is exceptionally large. This construction entailed strong
bounds towards the Ramanujan conjecture for GLn over number fields [72], but on the
other hand, the sparseness of this sequence prevented an extension of the Kim-Sarnak
bound [48] for GL2 over Q to general number fields. We refer to [9] and the survey article
[10] of Blomer and Brumley for a detailed discussion. In a recent paper by Rohrlich
[89], it is in turn the average order of indUK(a) which appears in connection with counting
self-dual Artin representations over number fields.

Hence, the understanding of indΓ(a) has an impact on several areas of number theory,
and we attend this problem by investigating average order of indΓ(a) and moments thereof
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in general. The major difficulty one has to confront here is that, in contrast to the prime
ideal case, the group (OK / a)∗ is no longer cyclic in general, which results in a much more
chaotic behaviour. The aforementioned results for orda(n) and number field variations of
AC suggest that ordΓ(a) and indΓ(a) are typically large and small, respectively. Nothing
changed in this aspect. Establishing upper bounds for the average order of indΓ(a), how-
ever, already proves to be harder than expected. Indeed, the best upper bound recently
proved by Zelinsky [107] only saves little towards the trivial upper bound N a. In this
thesis, we will consider lower bounds instead, and establish some unexpected estimates.

Variations for elliptic curves. AC and the problems described above of course
allow for variants beyond the number field setting. In this thesis, we study such variations
for elliptic curves. A rational elliptic curve is the locus of an equation

(1) y2 = x3 + ax+ b

with a, b ∈ Z, satisfying 4a3+27b2 6= 0, plus a point O at infinity. The rational points E(Q)
of E, i.e. points on E with rational coordinates and O , form a finitely generated abelian
group in virtue of a simple geometric operation. In a similar way, one may introduce
elliptic curves defined over other fields, e.g. finite fields Fp, for any prime p. The main
difference here is that a and b then lie in Fp and all equations apply modulo p. If E is an
elliptic curve defined over Fp, then the Fp-rational points E(Fp) of E, i.e. points on E with
coordinates in Fp and O , again form an abelian group with approximately p elements by
a famous result due to Hasse. Different to the number field case, however, E(Fp) is no
longer cyclic in general, but rather a direct sum of at most two cyclic groups. As a variant
of Question 1, we are interested in the behaviour of the residual index indQ(E) and the
residual order ordQ(E) of points Q in E(Fp), for suitable families of such groups. In this
thesis, we study two basically different types of such families:

Let E be a rational elliptic curve and assume that Q is a rational point on E of infinite
order in E(Q). Henceforth, Q plays the same role as a and Γ did in the number field setting.
For all but finitely many primes p, called primes of good reduction for E, the reduction of
(1) modulo p yields an elliptic curve Ep defined over Fp. One may also reduce Q modulo

p to a point Q ∈ Ep(Fp), and define indQ(Ep) := indQ(Ep) and ordQ(Ep) := ordQ(Ep). If

indQ(Ep) = 1, one calls Q a primitive point of E modulo p, and the elliptic curve analogue
of AC amounts to determine whether the set of primes p, for which Q is a primitive
point of E modulo p, has a density within the set of all primes. In 1976, Lang and
Trotter [56] conjectured that such a density always exists but fell short of an answer.
The only improvement on this problem ever since is due to Gupta and Ram Murty [37].
Utilizing effective versions of the Čebotarev density theorem and number field analogues
of the Brun-Titchmarsh inequality, they provided a proof under GRH, if E has complex
multiplication (CM) by an imaginary quadratic field, a property which usually simplifies
the arguments, but applies rather seldom (see Chapter 2 for details).

As above, we are merely interested in the distribution of indQ(Ep) and ordQ(Ep), as
p varies over primes of good reduction for E, a problem about which only little is known.
Variations of this problem might also play a role in elliptic curve cryptography. The
current state of the above-mentioned Lang-Trotter conjecture reveals that the situation
is more complex for elliptic curves than for number fields. In fact, several complications
which the study of elliptic curves brings along hinder us from a decent treatment of the
distribution of indQ(Ep) and we confine ourselves to the problem:

Question 3. What can we say about ordQ(Ep), as p varies over primes?
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As in the number field case, we approach this question by investigating moments of
ordQ(Ep). Inspired by the mentioned work of Gupta and Ram Murty, and impressions
from the number field analogues, we expect that the reduction of Q modulo p generates
“most” of Ep(Fp), for a positive density of primes. As Ep(Fp) contains roughly p points,
we thus expect that ordQ(Ep) should equal the product of p and some positive constant,
depending on Q and E, on average. A recent result in this direction is due to Freiberg
and Kurlberg [32], who proved such a result for the exponent of Ep(Fp), certainly an
upper bound for ordQ(Ep), unconditionally if E has CM, and under GRH otherwise.

Different to the number field setting, elliptic curves are pertinent for another variation
of the above problem. Instead of fixing an elliptic curve E and a point Q thereon, and
considering the distribution of indQ(Ep) and ordQ(Ep) over primes p, one may also fix
a prime p, assumed to be larger than 3 for convenience, and study how residual index
and order of points from a family {Ei : i ∈ I} of elliptic curves defined over Fp typically
distribute. Different to the preceding problem, however, the groups Ei(Fp), i ∈ I, usually
have no points in common and are not obtained by reduction of any kind from some other
curve. Therefore, we study the following question, again in terms of arbitrary moments.

Question 4. What can we say about the distribution of “typical” values for indQ(Ei)
and ordQ(Ei) over a suitable family {Ei : i ∈ I} of elliptic curves defined over Fp?

Contribution of the thesis

In the following, we give a brief outline of the contributions found in this thesis to the
above-raised questions and beyond, and give an account of the methods we applied in this
regard. At the same time we provide a short overview about content and structure of this
thesis which we divided into three major parts.

Part I. The first two chapters of this part can be considered introductory. In Chapter
1, we continue our account of AC. We give a detailed outline of Artin’s heuristic arguments
and briefly discuss the approaches of Hooley, Gupta, Ram Murty and Heath-Brown
named above. In Chapter 2, we address variations of AC which are related to the problems
listed above, namely analogues of AC for near-primitive roots, number fields, λ-roots and
elliptic curves. We introduce these problems in more detail than above and also quote
results which prove to be beneficial for later investigations.

Chapter 3 is not directly related to the questions raised above but of independent
interest. Here, we consider the distribution of primitive roots modulo a fixed prime p.
We prove that for p large enough, there always exists a primitive root of the form a2 + b2

modulo p, with integers a and b, which is bounded from above by p
1
2

+ε.

Theorem 1. Let s∗(p) denote the least primitive root modulo p which is expressible
as a sum of two squares. Then, for any ε > 0 we have

s∗(p)�ε p
1
2

+ε.

In fact, we prove a more general statement (cf. Theorem 3.1) which recently appeared
in [2] and also holds for λ-roots, a certain generalization of primitive roots to composite
moduli. As for the proof, we utilize the usual characterization of sums of two squares
in terms of their prime decomposition to translate the problem into a sieve problem of
sieve-dimension 1/2. Following ideas of Martin [74], the assertion is then proved by a
standard lower bound sieve and Burgess’ bound for short character sums [15].



CONTRIBUTION OF THE THESIS xi

Part II. Here, we elaborately deal with the above-mentioned problems concerning
number fields and illuminate Questions 1 and 2. In Chapter 4 we give motivation for
these questions, discuss Wagstaff’s heuristic in detail and explain the difficulties which
prevent adequate estimates for the average order of inda(p). Moreover, we provide a list
of tools for prime and prime ideal estimates which are essential for the treatment of these
problems and even beyond in Part III. Most of these have already been mentioned before.
In Chapters 5, 6 and 7, we then study variations of Questions 1 and 2.

Concerning Question 1. Let K and Γ be as above, κ > 0 some real number, L a
finite Galois extension of K and C a conjugacy class inside the Galois group Gal(L /K).
In Chapter 5, we shed some light on Question 1 and study κ-th moments of ordΓ(p)
over prime ideals in PC (L /K), i.e. prime ideals of K which are unramified in L and
whose Frobenius symbol inside Gal(L /K) equals C. Adapting ideas of Kurlberg and
Pomerance [51] to number fields, we prove the following result which confirms that
ordΓ(p) equals a positive multiple of N p on average (cf. Theorem 5.3).

Theorem 2. Assume GRH. Then there exists an explicitly computable positive con-

stant c
(κ)
Γ,C depending on Γ, C, L, K and κ such that, as x→∞, we have

(2)
∑

p∈PC (x ,L /K)

Γ⊂(OK / p)∗

ordΓ(p)κ ∼ c(κ)
Γ,C · li(x

κ+1).

Here, PC (x ,L /K) consists of those p ∈ PC (L /K) which have N p ≤ x and, as
usual, li(x) denotes the logarithmic integral of x. Just as in the work of Kurlberg and
Pomerance [51], we apply combinatorial arguments combined with standard techniques
from algebraic number theory to reduce the problem to estimating sets of prime ideals with
certain splitting conditions in Kummer extensions of L. This task is then attended by the
Brun-Titchmarsh inequality and an effective Čebotarev density theorem under GRH.

It should be mentioned that, even though we prove an explicit infinite sum expres-

sion for c
(κ)
Γ,C , this does not reveal its positivity, since the sum alternates and involves

complicated field degree expressions. Instead, we establish its positivity only on GRH
by bounding the left side of (2) from below. However, we expect the positivity to hold

unconditionally, and affirm this by computing c
(κ)
Γ,C in terms of Euler products for two

popular families of field extensions L /K (cf. Theorems 5.14 and 5.17).

As brought up above, it is rather hopeless to study moments of indΓ(p), so we consider
this problem on average over Γ in Chapter 6. To make this precise, we define

(3) Indκγ(p) :=
∑

a1,...,aγ∈(OK / p)∗

ind〈a1,...,aγ〉(p)κ

(N p−1)γ
,

for any prime ideal p of K. Here, γ ≥ 1 denotes the arithmetic rank of Γ, and 〈a1, . . . , aγ〉 is
the subgroup of (OK / p)∗ generated by the ai. Under the assumption that the reduction
of Γ inside (OK / p)∗ resembles a generic subgroup therein, Indκγ(p) may be seen as an
adequate approximation for indΓ(p)κ. Due to the additional averaging step, we are able
to prove the following precise asymptotic formulae for the average order of Indκγ(p) which
confirm appropriate variations of Wagstaff’s heuristic (cf. Theorem 6.1).
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Theorem 3. There exist explicitly computable positive constants A(γ, κ), depending
on γ, κ, K, L and C such that, as x→∞, we have

(4) x�L
∑

p∈PC (x ,L /K)

Indγγ(p)�K x,

and ∑
p∈PC (x ,L /K)

Indκγ(p) ∼

{
A(γ, κ) · li(x) if κ < γ,

A(γ, κ) · li
(
xκ−γ+1

)
if κ > γ.

Just as in Chapter 5, combinatorial and standard arguments from algebraic number
theory break down the proof to estimating certain sets of prime ideals which we over-
come by the Brun-Titchmarsh inequality in combination with an unconditional effective
Čebotarev density theorem in case γ 6= κ, and number field analogues of the Bombieri-
Vinogradov theorem in case κ = γ, where the former does not apply. Under the additional
assumption that L /Q and K /Q are both Galois (cf. Theorem 6.2), we can explicitly com-
pute A(γ, κ) in terms of the Riemann zeta function and Euler products. Moreover, (4) may
then be replaced by an asymptotic equivalence, if one either utilizes an effective Čebotarev
density theorem under GRH or number field analogues of the Bombieri-Vinogradov theo-
rem which are only applicable in certain cases. Theorem 3 and the stated variations are
to appear in [1].

In Chapter 6, we also briefly discuss how the same techniques apply to study

(5) Ordκγ(p) :=
∑

a1,...,aγ∈(OK / p)∗

ord〈a1,...,aγ〉(p)κ

(N p−1)γ

on average over p ∈ PC (L /K). This task turns out to be a lot easier and an unconditional
effective Čebotarev density theorem should yield asymptotic formulae which generalize the
aforesaid work of Luca [69] and are in line with Theorem 2. We abstain from going into
detail, for the only advantage over Theorem 2 would be a relaxation of the GRH.

Another issue addressed in Chapter 6 is the question, whether one may reduce the
summation ranges for the ai in (3) and (5) to smaller subsets of (OK / p)∗ without ef-
fecting the asymptotic behaviour as N p → ∞. To this end, we approximate (3) and (5)
by inserting certain “smooth” weight functions. Applying a higher dimensional Poisson
summation formula in connection with estimates for higher dimensional Gauß sums, we
indeed manage to reduce the summation ranges slightly for the residual index and to a
larger amount for the residual order (cf. Theorems 6.13 and 6.18).

Concerning Question 2. In Chapter 7, we address Question 2, or more precisely, the
estimation of κ-th moments of indΓ(a) over all ideals of K for κ > 0. As the main result
of this chapter (cf. Theorems 7.1 and 7.2), we prove a slightly stronger version of the
following result which will be published in [1]:

Theorem 4. As x→∞, we have∑
N a≤x

Γ⊂(OK / a)∗

indΓ(a)κ ≥

{
xκ+0.69+o(1), if K is abelian over Q,
xκ+0.5+o(1), under GRH.

This result is very surprising in view of the fact that indΓ(a) is typically rather small.
Nevertheless, it turns out that there are sufficiently many “highly composite” ideals a of K
for which indΓ(a) is exceptionally large, and it is the bottom line of the proof to construct
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sufficiently many such ideals. We overcome this problem by a number field adaption of a
construction method due to Luca and Sankaranarayanan [70] that indeed gives us∑

N a≤x
Γ⊂(OK / a)∗

indΓ(a)κ ≥ x1+κ−δ+o(1),

with any δ > 0 for which there are “sufficiently many” prime ideals of K with N p ≤ y such
that the largest prime divisor of N p−1 is less than yδ. The problem therefore reduces to
establishing admissible values δ in virtue of the exponents in Theorem 4, the hardest part of
the proof. We attend this problem by generalizing ideas of Balog [6] and Friedlander
[34] to number fields. For that purpose, we again make intense use of the Brun-Titchmarsh
inequality and effective versions of the Čebotarev density theorem under GRH, or alter-
natively the Bombieri-Vinogradov theorem if K(n) /Q is abelian. Moreover, we utilize a
transition between the Brun-Titchmarsh inequality and the Bombieri-Vinogradov theorem
due to Bombieri, Friedlander and Iwaniec [11] which enables appropriate estimates
for primes in arithmetic progressions to large moduli.

It should be mentioned that any δ > 0 is widely conjectured to be admissible in the
above sense. Hence, we expect the surprising lower bound∑

N a≤x
Γ⊂(OK / a)∗

indΓ(a)κ ≥ x1+κ+o(1)

which, in view of the trivial upper bound x1+κ, would determine the asymptotic behaviour
of the κ-th moment of indΓ(a) up to a factor of xo(1).

Part III. In this last part, we eventually leave the number field setting and focus on
elliptic curves. After a brief introduction in Chapter 8, where basic facts about elliptic
curves are provided, we study variations of Questions 3 and 4 in Chapters 9 and 10.

Concerning Question 3. In Chapter 9 we let κ > 0, fix a rational elliptic curve E and
address Question 3 by studying κ-th moments of ordQ(Ep) on average over Q. To this
end, we choose a similar approach as in Chapter 6 and define

(6) Ordκ(Ep) :=
∑

Q∈Ep(Fp)

ordQ(Ep)
κ

]Ep(Fp)
,

for primes p of good reduction for E. We prove the following result (cf. Theorem 9.1)
which suggests that ordQ(Ep) should indeed equal a positive multiple of p on average.

Theorem 5. If E has CM by the ring of integers of an imaginary quadratic field, or

under GRH if E is a non-CM curve, there exists a positive constant c
(κ)
E depending on κ

and E such that, as x→∞, we have

(7)
∑
p≤x

p of g. r.

Ordκ(Ep) ∼ c(κ)
E · li(x1+κ).

The main obstacle here is the non-cyclicity of Ep(Fp) in general which we already
mentioned above. Nevertheless, to prove Theorem 5, we basically proceed as in Chapter
6 and reduce the problem to counting primes with splitting conditions in certain number
fields. We estimate these primes by the Brun-Titchmarsh inequality and effective versions
of the Čebotarev density theorem. While we need to utilize the latter under GRH if E
has no CM, the assumption of the GRH can be circumvented in the CM case by number
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field analogues of the Brun-Titchmarsh inequality available in this case. In this way, we

obtain (7) with c
(κ)
E given by an alternating sum whose positivity, similar to Chapter 5,

is not obvious from its definition and is confirmed by lower bounds for the left side of (7)
which are established with the help of a result of Duke [22].

Concerning Question 4. In Chapter 10, we let κ > 0, fix a prime p > 3, and give an
account of Question 4. We consider elliptic curves given by the two-parameter family

Ea,b : y2 ≡ x3 + ax+ b (p),

where the integers a and b satisfy 4a3 + 27b2 6≡ 0 (p), and are taken from some box
|a| ≤ A, |b| ≤ B with parameters 1 ≤ A,B ≤ (p− 1)/2. We remain true to our universal
framework and model “typical” values for κ-th powers of residual index and residual order
of points in Ea,b(Fp) by Indκ(Ea,b) and Ordκ(Ea,b) which are defined similar to (6). The
precise challenge we are facing is to establish adequate asymptotic estimates for the average
orders of these quantities and simultaneously choose A and B as small as possible without
effecting the accuracy of these estimates. In fact, we prove the following result which
combines Theorems 10.1–10.4 and suggests that residual index and order are typically
small and large in Ea,b(Fp), respectively, just as expected.

Theorem 6. There exist explicitly computable finite sums MOrd(p, κ) and MInd(p, κ),
given in terms of Kronecker class numbers of binary quadratic forms, which only depend
on p and κ such that:

(i) As p→∞, we have

1

4AB

∑
|a|≤A,|b|≤B
p-4a3+27b2

Ordκ(Ea,b) ∼MOrd(p, κ),

whenever A and B satisfy min(A,B) ≥ p
1
4

+ε and AB ≥ p1+ε.
(ii) As p→∞, we have

1

4AB

∑
|a|≤A,|b|≤B
p-4a3+27b2

Indκ(Ea,b) ∼MInd(p, κ),

whenever A and B are chosen according to:

a) min(A,B) ≥ p
1
4

+ε and AB ≥ p1+ε, if κ ≥ 3,

b) min(A,B) ≥ p
1
4

+ε and AB ≥ p2−δ, with some δ > 0, if 1 ≤ κ < 3,
c) A = B = (p− 1)/2, if 0 < κ < 1.

Moreover, as p→∞, we have

MOrd(p, κ) = pκ+o(1) and MInd(p,κ) = pmax{κ−1,0}+o(1).

The main ingredient for the proof is a result due to Banks and Shparlinski [7]
concerning the distribution of isomorphism classes of elliptic curves defined over Fp along
the family Ea,b . From this we infer that, for A and B as in Theorem 6, the sums over
|a| ≤ A, |b| ≤ B are asymptotically equivalent to the corresponding completed versions
which sum over all admissible tupels (a, b) from F2

p. Elementary combinatorial arguments
and insights of Deuring [21], Waterhouse [104] and Schoof [92] then allow us to
express these completed sums in terms of Kronecker class numbers of binary quadratic
forms which yields the first part of Theorem 6. The asymptotic formulae for MOrd(p, κ)
and MInd(p, κ) are derived by standard estimates for L-functions and a result of Vlăduţ.



Notation and Terminology

In the sequel, we introduce notation and terminology which is used most frequently
throughout this thesis. A decent treatment of elliptic curves is postponed to Chapter 8,
for structural convenience. We assume that the reader is familiar with basic concepts from
set theory, algebra, analysis and arithmetic and refer to the accompanied literature for
further information. An extensive summary of commonly used notation is provided in the
List of Notations and the Index at the end of this thesis.

Numbers and arithmetic functions. As usual, the symbols N,Z,Q,R and C de-
note the positive integers, the integers, the rational, real, and complex numbers, respec-
tively. By R+ we mean the positive and by R− the negative real numbers. The letter p,
possibly with subscripts, always refers to a rational prime. For integers a and b we write
a | b if a divides b and a - b if this is not the case. We write [a, b] for the least common
multiple of a and b and, if (a, b) 6= (0, 0), then (a, b) denotes their greatest common divi-
sor. If a1, . . . , an is an arbitrary family of integers we denote its least common multiple
by lcm(a1, . . . , an) and, if (a1, . . . , an) 6= (0, . . . , 0), its greatest common divisor is denoted
by gcd(a1, . . . , an). For a prime p, a ∈ Z and n ∈ N we write pn‖a, if pn | a but pn+1 - a.

For any n ∈ N, Euler’s totient function ϕ(n), Carmichael’s lambda function λ(n), the
Möbius function µ(n) and the divisor function τ(n) have their common meanings. By
σκ(n) we denote the sum of κ-th powers of divisors of n for any κ ∈ R, and we simply
write σ(n) in case κ = 1. By rad(n) we understand the largest squarefree divisor of n. The
number of distinct prime divisors of n is counted by ω(n) and P+(n) denotes the largest
prime factor of n, or 1 if n = 1. Finally, for any prime p, the p-adic valuation of a ∈ Z is
given by νp(a), and for any b ∈ N,

(
a
b

)
denotes the corresponding Legendre-Jacobi symbol.

See [45, 100] for more information on arithmetic functions.

Groups. The cardinality of a finite set M is denoted by either |M | or ]M and by Mn

we mean the cartesian or direct product of n copies of M . If two groups G and G′ are
isomorphic, we express this by writing G ∼= G′ and we write G1⊕ · · · ⊕Gn or

⊕n
i=1Gi for

the direct sum of groups G1, . . . , Gn. The subgroup of a group G generated by elements
a1, . . . , an ∈ G is denoted by 〈a1, . . . , an〉. If D is a union of conjugacy classes of some
finite group G, we write ‖D‖ for the number of conjugacy classes contained in D, and by
Cn we understand the cyclic group with n elements.

Rings and ideals. Let R be a commutative ring. By R∗ we denote the unit group
of R and we write GLn(R) for the group of invertible n × n matrices with entries in R.
The determinant of an arbitrary n × n matrix A over R is denoted by det(A), and we
also write det(A) for the determinant of an endomorphism A of a finite-dimensional vector
space over some field. The subgroup of matrices A of GLn(R) with det(A) = 1 is denoted
by SLn(R). Principal ideals of R generated by an element r are either denoted by (r)
or rR. If I is an ideal of R, then we denote the associated residue ring by R/I and its

xv
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elements by a mod I with a ∈ R. If a and b yield the same residue class modulo I, we
write a ≡ b mod I or simply a ≡ b (r), if I = (r) = rR is a principal ideal.

Fields. Let F be an arbitrary field. We denote its characteristic by char(F) and by F
we mean an algebraic closure of F. If F′ is another field, we express by F′ /F that F′ is a
field extension of F and we write Gal(F′ /F) for the corresponding Galois group if F′ /F
is a Galois extension. Elements of Gal(F′ /F) are usually denoted by σ or τ and we write
σ|F′′ for the restriction of σ to any subfield F′′ of F′. By id we always mean the identity
map. If the extension F′ /F is finite, we denote its degree by [F′ : F]. For any subset M
of F′ the field F(M) denotes the field extension of F which is obtained by adjoining all
elements of M to F, i.e. the unique subfield of F′ which contains F as well as M . Note that
we will usually omit set braces, for convenience. The composite field of two fields F′′ and
F′ is denoted by F′′ ·F′. If F′′ and F′ are field extensions of F, then the extension F′′ ·F′ /F
is called a direct product of the extensions F′′ /F and F′ /F, if F′′ ∩F′ = F. By F′′⊗F F′,
we denote the tensor product of F′′ and F′ over F. A quadratic field always refers to a field
Q(
√
d) with some squarefree non-zero integer d, and it is called imaginary quadratic if

d < 0, and real quadratic if d > 0. Finally, Fq always denotes a finite field with q elements.
More information on rings and fields is provided in [12, 46, 55].

Number fields and algebraic integers. Number fields, i.e. finite field extensions
of Q, are denoted by K, L and M with or without subscripts. L will usually refer to an
extension of K. By K(n) and Kab we denote a normal closure of K /Q and the largest
subfield of K which is abelian over Q, respectively. For an extension L /K of number
fields we let NL /K denote the associated norm map. By OK and UK we mean the ring
of (algebraic) integers of K and its unit group, respectively. The discriminant of K is
denoted by ∆K and by ζK(s) we mean the associated Dedekind zeta function which yields
the Riemann zeta function ζ(s) if K = Q. The generalized Riemann hypothesis or simply
GRH for K asserts that all non-trivial zeroes of ζK(s) have real part 1/2. Omitting the
suffix “for K” either indicates that the GRH is assumed for all number fields or that it is
clear from the context for which family the assumption is made. By ζn we always mean a
primitive n-th root of unity in C.

An ideal of K will always refer to an ideal of OK. Such ideals are denoted by Fraktur
letters a with or without subscripts and prime ideals are usually represented by p or P.
For any ideal a of K the cardinality of OK / a is denoted by N a. By a | a′ we express that
a divides a′ in the sense of Dedekind. If a′ is a principal ideal we may replace it by a
generator in this notation. If L /K is an extension of number fields and P and p prime
ideals of L and K, respectively, such that P∩K = p holds, we write P | p and say that P
lies over p. In case K = Q and p = pZ, we simply write P | p. A prime ideal p is called a
linear prime ideal, if p is unramified over Q with inertia degree 1 over its underlying prime
number.

Let K be number field and Γ a finitely generated subgroup of K∗. If a is an ideal of K
for which the p-adic valuation of a is zero for any a ∈ Γ and any prime ideal p | a of K, we
express this by Γ ⊂ (OK / a)∗, where Γ denotes the reduction of Γ in OK / a. Whenever
Γ ⊂ (OK / a)∗ holds, we define the residual index indΓ(a) and the residual order ordΓ(a)
of Γ modulo a as the index and order of Γ in (OK / a)∗, respectively. We use the same
notation if Γ itself is a subgroup of (OK / a)∗. If Γ is generated by a single element a we
write inda(a) and orda(a), for convenience. Also, we will write inda(α) and orda(α) if a is

a principal ideal generated by α ∈ OK. For any n ∈ N, we define KΓ,n := K(ζn,
n
√

Γ) as
the finite Galois extension of K obtained by adjoining all n-th roots of elements of Γ. Note
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that KΓ,n becomes K(ζn) if one chooses Γ = {1}. If Γ is generated by a single element
a ∈ K, we simply write Ka,n instead.

For any number field K we denote by P(K) the set of all prime ideals p of K. If L
is a finite Galois extension of K and p ∈ P(K) is unramified in L, then

[
L|K
p

]
denotes

the Frobenius symbol inside Gal(L /K), i.e. the conjugacy class inside Gal(L /K) of all
Frobenius automorphisms corresponding to prime ideals P of L which lie over p. If C is
a union of conjugacy classes inside Gal(L /K), then PC (L /K) shall denote the set of all

prime ideals p of K, unramified in L, which satisfy
[
L|K
p

]
⊂ C. Prime ideals which satisfy

such a property are often said to have a certain splitting behaviour or satisfy a certain
splitting condition in L. For explanation and further details we refer to [54, 68, 86].

Analytic number theory. For any complex number x, we denote by |x| denotes its
absolute value, by x its complex conjugate and we write interchangeably either exp (x)
or ex, where e denotes Euler’s constant. Further, we set e(x) := exp (2πix), where the
imaginary unit i and π have their common meanings. If x ∈ R+, the natural logarithm
of x is denoted by log x, li(x) :=

∫ x
2 dt/ log t shall denote the logarithmic integral of x and

for any real number α we will often write logα x instead of (log x)α.
For two complex valued functions f, g : D → C defined on some infinite set D ⊂ R,

we write f(x) � g(x), g(x) � f(x), or f(x) = O(g(x)) synonymously, if there exists a
positive constant c, the so called implied constant, such that |f(x)| ≤ c · |g(x)| holds for
all x ∈ D. If we want to stress a dependency of c on some parameter t, we add t as a
subscript and write�t,�t and Ot instead. If f(x) and g(x) are asymptotically equivalent,
i.e. limx→∞ f(x)/g(x) = 1, we write f(x) ∼ g(x), as x→∞, and we write f(x) = o(g(x))
if limx→∞ f(x)/g(x) = 0. By an effective version of an asymptotic equivalence f(x) ∼ g(x)
we mean an asymptotic formula of the form

f(x) = g(x) + o(g(x)).

The error terms in such a formula are often denoted by the letter E with or without
subscripts.

Let K be a number field, T an infinite set of ideals of K and S a subset of T . If

lim
x→∞

]{a ∈ S : N a ≤ x}
]{a ∈ T : N a ≤ x}

exists and equals some δ ∈ R, then we say that S has natural density δ in T , and we write
δ(S) for this density if T is clear from the context. As the corresponding results in this
thesis also remain true in the context of Dirichlet density, we usually write density instead
of natural density. Eventually, a property is said to hold for almost all elements of T if
the subset of T on which it fails has density zero in T .

As usual, we denote by π(x) and π(x; a, q) the number of primes p ≤ x and the number
of primes p ≤ x which satisfy p ≡ a (q), with a ∈ Z and q ∈ N. Primes of the latter form
are called primes in the arithmetic progression a modulo q or simply primes in arithmetic
progression. By the prime number theorem and Dirichlet’s prime number theorem for
primes in arithmetic progression, we have

π(x) ∼ li(x) ∼ x

log x
and π(x; a, q) ∼ π(x)

ϕ(q)
,

as x→∞, provided that a and q are coprime. That is, primes in the arithmetic progression
a modulo q have density 1/ϕ(q) in the set of all primes. If L /K is a Galois extension
of number fields and C a union of conjugacy classes in Gal(L /K), then P(x ,K) and
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PC (x ,L /K) denote the set of p ∈ P(K) and p ∈ PC (L /K) with N p ≤ x, respectively.
The corresponding counting functions are denoted by π(x,K) and πC(x,L /K). The prime
ideal theorem and the Čebotarev density theorem state

π(x,K) ∼ li(x) and πC(x,L /K) ∼ ]C

[L : K]
· π(x,K),

as x → ∞, respectively, if C is not empty. This generalizes the above formulae for π(x)
and π(x; a, q) and implies that PC (L /K) has density ]C/[L : K] in P(K). For more details
on analytic number theory, the reader should consult [13, 45, 54, 100].
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Artin’s Primitive Root Conjecture and
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CHAPTER 1

Artin’s Primitive Root Conjecture

Since Artin stated his celebrated conjecture in 1927, numerous mathematicians have
been attracted by this problem. Nevertheless, despite all effort made, Artin’s primitive
root conjecture remains unresolved to date.

It is the purpose of this chapter to continue our historical outline started in the In-
troduction. On the one hand, we will go into Artin’s intuition in Section 1.1 and retrace
the ideas which led him to his conjecture and appear frequently in connection with related
problems, as we will see later on. On the other hand, we will present the development of
this problem by stating the most important improvements towards a resolution in Sections
1.2 and 1.3 and briefly explain the methods which underlie these. Our account basically
builds on the survey papers [75] of Moree and [80] of Ram Murty, the articles [31, 57]
and the Collected Papers [3] of Artin. We refer to these resources for more information.

1.1. Artin’s intuition

To start with, we give a precise formulation of Artin’s primitive root conjecture (AC).

Conjecture 1.1 (Artin, 1927). Let a be an integer different from 0,±1 and not a
square. Then there are infinitely many primes p such that a is a primitive root modulo p.
Moreover, the set of such primes has a positive density inside the set of all primes, i.e.,
if Na(x) counts the number of such primes ≤ x, there exists a positive constant δa ∈ (0, 1]
depending on a such that

Na(x) ∼ δa ·
x

log x
,

as x→∞.

This conjecture naturally divides into two variants: A qualitative AC, asserting the
infinitude of primes for which a is a primitive root, and a stronger quantitative AC which
predicts that these primes even yield a positive portion of all rational primes. Clearly, the
quantitative AC implies the qualitative one. As for the constraints on a in Conjecture 1.1,
it is rather easy to verify their necessity for either of these variants. If a is either 0 or ±1
this is obvious, and if a is a square and p odd, then it is impossible for a to generate any
of the (p− 1)/2 non-squares modulo p.

Let us now recapitulate Artin’s intuition which led him to Conjecture 1.1 and a
precise formula for the predicted density δa. The starting point of his arguments is the
simple observation that an integer a fails to be a primitive root modulo p - a if and only
if there exists a prime divisor q of p− 1 such that

(1.1) a(p−1)/q ≡ 1 (p).

By a famous result from algebraic number theory due to Dedekind (cf. [86, p. 50]),
this condition is equivalent to a specific splitting behaviour of p in certain number fields.
Indeed, the condition q | p−1 is equivalent to the complete splitting of p in the cyclotomic

3
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field Q(ζq), and the additional condition (1.1) is true if and only if the congruence

Xq ≡ a (p)

admits exactly q distinct roots modulo p which is equivalent to the complete splitting of p
in Q( q

√
a) for some q-th root of a. Consequently, a is a primitive root modulo p - a if and

only if p does not split completely in the Kummer field Qa,q = Q( q
√
a, ζq) for any prime q.

The latter is equivalent to saying that p is not contained in P{id}(Qa,q /Q), by standard
properties of the Frobenius symbol [68, p. 124]. The density proposed by Conjecture 1.1,
if it exists, would therefore equal

δ

(⋂
q

(
P(Q)\P{id}(Qa,q /Q)

))
,

where the intersection is taken over all primes q. Assuming that the sets P{id}(Qa,q /Q)
are “independent” in a probabilistic sense, Artin concluded that the conjectural density
δa should agree with the product3∏

q

(
1− δ

(
P{id}(Qa,q /Q)

))
taken over all primes q. By the Čebotarev density theorem, the sets P{id}(Qa,q /Q) have
density 1/[Qa,q : Q]. If a is not a q-th power in Z, then the fields Qa,q have degree q(q− 1)
over Q. Otherwise, this degree equals q − 1. Hence, if h denotes the largest integer for
which a is a perfect h-th power in Z, Artin proposed the conjectural density

(1.2) δ(h) :=
∏
p-h

(
1− 1

p(p− 1)

)∏
p|h

(
1− 1

p− 1

)
,

a positive rational multiple of the constant

δArtin :=
∏
p

(
1− 1

p(p− 1)

)
= 0.3739558136 . . . ,

commonly known as Artin’s constant.
Apart from the fact that these arguments are only of a heuristic kind and far away

from a rigorous proof, computations by Derrick and Emma Lehmer from 1957 revealed
a discrepancy between (1.2) and numerical data. A short correspondence between Artin
and the Lehmers started off (see [3, 99] for details) with the effect that Artin became
aware of the problem and corrected his conjectural density accordingly. The underlying
issue is that the sets P{id}(Qa,q /Q) were assumed to be independent which they are actu-
ally not. To make this clear, we observe that a prime splits completely in Qa,q1 , . . . ,Qa,qn ,
with distinct primes qi, if and only if it splits completely in the composite field Qa,q1···qn .
Hence, the sets P{id}(Qa,q1 /Q),. . . ,P{id}(Qa,qn /Q) may be considered “independent” if
and only if the degree of Qa,q1···qn over Q coincides with the product of the degrees of Qa,qi
over Q. But this is not true in general. An easy example is provided in case a = 5, for
here one has

√
a ∈ Q(ζ5) and therefore

[Qa,10 : Q] = 20 6= 2 · 20 = [Qa,2 : Q][Qa,5 : Q].

3Disregarding the independence, this is not true in general. As an example (cf. also [58]) one may consider
a numbering of the primes, p1, p2, . . . say, and check that each set Mn := {pi : i ≥ n} has indeed density
equal to 1 in the set of all primes while the intersection

⋂
nMn is clearly empty.
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Nevertheless, this problem of dependency may be circumvented by a simple inclusion-
exclusion argument which suggests

(1.3) δa =
∑
k

µ(k)

[Qa,k : Q]

as the correct density. Using standard techniques from algebraic number theory, one easily
shows that, if a is a perfect h-th power in Z, and one writes a = a1a

2
2 with a1 squarefree,

then (cf. [42, p. 214])

(1.4) [Qa,k : Q] =

{
nϕ(k)
2(k,h) , if 2a1 | n and a1 ≡ 1 (4),
nϕ(k)
(k,h) , otherwise,

holds for any squarefree k ∈ N. From this it becomes clear that (1.3), if expressed as
an Euler product, indeed agrees with Artin’s originally predicted density (1.2), provided
that a ≡ 2, 3 (4). Hence Artin was initially right in this case, and to his benefit one
should remark that Artin only considered the case a = 2 in the first place (cf. [99]).
This indicates that he was just a bit hasty in generalizing his conjecture to all of N.
Nevertheless, Artin had to correct his conjectural density in case a1 ≡ 1 (4), and suggested
the correction factor

1− µ(|a1|)
∏
p|a1

p|h

(
1

p− 2

)∏
p|a1

p-h

(
1

p2 − p− 1

)

which may be derived from (1.4) by computing (1.3) in terms of Euler products. See
[3, 42] for details. Summing up, Artin eventually proposed

(1.5) δa := δ(h)

if a1 ≡ 2, 3 (4), and

(1.6) δa := δ(h)

(
1− µ(|a1|)

∏
p|a1

p|h

(
1

p− 2

)∏
p|a1

p-h

(
1

p2 − p− 1

))

if a1 ≡ 1 (4). These expressions clearly yield positive rational multiples of Artin’s constant,
a fact which is by no means obvious from (1.3). Moreover, these densities are eventually in
agreement with the data provided by the Lehmer’s computations, and should therefore
yield the correct expression for the conjectural density.

1.2. Hooley’s proof under GRH

The first significant improvement concerning AC had been a long time coming. In
1967, i.e. 40 years after Artin’s announcement, Hooley [42] turned Artin’s heuristic
arguments, as described in the previous section, into a rigorous proof subject to the cor-
rectness of the GRH for certain number fields. The precise statement of Hooley goes as
follows.

Proposition 1.2 (Hooley, 1967). Let a be an integer different from 0,±1 and not
a square. If one assumes the GRH for the fields Qa,q, then

Na(x) = δa ·
x

log x
+Oa

(
x log log x

log2 x

)
,

with δa given by (1.5) and (1.6).
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We give a brief outline of Hooley’s proof for several reasons. On the one hand, this
will indicate the necessity of the GRH to make Artin’s heuristic applicable. On the other
hand, we thereby get in contact with techniques to estimate prime numbers with certain
arithmetic properties which appear frequently throughout this thesis. For a more detailed
account, we refer to Hooley’s original work [42].

Hooley’s proof sets in with the definition of the two quantities

Na(x, η) := ]{p ≤ x : p does not split completely in Qa,q, for all primes q ≤ η}
and

M(x, η1, η2) := ]{p ≤ x : p splits completely in Qa,q, for some prime q : η1 < q < η2}.
By Artin’s heuristic approach presented in the previous section, one clearly has

Na(x) = Na(x, x),

but it is hopeless to tackle Na(x, x) by the inclusion-exclusion principle and effective
versions of the Čebotarev density theorem, even under GRH (see Section 4.3.2). Therefore,
Hooley instead starts from the elementary formula

(1.7) Na(x) = Na(x, ξ1) +O(M(x, ξ1, ξ2)) +O(M(x, ξ2, ξ3)) +O(M(x, ξ3, x− 1))

and chooses the parameters ξ1, ξ2 and ξ3 according to

ξ1 :=
1

6
log x, ξ2 :=

√
x

log2 x
, ξ3 :=

√
x log x.

These choices made, it turns out that Na(x, ξ1) is the main term in (1.7) which similar to
(1.3) may be written as

(1.8) Na(x, ξ1) =
∑
n

µ(n) · π{id}(x,Qa,n /Q),

by the inclusion-exclusion principle, where the sum is over squarefree n ∈ N composed of
primes not exceeding ξ1. The two rightmost terms in (1.7) may be estimated as follows:
To bound M(x, ξ2, ξ3), it suffices to observe that primes p which split completely in Qa,q

satisfy p ≡ 1 (q). An application of the Brun-Titchmarsh inequality (cf. Proposition 4.2)
combined with Mertens’ formula (cf. Proposition 4.6) yields

M(x, ξ2, ξ3) = O

(
x log log x

log2 x

)
.

The rightmost term in (1.7) may be estimated by a rather elementary but ingenious

argument. For any prime p contained in M(x, ξ3, x − 1), we have orda(p) ≤ x
ξ3

=
√
x

log x ,

whence p must divide am − 1 for some m <
√
x/ log x. Hence,

2M(x,ξ3,x−1) ≤
∏

m<
√
x

log x

(am − 1) ,

which implies

M(x, ξ3, x− 1) = Oa

(
x

log2 x

)
,

as one can easily verify.
Unfortunately, appropriate estimates of M(x, ξ1, ξ2) and Na(x, ξ1) are not within the

scope of the preceding arguments for the following reasons: By the definition of ξ1, the
summation variables n in (1.8) are ≤ x1/3. This range, however, may not be shortened
significally, to n less than a power of log x say. The summation range for n in (1.8) and the
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range between ξ1 and ξ2, as well, are thus too large for an application of an unconditional
effective Čebotarev density theorem (cf. Proposition 4.8), and an appropriate generaliza-
tion of a Bombieri-Vinogradov theorem (cf. Proposition 4.3) is not available (see [81] for
explanations). Therefore, one must resort to an effective Čebotarev density theorem valid
only under GRH for the fields Qa,q (cf. Proposition 4.7) which indeed allows to treat the
terms M(x, ξ1, ξ2) and Na(x, ξ1) appropriately. In fact, Proposition 4.7 combined with
rather elementary arguments eventually yields the estimates

M(x, ξ1, ξ2) = Oa

(
x

log2 x

)
and

Na(x, ξ1) = δa ·
x

log x
+Oa

(
x

log2 x

)
.

This proves Proposition 1.2 and indicates the necessity of the GRH for Hooley’s argu-
ments to apply.

1.3. Unconditional results of Gupta, Murty and Heath-Brown

Hooley’s work is still state of the art regarding the quantitative AC. As for the quali-
tative AC, however, Gupta and Ram Murty [36] unconditionally showed its correctness
for infinitely many integers. More precisely, they proved:

Proposition 1.3 (Gupta–Ram Murty, 1984). Let r, s, t be three distinct primes,
and set

S :=
{
rt2, r3s2, r2s, s3t2, s2t, r2t3, rs3, r3st2, st3, r2s3t, r3t, rs2t3, rst

}
.

For some a ∈ S, there exists δ > 0 such that for at least δx/ log2 x primes p ≤ x, a is a
primitive root modulo p.

Their method is based on a lower bound sieve which yields the existence of� x/ log2 x

primes up to x such that all odd prime divisors of p − 1 are larger than x
1
4
−ε, for ε > 0

arbitrarily small. For such primes p, the residual order orda(p) has only “few choices” and
one can show that (Z /pZ)∗ is typically generated by r, s and t. Hence, for � x/ log2 x
primes p, one may find a generator of the cyclic group (Z /pZ)∗ of the form rusvtw for
appropriate positive integers u, v, and w. Some combinatorial arguments then allow to
bound u, v, and w by 3 which in the end leads to Proposition 1.3.

Only one year later, Heath-Brown [39] refined this method by an improvement of
the utilized sieve result. This enabled him to prove the existence of � x/ log2 x primes
up to x such that, for appropriate e ∈ N, either p − 1 = 2eq, for some odd prime q, or
p − 1 = 2eq1q2 holds, with odd primes q1 and q2 satisfying q1 ∈ [p1/4, p1/2]. Following
the lines of Gupta and Ram Murty this allowed Heath-Brown to prove the following
improvement of Proposition 1.3.

Proposition 1.4 (Heath-Brown, 1985). Let r, s, t be multiplicative independent4

integers such that none of r, s, t,−3rs,−3rt,−3st or rst is a square. Then

] {p ≤ x : r, s or t generate (Z /pZ)∗} � x

log2 x
.

In particular the qualitative AC holds for one of r, s and t.

4Integers a1, . . . , an are called multiplicative independent, if ae11 · · · aenn = 1, with ei ∈ Z, is only satisfied
with ei = 0 for i = 1, . . . , n.
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This result entails the following remarkable consequences.

Corollary 1.5. There are at most two primes and at most three squarefree integers
larger than 1 for which the qualitative AC fails. Moreover, if T ⊂ Z denotes the set of all
integers a for which the qualitative AC fails, then

] {a ∈ T : |a| ≤ x} � log2 x.

Hence, choosing an integer a at random, the qualitative AC for a holds true5 with proba-
bility 1, and taking three distinct primes, e.g. 2, 3 and 5, it even fails for at most two of
them. Nonetheless, these results still fail to prove the qualitative AC for any fixed single
integer which is different from 0,±1 and not a perfect square. This phenomenon may be
seen as a classical side-effect of sieve methods.

5Note that the qualitative AC is trivially fulfilled for all perfect squares, for they are excluded from
consideration in Conjecture 1.1



CHAPTER 2

Related Problems and Generalizations

Due to its simple formulation, Artin’s primitive root conjecture naturally entails many
generalizations and variations. This chapter serves to present only a few of these, namely
the ones which will be of importance for the remainder of this thesis. A more extensive
summary of variants of Artin’s primitive root conjecture is provided in the survey paper
of Moree [75].

2.1. Near-primitive roots

Let a 6= 0,±1 be an integer. Artin’s primitive root conjecture asserts that the set of
primes p - a for which inda(p) equals 1 is infinite and has a positive density, provided
that a is different from ±1 and not a square. As a natural variation, one may consider
an arbitrary k ∈ N, and ask whether the same holds true if one instead requires that p
satisfies inda(p) = k. In this case we shall call a a near-primitive root modulo p of index
k, and we denote by Na,k the set of primes p for which a is a near-primitive root of index
k. The analogue of AC for near-primitive roots then amounts to ask whether Na,k has a
(positive) density.

This question was first considered by Lenstra [58] in his impressive ’77 paper con-
cerning number field analogues of AC and Euklid’s algorithm in global fields. Amongst
other results, Lenstra proved that, under GRH, Na,k always has a density.

Proposition 2.1 (Lenstra, 1977). Let a 6= 0,±1 be an integer, k ∈ N and assume
GRH for the fields Qa,nk, with n ∈ N squarefree. Then Na,k has a density δa,k given by

δa,k :=

∞∑
n=1

µ(n)

[Qa,nk : Q]
.

To explain the expression for δa,k, note that a prime p fulfils inda(p) = k if and only

if p ≡ 1 (k), Xk ≡ a (p) is solvable and X(p−1)/(qk) ≡ a (p) is not solvable for any prime
divisor q of (p−1)/k. By translating these properties into appropriate splitting conditions

in the fields Q(ζnk, a
1/nk), the expression for δa,k arises by the same heuristic arguments

as in Section 1.1.
Different to the classical case of AC, Lenstra also pointed out various cases in which

δa,k happens to be zero, and provided necessary and sufficient criteria6 for this to happen.
An easy example for this is provided in the case where k is odd, a | k and a ≡ 1 (4): For
any odd prime counted by Na,k, we necessarily have p ≡ 1 (a), and hence(

a

p

)
=

(
p

a

)
=

(
1

a

)
= 1

by quadratic reciprocity (cf. [54]). On the other hand, we know that a cannot be a square
modulo p, as inda(p) = k is odd. Thus, Na,k contains 2 at most, and we have δa,k = 0.

6Lenstra proved that δa,k = 0 holds if, and under GRH only if, Na,k is finite.

9
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Wagstaff [101] and Moree [76] explicitly computed δa,k in terms of Euler products
and proved that δa,k is a rational multiple of Artin’s constant. From this expression
one may on the one hand determine the cases in which δa,k vanishes, and on the other
hand it shows that δa,k, for fixed a, is roughly of size 1/k2. In particular, this indicates
that, for fixed a 6= 0,±1, the quantities inda(p) and orda(p) are typically small and large,
respectively (cf. Figures 2.1 and 2.2). Indeed, Erdős and Ram Murty [24] have proved:

Proposition 2.2 (Erdős–Ram Murty, 1996). Let a 6= 0,±1 be an integer. Then
there exist α > 0 and δ > 0 such that

orda(p) ≥
√
p · exp

(
logδ p

)
holds for all but O(x/(log x)1+α) primes p ≤ x. If we assume GRH for the fields Qa,n,
n ∈ N, and let ε(x) be a function tending to infinity as x→∞, then we have

orda(p) ≥ p/ε(p),
for all but o(x/ log x) primes p ≤ x.
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Figure 2.1. The residual index ind5(p) over primes p 6= 5 is typically small.

During our discussion of Wagstaff’s heuristic in Section 4.1, we will come upon the
question for explicit asymptotic formulae for Na,k(x), the counting function of primes in
Na,k, which are uniform in a and k. In this regard, Murata [78] adapted Hooley’s
method and proved the following result, valid only for positive squarefree integers a.

Proposition 2.3 (Murata, 1991). Let a ≥ 2 be a squarefree integer and k ∈ N.
Assuming GRH for the fields Qa,n, n ∈ N, one has

Na,k(x) = δa,k · li(x) +O

(
(kε log log x+ log a)

x

log2 x

)
,

where the implied constant only depends on ε.
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For more details on the distribution of inda(p) and orda(p) and near-primitive roots,
we refer to [30, 58, 78, 101] and especially the article [76] of Moree from which we took
most of the information provided in this section.
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Figure 2.2. The residual order ord5(p) over primes p 6= 5 is typically large.

2.2. Number field analogues

Let K be a number field with algebraic integers OK. Since (OK / p)∗ is cyclic for any
prime ideal p of K, one may ask if there are infinitely many prime ideals p of K, for which
a given algebraic integer a ∈ OK generates (OK / p)∗, and whether the set of such prime
ideals even has a positive density in the set of all prime ideals. In this way a natural
number field analogue of AC arises.

In this regard the most exhaustive work has been done by Lenstra [58] in connection
with his research on Euclidean number fields. We have already encountered part of his work
in the preceding section. In fact, Lenstra has considered a further reaching generalization
and proved the following result (cf. Theorem 3.1 of [58]) which extends a work of Cooke
and Weinberger [20], who established a similar result in a more restricted setting two
years earlier.

Proposition 2.4 (Lenstra, 1977). Let L /K be a Galois extension of number fields,
C a union of conjugacy classes of Gal(L /K), Γ a finitely generated subgroup of K∗ of

arithmetic rank ≥ 1 and k ∈ N. Further, set q(n) :=
∏
p|n p · pνp(k), for any squarefree

n ∈ N. Assuming GRH for the fields KΓ,q(n), n ∈ N, the set of prime ideals p ∈ PC (L /K),
for which indΓ(p) divides k, has a density inside the set of all prime ideals of K given by

∞∑
n=1

µ(n) · ]
(
C ∩Gal(L /L∩KΓ,q(n))

)
[LΓ,q(n) : K]

.
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Remark 2.5. As a matter of fact, Lenstra [58] more generally treated the problem
for finite Galois extensions L /K of arbitrary global fields, i.e. number fields and function
fields in one variable over some finite field. In the latter case, Lenstra’s result holds
unconditionally, since the generalized Riemann hypothesis for function fields was proved
to be correct by Weil in 1948 [105], and extends a work of Bilharz [8] from 1937.

The sum expression for the density supposed in Proposition 2.4 may again be derived
by an appropriate number field adaption of Artin’s heuristic arguments presented in Sec-
tion 1.1. We omit this deduction and refer to [58] for details and to Chapters 5 and 6 for
applications of similar arguments. As in the preceding section, the density proposed in
Proposition 2.4 may happen to be zero. Lenstra proved that this happens if, and under
GRH only if, the considered set of prime ideals is finite, and he established necessary and
sufficient criteria for this to happen. In fact, he proved the following result (cf. Theorem
4.1 of [58]) which will be of great value for us in Section 5.2.3.

Proposition 2.6 (Lenstra, 1977). Let K, Γ, L, C and k as in Proposition 2.4, and

let h be the product of those primes p for which Γ is contained in K∗q(p). Then the density
proposed in Proposition 2.4 is positive if and only if there exists σ ∈ Gal(L(ζh)/K) such
that σ|L ∈ C and σ|KΓ,q(p)

6= id hold, for every prime p for which KΓ,q(p) ⊂ L(ζh).

Propositions 2.4 and 2.6 provide a powerful tool to tackle a wide class of AC-like
problems. Here we only mention the following example (cf. [58, p. 216]) which closes the
connection to the preceding section. Apart from this, Lenstra provides further examples
in Sections 8 and 9 of his paper.

Example 2.7. Consider an integer a 6= ±1, 0 and set K = Q and Γ = 〈a〉 ⊂ K∗.
Now fix an integer k ∈ N, define L = Q(ζk, k

√
a) and set C = {id} ⊂ Gal(L /K). The

set PC (L /K) then consists exactly of those primes p that split completely in L which is
equivalent to saying that k | inda(p) as explained in Sections 1.1 and 2.1. If one additionally
restricts to those primes p which fulfil inda(p) | k, then one obtains the set Na,k as defined
in the preceding section. Hence, Proposition 2.4 yields Proposition 2.1 as a special case,
and Proposition 2.6 determines the cases in which δa,k vanishes.

We get back to the number field setting considered by Lenstra in our investigation of
residual index and order in number fields in Part II. To conclude this section, we present
another possible way of generalizing AC to number fields. Instead of the above problem,
one may consider rational primes p, unramified in K, for which the index of the reduction of
Γ in (OK /pOK)∗ has a certain property. An additional difficulty which arises here is that
(OK /pOK)∗ is only cyclic if p is inert in K. However, one could ask whether there exist
infinitely many primes p for which the order of the reduction of Γ in (OK /(p))

∗ is as big
as possible. This has been studied by Roskam in [90] for a real quadratic field K, and Γ
generated by a fundamental unit of K. Assuming GRH, Roskam adapted Hooley’s and
Lenstra’s methods to establish appropriate positive density results. Similar problems
have also been considered unconditionally by adapting the sieve argument of Gupta and
Ram Murty [36] to number fields. See [16, 84] for examples.

2.3. Composite moduli and λ-roots

Observing the content so far, one may wonder why we were only concerned with the
reduction of (algebraic) integers modulo primes and prime ideals, respectively. In fact,
there is a priori no reason which prevents from considering reduction modulo composite
integers as well. But how would one formulate an analogue of AC then?
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Recall that, different to the prime number case, the group of units of Z /nZ is in
general no longer cyclic for arbitrary integers n. However, it is evident from computations
that the residual order orda(n) of some integer a modulo n is still typically large as n
ranges over integers coprime to a. In fact, Kurlberg [50] proved the following result
under GRH which confirms this fact building on the methods provided by Hooley’s
treatment of AC.

Proposition 2.8 (Kurlberg, 2003). Let a 6= 0,±1 be an integer and assume GRH
for the fields Qa,k, k ∈ N. Then, the set of n ∈ N with orda(n) � n1−ε has density zero,
i.e. the number of such n ≤ x is o(x).

In accordance with this observation, there is a natural way of generalizing the notion
of primitive roots to composite moduli as suggested by Carmichael: For a ∈ Z and
n ∈ N with (a, n) = 1, we call a a λ-root modulo n if orda(n) is as large as possible. Thus,
a is a λ-root modulo n if orda(n) = λ(n), since the Carmichael function yields nothing
but the exponent of (Z /nZ)∗. Accordingly, one could suppose the following optimistic
analogue of AC for λ-roots: Given an integer a which is not in an exceptional set7, yet to
be determined, there exists a positive constant Ωa depending on a such that, as x→∞,

(2.1) Ma(x) ∼ Ωa · x,

where Ma(x) denotes the number of integers n ≤ x with (a, n) = 1 and orda(n) = λ(n).
In 2008, Li [61] proved Ma(x) = o(x), for any element of the set E consisting of perfect

powers with exponent larger than 1 and squares times either −1 or ±2. Thus, E is a fair
candidate for an exceptional set in the above sense. However, in the same paper it is also
shown that

lim inf
x→∞

Ma(x)

x
= 0

holds for any integer a. Hence, there is no a ∈ Z for which (2.1) holds with a positive
constant Ωa. In fact, it turns out that the function Ma(x)/x oscillates a lot, and for any
a /∈ E , the ratio Ma(x)/x does rather not seem to tend to a limit at all, as x→∞. Indeed,
Li conjectured that

lim sup
x→∞

Ma(x)

x
> 0

should hold whenever a /∈ E and, in colaboration with Pomerance, established a proof
therefor under the assumption of the GRH [65].

Proposition 2.9 (Li–Pomerance, 2003). Assuming GRH, there exists a positive
number B such that, for any a /∈ E, we have

lim sup
x→∞

Ma(x)

x
≥ B · ϕ(|a|)

|a|
.

In the same paper the authors conjectured that even more is true and made the
following guess which, however, has not been resolved yet, even under GRH:

Conjecture 2.10 (Li–Pomerance, 2003). For each prime p let

Fp := lim inf
t→∞

∞∑
j=0

exp
(
tp−j−1

)
− 1

exp (t/ϕ(pj))

7such as the set containing 0, ±1 and all perfect squares in Section 1.1
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and set

α :=
∏
p

(1− Fp).

Then

lim sup
x→∞

Ma(x)

x
= α · ϕ(|a|)

|a|
holds for any a ∈ Z \E, and the lim sup is attained on a set which is independent of a.

For similar problems and further reading concerning the results presented in this sec-
tion we recommend the reader to consult the papers [60, 62, 63, 66, 77], and the articles
[64, 65] of Li and Pomerance on which the major part of this section builds on. In
Chapters 3 and 7 we deal with further problems concering composite integers or ideals of
a number field.

2.4. Primitive points on elliptic curves

From an abstract point of view, one may obtain an analogue of AC whenever one has
a group G equipped with an infinite family of homomorphisms ψi : G → Gi, by taking
an element g ∈ G and ask whether there are infinitely many indices i, for which ψi(g)
generates all of Gi. So far, we have considered such families provided by number fields. In
this section we present an analogue of AC for the reductions modulo primes of a rational
elliptic curve, a setting we come back to in Part III. Our account is based on the survey
papers [75] of Moree and [17] of Cojocaru. For background on elliptic curves and
explanation of used terminology, we refer to Chapter 8 as well as [17, 44, 96].

Let E be a rational elliptic curve, i.e. the locus of an equation

(2.2) y2 = x3 + ax+ b,

with a, b ∈ Z satisfying 4a3 + 27b2 6= 0 plus a point O at infinity. Assume that the group
E(Q) of rational points on E contains a point Q ∈ E(Q) of infinite order. For any prime
p of good reduction for E, let Ep denote the reduction of E modulo p and consider the

reduction Q in Ep(Fp), the group of Fp-rational points of Ep. If Q generates Ep(Fp), one
calls Q a primitive point of E modulo p, and obtaines an elliptic curve analogue of AC by
asking whether there exist infinitely many primes p for which Q is a primitive point of E
modulo p, and whether the set of these primes has a density. In this regard Lang and
Trotter [56] proposed the following conjecture, commonly known as the Lang-Trotter
conjecture.

Conjecture 2.11 (Lang–Trotter, 1977). Let Q be a rational point of E /Q of
infinite order and let NE,Q(x) be the number of primes p ≤ x such that Q is a primitive
point of E modulo p. Then there exists δE,Q ≥ 0 such that

NE,Q(x) ∼ δE,Q ·
x

log x
.

Just as AC itself, this problem has not been resolved yet. The most notable result
in this direction is due to Gupta and Ram Murty [37]. Under GRH they adapted
Hooley’s method to elliptic curves and proved the subsequent theorem which, however,
is only valid if E has complex multiplication (CM) by the ring of integers of an imaginary
quadratic field and restricts to primes which split completely in the CM field of E. This
illustrates the difficulty of the Lang-Trotter conjecture, for in many cases the CM property
allows for unconditional results.
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Proposition 2.12 (Gupta–Ram Murty, 1986). Let E be a rational elliptic curve
with CM by the ring of integers OK of an imaginary quadratic field K, and let Q be a
rational point on E of infinite order. Further, let N ′E,Q(x) denote the number of primes

counted by NE,Q(x) which split completely in K. Then, under GRH, there exists δ′E,Q ≥ 0
such that

N ′E,Q(x) = δ′E,Q ·
x

log x
+O

(
x log log x

log2 x

)
.

If 2 and 3 are inert in K, or K = Q(
√
−11), then δ′E,Q > 0.

Gupta and Ram Murty also established an expression for the density δE,Q which
looks much alike the one for δa in the classical case and may be obtained by similar
heuristic arguments. The role of the Kummer fields Qa,k is replaced by certain elliptic
curve analogues. For more details we refer to [37].

One of the obstructions which prevent better results for the Lang-Trotter conjecture
is the following. For Q to be a primitive point of E modulo p, it is necessary that Ep(Fp)
is cyclic in the first place. Different to the number field case, however, Ep(Fp) is no longer
cyclic in general, but rather a direct sum of (at most) two cyclic groups. It is therefore
natural to ask whether the set of primes p for which Ep(Fp) is cyclic has a (positive) density.
Assuming GRH, Serre [93] used an adaption of Hooley’s method to prove that the set
of such primes indeed has a density which is positive if and only if the 2-division field of E
is different from Q, i.e. if the right side of (2.2) has an irrational root. If E has CM, this
holds unconditionally by an argument of Ram Murty [79] which was later simplified by
Cojocaru [18]. In the non-CM case, the latter could relax the GRH to a quasi 3/4-GRH.
Here, a quasi δ-GRH asserts that the non-trivial zeroes of the respective Dedekind zeta
function have real part ≤ δ. Finally, it has been proved unconditionally by Gupta and
Ram Murty [38] that Ep(Fp) is cyclic infinitely often, if and only if the 2-division field

of E is different from Q, and the number of such primes ≤ x is then � x/ log2 x.
Let us return to the Lang-Trotter conjecture. In [37], Gupta and Ram Murty

also considered a slightly modified problem which circumvents the non-cyclicity problem.
Letting Λ be a free subgroup of E(Q), and thus automatically of finite rank λ say, by
the Mordell-Weil theorem [96, p. 239], they considered the set of primes p for which the
reduction of Λ modulo p generates Ep(Fp). Subject to the GRH they were able to prove
the existence of a density for this set, even for non-CM curves.

Proposition 2.13 (Gupta–Ram Murty, 1986). Let E be a rational elliptic curve,
and let NE,Λ(s) denote the number of primes p ≤ x such that the reduction of Λ modulo p
generates Ep(Fp). Then, under GRH8, there exists δE,Λ ≥ 0 such that, as x→∞,

NE,Λ(x) ∼ δE,Λ ·
x

log x
,

if either E has no CM and λ ≥ 18, or E has CM and λ ≥ 10.

As for unconditional results, Gupta and Ram Murty also provided the following
lower bound result for NE,Λ(x) which is proved by avoiding the GRH by a lower bound
sieve argument. As a remarkable piece of history, Gupta and Ram Murty noticed that
the same method applies to the qualitative AC which eventually led to Propositions 1.3
and 1.4.

8Gupta and Ram Murty also proved a similar result with a quasi λ/(λ+ 1)-GRH.
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Proposition 2.14 (Gupta–Ram Murty, 1986). If the rational elliptic curve E has
CM, and λ ≥ 6, then

NE,Λ(x)� x

log2 x
.

More information on the announced topics and similar problems concerning elliptic
curves and their reductions modulo primes is provided in [17, 75]. We will address related
problems in Chapter 9.



CHAPTER 3

On the Least Primitive Root Expressible as a Sum of Two
Squares

Artin’s primitive root conjecture deals with the distribution of primes for which a given
integer a is a primitive root. From a different point of view, one may take a fixed prime
p, and ask for the distribution of primitive roots modulo p. Clearly, there exist exactly
ϕ(p−1) primitive roots modulo p inside {1, 2, . . . , p}, but their distribution in dependence
of p is hardly understood. In this chapter we shed some light on this problem and establish
upper bounds for the least primitive root expressible as a sum of two squares. Up to minor
changes the content of this chapter coincides with the author’s article [2].

We start with a brief introduction of the problem and state our main result in Section
3.1. Afterwards, in Section 3.2, we gather necessary tools from sieve theory, and in Section
3.3 we describe how our problem may be translated into a lower bound sieve problem of
sieve-dimension 1/2. In Section 3.4 we finally prove our main result.

3.1. Introduction and statement

A problem which has been studied intensively in the past is the search for upper bounds

for g(p), the least primitive root modulo p. Burgess [14] proved g(p) = O(p
1
4

+ε), and

Elliott [23] has shown g(p) � (log p)B(ε), for all but O(Y ε) primes p ≤ Y . Recalling
Proposition 1.4 of Heath-Brown, one moreover knows that g(p) ≤ 5 holds infinitely
often. Under GRH, the best upper bound so far is due to Shoup [95], who proved

g(p)� ω(p− 1)4(log(ω(p− 1)) + 1)4 log2 p,

for all primes p.
As a nearby variation of this problem, one may ask for primitive roots modulo p with

certain arithmetic properties. In this regard it is natural to consider prime primitive roots
modulo p instead. According to a folklore conjecture, all but finitely many primes p admit
a positive prime primitive root modulo p which is smaller than p. This problem, however,
has not been resolved yet. Writing g∗(p) for the least prime primitive root modulo p,

Martin [73] showed g∗(p) � (log p)B(ε), for all but O(Y ε) primes p ≤ Y . Even though
only stated for primitive roots, Shoup’s result [95] from above holds for prime primitive
roots, too, i.e. conditionally under GRH, we have the uniform estimate (see also [74])

g∗(p)� ω(p− 1)4(log(ω(p− 1)) + 1)4 log2 p.

Further information concerning g(p) and g∗(p) is provided in Paragraph 27 of Section 9.7
of Moree’s survey article [75] on which the preceding account is based.

In this chapter we are interested in unconditional results valid for all primes, and
therefore weaken the condition that the primitive root be a prime. Instead, as a natural
variation, we ask for the least primitive root expressible as a sum of two squares. From
a sieve-theoretic point of view this may be regarded as half way towards prime primitive
roots. As it amounts to no extra effort, we treat the case of arbitrary moduli n. Of course,

17
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(Z /nZ)∗ may not have a primitive root in general and, following Section 2.3, we consider
λ-roots modulo n instead. In this regard we write s∗(n) for the least λ-root modulo n
expressible as a sum of two squares, and prove the following main result of this chapter.

Theorem 3.1. For n ∈ N, let nc denote the largest odd cube-free divisor of n. Then,
for any ε > 0 we have

s∗(n)�ε n
1
2

+ε
c .

According to Theorem 3.1 there always exists a λ-root modulo n in the range [1, n
1
2

+ε
c ],

provided that n is sufficiently large. As we will see in the proof, it is even possible to find
such a λ-root which is odd and free of prime divisors p ≡ 3 (4). The proof itself uses
ideas of Martin [74], who treated the case of almost-primitive roots, i.e. primitive roots
with only “few” prime divisors. It is based on a semi-linear lower bound sieve, i.e. a lower
bound sieve of sieve-dimension 1/2, and Burgess’ bound (cf. [15]) for short character
sums. The semi-linear sieve is applicable here because primes represented by x2 + y2, i.e.
2 and primes p ≡ 1 (4), have density 1/2 in the set of all primes. We thus note that, as a
generalization of Theorem 3.1, our method also works if one considers λ-roots represented
by any binary quadratic form of class number9 1.

3.2. The semi-linear sieve

We now provide the necessary tools from sieve theory needed to prove Theorem 3.1.
For a more detailed introduction, we refer to [33]. As usual in sieve theory, A shall denote
a subset of N, and for any d ∈ N, we let Ad := {a ∈ A | a ≡ 0 (d)}. For a set P of rational
primes, and a positive parameter z, we let P(z) be the product of all primes p ∈ P smaller
than z. The predominant goal in sieve theory consists of estimating the quantity

S(A, z) := ] {a ∈ A : (a,P(z)) = 1} .
To this end, one assumes that for any d ∈ N, an asymptotic formula

(3.1) ]Ad = h(d)X + rd

holds. Here the so called density function h(d) is a multiplicative function, and X is a real
parameter which serves as an approximation to the size of A. The remainder terms rd are
intended to be rather small (at least on average over d). In a probabilistic sense one may
then expect that X multiplied with

V (z) :=
∏
p∈P
p<z

(1− h(p))

yields a good approximation for S(A, z). This is indeed true under appropriate assump-
tions, and we state the following result which is a special case of a beta sieve of sieve-
dimension 1/2 (cf. [33, p. 207, 275]). Since we are merely interested in lower bounds for
S(A, z), we omit the upper bound version.

Proposition 3.2. Assume that the function h(d) in (3.1) satisfies

(3.2)
∏

w≤p<z
p∈P

(1− h(p))−1 ≤
(

log z

logw

) 1
2
(

1 +
L

logw

)
,

9Different to the definition in Chapter 10, the class number of a binary quadratic form is here understood
without additional weighting by its automorphism group. See Section 10.2.1 for explanation.
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for all 2 ≤ w ≤ z with some constant L ≥ 1. Then, for s ≥ 1 we have

S(A, z) ≥ XV (z)
{
f(s) +O

(
(logD)−

1
6

)}
+O

( ∑
d|P(z)
d<D

|rd|

)
,

where s = logD/ log z, and the first implied constant depends on L. For 1 ≤ s ≤ 3 the
function f(s) is given by

f(s) :=

√
eγ

πs
log
(

1 + 2(s− 1) + 2
√
s(s− 1)

)
with γ denoting the Euler-Mascheroni constant.

3.3. Counting λ-roots expressible as a sum of two squares

Let us now translate our problem into an appropriate sieve setting in order to make
Proposition 3.2 applicable. Henceforth, we fix a positive integer n, let x ∈ R+ be a real
parameter, and set

A := {1 ≤ a < x | a is a λ-root modulo n, a ≡ 1 (4)} .
Furthermore, P will be the set of primes p ≡ 3 (4). Then we aim to bound

S(A, z) := ] {a ∈ A | (a,P(z)) = 1}
from below for a suitable choice of the parameters z and x. Indeed, if S(A, z) ≥ 1 for
z >
√
x, there exists a λ-root modulo n less than x which is expressible as a sum of two

squares, since a member of A must have an even number of prime divisors in P.
Before we can apply Proposition 3.2 to our problem, it is essential to derive an asymp-

totic formula for ]Ad as in (3.1). Therefore, we let δn(k) denote the characteristic function
of λ-roots modulo n, i.e. δn(k) = 1, if k is a λ-root modulo n, and δn(k) = 0, otherwise.
Since δn(k) is periodic with period n, and with support inside the set of integers coprime
to n, it admits a unique expression as a linear combination of Dirichlet characters modulo
n. This linear combination has been determined in Lemmas 4 and 5 of [74] which we
summarize in the following lemma.

Lemma 3.3. Let G be the subgroup of Dirichlet characters modulo n given by

G :=

{
χ

λ(n)
rad(λ(n)) : χ Dirichlet character modulo n

}
.

For every prime p dividing ϕ(n), let m(p) denote the number of independent characters of
order p in G. For every character χ modulo n, let σ(χ) denote its order. Then, for any
integer k, we have

δn(k) =
∑

χ mod n

cχχ(k),

where the sum ranges over Dirichlet characters modulo n. The coefficients cχ are given by

cχ :=


∏

p|σ(χ)

(
−1
pm(p)

) ∏
p|ϕ(n)
p-σ(χ)

(
1− 1

pm(p)

)
, if χ ∈ G,

0, otherwise,

and satisfy the equation ∑
χ mod n

|cχ| = 2ω(ϕ(n))c0,
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where c0 := cχ0, and χ0 is the principal character modulo n.

The error term in the asymptotic formula for ]Ad, which we proceed to prove in the
subsequent section, involves short sums of consecutive values of characters χ ∈ G. To this
end, we state the following result (cf. Lemma 7 in [74]) which yields appropriate estimates
for such sums, and is based on a more general result of Burgess (cf. [15]).

Lemma 3.4. For every G 3 χ 6= χ0, M,N ≥ 1, and 0 < η < 1, we have

∑
M<k≤M+N

χ(k)� N

(
n

1/4+η
c

N

)η
.

3.4. Proof of Theorem 3.1

We begin with the deduction of an asymptotic formula for ]Ad as in (3.1).

Lemma 3.5. Let n ∈ N, x ∈ R+ and set X := c0xϕ(2n)
4n with c0 as in Lemma 3.3. For

a positive integer d ≤ x we have

]Ad = h(d)X + rd,

where h(d) is a multiplicative function given by

h(d) :=

{
0, if (d, 2n) > 1,
1
d , otherwise.

For any 0 < η < 1, ε > 0, and 0 < D ≤ x the remainder terms rd satisfy

∑
d|P(z)
d<D

|rd| �ε,η Xn
ε
c

(
n

1/4+η
c

x

)η
Dη.

Proof. If (d, n) > 1, or 2 | d we clearly have Ad = ∅. For d odd, and (d, n) = 1 we
deduce by Lemma 3.3

]Ad =
∑
k≤x

k≡1 (4)
k≡0 (d)

δn(k) =
∑
k≤x/d
kd≡1 (4)

∑
χ∈G

cχχ(kd)

= c0χ0(d)
∑
k≤x/d
k≡d (4)

χ0(k) +
∑
χ∈G
χ 6=χ0

cχχ(d)
∑
k≤x/d
k≡d (4)

χ(k).(3.3)

By Möbius inversion the first sum in (3.3) equals∑
k≤x/d
k≡d (4)
(k,n)=1

1 =
∑
k≤x/d
k≡d (4)

∑
f |k
f |n

µ(f) =
∑
f |n

µ(f)
∑

lf≤x/d
lf≡d (4)

1 =
x

4d

∑
f |n
2-f

µ(f)

f
+O

(
2ω(n)

)

=
x

4d
· ϕ(2n)

n
+O

(
2ω(n)

)
.(3.4)
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The second sum in (3.3) can be estimated using Lemma 3.3 and 3.4. If d0 ≡ d (4) with
d0 ∈ {1, 3}, and m is an integer satisfying 4m ≡ 1 (n), we obtain∑

χ∈G
χ 6=χ0

cχχ(d)
∑
k≤x/d
k≡d (4)

χ(k)�
∑
χ∈G
χ 6=χ0

|cχ|

∣∣∣∣∣χ(m)
∑

0≤l≤ x
4d
− d0

4

χ(4l + d0)

∣∣∣∣∣
�
∑
χ∈G
χ 6=χ0

|cχ|

∣∣∣∣∣ ∑
0≤l≤ x

4d
− d0

4

χ(l +md0)

∣∣∣∣∣
� c02ω(ϕ(n)) · x

d

(
d

x
n1/4+η
c

)η
.

By (3.3) and (3.4) the remainder term rd is therefore

� c02ω(n) + c02ω(ϕ(n)) · x
d

(
d

x
n1/4+η
c

)η
�ε

1

d
· c0xϕ(2n)

4n
· nεc

(
d

x
n1/4+η
c

)η
,

since d ≤ x and η < 1. Using the definition of X, we finally deduce∑
d|P(z)
d<D

|rd| ≤
∑
d<D

|rd| �ε Xn
ε
c

(
n

1/4+η
c

x

)η ∑
d<D

dη−1 �η Xn
ε
c

(
n

1/4+η
c

x

)η
Dη.

�

Using Proposition 3.2 and Lemma 3.5, we are finally in the position to prove the
following modification of Theorem 3.1.

Theorem 3.6. Let n ∈ N and x ∈ R+. Let further S(A) denote the number of odd
λ-roots q modulo n in the range 0 < q < x, such that q is expressible as a sum of two

squares, and set X := c0xϕ(2n)
4n with c0 as in Lemma 3.3. Then, for any 0 < η < 1

2 there
exists x0(η) ≥ 1 such that

S(A)�η
X√
log x

holds, whenever x > max
{
x0(η), n

1
2

+ 5η
1−2η

c

}
.

Proof. Inserting the multiplicative function h(d) from Lemma 3.5 into the definition
of V (z), one can easily verify that (3.2) is satisfied, and V (z) ∼ cn√

log z
holds with some

constant cn ≥ 1 depending on n (cf. [33, p. 277f]). Hence, Proposition 3.2 is applicable.
If z >

√
x, we clearly have

S(A) ≥ S(A, z)

� X√
log x

{
f(s) +O

(
(logD)−

1
6

)}
+Oη,ε

(
Xnεc

(
n

1/4+η
c

x

)η
Dη

)
by Proposition 3.2 and Lemma 3.5. Now we define D := x1−η

n
2η+1/4
c

, and set ε := η2. With

these choices the above error term becomes o(X/
√

log x). If we choose x according to the
condition

x > n
1
2

+ 5η
1−2η

c ,

we obtain D > x1/2, and hence f(s) > 0. This completes the proof. �
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At last, it is rather easy to show that Theorem 3.1 is a simple consequence of Theorem
3.6. Indeed, for any 0 < η < 1

2 , Theorem 3.6 implies that S(A) is positive, whenever

x > x0(η)n
1
2

+ 5η
1−2η

c

is satisfied. Since S(A) is a counting function, it must therefore be ≥ 1, and Theorem 3.1
follows. �



Part II

Residual Index and Residual Order in
Number Fields





CHAPTER 4

Wagstaff’s Heuristic and Related Problems

After the preceding chapters which were, except for Chapter 3, of rather introductory
nature, we are now facing the main part of this thesis, namely the study of the distribution
of residual index and residual order over certain families of ideals of a number field.

We give a brief outline of certain heuristic considerations of Wagstaff [101] in Sec-
tion 4.1 and starting from this, we utilize Section 4.2 to motivate the problems we are
investigating in Chapters 5, 6 and 7. Afterwards, in Section 4.3, we provide the main
tools from algebraic and analytic number theory which are needed to face these tasks and,
beyond that, prove beneficial for problems considered in Part III. These are basically the
same tools which led to the results of Hooley, Lenstra et al. which we presented in
Chapters 1 and 2.

4.1. Wagstaff’s heuristic

Let us fix an integer a 6= 0,±1, and assume GRH. In Section 2.1 we observed that, for
any k ∈ N, the set of primes p, for which inda(p) = k holds, has a density in the set of
all primes which is positive in most cases (cf. Sections 2.1 and 2.2). It is natural to study
the distribution of inda(p) over primes p, and ask for its average order, or even arbitrary
moments in general. Probably the first result in this direction is due to Wagstaff [101],
who considered the average order of inda(p) over primes p - a by the following heuristic
approach: Recall that, for any k ∈ N, the density of primes which satisfy inda(p) = k is
denoted by δa,k, and Na,k(x) denotes the counting function of such primes p ≤ x. As δa,k
decreases roughly like 1/k2 (see Section 2.1), one would expect

(4.1)
∑
p≤x
p-a

inda(p) =
∑
k≤x

kNa,k(x) ∼ π(x)
∑
k≤x

kδa,k ∼ Aa · x,

as x→∞, with some positive constant Aa depending on a. This is in line with computa-
tional data (see Figure 4.1) and a conjecture of Fomenko [29], and suggests that inda(p) is
a positive multiple of log p on average. Wagstaff proved that the rightmost equivalence
in (4.1) is indeed true (cf. Section 6 of [101]). However, the implicit error terms involved
in Proposition 2.1 (see also Proposition 2.3) are too big, to prove the middle equivalence
and make this approach rigorous. In the sequel, we will refer to (4.1) and the presented
heuristic arguments concerning the average order of inda(p) as Wagstaff’s heuristic.

The problem of proving (4.1) turns out to be a very delicate one, and it is yet unsolved.
Proceeding similarly to Wagstaff’s heuristic, one can (unconditionally) prove (cf. [27])

1

π(x)

∑
p≤x
p-a

inda(p)� log log x,

25
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Figure 4.1. Average behaviour of ind5(p) over primes p 6= 5.

and under GRH one may even derive (cf. [26, p. 112])

1

π(x)

∑
p≤x
p-a

inda(p)� log x.

As for upper bounds, the best result in this direction, due to Erdős and Ram Murty
[24], is given by

1

π(x)

∑
p≤x
p-a

inda(p)�
√
x

logη x
,

for some η > 0. This upper bound is still far away from the expected growth. More-
over, Ram Murty and Srinivasan [83] pointed out that an upper bound of the form

O(x1/4 log x) would suffice to prove AC. This underlines the complexity of the problem
and indicates that every step towards a proof of Wagstaff’s heuristic would indeed be
worthwhile. In this regard, work of Pappalardi [87] and Felix and Ram Murty [28]
must be mentioned. Instead of summing inda(p), they considered a modified problem
and studied the average behaviour of f(inda(p)) for certain truncation functions f . If f
increases sufficiently slowly, then, assuming GRH, they proved results which affirm (4.1).

4.2. Wagstaff’s heuristic in number fields and related problems

Following Section 2.2, the above problem admits a natural generalization to number
fields. Henceforth, let K be a number field and Γ a finitely generated, not necessarily
torsion-free, infinite subgroup of K∗, say with arithmetic rank γ ∈ N. The most popular
example for such a group is given by the unit group UK of K, if K is neither Q nor an
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imaginary quadratic field. Moreover, we let L /K be a finite Galois extension with Galois
group Gal(L /K) and consider a union of conjugacy classes C therein.

Inspired by Wagstaff and Lenstra, we are interested in the distribution of indΓ(p)
over prime ideals of PC (L /K), i.e. prime ideals of K which are unramified in L and satisfy[
L|K
p

]
= C. In particular, we are curious about the asymptotic behaviour of∑

p∈PC (x ,L /K)

Γ⊂(OK / p)∗

indΓ(p)κ,

for any parameter κ ∈ R+. Note that the condition Γ ⊂ (OK / p)∗ excludes only finitely
many prime ideals. In the sequel we refer to the above quantity as the κ-th moment10

of indΓ(p) over prime ideals in PC (L /K). In view of Wagstaff’s heuristic (4.1), or a
generalization to κ-th moments thereof, we expect the following to hold

(4.2)
∑

p∈PC (x ,L /K)

Γ⊂(OK / p)∗

indΓ(p)κ ∼


A1 · li(x), if γ > κ,

A2 · x, if γ = κ,

A3 · li(xκ−γ+1), if γ < κ,

with positive constants Ai possibly depending on L, K, C, Γ, and κ. Of course, the
generalization step to number fields will not change the complexity of the problem, so
that just as in the classical case, a proof of (4.2) seems out of reach, even under GRH.
However, in Chapter 6 we will affirm (4.2) by, partly conditionally upon GRH, proving
its correctness at least on average over Γ (cf. Theorems 6.1 and 6.2). Moreover, there are
many variations of the presented problem which are easier to handle and we will address
two of these in Chapters 5 and 7:

In Chapter 5 we consider the same problem as above, only with indΓ(p) replaced by
ordΓ(p). It turns out that, on average, the residual order is much easier to handle than the
residual index. This is due to the general observation that the residual order is typically
large while the residual index is typically rather small (cf. Propositions 2.1, 2.2 and 2.8).
Consequently, Kurlberg and Pomerance [51] have, conditionally on GRH, established
an asymptotic formula for the average order of ordΓ(p) in the case where K = L = Q
and Γ is generated by a single rational number a 6= 0,±1, i.e. they proved an asymptotic
formula ∑

p≤x
p-a

orda(p) ∼ ca · li(x2),

which suggests that orda(p) equals some positive constant ca times p on average (cf.
Proposition 5.1). In Chapter 5 we generalize their method to number fields, and, relying
on GRH, prove analogue asymptotic formulae for∑

p∈PC (x ,L /K)

Γ⊂(OK / p)∗

ordΓ(p)κ,

the κ-th moment of ordΓ(p) over prime ideals in PC (L /K) which suggests that ordΓ(p)κ

equals N pκ on average (cf. Theorem 5.3).

10This notion certainly differs from the usual notion of κ-th moments, as we abstain from dividing by the
number of prime ideals under consideration, for convenience.
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In Chapter 7 we study a related problem which surprisingly appears frequently in
different fields of number theory, i.e. the distribution of indUK(a) over all ideals of K, if UK
is infinite. As already explained in the Introduction, the size of indUK(a), as a ranges over
ideals of K, plays a crucial role in connection with the Ramanujan conjecture for GLn over
number fields (see Chapter 7 and [9, 10] for details). In a recent work, Rohrlich [89]
was concerned with the average order of indUK(a) in connection with counting self-dual
Artin representations over number fields, and it is exactly this problem which we address
in Chapter 7 in more generality. More precisely, we study lower bounds of∑

N a≤x
Γ⊂(OK / a)∗

indΓ(a)κ,

the κ-th moment of indΓ(a) over all ideals of K. While, as we have seen above, indΓ(p)
is expected to be small on average, we are proving a surprising results which suggest that
indΓ(a) is in fact rather close to N a on average (cf. Theorems 7.1 and 7.2).

4.3. Tools for prime number and prime ideal estimates

Before we get to business in the next chapters, we make some arrangements. In the
remainder of this thesis we will frequently need to handle primes in arithmetic progression
or, more generally, prime ideals of a number field which give rise to the same Frobenius
symbol in a finite Galois extension. This section serves to provide the corresponding tools
from analytic and algebraic number theory, most of which have already been referred to
frequently in previous chapters.

4.3.1. Primes in arithmetic progression. According to the prime number theorem
for primes in arithmetic progression, a classical result due to Dirichlet, we have

(4.3) π(x; a, q) ∼ π(x)

ϕ(q)
,

provided that a ∈ Z and q ∈ N are coprime, with

π(x) ∼ li(x) ∼ x

log x

by the classical prime number theorem (see [100] for details). For further applications,
however, the asymptotic equivalence (4.3) often turns out to be little practical and we are
more interested in effective versions, upper and lower bounds and so on. As for effective
versions, the Siegel-Walfisz theorem [13, p. 114] often proves useful.

Proposition 4.1 (Siegel-Walfisz theorem). For any A > 0, there exists a constant
C = C(A) > 0 such that

π(x; a, q) =
li(x)

ϕ(q)
+O

(
xe−C

√
log x

)
holds uniformly, for any q ∈ N in the range q ≤ logA x and any a ∈ Z with (a, q) = 1.

Subject to the GRH for the cyclotomic fields Q(ζq), it can be shown that Proposition
4.1 remains true with an improved error term O(

√
x log x) and a larger range q ≤ x (cf.

[13, p. 116] and [4, p. 229]). In Section 4.3.2 we will encounter number field generalizations
of this statement and Proposition 4.1, namely effective versions of the Čebotarev density
theorem.



4.3. TOOLS FOR PRIME NUMBER AND PRIME IDEAL ESTIMATES 29

The estimation of π(x; a, q) or even sums thereof for large moduli q does not lie within
the scope of the asymptotic formula given by Proposition 4.1, and we are often forced
to resort to upper bounds and average results, instead. In this regard, classical tools are
provided by the Brun-Titchmarsh inequality (cf. [100, p. 73]) and the Bombieri-Vinogradov
theorem (cf. [33, p. 170]).

Proposition 4.2 (Brun-Titchmarsh inequality). Let x, y ∈ R+ and let a ∈ Z and
q ∈ N. If y/q →∞, we have

π(x+ y; a, q)− π(x; a, q) ≤
(
2 + o(1)

) y

ϕ(q) log(y/q)
.

Proposition 4.3 (Bombieri-Vinogradov theorem). For any A > 0 there exists a pos-
itive constant B = B(A) such that∑

q≤
√
x log−B x

max
(a,q)=1

∣∣∣∣π(x; a, q)− π(x)

ϕ(q)

∣∣∣∣�A
x

logA x
.

In Section 7.4.2 we need to handle sums of π(x; a, q) for moduli q which slightly exceed

x1/2. In this case the Bombieri-Vinogradov theorem is not applicable and the Brun-
Titchmarsh inequality is too imprecise, at least for our needs. For this purpose, we quote
the following result of Bombieri, Friedlander and Iwaniec [11], which represents a
continuous transition between these two statements.

Proposition 4.4 (Bombieri–Friedlander–Iwaniec, 1989). Let a 6= 0 be an inte-

ger, A > 0 and 2 ≤ Q ≤ x3/4. Let Q be the set of all positive integers q, prime to a, from
an interval Q′ < q ≤ Q. Then∑

q∈Q

∣∣∣∣π(x; a, q)− li(x)

ϕ(q)

∣∣∣∣ ≤[
L

(
θ − 1

2

)2 x

log x
+OA

(
x log3 log x

log3 x

)]∑
q∈Q

1

ϕ(q)
+Oa,A

(
x

logA x

)
,

where θ = logQ/ log x and L is an absolute constant.

Due to these estimates, we are frequently confronted with sums of the type
∑

n
1

nrϕ(n)s ,

with real numbers r, s ≥ 0 satisfying r + s > 1 and n either in the range 1 ≤ n ≤ x or
x < n, for some x ∈ R+. For convenience, we once and for all state the following commonly
known statement which may be proved by elementary methods using the identity

1

ϕ(n)
=

1

n

∑
s|n

µ2(s)

ϕ(s)
.

Lemma 4.5. For any x ∈ R+, and any r, s ≥ 0 such that s+ r > 1 we have∑
n>x

1

nrϕ(n)s
= Or,s(x

1−r−s) and
∑
n≤x

1

ϕ(n)
= O(log x).

Another problem which occurs quite frequently in this context is the estimation of
certain sums and products over primes. To this end, we note the following classical results
due to Mertens [100, p. 16ff], both of which are referred to as Mertens’ formula.
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Proposition 4.6 (Mertens’ formula). For x ≥ 2 we have the uniform estimates∑
p≤x

1

p
= log log x+O(1) and

∏
p≤x

(
1− 1

p

)
=

e−γ

log x
+O

(
1

log2 x

)
,

where γ denotes the Euler-Mascheroni constant.

4.3.2. Prime ideals with given Frobenius symbol. Let us now turn to the prime
ideal case in general. Let L /K be a Galois extension of number fields and C ⊂ Gal(L /K)
a conjugacy class. We are interested in πC(x,L /K), the number of prime ideals of K
which are unramified in L and satisfy N p ≤ x as well as

[
L|K
p

]
= C. By the Čebotarev

density theorem, we have the asymptotic equivalence (cf. [54, p. 169])

(4.4) πC(x,L /K) ∼ |C|
[L : K]

· π(x,K)

with
π(x,K) ∼ li(x) ∼ x

log x
by the prime ideal theorem (cf. [53]). Note that in the case L = Q(ζq) and K = Q we have
πC(x,L /K) = π(x; a, q), where a corresponds to the choice of C by the Frobenius symbol.
This observation uncovers Dirichlet’s prime number theorem for primes in arithmetic
progression as a special case of the Čebotarev density theorem and will beyond that often
be useful in the sequel.

Again, (4.4) is not sufficient for practical purposes and we quote the following result of
Lagarias and Odlyzko [52] which we refer to as the effective (version of the) Čebotarev
density theorem under GRH.

Proposition 4.7 (Lagarias–Odlyzko, 1977). If the GRH for L holds true, then for
every x > 2 we have∣∣∣∣πC(x,L /K)− |C|

[L : K]
li(x)

∣∣∣∣� |C|
[L : K]

· x1/2 log
(

∆Lx
[L:Q]

)
+ log(∆L),

where the implied constant is absolute.

As for unconditional statements, Lagarias and Odlyzko [52] also proved the fol-
lowing unconditional effective (version of the) Čebotarev density theorem which may be
viewed as a generalization of the Siegel-Walfisz theorem quoted above. Possible non-trivial
zeroes of the Dedekind zeta function ζL(s) associated to L which are away from the critical
line are taken into account and just as in Proposition 4.1 effect a larger error term and a
shorter range for admissible fields L than in Proposition 4.7.

Proposition 4.8 (Lagarias–Odlyzko, 1977). There exist positive absolute con-
stants c1 and c2 such that, if

log x ≥ 10[L : Q](log ∆L)2,

then ∣∣∣∣πC(x,L /K)− |C|
[L : K]

li(x)

∣∣∣∣ ≤ |C|
[L : K]

li(xβ0(L)) + c1xe
−c2

(
log x
[L:Q]

)1/2

.

Here, the so called Siegel zero β0(L) of ζL, if existent, denotes the only zero of ζL(s),
s = σ + it, in the strip

1− (4 log ∆L)−1 ≤ σ ≤ 1, |t| ≤ (4 log ∆L)−1,

and must therefore be simple and real.
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Problems involving field extensions L /K with degree essentially larger than log x,
however, cannot be handled unconditionally by Proposition 4.8. Therefore, we provide
the following number field analogue of the Bombieri-Vinogradov theorem which combines
a result established by Ram Murty and Kumar Murty (1987) [81] and a recent gen-
eralization of this by Ram Murty and Petersen (2013) [82]. These statements yield
an appropriate estimate for the average error term in Proposition 4.8 which, in special
situations, is as good as the one obtained under GRH in Proposition 4.7.

Proposition 4.9 (Ram Murty–Kumar Murty–Petersen). For a ∈ Z and q ∈ N
let πC(x; a, q) denote the number of prime ideals p of K which are unramified in L and

satisfy N p ≤ x, N p ≡ a (q) and
[
L|K
p

]
= C. Let H be the largest abelian subgroup

of Gal(L /K) such that H ∩ C 6= ∅. Further, let M be the fixed field of H and set

η := max{[M : Q]− 2, 2} and Q := x
1
η
−ε

. Then, for any A > 0 we have∑
q≤Q

L∩Q(ζq)=Q

max
(a,q)=1

max
y≤x

∣∣∣∣πC(y; a, q)− |C|
ϕ(q)[L : K]

· π(y)

∣∣∣∣�ε,A
x

logA x
.

If K = Q, then this result remains true with Q = x
1
η log−B x, where B = B(A) is a positive

constant depending on A.

4.3.3. Estimates for Siegel zeroes and discriminants. For later applications of
Propositions 4.7 and 4.8 we need good upper bounds for possible Siegel zeroes and number
field discriminants. A sufficient result for the first problem is given by the following
statement due to Stark (cf. [97, p. 148]).

Proposition 4.10 (Stark, 1974). Let L be a number field and set mL := 4 if L /Q
is Galois, mL := 16 if there exists a field tower Q = M0 ⊂ M1 ⊂ · · · ⊂ Ms = L with each
field Galois over the preceding one, and mL := 4[L : Q]! otherwise. Then there exists an
absolute positive constant c3, such that

β0(L) < max

{
1− 1

mL log ∆L
, 1− 1

c3∆
1/[L:Q]
L

}
.

As for upper bounds for number field discriminants, we note the following result due
to Serre [94].

Proposition 4.11 (Serre, 1981). Let L /Q be a finite Galois extension which is
ramified only at the primes p1, . . . , pn. Then

log |∆L| ≤ [L : Q]

(
log[L : Q] +

n∑
i=1

log pi

)
.

To conclude this chapter, we invoke Proposition 4.11 to prove upper bounds for dis-
criminants of the fields KΓ,k = K( k

√
Γ, ζk), for fields of this type occur quite frequently

throughout this thesis.

Lemma 4.12. Let K be a number field and Γ a finitely generated subgroup11 of K∗ of
arithmetic rank γ. Then there exist positive constants c4 and c5, depending on Γ and K,
such that

∆KΓ,k
≤
(
c4 rad(k)ϕ(k)kγ

)c5[KΓ,k:Q]

holds for every positive integer k.

11Note that we allow Γ to be finite here, to extend the assertion to cyclotomic extensions K(ζn) = K{1},n.
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Proof. Let P be the set of primes which ramify in (KΓ,k)
(n), the normal closure of

KΓ,k over Q. Since ∆KΓ,k
divides ∆(KΓ,k)(n) (cf. [86, p. 213]), Proposition 4.11 yields

(4.5) ∆KΓ,k
≤
(

[(KΓ,k)
(n) : Q]

∏
p∈P

p

)[(KΓ,k)(n):Q]

.

Since K(n)(ζk) is Galois over Q, the same holds for K(n)(ζk,
k
√

Γ). This field, however,
contains KΓ,k. We thus obtain

(4.6) [(KΓ,k)
(n) : Q] ≤ [K(n)(ζk,

k
√

Γ) : Q] ≤ [K(n) : K] · [KΓ,k : Q],

by basic facts from Galois theory (cf. [46]) and set

c5 := [K(n) : K].

If ζl, l ∈ N, is a generator of the torsion part of Γ and Γ′ denotes the free part of Γ, then
we clearly have KΓ,k = K(ζkl) ·KΓ′,k. Hence, the display

KΓ,k

K(ζkl) KΓ′,k

K(ζk)

≤kγ≤l

K

≤ϕ(k)

Q
yields

[KΓ,k : Q] ≤ l[K : Q]ϕ(k)kγ ,

again by standard arguments from Galois theory. Next we observe that P consists of
primes which divide k, ramify in K(n) or divide a generator of Γ (cf. [54, p. 62,74]). Thus,

the set P ′ of primes in P which do not divide k or ramify in K(n) only depends on Γ. If
we set

c4 := l[K(n) : Q]
∏
p∈P ′

p,

then the assertion finally follows by (4.5) and (4.6). �



CHAPTER 5

Moments of the Residual Order over Prime Ideals

As explained in detail in Chapter 4, studying moments of indΓ(p) is a hard if not
hopeless task. Things, however, become much easier if one considers the residual order
instead, a problem we will address in this chapter. In fact, subject to the GRH for
certain number fields, we prove asymptotic formulae for moments of ordΓ(p), and thereby
generalize a work of Kurlberg and Pomerance [51]. In the first section we provide
a brief introduction to the problem and state the main result of this chapter which is
proved in Section 5.2. Afterwards, in Sections 5.3 and 5.4, we illustrate this statement by
applying it to two prominent examples.

5.1. Generalizing a work of Kurlberg and Pomerance

In [51], Kurlberg and Pomerance have recently considered the average order of
orda(p), for a single rational number a 6= 0,±1 over primes p - a. Using techniques similar
to the ones in Hooley’s proof of AC under GRH, they managed to establish the following
asymptotic formula under GRH.

Proposition 5.1 (Kurlberg–Pomerance, 2013). Let a = α/β be a rational number
different from 0,±1 with (α, β) = 1, and set

ca :=
∞∑
k=1

ϕ(k) rad(k)(−1)ω(k)

k2[Qa,k : Q]
.

Then ca converges absolutely, is positive, and, assuming GRH for the fields Qa,k, k ∈ N,∑
p≤x

orda(p) = ca · li(x2) +O

(
x2

(log x)2−4/ log log log x

)
holds uniformly, whenever |α|, |β| ≤ x.

Remark 5.2. Kurlberg and Pomerance pointed out that ca is a rational multiple
of the so called Stephens’ constant

cStephens :=
∏
p

(
1− p

p3 − 1

)
= 0.57599689 . . . .

This constant plays a crucial role in a result of Luca [69], who unconditionally proved
Proposition 5.1 on average over a. We come back to this result in Section 6.4.

Let us now turn to the analogue problem in the number field setting introduced in
Section 4.2. Let L /K be a finite Galois extension of number fields, Γ a finitely generated,
not necessarily torsion-free, infinite subgroup of K∗ with arithmetic rank γ ∈ N, and let

33
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C be a conjugacy class12 in Gal(L /K). We are interested in the asymptotic behaviour of

(5.1)
∑

p∈PC (x ,L /K)

Γ⊂(OK / p)∗

ordΓ(p)κ,

the κ-th moment of ordΓ(p) over prime ideals in PC (L /K), for any κ ∈ R+. Adapting the
ideas of Kurlberg and Pomerance we establish asymptotic formulae for (5.1) under
GRH which generalize Proposition 5.1. To give a precise statement, we define

(5.2) C(Γ, n) :=
{
σ ∈ Gal(LΓ,n /K) : σ|L ∈ C, σ|KΓ,n

= id
}
,

for any n ∈ N, noting that the fields KΓ,n and LΓ,n are both finite Galois extensions of K.
The exact statement of our main results goes as follows.

Theorem 5.3. Let K be a number field and Γ a finitely generated infinite subgroup of
K∗ of arithmetic rank γ. Let L be a finite Galois extension of K and C a conjugacy class
in Gal(L /K). Further, let κ ∈ R+, define ψκ(n) :=

∑
s|n µ(s)sκ, and set

c
(κ)
Γ,C :=

∑
n≥1

ψκ(n)|C(Γ, n)|
nκ[LΓ,n : K]

.

Then c
(κ)
Γ,C converges absolutely. Assuming GRH for the fields LΓ,n, n ∈ N, this constant

is positive and we have∑
p∈PC (x ,L /K)

Γ⊂(OK / p)∗

ordΓ(p)κ = c
(κ)
Γ,C · li(x

κ+1) +O

(
xκ+1

(log x)2−3/ log log log x

)
,

whenever x > 2. Here, the O-term13 depends on Γ, L and κ.

Remark 5.4. Note that we seemingly saved a bit upon the error term in Proposition
5.1. The reason for this is simply that, different to Theorem 5.3, the error term in Propo-
sition 5.1 is uniform, if absolute value of nominator and denominator of a do not exceed
x. Moreover, the 3 appearing in the O-term of Theorem 5.3 may even be replaced by any
real number larger than 4 · log 2. This will become clear in the proof of Lemma 5.8.

Because of the alternating nature of ψκ(n), it is by no means obvious whether c
(κ)
Γ,C is

positive or zero, and how this depends on K, L, C, κ, or Γ. In the rational case Kurlberg
and Pomerance established the positivity by expressing ca in terms of Euler products.
Unfortunately, we failed to derive such an expression in general, and only managed to

prove the positivity of c
(κ)
Γ,C under GRH using a different approach which is based on ideas

of Lenstra. This proof will be given in Section 5.2.3. Nevertheless, we believe in this

positivity, and it seems that appropriate expressions for c
(κ)
Γ,C may easily be established

which underline this property, whenever one considers a fixed choice for K, L, Γ and C.
In Sections 5.3 and 5.4 we will in fact confirm this claim by deducing precise formulae

for c
(κ)
Γ,C in two prominent examples which prove positivity in both cases. To start with,

however, let us prove Theorem 5.3.

12In the present and the subsequent chapter we restrict to conjugacy classes, for convenience. The case of
a union of conjugacy classes may be easily derived from this.
13For the remainder of this chapter and Chapter 6 we agree on the convention that a dependence of an
implied constant on L may also include dependencies on C and K if we don’t need the precision.
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5.2. Proof of Theorem 5.3

Throughout this section we tacitly assume the occurring prime ideals of K to satisfy
Γ ⊂ (OK / p)∗, for notational convenience, as this condition fails only for finitely many
prime ideals which do not effect our arguments. For all such prime ideals we recall the
elementary identity

ordΓ(p) =
N p−1

indΓ(p)
.

To prove the asymptotic formula of Theorem 5.3, we let x > 2, set z := log x and proceed
as in [51]. First, we separate prime ideals in PC (x ,L /K) according to the size of indΓ(p):∑

p∈PC (x ,L /K)

ordΓ(p)κ

(N p−1)κ
=

∑
p∈PC (x ,L /K)

1

indΓ(p)κ

=
∑

p∈PC (L /K)
indΓ(p)≤z

1

indΓ(p)κ
+

∑
p∈PC (x ,L /K)

indΓ(p)>z

1

indΓ(p)κ

=
∑

p∈PC (x ,L /K)
indΓ(p)≤z

∑
rs|indΓ(p)

µ(s)

rκ
+

∑
p∈PC (x ,L /K)

indΓ(p)>z

1

indΓ(p)κ
.(5.3)

Here we used the elementary identity

1

nκ
=
∑
rs|n

µ(s)

rκ
,

valid for any n ∈ N. Note that we are summing ordΓ(p)κ/(N p−1)κ instead of ordΓ(p)κ

as it turns out to be more convenient and may easily be reverted by a simple partial
summation argument. Next, we split the first term of (5.3) once more, so that (5.3)
becomes

(5.4)
∑

p∈PC (x ,L /K)

∑
rs|indΓ(p)
rs≤z

µ(s)

rκ
−

∑
p∈PC (x ,L /K)

indΓ(p)>z

∑
rs|indΓ(p)
rs≤z

µ(s)

rκ

︸ ︷︷ ︸
=:E2

+
∑

p∈PC (x ,L /K)
indΓ(p)>z

1

indΓ(p)κ

︸ ︷︷ ︸
=:E1

.

We treat the three terms in (5.4) separately. The first of these will turn out to be the
dominating term, and is treated first in Section 5.2.1. We postpone the treatment of the
error terms E1 and E2 to Section 5.2.2.

5.2.1. Treatment of the main term. In this subsection we aim to deduce an as-
ymptotic formula for the first term in (5.4). After a change of summation order, the
aforesaid term becomes

(5.5)
∑
rs≤z

µ(s)

rκ

∑
p∈PC (L /K)
rs|indΓ(p)

1.

We treat the inner sum of (5.5) by Proposition 4.7, the effective Čebotarev density theorem
under GRH. To enable its application, it is necessary to prove the subsequent lemma.

Lemma 5.5. For any n ∈ N we have that C(Γ, n) is either empty or a conjugacy class
in Gal(LΓ,n /K) of size |C|.
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Proof. Assume that C(Γ, n) is not empty and let σ ∈ C(Γ, n). Note that C(Γ, n) is
clearly closed under conjugation because L and KΓ,n are Galois over K. Since τστ−1|L
runs through C as τ runs through Gal(LΓ,n /K), C(Γ, n) contains a conjugacy class of
Gal(LΓ,n /K) with at least |C| elements. On the other hand, C(Γ, n)→ C, σ 7→ σ|L is an
injective map, since LΓ,n = L ·KΓ,n (cf. [46, p. 154]). This yields |C(Γ, n)| ≤ |C|, and also
proves that C(Γ, n) must be a conjugacy class. �

Now let p ∈ PC (L /K), and observe that n | indΓ(p) is equivalent to n | inda(p) for
every a ∈ Γ, since (OK / p)∗ is a cyclic group. By a result due to Dedekind (cf. [86,
p. 50]), this is, for all but finitely many p, equivalent to requiring that p splits completely
in KΓ,n. Thus we find ∑

p∈PC (x ,L /K)
n|indΓ(p)

1 = πC(Γ,n)(x,LΓ,n /K) +O(1),

where the implied constant may depend on Γ and L (cf. [86, p. 50]). Proposition 4.7,
Lemma 5.5 and Lemma 4.12 then yield14∑

p∈PC (x ,L /K)
n|indΓ(p)

1− |C(Γ, n)|
[LΓ,n : K]

li(x)� |C|
[LΓ,n : K]

x1/2 log
(

∆LΓ,n
x[LΓ,n:Q]

)
+ log

(
∆LΓ,n

)
�L,Γ x

1/2 log x.

Hence, (5.5) becomes

(5.6) li(x)
∑
rs≤z

µ(s)

rκ
· |C(Γ, rs)|

[LΓ,rs : K]
+OL,Γ

∑
n≤z

x1/2 log x

∣∣∣∣∑
rs=n

µ(s)

rκ

∣∣∣∣
 .

The inner sum of the O-term is ≤ 1 since κ ∈ R+. Hence

(5.7)
∑
n≤z

x1/2 log x

∣∣∣∣∑
rs=n

µ(s)

rκ

∣∣∣∣ ≤ zx1/2 log x.

The next step consists of showing that the sum over rs in (5.6) converges absolutely,
as z →∞, and computing its limit. To this end, we note the following estimate15 for the
field degrees [KΓ,n : K].

Lemma 5.6. For any n ∈ N we have

[KΓ,n : K]� nϕ(n),

where the implied constant depends on K and Γ.

Proof. We only give a proof for the case where K /Q is abelian. The general case
may be handled by similar arguments but is more elaborate. Let a = α/β ∈ Γ, with
α, β ∈ OK, be of infinite order in Γ. By the estimate

[KΓ,n : K] ≥ [K( n
√
a, ζn) : K],

we may restrict to bounding the degree [K( n
√
a, ζn) : K] from below. Since K( n

√
a, ζn)

coincides with K( n
√
βn−1α, ζn), we may without loss of generality assume a ∈ OK. By

14Note that the assertion of Proposition 4.7 trivially holds if C(Γ, n) is empty.
15 It should be mentioned that Lemma 5.6 is not sharp and could presumably be replaced by the stronger
bound [KΓ,n : K]� nγϕ(n) instead. However, the corresponding proof appears more involved and Lemma
5.6 suffices for our purposes, so we abstain from this precision, for convenience.
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Lemma 1.6 of [103] we may then choose an embedding of K into C such that aa ∈ R is
different from 1, because a is not a root of unity. Here, a denotes the complex conjugate
of a. The obvious estimate

[K( n
√
a, ζn) : K] = [K( n

√
a, ζn) : K(ζn)] · [K(ζn) : K]

�K [K( n
√
a, ζn) : K(ζn)] · ϕ(n)

breaks down the problem to appropriately bound [K( n
√
a, ζn) : K(ζn)] from below. By

Kummer theory (cf. [12, p. 205ff]) this degree equals n/m, where m is the largest divisor
of n such that a is an m-th power in K(ζn). Since K /Q is assumed abelian, the same
holds true for K(ζn)/Q and we clearly have m

√
aa ∈ K(ζn). Hence, Q( m

√
aa) must also be

abelian over Q. By the choice of the complex embedding from above, this however implies
that m is bounded from above by a constant only depending16 on a, and we finally obtain

[K( n
√
a, ζn) : K]�K [K( n

√
a, ζn) : K(ζn)] · ϕ(n)�a nϕ(n)

which proves the assertion. �

Now, recall the definition of ψκ(n) in Theorem 5.3 which gives us∑
rs≤z

µ(s)

rκ
· |C(Γ, rs)|

[LΓ,rs : K]
=
∑
n≤z

ψκ(n)|C(Γ, n)|
nκ[LΓ,n : K]

.

By Lemmas 5.5, 5.6 and 4.5 and the obvious estimate |ψκ(n)| ≤ rad(n)κ, this sum con-
verges absolutely, as z →∞:∑

n>z

ψκ(n)|C(Γ, n)|
nκ[LΓ,n : K]

�Γ,K
∑
n>z

rad(n)κ

ϕ(n)nκ+1
≤
∑
n>z

1

ϕ(n)n
� 1

z
.

Combining this estimate with (5.5), (5.6) and (5.7), we finally obtain∑
rs≤z

µ(s)

rκ

∑
p∈PC (L /K)
rs|indΓ(p)

1 = c
(κ)
Γ,C · li(x) +OΓ,L

(
zx1/2 log x+

x

z log x

)
,(5.8)

with c
(κ)
Γ,C as asserted in Theorem 5.3.

5.2.2. Treatment of the error terms. To complete the proof of the asserted as-
ymptotic formula in Theorem 5.3, it remains to give reasonable upper bounds for the
remainder terms E1 and E2 defined in (5.4). For this purpose we prove the following
lemma, a simple number field generalization17 of Theorem 6 of [51].

Lemma 5.7. Assume the GRH for the fields LΓ,n, n ∈ N. Then for x > 2 and
1 ≤ L ≤ log x, we have∣∣∣∣{p ∈ P(x ,K) : ordΓ(p) ≤ N p−1

L

}∣∣∣∣� π(x)

L
+
x log log x

log2 x
,

where the implied constant depends on Γ and K.

16The constant accounts for possible powers of aa which are contained in Q and hence in K. Since
(αα)/(ββ) is an l-th power in K for some l | n if and only if the same holds for ααβn−1βn−1, it was
warrantable to assume a ∈ OK in the beginning.
17In Lemma 5.7, one may replace L by Lγ in the denominator, if Lemma 5.6 holds with the stronger bound
[KΓ,n : K]� nγϕ(n).
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Proof. To begin with, we note that one may for convenience restrict to prime ideals
of K which are linear, for the contribution of the remaining prime ideals is OK(

√
x/ log x).

Thus it suffices to bound the cardinality of{
p ∈ P(x ,K) linear : ordΓ(p) ≤ N p−1

L

}
from above. We proceed as in the corresponding proof in [51], but only deal with those

prime ideals which satisfy indΓ(p) > x1/2 log2 x. For the remaining prime ideals one simply
uses Proposition 4.7 and Lemma 5.6 to generalize the arguments in [51]. Let a = α/β,
with α, β ∈ OK, be of infinite order in Γ. Since orda(p) ≤ ordΓ(p), it is sufficient to
estimate the size of

M :=

{
p ∈ P(x ,K) linear : orda(p) ≤ N p−1

x1/2 log2 x

}
.

To do so, we generalize Hooley’s argument [42] presented in Section 1.2 to number fields
(cf. also [47, p. 353]). If at ≡ 1 mod p, we clearly have p | αt − βt. Hence, we obtain∏

p∈M
p

∣∣∣∣∣ ∏
t≤
√
x/ log2 x

(
αt − βt

)
.

From this one deduces

2
|M|
[K:Q] ≤

∏
p≤x
M3p |p

p

∣∣∣∣∣ ∏
t≤
√
x/ log2 x

∣∣NK /Q
(
αt − βt

)∣∣
since prime ideals in M are linear, and there are at most [K : Q] prime ideals of K lying
over the same rational prime. If σ runs through the [K : Q] embeddings of K into C, we
clearly have ∣∣NK /Q

(
αt − βt

)∣∣ =
∏
σ

∣∣σ(α)t − σ(β)t
∣∣

≤
∏
σ

(
|σ(α)|t + |σ(β)|t

)
≤ At[K:Q],

because t ≥ 1, where we put A := 2 ·max
σ
{σ(α), σ(β)}. Finally, we obtain

|M | ≤ [K : Q]2 logA
∑

t≤
√
x/ log2 x

t ≤ [K : Q]2 logA · x

log4 x
. �

From this lemma we infer the following upper bounds for the remainders E1 and E2.

Lemma 5.8. Under GRH for the fields LΓ,n, n ∈ N, we have

E1 �Γ,K
x log log x

(log x)2+κ
and E2 �Γ,K

x

(log x)2−3/ log log log x
.

Proof. From Lemma 5.7 and the arrangement z = log x one immediately deduces

E1 =
∑

p∈PC (x ,L /K)
indΓ(p)>z

1

indΓ(p)κ
�Γ,K

1

zκ

(
π(x)

z
+
x log log x

log2 x

)
� x log log x

log2+κ x
.
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To estimate E2, we proceed as in [51], and observe

(5.9) αz(n) :=

∣∣∣∣∑
rs|n
rs≤z

µ(s)

rκ

∣∣∣∣ ≤∑
d|n
d≤z

∣∣∣∣∑
s|d

µ(s)sκ

dκ

∣∣∣∣ =
∑
d|n
d≤z

|ψκ(d)|
dκ

.

From this we easily infer the estimates

(5.10) αz(n) ≤ z

and

(5.11) αz(n) ≤
∏
pe‖n
p≤z

(
1 +

pκ − 1

pκ
+ · · ·+ pκ − 1

pκe

)
< 2ωz(n),

where ωz(n) shall denote the number of distinct prime divisors ≤ z of n. We have

|E2| ≤
∑

p∈PC (x ,L /K)
indΓ(p)>z

αz(indΓ(p)) ≤ E2,1 + E2,2 + E2,3

with

E2,1 :=
∑

p∈PC (x ,L /K)
indΓ(p)>z

ωz(indΓ(p))≤w

αz(indΓ(p)), E2,2 :=
∑

p∈PC (x ,L /K)

z<indΓ(p)≤x1/2 log2 x
ωz(indΓ(p))>w

αz(indΓ(p)),

E2,3 :=
∑

p∈PC (x ,L /K)

indΓ(p)>x1/2 log2 x

αz(indΓ(p)),

where w := 4 log z/ log log z. Combining Lemma 5.7 with (5.11) immediately yields

E2,1 ≤ 2w
∑

p∈PC (x ,L /K)
indΓ(p)>z

1�Γ,K 2w
(

x

z log x
+
x log log x

log2 x

)
� 2w · x log log x

log2 x
(5.12)

� x

log2 x
exp

(
4 log 2 log log x

log log log x
+ log log log x

)
� x

(log x)2−3/ log log log x

since 4 · log 2 < 3. As for E2,3, we proceed as in the proof of Lemma 5.7, and utilizing
(5.10) we easily obtain

(5.13) E2,3 ≤ z
∑

p∈PC (x ,L /K)

indΓ(p)>x1/2 log2 x

1�Γ,K
zx

log4 x
=

x

log3 x
.

The estimation of E2,2 is the hardest part and we only show how to break it down to the
corresponding problem in [51]. To start with, we interchange summation order and obtain

(5.14) E2,2 ≤ z
∑

z<n<x1/2 log2 x
ωz(n)>w

∑
p∈PC (x ,L /K)

indΓ(p)=n

1 ≤ z
∑

z<n<x1/2 log2 x
ωz(n)>w

∑
p∈P(x ,K)
N p≡1 (n)

1
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by (5.10). Separating prime ideals of K by their inertia degree fp over Q, the Brun-
Titchmarsh inequality yields∑

p∈P(x ,K)
N p≡1 (n)

1 =
∑

p∈P(x ,K)
fp=1

N p≡1 (n)

1 +
∑

p∈P(x ,K)
fp=2

N p≡1 (n)

1 +O(x1/3)

�K π(x; 1, n) + π(x1/2; 1, n) + π(x1/2;−1, n) + x1/3

� x

ϕ(n) log x
+ x1/3.

Inserting this into (5.14) and recalling the definition z, we obtain

E2,2 �K
zx

log x

∑
z<n<x1/2 log2 x

ωz(n)>w

1

ϕ(n)
= x

∑
z<n<x1/2 log2 x

ωz(n)>w

1

ϕ(n)
.

As shown in [51], the sum over n is O(log−2 x) and hence E2,2 �K x/ log2 x. Combining
this estimate with (5.12) and (5.13), we obtain the desired estimate for E2. �

Combining (5.3), (5.4) with (5.8) and Lemma 5.8, and recalling that z = log x, we
finally obtain

(5.15)
∑

p∈PC (x ,L /K)

ordΓ(p)κ

(N p−1)κ
= c

(κ)
Γ,C · li(x) +O

(
x

(log x)2−3/ log log log x

)
,

where the implied constant may depend on L, Γ and κ. A simple partial summation
argument completes the proof of the asserted asymptotic formula in Theorem 5.3. �

5.2.3. The positivity of c
(κ)
Γ,C under GRH. Let us now take a closer look at c

(κ)
Γ,C .

Unfortunately, the involved field degrees prevent us from expressing this constant in terms
of Euler products, and due to the alternating of ψκ(n), we failed to establish its positivity
in general. However, we managed to prove this fact at least under GRH.

Lemma 5.9. Assume GRH for the fields LΓ,n, n ∈ N. Then the constant c
(κ)
Γ,C is

positive for every choice of K, Γ, L, C and κ.

To prove this statement, we disregard the definition of c
(κ)
Γ,C and choose a rougher

approach. The key idea is the following. For any n ∈ N, we have the trivial bound

(5.16)
∑

p∈PC (x ,L /K)

ordΓ(p)κ

(N p−1)κ
≥ 1

nκ

∑
p∈PC (x ,L /K)

indΓ(p)|n

1.

By results of Lenstra [58], valid under GRH, the sum on the right of (5.16) runs either
over a finite set of prime ideals, or over a set of prime ideals of positive density. For a fixed
choice of K,L,Γ, and C, it is easy to show that the first case does not occur for infinitely
many n. For such n, the right side of (5.16) is then � x/ log x which proves Lemma 5.9
and completes the proof of Theorem 5.3. We proceed with a rigorous account of these
arguments.

Proof. Let n ∈ N. Following Lenstra (cf. Proposition 2.4), we set q(l) := l · lνl(n),
for every rational prime l, and assume GRH. Let h denote the product of primes l for
which Γ ⊂ K∗q(l), a finite number by Lemma 5.1 of [58]. By Proposition 2.6, the set

M(n) := {p ∈ PC (x ,L /K) : indΓ(p) | n}
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has positive density if and only if there exists σ ∈ Gal(L(ζh)/K) such that

(5.17) σ |L∈ C and σ |LΓ,q(l)
6= id , whenever LΓ,q(l) ⊂ L(ζh).

Certainly, h does not increase if we enlarge n by multiplying it with some positive integer.
Therefore, we may choose n a sufficiently large multiple of h, so that LΓ,q(l) 6⊂ L(ζh) for
any prime l. For such n, condition (5.17) is obviously true, and the assertion follows. �

Remark 5.10. Another way to prove Lemma 5.9 under GRH is to utilize Lemma 5.7
with L sufficiently small, so that the left side of (5.15) is bounded from below by a function
of x which dominates the error term in (5.15). We will use a similar argument to prove the
positivity of an asymptotic constant in a related elliptic curve problem which we consider
in Chapter 9.

Now that we have convinced ourselves of the positivity of c
(κ)
Γ,C , at least under GRH,

we spend the remainder of this chapter to address its computation in two special cases:
In Section 5.3 we consider a real quadratic field K and compute the asymptotic constant
for κ-th moments of the residual order of its group of units UK over all prime ideals of K.
Afterwards, in Section 5.4, we deal with the distribution of orda(p) for a positive rational
number a over primes p in an arithmetic progression modulo an odd prime q.

5.3. Residual order of units of a real quadratic field modulo prime ideals

As a first example for the computation of the asymptotic constant of Theorem 5.3,
we consider moments of the residual order of the group of units of a real quadratic field
over all of its prime ideals. Hence, we let K := Q(

√
d), with squarefree d ∈ N, and set

Γ := UK = 〈±ε〉, where ε ≥ 1 denotes a fundamental unit of K. The discriminant of K
will be denoted by ∆, i.e. ∆ = d if d ≡ 1 (4), and ∆ = 4d otherwise. As we consider the
reduction of Γ modulo all prime ideals of K, we set L := K, thence C := {id}. For any
n ∈ N, we infer C(Γ, n) = {id}, straight from its definition (5.2). Hence, by Theorem 5.3
we have

(5.18) c
(κ)
UK,{id} =

∑
n≥1

ψκ(n)

nκ[K(ζn, n
√
ε, n
√
−ε) : K]

=
∑
n≥1

ψκ(n)

nκ[K(ζ2n, n
√
ε) : K]

,

for any κ ∈ R+. Thus, the main part of computing c
(κ)
UK,{id} consists of determining the

field degrees [K( n
√
ε, ζ2n) : K]. Beforehand, we wish to stress the necessity to distinguish

between the cases NK /Q(ε) = 1 and NK /Q(ε) = −1. The underlying issue is the following:

In the latter case, K(
√
ε) is clearly not Galois over Q which turns out to be very convenient

for the computation of the field degrees [K( n
√
ε, ζ2n) : K]. In case NK /Q(ε) = 1, however,

K(
√
ε) is Galois over Q with Galois group isomorphic to C2⊕C2. Apart from K there are

then two other quadratic subfields of K(
√
ε) which causes difficulties in the computation

of [K( n
√
ε, ζ2n) : K]. The aforesaid quadratic subfields are given by

K+ := Q(
√
ε+
√
ε
−1

) and K− := Q(
√
ε−
√
ε
−1

),

with respective discriminants ∆+ and ∆− (cf. [90]). Note that the odd parts of ∆+ and

∆− are coprime, and one has K = Q(
√

∆+ ·∆−). Both properties are easily inferred from
the definition of K+ and K−. As for the field degrees [K( n

√
ε, ζ2n) : K], we obtain the

following statement.
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Lemma 5.11. For any n ∈ N, we have

[K( n
√
ε, ζ2n) : K] =

nϕ(2n)

ϑ(n)
,

with

ϑ(n) :=

{
2, if ∆ | 2n,
1, otherwise,

if NK /Q(ε) = −1, and

ϑ(n) :=


4, if lcm(∆,∆+,∆−) | 2n,
1, if ∆+ - 2n and ∆− - 2n,

2, otherwise,

if NK /Q(ε) = 1.

Proof. We proceed similar to the proofs of Lemma 7 in [90] and Proposition 4.1 in
[101]. Let n ∈ N, and consider the following diagram of field extensions:

K( n
√
ε, ζ2n)

K( n
√
ε) K(ζ2n)

r

K
s

Q

2

To determine s, we first note that

s =

{
ϕ(2n), if

√
d 6∈ Q(ζ2n),

ϕ(2n)
2 , if

√
d ∈ Q(ζ2n).

If d ≡ 1 (4), we have
√
d ∈ Q(ζ2n) if and only if d | n. If d ≡ 2, 3 (4), then Q(

√
d) is

contained in Q(ζ2n) if and only if 2d | n. These are easy consequences of Theorem 8.3 of
[86, p. 50] and the theory of cyclotomic fields (see e.g. [54, p. 76f]). It remains to compute
r according to the sign of NK /Q(ε).

Assume that NK /Q(ε) = −1, and let p be a prime dividing n. If ε was a p-th power

in K(ζ2n), the extension Q( p
√
ε)/Q would be a subextension of the abelian extension

K(ζ2n)/Q, and hence abelian too. But Q( p
√
ε)/Q is not even Galois. (Since NK /Q(ε) = −1

this also holds for p = 2 as mentioned above.) So ε cannot be a p-th power in K(ζ2n).
Now assume that 4 | n, and −4ε is a 4-th power in K(ζ2n). Since ε > 0 and 1 + i ∈ K(ζ2n)
this would yield the existence of x ∈ K(ζ2n) ∩ R such that

4ε = | − 4ε| = |x+ ix|4 = 4x4.

But as we have seen, this is impossible, for ε cannot be a perfect power in K(ζ2n). Thus,
Xn − ε is irreducible over K(ζ2n) (cf. [46, p. 170]), and we have r = n.

Now assume NK /Q(ε) = 1. By Kummer theory the degree r equals n/m where m is
the largest integer such that ε is an m-th power in K(ζ2n) (cf. [12, p. 205ff]). As before,
one may easily show that m is not divisible by an odd prime. Also m is not divisible by
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4. For otherwise Q( 4
√
ε)/Q, which is clearly not normal, would be a subextension of the

abelian extension K(ζ2n)/Q. Thus we have r = n/2 if
√
ε ∈ K(ζ2n) and r = n otherwise.

Clearly,
√
ε ∈ K(ζ2n) holds if and only if one of

√
∆+ or

√
∆− (and hence the other, too) is

contained in K(ζ2n). If one of ∆+ and ∆− divides 2n, then
√

∆+ and
√

∆− are contained
in K(ζ2n) by the same arguments as above. If both ∆+ and ∆− do not divide 2n, then
∆ cannot divide 2n either. Hence, neither of K, K+ and K− is a subfield of Q(ζ2n),
whence the degree of the composite field Q(

√
ε) ·Q(ζ2n) over Q equals 4ϕ(2n) and

√
ε is

not contained in K(ζ2n). �

To be in the position of giving a concise expression for c
(κ)
UK,{id}, let us introduce some

auxiliary notation. For any n ∈ N, we define

fκ(n) :=
ψκ(n)

nκ+1ϕ(n)
,

clearly a multiplicative function, and set

(5.19) Fκ(n) :=
∏
p|n

pκ+2

pκ+2 − 1
and Gκ(n) :=

∏
p|n

(
1− pκ − 1

p− 1

p

pκ+2 − 1

)
.

The following relation between these quantities will be of great value.

Lemma 5.12. For a, b ∈ N such that b | a we have∑
n≥1

rad(n)|a

fκ(bn) =
fκ(b)Fκ(b)Gκ(a)

Gκ(b)
.

Proof. Since fκ(n) is multiplicative, we have

(5.20)
∑
n≥1

rad(n)|a

fκ(bn) =
∑
l≥1

rad(l)|b

∑
m≥1

(m,b)=1
rad(m)|a

fκ(blm) =
∑
l≥1

rad(l)|b

fκ(bl)
∑
m≥1

(m,b)=1
rad(m)|a

fκ(m).

Using the mutliplicativity of fκ(n) again, the sum over m is easily expressed in terms of
geometric sums: ∑

m≥1
(m,b)=1
rad(m)|a

fκ(m) =
∏
p|a
p-b

(
1 +

∑
i≥1

1− pκ

p(κ+1)iϕ(pi)

)
=
Gκ(a)

Gκ(b)
.

To treat the sum over l in (5.20), we note that

fκ(pe1pe2) =
fκ(pe1)

pe2(κ+2)

holds for any prime p, and integers e1 ≥ 1 and e2 ≥ 0. Thus we obtain∑
l≥1

rad(l)|b

fκ(bl) = fκ(b)
∑
l≥1

rad(l)|b

1

lκ+2
= fκ(b)Fκ(b),

which completes the proof. �
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To make life even easier, we introduce further notation. If NK /Q(ε) = −1, we write

D :=

{
∆, if ∆ ≡ 1 (4),
∆
2 , if ∆ ≡ 0 (4).

If NK /Q(ε) = 1, we let

D :=

{
lcm(∆,∆+,∆−), if lcm(∆,∆+,∆−) ≡ 1 (4),

lcm(∆,∆+,∆−)/2, if lcm(∆,∆+,∆−) ≡ 0 (4),

and set

D+ :=

{
∆+, if ∆+ ≡ 1 (4),
∆+

2 , if ∆+ ≡ 0 (4),
and D− :=

{
∆−, if ∆− ≡ 1 (4),
∆−

2 , if ∆− ≡ 0 (4).

Furthermore, we set

(5.21) c(κ) :=
∏
p

(
1− pκ − 1

p− 1

p

pκ+2 − 1

)
.

Remark 5.13. Note that c(1) yields the Stephens’ constant introduced in Remark

5.2. The subsequent theorem reveals that c
(κ)
UK,{id} is a positive rational multiple of c(κ),

and in Section 5.4 we will convince ourselves of the same phenomenon in another setting.

We believe that this phenomenon holds true in general, and c
(κ)
Γ,C is a positive rational

multiple of c(κ), whenever Γ has arithmetic rank γ equal to 1. Hence, c(κ) yields an
adequate generalization of cStephens to the κ-th moment case if γ = 1, and we speak of

c(κ) as the generalized Stephens’ constant (of rank 1). In a similar way, one may introduce
generalized Stephens’ constants of rank γ for any γ ∈ N.

Theorem 5.14. Let K = Q(
√
d) be a real quadratic field of discriminant ∆. Then,

using the notation introduced above, we have

c
(κ)
UK,{id} = c(κ) · ηκ(d)

with a correction factor

ηκ(d) := 1− fκ(2)Fκ(2)

2Gκ(2)
+
fκ(D)Fκ(D)

Gκ(D)
− fκ([2, D])Fκ(2D)

2Gκ(2D)

if NK /Q(ε) = −1, and

ηκ(d) : = 1− fκ(2)Fκ(2)

2Gκ(2)
+

2fκ(D)Fκ(D)

Gκ(D)
− fκ([2, D])Fκ(2D)

Gκ(2D)

+
fκ(D+)Fκ(D+)

Gκ(D+)
+
fκ(D−)Fκ(D−)

Gκ(D−)
− fκ([D+, D−])Fκ(D+D−)

Gκ(D+D−)

− fκ([2, D+])Fκ(2D+)

2Gκ(2D+)
− fκ([2, D−])Fκ(2D−)

2Gκ(2D−)
+
fκ(lcm(2, D+, D−))Fκ(2D+D−)

2Gκ(2D+D−)

if NK /Q(ε) = 1. In particular, c
(κ)
UK,{id} is a positive rational multiple of c(κ).
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Proof. We proceed similarly to the proof of Proposition 3 in [51]. Let us first assume
NK /Q(ε) = −1 and note that ϕ(2n) = n if n is odd and ϕ(2n) = 2ϕ(n) if n is even. By
Lemma 5.11, we have

(5.22) [K( n
√
ε, ζ2n) : K] =


nϕ(n)

2 , if D | n, 2 - n,
nϕ(n), if D | n, 2 | n or if D - n, 2 - n,
2nϕ(n), if D - n, 2 | n,

for any n ∈ N. By (5.18) and (5.22) we thus obtain

c
(κ)
UK,{id} = 2

∑
n≥1

D|n,2-n

fκ(n) +
∑
n≥1

D|n,2|n

fκ(n) +
∑
n≥1

D-n,2-n

fκ(n) +
1

2

∑
n≥1

D-n,2|n

fκ(n)

= 2
∑
n≥1
D|n

fκ(n)−
∑
n≥1

D|n,2|n

fκ(n) +
∑
n≥1
D-n

fκ(n)− 1

2

∑
n≥1

D-n,2|n

fκ(n)

=
∑
n≥1

fκ(n) + fκ(Dn)− fκ(2n)

2
− fκ([2, D]n)

2
.

By the multiplicativity of fκ(n), c
(κ)
UK,{id} equals

(5.23)

( ∑
n≥1

rad(n)|[2,D]

fκ(n) + fκ(Dn)− fκ(2n)

2
− fκ([2, D]n)

2

)( ∑
n≥1

(2D,n)=1

fκ(n)

)
.

As in the proof of Lemma 5.12 the right sum in (5.23) can be easily expressed as an Euler
product: ∑

n≥1
(2D,n)=1

fκ(n) =
∏
p-2D

(
1 +

∑
i≥1

1− pκ

p(κ+1)iϕ(pi)

)
=

c(κ)

Gκ(2D)

To treat the first sum in (5.23), we invoke Lemma 5.12 and obtain

c
(κ)
UK,{id} = c(κ)

(
1 +

fκ(D)Fκ(D)

Gκ(D)
− fκ(2)Fκ(2)

2Gκ(2)
− fκ([2, D])Fκ(2D)

2Gκ(2D)

)
which proves the asserted formula for c

(κ)
UK,{id} in case NK /Q(ε) = −1.

Let us now consider the more fiddly case NK /Q(ε) = 1. Just as above, Lemma 5.11
and (5.18) yield

c
(κ)
UK,{id} = 4

∑
D|n,2-n

+2
∑

D-n,2-n
D+|n or D−|n

+2
∑

[2,D]|n

+
∑
2-n

D+-n,D−-n

+
∑

2|n,D-n
D+|n or D−|n

+
1

2

∑
2|n

D+-n,D−-n

= 4
∑
D|n

−2
∑

[2,D]|n

+2
∑
D-n

D+|n or D−|n

−
∑

2|n,D-n
D+|n or D−|n

+
∑

D+-n,D−-n

−1

2

∑
2|n

D+-n,D−-n

with each sum ranging over n ∈ N and summing fκ(n). By the definition of D, D+

and D−, it is clear that D | n already implies D+ | n and D− | n. Thus, using basic
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set-theoretic arguments, we infer

c
(κ)
UK,{id} = 2

∑
D|n

−
∑

[2,D]|n

+2
∑

D+|n or D−|n

−
∑
2|n

D+|n or D−|n

+
∑

D+-n,D−-n

−1

2

∑
2|n

D+-n,D−-n

= 2
∑
D|n

−
∑

[2,D]|n

+
∑
−1

2

∑
2|n

+
∑

D+|n or D−|n

−1

2

∑
2|n

D+|n or D−|n

=
∑
−1

2

∑
2|n

+2
∑
D|n

−
∑

[2,D]|n

+
∑
D+|n

+
∑
D−|n

−
∑

[D+,D−]|n

−1

2

∑
[2,D+]|n

−1

2

∑
[2,D−]|n

+
1

2

∑
[2,D+,D−]|n

.

Proceeding as above one easily deduces the asserted formula for NK /Q(ε) = 1. A rather

tedious calculation finally establishes the asserted positivity of c
(κ)
UK,{id} in both cases. �

To conclude this section with, we provide some numerical data for the constants c(κ)

and the correction factors ηκ(d). Table 5.1 shows a small selection of approximate values

for c(κ) and the limit

(5.24) c∞ := lim
κ→∞

c(κ) =
∏
p

(
1− 1

p2 − p

)

to which c(κ) decreasingly tends to, as κ→∞.

κ c(κ) ≈ κ c(κ) ≈
1 0.57595997 4 0.39266027
2 0.45893750 5 0.38307636
3 0.41305713 ∞ 0.37395582

Table 5.1. A sample of approximate values for c(κ). For all computations
we used the formulae (5.21) and (5.24) running over primes less than 107.

As for the correction factors ηκ(d), the Tables 5.2 and 5.3 provide samples of exact
and approximate values for η1(d) according to the the sign of NK /Q(ε). From this data
it becomes evident that the correction factor in case κ = 1 is approximately 6/5. This is
not surprising as ηκ(d) is, at least for large d, typically dominated by the term

1 +
fκ(2)Fκ(2)

2Gκ(2)
=

3 · 2κ

2κ+1 + 1

which equals 6/5 if κ = 1, and increasingly tends to 3/2, as κ → ∞. Moreover, this
behaviour indicates that the particular choice of the real quadratic field has only little

influence on the size of c
(κ)
UK,{id}, especially if d gets large in the norm −1 case.
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d ε η1(d) η1(d) ≈
2 1 +

√
2 19/16 1.1875

5 1/2 +
√

5/2 684/595 1.14957983193

10 3 +
√

10 11429/9520 1.20052521008

13 3/2 +
√

13/2 2604/2183 1.19285387082

17 4 +
√

17 29268/24475 1.19583248212

26 5 +
√

26 209581/174640 1.20007443885

29 5/2 +
√

29/2 29196/24359 1.19857136992

37 6 +
√

37 303468/253075 1.19912278969

41 32 + 5
√

41 413028/344395 1.19928570392

Table 5.2. Correction factors η1(d) for fundamental units of norm −1.

d ε η1(d) η1(d) ≈
3 2 +

√
3 2191/1840 1.19076086957

6 5 + 2
√

6 559/460 1.2152173913

7 8 + 3
√

7 31839/26800 1.18802238806

11 10 + 3
√

11 125327/105520 1.18770849128

14 15 + 4
√

14 3993/3350 1.19194029851

15 4 +
√

15 263209/218960 1.2020871392

19 170 + 39
√

19 649743/547120 1.1875694546

21 5/2 +
√

21/2 1895/1541 1.22972096042

22 197 + 42
√

22 31373/26380 1.18927217589

23 24 + 5
√

23 1153631/971440 1.18754735238

30 11 + 2
√

30 126027/109480 1.15114176105

31 1520 + 273
√

31 2827167/2380720 1.18752604254

33 23 + 4
√

33 186199/151685 1.22753733065

34 35 + 6
√

34 46341/39160 1.18337589377

35 6 +
√

35 3829513/3189200 1.20077542957

38 37 + 6
√

38 162507/136780 1.18809036409

39 25 + 4
√

39 61194/50209 1.21878547671

42 13 + 2
√

42 18581/15410 1.20577547047

43 3482 + 531
√

43 7549071/6357040 1.18751352831

46 24335 + 3588
√

46 144247/121430 1.18790249526

47 48 + 7
√

47 9858719/8302000 1.18751132257

Table 5.3. Correction factors η1(d) for fundamental units of norm +1.

5.4. Residual order of rational numbers modulo primes in arithmetic
progression

A recurring procedure in number theory is to generalize questions concerning prime
numbers to primes in arithmetic progression. In view of the work of Kurlberg and
Pomerance [51], it is therefore natural to ask for average order, or even moments in
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general, of the residual order of a single rational number a 6= 0,±1, written as a = α/β,
with coprime integers α and β 6= 0, over primes in an arithmetic progression, say p ≡ b (q)
with q ∈ N and (q, b) = 1. This problem is attackable by Theorem 5.3. We therefore
set K := Q, Γ := 〈a〉 ⊂ Q∗, L := Q(ζq), and let Cb,q be the singleton containing the

automorphism σb of Gal(Q(ζq)/Q) which acts on Q(ζq) by σb(ζq) = ζbq . Then, assuming
GRH, we indeed obtain∑

p≤x
p≡b (q)
p-α,β

orda(p)
κ =

∑
p∈PCb,q (x,Q(ζq)/Q)

p-α,β

orda(p)
κ ∼ c(κ)

〈a〉,Cb,q li(x1+κ),

as x→∞, with

(5.25) c
(κ)
〈a〉,Cb,q =

∑
n≥1

ψκ(n)|Cb,q(〈a〉, n)|
nκ[Q( n

√
a, ζ[q,n]) : Q]

.

Recall that

Cb,q(〈a〉, n) =
{
σ ∈ Gal(Q( n

√
a, ζ[n,q])/Q) : σ|Q(ζq) = σb, σ|Q( n

√
a,ζn) = id

}
,

as defined in (5.2), and Q( n
√
a, ζ[q,n]) is the composite field of Q( n

√
a, ζn) and Q(ζq).

By Lemma 5.9, we already know that the constant in (5.25) is positive, at least under
GRH, and we proceed to confirm this fact by computing (5.25) explicitly. However, we
restrict to a rather moderate setting, i.e. we only consider the case that a be positive and
q be an odd prime, for this avoids many complications and clarifies the arguments. As in
the preceding section we start with the determination of the degrees [Q( n

√
a, ζ[q,n]) : Q].

To this end, we proceed as in [51], and introduce some more notation to make life easier
in the sequel. We write a = ah0 , where h ∈ N and a0 is a positive rational number which
is not a perfect power in Q. Further, we set e := ν2(h), and let a0 = a1a

2
2 with a1 ∈ Z

squarefree and a2 ∈ Q. Finally, we define

(5.26) ρ(a) :=

{
[2e+1, a1], if a1 ≡ 1 (4),

[2e+1, 4a1], if a1 ≡ 2, 3 (4),

and note that the odd part of ρ(a) is squarefree. We obtain the following statement.

Lemma 5.15. For any positive rational number a, any prime q and any n ∈ N we have

[Q( n
√
a, ζ[q,n]) : Q] =

nϕ([q, n])

(n, h)βa([q, n])
,

where, for any k ∈ N, we define

βa(k) :=

{
2, if ρ(a) | k,
1, otherwise.

Proof. By Kummer theory the degree of Q( n
√
a, ζ[q,n]) over Q(ζ[q,n]) is the smallest

k ∈ N such that the k-th power of n
√
a is contained in Q(ζ[q,n]) (cf. [12, p. 205ff]). The

assertion then follows by the same arguments as in Lemma 5.11. �

Different to the preceding section, the size of Cb,q(〈a〉, n) is no longer constant, but
may vary with n between the values 0 and 1 (cf. Lemma 5.5). This makes the computation
of (5.25) more involved. We address this problem in the subsequent lemma.
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Lemma 5.16. Let a be a positive rational number, q an odd prime, and b ∈ Z coprime
to q. For any n ∈ N we have Cb,q(〈a〉, n) = {id} if b ≡ 1 (q). If b 6≡ 1 (q), then we have

|Cb,q(〈a〉, n)| =

{
1, if q - n,
0, otherwise,

if q - ρ(a), and

|Cb,q(〈a〉, n)| =

{
1, if q - n and ρ(a)

q - n, or if q - n and
(
b
q

)
= 1,

0, otherwise,

if q | ρ(a).

Proof. If b ≡ 1 (q), then σb is the identity in Gal(Q(ζq)/Q), and one clearly has
id ∈ Cb,q(〈a〉, n). By Lemma 5.5 the assertion follows for b ≡ 1 (q).

Now assume b 6≡ 1 (q). Then σb 6= id in Gal(Q(ζq)/Q). By Lemma 5.15 we have

[Q( n
√
a, ζ[q,n]) : Q] =

nϕ([q, n])

(n, h)βa([q, n])

on the one hand, and

[Q( n
√
a, ζn) : Q] =

nϕ(n)

(n, h)βa(n)

on the other. Using basic facts from Galois theory (cf. [46, p. 153ff]) and the elementary
identity

(5.27) ϕ(m)ϕ(n) = ϕ([m,n])ϕ((m,n)),

we find

[Q( n
√
a, ζn) ∩Q(ζq) : Q] =

{
ϕ((q, n)), if βa([q, n]) = βa(n),

2ϕ((q, n)), otherwise.

If q divides n, then Q(ζq) is contained in Q( n
√
a, ζn), and Cb,q(〈a〉, n) must be empty. Thus,

we may assume q - n, thence ϕ((q, n)) = 1.
If βa([q, n]) = βa(n), then the natural map from Gal(Q( n

√
a, ζ[q,n]) into the direct prod-

uct of Gal(Q( n
√
a, ζn)/Q) and Gal(Q(ζq)/Q) is an isomorphism, and therefore Cb,q(〈a〉, n)

consists of exactly one automorphism. One easily checks that under the assumption q - n
the condition βa([q, n]) = βa(n) is true for all n, if q - ρ(a), and if q | ρ(a), it is true,

whenever ρ(a)
q - n.

Finally, assume βa([q, n]) 6= βa(n). In this case the intersection M := Q( n
√
a, ζn)∩Q(ζq)

is the unique quadratic subfield of Q(ζq). (Note that Gal(Q(ζq)/Q) is cyclic, because q
is prime.) The extension Q( n

√
a, ζ[q,n])/M is the direct product of the Galois extensions

Q( n
√
a, ζn)/M and Q(ζq)/M and hence Galois itself. If σb is contained in Gal(Q(ζq)/M),

it may be lifted uniquely to Cb,q(〈a〉, n), whence |Cb,q(〈a〉, n)| = 1. If σb /∈ Gal(Q(ζq)/M),
then Cb,q(〈a〉, n) is clearly empty. Since σb is contained in Gal(Q(ζq)/M) if and only if b
is a square in (Z /q Z)∗, the assertion follows. �

We are now well prepared to prove the subsequent theorem which yields precise ex-

pressions for c
(κ)
〈a〉,Cb,q and confirms its positivity.
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Theorem 5.17. Let a be a positive rational number, and h and ρ(a) as defined at the
beginning of this section. Let q be an odd prime, b some integer coprime to q, and κ ∈ R+.
Define

fκ(h, q, n) :=
ψκ(n)(n, h)ϕ

(
(q, n)

)
nκ+1ϕ(n)

and set Fκ(h, q, p) :=
∑

i≥0 fκ(h, q, pi) and Fκ(h, q, p, t) :=
∑

i<t fκ(h, q, pi) for any prime

p and any non-negative integer t. Finally, set ρ̃(a) := ρ(a)/(q, ρ(a)).

(i) If b ≡ 1 (q), we have

c
(κ)
〈a〉,Cb,q =

1

ϕ(q)

(∏
p

Fκ(h, q, p)

)(
1 +

∏
p|ρ̃(a)

(
1− Fκ(h, q, p, νp(ρ̃(a)))

Fκ(h, q, p)

))
.

(ii) If b 6≡ 1 (q), and either
(
b
q

)
= 1 or q - ρ(a), then we have

c
(κ)
〈a〉,Cb,q =

1

ϕ(q)

(∏
p6=q

Fκ(h, q, p)

)(
1 +

∏
p|ρ̃(a)

(
1− Fκ(h, q, p, νp(ρ̃(a)))

Fκ(h, q, p)

))
.

(iii) If
(
b
q

)
= −1 and q | ρ(a), then

c
(κ)
〈a〉,Cb,q =

1

ϕ(q)

(∏
p6=q

Fκ(h, q, p)

)(
1−

∏
p|ρ̃(a)

(
1− Fκ(h, q, p, νp(ρ̃(a)))

Fκ(h, q, p)

))
.

In particular c
(κ)
〈a〉,Cb,q is a positive rational multiple of c(κ).

Proof. Our proof uses ideas of the proof of Proposition 3 of [51]. For convenience
we write gκ(n) := |Cb,q(n)|fκ(h, q, n). By Lemma 5.15, (5.25) and (5.27), we easily obtain

c
(κ)
〈a〉,Cb,q =

1

ϕ(q)

∑
n≥1

gκ(n) +
1

ϕ(q)

∑
n≥1

ρ(a)|[q,n]

gκ(n).

From the definition of ρ̃(a), it is clear that ρ(a) divides [n, q] if and only if ρ̃(a) divides n,
because q is odd, and the odd part of ρ(a) is squarefree. Hence, we have

(5.28) c
(κ)
〈a〉,Cb,q =

1

ϕ(q)

∑
n≥1

(
gκ(n) + gκ(ρ̃(a)n)

)
.

Let us first compute (5.28) in one of the cases
(
b
q

)
= 1 or q - ρ(a), for in these cases

|Cb,q(〈a〉, n)|, and hence gκ(n) too, is multiplicative in n (cf. Lemma 5.16). Under this
assumption, (5.28) becomes

(5.29) c
(κ)
〈a〉,Cb,q =

1

ϕ(q)

∑
n≥1

rad(n)|ρ̃(a)

(
gκ(n) + gκ(ρ̃(a)n)

) ∑
n≥1

(n,ρ̃(a))=1

gκ(n).

The rightmost sum in (5.29) can easily be expressed as an Euler product:

(5.30)
∑
n≥1

(n,ρ̃(a))=1

gκ(n) =
∏
p-ρ̃(a)

∑
i≥0

gκ(pi).
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The first sum in (5.29) may be split up into two sums, the first of which being treated as
in (5.30):

(5.31)
∑
n≥1

rad(n)|ρ̃(a)

gκ(n) =
∏
p|ρ̃(a)

∑
i≥0

gκ(pi).

As for the remaining sum, we may write∑
n≥1

rad(n)|ρ̃(a)

gκ(ρ̃(a)n) =
∏
p|ρ̃(a)

∑
i≥νp(ρ̃(a))

gκ(pi)(5.32)

=
∏
p|ρ̃(a)

(∑
i≥0

gκ(pi)−
∑

i<νp(ρ̃(a))

gκ(pi)

)
.

Combining equations (5.29)–(5.32) we are led to

c
(κ)
〈a〉,Cb,q =

1

ϕ(q)

(∏
p

∑
i≥0

gκ(n)

)(
1 +

∏
p|ρ̃(a)

(
1−

∑
i<νp(ρ̃(a)) gκ(pi)∑

i≥0 gκ(pi)

))
.

Now we note that |Cb,q(〈a〉, n)| depends only on the squarefree part of n (cf. Lemma 5.16),
whence |Cb,q(〈a〉, pi)| = |Cb,q(〈a〉, p)| holds for any prime p and i ∈ N. Therefore, the sum∑

i≥0 gκ(n) equals
∑

i≥0 fκ(h, q, n) if |Cb,q(〈a〉, p)| = 1, and it equals 1 otherwise. In case

b ≡ 1 (q), we have Cb,q(〈a〉, n) = 1 for any n ∈ N, and thus obtain

c
(κ)
〈a〉,Cb,q =

1

ϕ(q)

(∏
p

Fκ(h, q, p)

)(
1 +

∏
p|ρ̃(a)

(
1− Fκ(h, q, p, νp(ρ̃(a)))

Fκ(h, q, p)

))
in this case. Now assume b 6≡ 1 (q). By Lemma 5.16 we have Cb,q(〈a〉, p) = ∅ if and only
if p = q. Thus

c
(κ)
〈a〉,Cb,q =

1

ϕ(q)

(∏
p6=q

Fκ(h, q, p)

)(
1 +

∏
p|ρ̃(a)

(
1− Fκ(h, q, p, νp(ρ̃(a)))

Fκ(h, q, p)

))
.

Let us now assume q | ρ(a) and
(
b
q

)
= −1, so that gκ(n) is no longer multiplicative.

However, by Lemma 5.16, we at least have

|Cb,q(〈a〉,mn)| = |Cb,q(〈a〉,m)| · |Cb,q(〈a〉, n)|

if (ρ̃(a), n) = 1. Hence, (5.29) and (5.30) remain valid. As for the first sum in (5.29), we
note that gκ(ρ̃(a)n) = 0 holds for all n ∈ N by Lemma 5.16. Accordingly, we obtain∑

n≥1
rad(n)|ρ̃(a)

(
gκ(n)+gκ(ρ̃(a)n)

)
=

∑
n≥1

rad(n)|ρ̃(a)
ρ̃(a)-n

fκ(h, q, n)

=
∑
n≥1

rad(n)|ρ̃(a)

fκ(h, q, n)−
∑
n≥1

rad(n)|ρ̃(a)
ρ̃(a)|n

fκ(h, q, n)

=

( ∏
p|ρ̃(a)

Fκ(h, q, p)

)(
1−

∏
p|ρ̃(a)

(
1− Fκ(h, q, p, νp(ρ̃(a)))

Fκ(h, q, p)

))
,
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since fκ(h, q, n) is multiplicative in n. By the same arguments as above, Lemma 5.16
finally yields

c
(κ)
〈a〉,Cb,q =

1

ϕ(q)

(∏
p6=q

Fκ(h, q, p)

)(
1−

∏
p|ρ̃(a)

(
1− Fκ(h, q, p, νp(ρ̃(a)))

Fκ(h, q, p)

))
.

It is an easy exercise to show that the obtained expressions are positive and, expressing

Fκ(h, q, p) in terms of geometric sums, reveals that c
(κ)
〈a〉,Cb,q is a rational multiple of c(κ). �

Remark 5.18. Theorem 5.17 reveals a somewhat surprising phenomenon. Intuitively,
one might expect that orda(p) distributes equally over the residue classes of (Z /q Z)∗ on
average. Theorem 5.17 shows that this is not true in general. Indeed, if q - ρ(a), then

c
(κ)
〈a〉,Cb,q is constant on residue classes b ∈ (Z /q Z)∗\{1}, whereas c

(κ)
〈a〉,C1,q

is smaller by the

factor Fκ(h, q, q) < 1 than any of these. If q | ρ(a), then c
(κ)
〈a〉,Cb,q is not even constant on

residue classes b 6≡ 1 (q) and its value differs according to whether b is a square modulo

q or not. In fact, c
(κ)
〈a〉,Cb,q happens to be larger for squares b modulo q if and only if ρ(a)

has an even number of square divisors.

To conclude this section, we provide a small computation to affirm that our results
agree with the results of Kurlberg and Pomerance [51]. Let a, q and b be as above
and recall the definition of the constant ca given in Proposition 5.1. This constant should
naturally arise from the constants computed in Theorem 5.17 by the relation

(5.33) ca =

q−1∑
b=1

c
(1)
〈a〉,Cb,q .

We illustrate this in the (easier) case q - ρ(a). Let therefore f(h, n) := rad(n)(−1)ω(n)(n,h)
n3

and set F (h, p) :=
∑

i≥0 f(h, pi) and F (h, p, t) :=
∑

i<t f(h, pi) for any prime p and any

non-negative integer t. Kurlberg and Pomerance proved (cf. Proposition 3 of [51])

ca =
∏
p

F (h, p)

(
1 +

∏
p|ρ(a)

(
1− F (h, p, νp(ρ(a)))

F (h, p)

))
.

To validate (5.33), we first note the elementary relations

ϕ(q) · f(h, qi) = f1(h, q, qi), ϕ(q) · (F (h, q)− 1) = F1(h, q)− 1,

and
f(h, pi) = f1(h, q, pi), F (h, p) = F1(h, p), F (h, p, t) = F1(h, p, t)

which are easily verified for any prime p 6= q and i ≥ 1. By Theorem 5.17 we then deduce

q−1∑
b=1

c
(1)
〈a〉,Cb,q =

(
c

(1)
〈a〉,C1,q

+
(
ϕ(q)− 1

)
c

(1)
〈a〉,C2,q

)
=

1

ϕ(q)

(
F1(h, q, q) + ϕ(q)− 1

)∏
p6=q

F (h, p)

(
1 +

∏
p|ρ(a)

(
1− F (h, p, νp(ρ(a)))

F (h, p)

))

=
∏
p

F (h, p)

(
1 +

∏
p|ρ(a)

(
1− F (h, p, νp(ρ(a)))

F (h, p)

))
= ca

which proves (5.33) if q - ρ(a). The other case may be handled similarly.



CHAPTER 6

Double Averaging of the Residual Index over Prime Ideals

In the preceding chapter we investigated moments of the residual order over prime
ideals in a suitable number field setting. In this chapter we return to the corresponding
problem for the residual index. As already mentioned in Chapter 4, this task appears
much more delicate, and not attackable by common methods. To simplify the question,
we consider it on average which, as we will see, allows for asymptotic formulae in the spirit
of (4.2). Most of this chapter is to appear in the author’s article [1].

In Section 6.1 we provide a precise formulation of the problem we are investigating
and state the main theorems of this chapter. The subsequent section serves to establish
rather elementary results about moments of index and order in finite abelian groups which
prove beneficial throughout the remainder of this thesis. In Section 6.3 we make up for
the proofs of the theorems stated in Section 6.1, making intense use of the tools provided
in Section 4.3. Afterwards, for the sake of completeness, we address the corresponding
problem for the residual order, and quote a result of Luca which settles the problem in
the rational case. To conclude with, we present a method to reduce the summation range
of the considered “double average sums” by the Poisson summation formula.

6.1. Wagstaff’s heuristic on average

As before, we let κ ∈ R+, choose a Galois extension L /K of number fields, fix a
conjugacy class C of Gal(L /K), and consider a finitely generated, not necessarily torsion-
free, infinite subgroup Γ of K∗ with arithmetic rank γ ∈ N. Originally, we were interested
in asymptotic formulae for the κ-th moment of indΓ(p) over prime ideals in PC (L /K):∑

p∈PC (x ,L /K)

Γ⊂(OK / p)∗

indΓ(p)κ.

As explained in detail in Section 4.1, however, it seems hopeless to attack this task by
common methods. Instead, we modify the problem and consider the average order of

(6.1) Indκγ(p) :=
∑

a1,...,aγ∈(OK / p)∗

ind〈a1,...,aγ〉(p)κ

(N p−1)γ
,

over prime ideals p ∈ PC (L /K). Obviously, Indκγ(p) is the κ-th moment of ind〈a1,...,aγ〉(p)

averaged over all tupels (a1, . . . , aγ) ∈ (OK / p)∗γ . One may hope that the behaviour of the

reduction of Γ modulo p (whenever Γ ⊂ (OK / p)∗) resembles that of a generic subgroup
of (OK / p)∗, so that Indκγ(p) yields a reasonable approximation18 of indΓ(p)κ.

It turns out that Indκγ(p) is much easier to handle than indΓ(p)κ. Due to the additional
averaging process, precise asymptotic estimates for the average order of Indκγ(p) over prime
ideals in PC (L /K) become available. We formulate these in the subsequent theorem. The
result is unconditional and depends on whether γ = κ, γ > κ or γ < κ. The latter two

18Of course one must keep track of a possible torsion part of Γ which is not taken into account.
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cases turn out to be easier and admit asymptotic formulae while in the first case we at
least determined the corresponding growth rate.

Theorem 6.1. Let K, L, C, κ and γ be as above. For n ∈ N, we set

cC(n) :=

{
|C|, if {σ ∈ C : σ|L∩K(ζn) = id} 6= ∅,
0, otherwise.

Let furthermore ϕt(n) be the multiplicative function defined by ϕt(p
e) := pe

(
1− 1

pt

)
for

any prime power pe, e ∈ N, and any t ∈ R+.

(i) If γ > κ, then

∑
p∈PC (x ,L /K)

Indκγ(p) = li(x)
∑
n≥1

cC(n)ϕκ(n)

nγ−κ+1[L(ζn) : K]
+O

 li(x)

(log log x)
γ(γ−κ)
2γ−κ −ε

 ,

where the implied constant depends19 on L, γ, κ and ε, and the sum over n is
convergent and positive.

(ii) If γ = κ, then

x�L
∑

p∈PC (x ,L /K)

Indκγ(p)�K x.

(iii) If γ < κ, then

∑
p∈PC (x ,L /K)

Indκγ(p) = li(xκ−γ+1)
∑
n≥1

cC(n)ϕγ(n)

nκ−γ+1[L(ζn) : K]
+O

 li(xκ−γ+1)

(log log x)
κ(κ−γ)
2κ−γ −ε

 ,

where the implied constant depends on L, γ, κ and ε, and the sum over n is conver-
gent and positive.

As Theorem 6.2 will show, the asymptotic constant and the error term in Theorem
6.1 (i) can be simplified and improved, respectively, and Theorem 6.1 (ii) can be replaced
by an asymptotic formula under GRH, if one additionally assumes that L and K are both
Galois over Q. We conjecture that such an asymptotic formula holds in general.

Theorem 6.2. With the notations of Theorem 6.1, assume that L and K are Galois
over Q, and let m be some positive integer such that Lab, the abelian part of L, is contained
in Q(ζm). Set

A
(κ)
γ,C :=

|C|
[L : K]

∑
d|m

cC(d)6=0

[L∩Q(ζd) : Q]ϕγ−κ+1

(
m
d

)
a

(κ)
γ (m, d)

mdγ−κ
,

with certain positive real numbers a
(κ)
γ (m, d) given by Euler products which only depend on

κ, γ, m and d and will be defined in Lemma 6.11. Then A
(κ)
γ,C is positive and we have:

(i) If γ > κ, then

∑
p∈PC (x ,L /K)

Indκγ(p) = ζ(γ − κ+ 1) ·A(κ)
γ,C · li(x) +O

 li(x)

(log x)
γ(γ−κ)
6γ−3κ

−ε

 ,

19Just as in Chapter 5, a dependency on L may also include dependencies on K and C.
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where ζ(s) is the Riemann zeta function and the implied constant depends on L, γ,
κ and ε.

(ii) If γ = κ and one assumes the GRH for the fields L(ζn), n ≥ 1, then∑
p∈PC (x ,L /K)

Indκγ(p) = A
(κ)
γ,C · x+OL

(
x log log x

log x

)
,

(iii) If γ < κ, then

∑
p∈PC (x ,L /K)

Indκγ(p) = ζ(κ− γ + 1) ·A(γ)
κ,C · li(x

κ−γ+1) +O

 li(xκ−γ+1)

(log x)
κ(κ−γ)
6κ−3γ

−ε

 ,

where the implied constant depends on L, γ, κ and ε.

Remark 6.3. By the Kronecker-Weber theorem (cf. [68, p. 273]), an integer m as in

Theorem 6.2 always exists. Although not obvious from its definition, the constant A
(κ)
γ,C

in Theorem 6.2 does not depend on the choice of m as will become clear in Section 6.3.3.

Moreover, if κ = 1, then a
(1)
γ (m, d) = 1 holds, for any γ ∈ N and all d | m (cf. Lemma

6.11) which simplifies A
(κ)
γ,C substantially.

Theorem 6.2 supports (4.2) and Wagstaff’s heuristic in particular. Theorem 6.2 (ii)
remains true unconditionally if Proposition 4.9, the number field analogue of the Bombieri-
Vinogradov theorem, is applicable. This is the case, if L∩Q(ζn) = Q holds for all n ∈ N,
and the largest abelian subgroup H of Gal(L /Q) for which H ∩ C 6= ∅ has index ≤ 4
inside Gal(L /Q) (see the paragraph after (6.27) in Section 6.3.3 for more details). In
particular, Theorem 6.2 (ii) holds unconditionally if L = Q. In case γ = κ = 1 this result
was independently proved by Felix [27].

At last, the asymptotic formulae in Theorem 6.1 (i) and (iii) hold with the better
error terms of Theorem 6.2 if there exists a field tower Q = M0 ⊂ M1 ⊂ · · · ⊂ Ms = K
in which each field is Galois over the preceding one. This is a consequence of stronger
upper bounds for possible Siegel zeroes of Dedekind zeta functions (cf. Proposition 4.10).
Further explanations will be provided in Section 6.3.1.

6.2. Index and order in finite abelian groups

Throughout this section let G be an arbitrary finite abelian group. For any γ ∈ N,
and any κ ∈ R+, we define

Indκγ(G) :=
1

|G|γ
∑

a1,...,aγ∈G

|G|κ

|〈a1, . . . , aγ〉|κ
,

and

Ordκγ(G) :=
1

|G|γ
∑

a1,...,aγ∈G
|〈a1, . . . , aγ〉|κ.

These quantities represent the κ-th moment of index and order of 〈a1, . . . , aγ〉 inside G,
respectively, averaged over all (a1, . . . , aγ) ∈ Gγ . Let furthermore λγ(G) denote the car-
dinality of the largest subgroup of G generated by γ elements. This quantity clearly
satisfies

(6.2) λγ(G) =
∏
p||G|

λγ(Gp),
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where Gp denotes the p-Sylow subgroup of G. For convenience, we write λ(G) instead of
λ1(G) for the exponent of G. For any divisor d of λγ(G), we define

fG,γ(d) := ] {(a1, . . . , aγ) ∈ Gγ : |〈a1, . . . , aγ〉| = d}
and its associated summatory function

hG,γ(d) :=
∑
e|d

fG,γ(e).

Then we clearly have

(6.3) Indκγ(G) =
1

|G|γ−κ
∑

d|λγ(G)

fG,γ(d)

dκ
,

and

(6.4) Ordκγ(G) =
1

|G|γ
∑

d|λγ(G)

fG,γ(d)dκ.

The aim of this section is to derive basic properties of Indκγ(G) and Ordκγ(G). We
will establish explicit formulae for these for special families of groups G which frequently
occur in the context of residue rings in number fields and elliptic curves defined over finite
fields. On the other hand, we also prove upper and lower bounds for Ind1

γ(G) which prove
beneficial in Section 7.5. Our account is inspired by the work of Luca and Shparlinski
who investigated Ord1

1(G) in [71].
To start with, we prove the following observation which reduces the problem of deter-

mining Indκγ(G) and Ordκγ(G) to the case where G is a finite p-group.

Lemma 6.4. Let κ ∈ R+ and γ ∈ N. Let further G ∼=
⊕

p||G|Gp be the decomposition

of a finite abelian group G into its p-Sylow subgroups and d a divisor of λγ(G). Then:

fG,γ(d) =
∏
p||G|

fGp,γ(pνp(d)),(6.5)

hG,γ(d) =
∏
p||G|

hGp,γ(pνp(d)),(6.6)

Indκγ(G) =
∏
p||G|

Indκγ(Gp),(6.7)

Ordκγ(G) =
∏
p||G|

Ordκγ(Gp).(6.8)

Proof. Let AG,γ(d) := {(a1, . . . , aγ) ∈ Gγ : |〈a1, . . . , aγ〉| = d}. By definition, we
obviously have fG,γ(d) = |AG,γ(d)|. As one can easily verify, the natural isomorphism
ψ : Gγ →

∏
p||G|G

γ
p induces a bijection

AG,γ(d)
1:1←→

∏
p|λγ(G)

AGp,γ(pνp(d))

which yields (6.5). From this one deduces (6.6) immediately. Equations (6.7) and (6.8)
then follow from (6.2)–(6.5). �

This lemma enables us to establish explicit formulae for Indκγ(G) and Ordκγ(G) which
may be of independent interest, and yield an easy tool to compute Indκγ(G) and Ordκγ(G)
for specific choices of G.
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Lemma 6.5. Let G be a finite abelian group, κ ∈ R+, γ ∈ N and for any prime p | |G|
let Gp denote the corresponding p-Sylow subgroup. Then we have

Indκγ(G) =
|G|κ

λγ(G)κ

∏
p||G|

1 +

(
1− 1

pκ

)
λγ(Gp)

κ

|Gp|γ

αp−1∑
j=0

hGp,γ(pj)

pjκ

 ,
and

Ordκγ(G) = λγ(G)κ
∏
p||G|

1− pκ − 1

|Gp|γλγ(Gp)κ

αp−1∑
j=0

pjκhGp,γ(pj)

 ,
where αp is defined by λγ(Gp) = pαp.

Proof. By the previous lemma, it suffices to consider the case where G is a finite
abelian p-group, G = Cpα1 ⊕ · · · ⊕ Cpαn say, with integers α1 ≥ · · · ≥ αn ≥ 1. Recall that

Cn denotes the cyclic group of n elements. For convenience, we set α :=
∑min(γ,n)

i=1 αi, and
observe λγ(G) = pα. By partial summation, we obtain

Indκγ(G) =
1

|G|γ−κ
α∑
i=0

fG,γ(pi)

piκ

=
|G|κ

|G|γ

hG,γ(pα)

λγ(G)κ
−
α−1∑
j=0

(
1

p(j+1)κ
− 1

pjκ

)
hG,γ(pj)


=
|G|κ

λγ(G)κ

1 +

(
1− 1

pκ

)
λγ(G)κ

|G|γ
α−1∑
j=0

hG,γ(pj)

pjκ

 ,
since hG,γ(pα) is the number of all elements in Gγ . The same argument yields the assertion
for Ordκγ(G). �

For an arbitrary finite abelian group G the determination of hG,γ(d), and hence of
Indκγ(G) and Ordκγ(G), seems very involved, for arbitrary γ ∈ N. In case γ = 1, the reader
may find an exact expression for hG,1(d) in [71]. We briefly address the computation of
these quantities for two types of groups with a “sufficiently nice” structure which frequently
occur in the sequel, not least in this chapter.

As a first example we assume G to be a finite cyclic group. This situation arises in the
present chapter, as the groups (OK / p)∗ are cyclic of order N p−1, for every prime ideal
p of K. In this case an easy computation reveals the following nice result.

Lemma 6.6. Let G be a finite cyclic group, γ ∈ N and d a divisor of λγ(G) = |G|.
Then we have

fG,γ(d) =
∑
e|d

µ(e)

(
d

e

)γ
and hG,γ(d) = dγ ,

and for any κ ∈ R+ we have

Ordκγ(G) = |G|κ
∏
pe‖|G|

(
1− p(γ+κ)e − 1

p(γ+κ)e
· pκ − 1

pγ+κ − 1

)
,

as well as

Indγγ(G) =
∏
pe‖|G|

(
1 +

(
1− 1

pγ

)
e

)
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and

Indκγ(G) =
∏
pe‖|G|

(
1 +

(
1− 1

pκ

)
1− p(κ−γ)e

pγ−κ − 1

)
,

if γ 6= κ.

Proof. Let d divide |G|. Since G is cyclic, there is exactly one subgroup H of G with
d elements and we have H ⊃ 〈a1, . . . , aγ〉 for ai ∈ G if and only if all ai are contained in
H. Hence hG,γ(d) = |H|γ = dγ , and the formula for fG,γ(d) follows by Möbius inversion.
Now assume G = Cpe , for some prime p and e ∈ N. Then, by Lemma 6.5 we easily get

Ordκγ(G) = |G|κ
1− pκ − 1

p(γ+κ)e

e−1∑
j=0

p(γ+κ)j

 = |G|κ
(

1− pκ − 1

p(γ+κ)e
· p

(γ+κ)e − 1

pγ+κ − 1

)

and

Indκγ(G) = 1 +

(
1− 1

pκ

)
p(κ−γ)e

e−1∑
j=0

p(γ−κ)j .

In case γ = κ, this immediately yields

Indγγ(G) = 1 +

(
1− 1

pγ

)
e,

and if γ 6= κ, we easily get

Indκγ(G) = 1 +

(
1− 1

pκ

)
p(κ−γ)e · p

(γ−κ)e − 1

pγ−κ − 1
= 1 +

(
1− 1

pκ

)
1− p(κ−γ)e

pγ−κ − 1
.

�

The second example we are discussing is motivated by the theory of elliptic curves
over finite fields which we get back to in Part III. If E is an elliptic curve defined over Fp,
for some prime p, then the group of Fp-rational points E(Fp) has the form Cd ⊕ Cde with
appropriate d, e ∈ N. See Chapter 8 for details. We restrict to γ = 1, the only case that
matters for us, and obtain the following precise expressions for hG,1(·) and fG,1(·) and a
sufficient lower bound for Ordκ1(G).

Lemma 6.7. Let d, e ∈ N and G ∼= Cd ⊕ Cde. For any divisor k of λ(G) = de we have

fG,1(k) =
∑
l|k

µ(l)k

l

(
k

l
, d

)
and hG,1(k) = k(k, d),

and

Ordκ1(G) ≥ (de)κ
∏
p||G|

(
1− 1

p
− 1

p2

)
Proof. By Lemma 6.4 it suffices to consider G = Cpm ⊕ Cpn with a prime p and

integers 0 ≤ m ≤ n. Let k = pi with an integer 0 ≤ i ≤ n. Elements of the form
(a1, a2) ∈ G with a1 ∈ Cpm and a2 ∈ Cpn are counted by hG,1(k) if and only if a1 and a2

are contained in a subgroup of Cpm and Cpn with pmin{i,m} and pi elements, respectively.
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Hence, we have hG,1(k) = k(k, pn) and by Möbius inversion the assertion for fG,1(k)
follows. Combining this with Lemma 6.5 yields

Ordκ1(G) = pnκ

1− pκ − 1

pm+npnκ

αp−1∑
j=0

pjκpj(pj , pm)


= pnκ

1− pκ − 1

pm+npnκ

m−1∑
j=0

pj(κ+2) + pm
n−1∑
j=m

pj(κ+1)


= pnκ

[
1− pκ − 1

pm+npmκ

(
p(κ+2)m − 1

pκ+2 − 1
+ p2m · p

(κ+1)(n−m) − 1

pκ+1 − 1

)]

> pnκ

[
1− pκ − 1

pκ+2 − 1
· p

(κ+2)m

pm+npnκ
− pκ − 1

pκ+1 − 1
· p

(κ+1)(n−m)

pn−mpnκ

]

≥ pnκ
[
1− pκ − 1

pκ+2 − 1
− pκ − 1

pκ+1 − 1

]
> pnκ

(
1− 1

p
− 1

p2

)
,

where in the last line we utilized 0 ≤ m ≤ n. �

To conclude this section we return to the treatment of an arbitrary finite abelian group
G, and prove upper and lower bounds for Ind1

γ(G). These estimates become of interest in
Chapter 7, where they are applied to the groups (OK / a)∗ for an arbitrary ideal a of K
which are not cyclic in general. Similar results may be obtained for κ > 1 or Ordκγ(G) (see
also [71]), but are omitted because they won’t be needed any further in the sequel.

Theorem 6.8. Let G be a finite abelian group and γ ∈ N. Then

|G|
λ(G)

≤ Ind1
1(G) ≤ τ(λ(G)) · |G|

λ(G)

and if γ > 1 we have

|G|
λγ(G)

≤ Ind1
γ(G) ≤ 2ω(|G|) · |G|

λ(G)
.

Proof. The lower bounds are in both cases obvious from Lemma 6.5. As for the
upper bounds, by Lemma 6.4 it suffices to consider the case of a finite, abelian p-group,
because τ(n) and 2ω(n) are multiplicative. Hence, assume that G = Cpα1 ⊕ · · · ⊕ Cpαn
holds with α1 ≥ . . . αn ≥ 1, and define α and β by λγ(G) = pα and |G| = pβ. Then

hG,γ(pk) ≤ hG,1(pk)γ ≤ pγ
∑n
i=1 min(k,αi)

holds for any k = 0, . . . , α − 1, since |〈a1, . . . , aγ〉| | pk certainly implies |〈ai〉| | pk for all
i = 1, . . . , γ. By Lemma 6.5, we thus obtain

(6.9) Ind1
γ(G) · λγ(G)

|G|
≤ 1 +

(
1− 1

p

)
pα

pβγ

α−1∑
k=0

pγ
∑n
i=1 min(k,αi)

pk
.

In case γ = 1, this yields

Ind1
1(G) · λ(G)

|G|
≤ 1 +

(
1− 1

p

) α1−1∑
k=0

pmin(k,α1)

pk
≤ α1 + 1 = τ(λ(G)).
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If γ > 1, we set α0 := α and αn+1 := 0 and the right side of (6.9) is

= 1 +

(
1− 1

p

)
pα

n∑
j=0

αj−1∑
k=αj+1

pγ
∑j
i=1 k−αi

pk

= 1 +

(
1− 1

p

)(
pα

α−1∑
k=α1

p−k +
n∑
j=1

pα−γ
∑j
i=1 αi

αj−1∑
k=αj+1

p(γj−1)k

)

= pα−α1 +

(
1− 1

p

) n∑
j=1

pα−γ
∑j
i=1 αi · p

(γj−1)(αj−αj+1) − 1

pγj−1 − 1
· p(γj−1)αj+1

γ>1
≤ pα−α1 +

n∑
j=1

pα−γ
∑j
i=1 αi · p(γj−1)αj−γj+1

≤ pα−α1 + pα−α1

n∑
j=1

p−γj+1

γ>1
≤ 2pα−α1 .

This proves the assertion. �

6.3. Proofs of Theorems 6.1 and 6.2

Let us now return to the original problem and investigate the average behaviour of
Indκγ(p) over p ∈ PC (L /K), for arbitrary κ ∈ R+ and γ ∈ N. Since Indκγ(p) equals
Indκγ((OK / p)∗) as defined in Section 6.2, we may apply the results from Section 6.2. By
Lemma 6.6 and (6.3) we have

(6.10) Indκγ(p) =
∑

d|N p−1

1

dγ−κ

∑
f |N p−1

d

µ(f)

fγ
.

Summing over p ∈ PC (L /K), we thus obtain

(6.11)
∑

p∈PC (x ,L /K)

Indκγ(p) =
∑

p∈PC (x ,L /K)

∑
d|N p−1

1

dγ−κ

∑
f |(N p−1)/d

µ(f)

fγ
.

This formula turns out to be a vital tool in case γ ≥ κ. In case κ > γ, however, the term
1/dγ−κ causes serious troubles, and it is more convenient to consider

(6.12)
∑

p∈PC (x ,L /K)

Indκγ(p)

(N p−1)κ−γ
=

∑
p∈PC (x ,L /K)

∑
d|N p−1

1

dκ−γ

∑
f |d

µ(f)

fγ
,

which is easily derived from Lemma 6.6 and (6.3) if one exchanges the roles of d and
(N p−1)/d. We start with the proof of Theorem 6.1 and first consider parts (i) and (iii),
as it turns out to be more convenient to treat the cases κ = γ and κ 6= γ separately.

6.3.1. Proof of Theorem 6.1 (i) and (iii). Let us first consider the case γ 6= κ.
Rearranging the right sides of (6.11) and (6.12), yields

(6.13)
∑

p∈PC (x ,L /K)

Indκγ(p) =
∑
f≤x

µ(f)

fγ

∑
d≤x

1

dγ−κ

∑
p∈PC (x ,L /K)
N p≡1 (df)

1
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in case γ > κ, and

(6.14)
∑

p∈PC (x ,L /K)

Indκγ(p)

(N p−1)κ−γ
=
∑
f≤x

µ(f)

fκ

∑
d≤x

1

dκ−γ

∑
p∈PC (x ,L /K)
N p≡1 (df)

1

for γ < κ. Observing (6.13) and (6.14), we notice that the respective right sides are almost
identical, only κ and γ have swapped their roles. It therefore suffices to study the case
γ > κ by the right side of (6.13), and transfer the results to the case κ > γ later on.

Henceforth, we thus assume γ > κ until further notice. To get rid of the terms for
large d and f , we prove the following lemma.

Lemma 6.9. Let κ ∈ R+ and γ ∈ N satisfy γ > κ. For any positive parameters
1 < y, z ≤ xα, with 0 < α < 1/2, we have∑

f≤x

µ(f)

fγ

∑
d≤x

1

dγ−κ

∑
p∈PC (x ,L /K)
N p≡1 (df)

1 =
∑
f≤y

µ(f)

fγ

∑
d≤z

1

dγ−κ

∑
p∈PC (x ,L /K)
N p≡1 (df)

1

+O

(
x2/3 +

x

xα(γ−κ)
+

li(x)

yγ
+

li(x)

zγ−κ

)
,

where the implied constant depends on K, γ and κ.

Proof. The sum over p is trivially bounded from above by [K : Q]x/(df). Recalling
that γ ≥ 1 and γ > κ, we thus obtain∑
f>xα

µ(f)

fγ

∑
d≤x

1

dγ−κ

∑
p∈PC (x ,L /K)
N p≡1 (df)

1�K x
∑
f>xα

1

fγ+1

∑
d≤x

1

dγ−κ+1
�γ,κ x

1−γα � x

xα(γ−κ)
,

and ∑
f≤x

µ(f)

fγ

∑
d>xα

1

dγ−κ

∑
p∈PC (x ,L /K)
N p≡1 (df)

1�K x
∑
f≤x

1

fγ+1

∑
d>xα

1

dγ−κ+1
�γ,κ

x

xα(γ−κ)
.

It remains to estimate the terms with d, f ≤ xα and f > y or d > z. The contribution
of non-linear prime ideals of K is bounded by OK(x2/3) as one can easily see from (6.11)
and standard estimates for divisor functions (cf. [100, p. 81f]). By the Brun-Titchmarsh
inequality, we obtain∑

y<f≤xα

µ(f)

fγ

∑
d≤xα

1

dγ−κ

∑
p∈PC (x ,L /K)
N p≡1 (df)

1�K
∑

y<f≤xα

µ(f)

fγ

∑
d≤xα

π(x; 1, df)

dγ−κ
+ x2/3

�γ,κ
li(x)

yγ
+ x2/3.

Here we used the trivial estimate ϕ(mn) ≥ ϕ(m)ϕ(n) and Lemma 4.5. In the same way
one deduces ∑

f≤xα

µ(f)

fγ

∑
z<d≤xα

1

dγ−κ

∑
p∈PC (x ,L /K)
N p≡1 (df)

1�K,γ,κ
li(x)

zγ−κ
+ x2/3,

and the assertion follows. �
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We choose parameters 1 ≤ y, z ≤ x1/3 which are specified later and obtain∑
p∈PC (x ,L /K)

Indκγ(p) =
∑
f≤y

µ(f)

fγ

∑
d≤z

1

dγ−κ

∑
p∈PC (x ,L /K)
N p≡1 (df)

1(6.15)

+O

(
x2/3 +

x

x(γ−κ)/3
+

li(x)

yγ
+

li(x)

zγ−κ

)
by Lemma 6.9, with an implied constant depending on K, γ and κ. Now we recall that
K(ζn) and L(ζn) are both finite Galois extensions of K. By a standard argument from
algebraic number theory, the condition N p ≡ 1 (df) is equivalent to the complete splitting
of p in the Galois extension K(ζdf ) of K (cf. [86, p. 50]). Thus, the prime ideals p ∈
PC (L /K) which satisfy N p ≡ 1 (df) are exactly those which are unramified in L(ζdf )

and satisfy
[
L(ζdf )|K

p

]
⊂ C(df), where

C(n) := {σ ∈ Gal(L(ζn)/K) : σ|L ∈ C, σ|K(ζn) = id}

for any positive integer n.

Lemma 6.10. C(n) is either empty or a conjugacy class in Gal(L(ζn)/K), and we have

|C(n)| = cC(n),

where cC(n) is as defined in the statement of Theorem 6.1.

Proof. By Lemma 5.5, C(n) is either empty or a conjugacy class of size |C| in
Gal(L(ζn)/K) (take Γ = {1} in Lemma 5.5). It remains to show |C(n)| = cC(n).

Clearly |C(n)| 6= 0 implies cC(n) 6= 0. If cC(n) 6= 0, let σ lie in the intersection of
C and Gal(L /L∩K(ζn)). Since L(ζn)/L∩K(ζn) is the direct product of the extensions
L /L∩K(ζn) and K(ζn)/L∩K(ζn), there exists a lift σ̃ of σ in Gal(L(ζn)/L∩K(ζn))
satisfying σ̃|K(ζn) = id (cf. [46, p. 153f]). Hence we have σ̃ ∈ C(n) which shows that C(n)
is empty if and only if cC(n) = 0. The assertion then follows from Lemma 5.5. �

The sum over p on the right side of (6.15) may thus be written as πC(df)(x,L(ζdf )/K)

which we will estimate by Proposition 4.8, the unconditional effective Čebotarev density
theorem. To this end, choose y and z according to the condition log x�L (yz)3 log2(yz).
By Proposition 4.8 and Lemma 6.10, we infer from (6.15)∑

p∈PC (x ,L /K)

Indκγ(p) = li(x)
∑
f≤y

µ(f)

fγ

∑
d≤z

cC(df)

dγ−κ[L(ζdf ) : K]
+O

(
li(x)

yγ
+

li(x)

zγ−κ

)
+ E

= li(x)
∑
f≥1

µ(f)

fγ

∑
d≥1

cC(df)

dγ−κ[L(ζdf ) : K]
+O

(
li(x)

yγ
+

li(x)

zγ−κ

)
+ E

= li(x)
∑
n≥1

cC(n)ϕκ(n)

nγ−κ+1[L(ζn) : K]
+O

(
li(x)

yγ
+

li(x)

zγ−κ

)
+ E(6.16)

with an implied constant depending on γ, κ and L, since

(6.17) [L(ζn) : K] ≥ [L(ζn) : L] =
[L(ζn) : Q(ζn)] · [Q(ζn) : Q]

[L : Q]
�L ϕ(n).

The sum in (6.16) clearly converges absolutely because of 0 ≤ cC(n) ≤ C, γ > κ and
(6.17), and it is positive because the first summand is so, and all others are ≥ 0.
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To estimate the error term E coming from Proposition 4.8, we note that, for n large
enough, the possible Siegel zeroes β0(L(ζn)) of ζL(ζn)(s) which occur in E (cf. Proposition
4.8) satisfy

(6.18) β0(L(ζn)) ≤ 1− 1

8[L(ζn) : Q] · [L(ζn) : Q]! log n
≤ 1− 1

(n[L : Q])n[L:Q]

by Proposition 4.10, Lemma 4.12 and Stirling’s formula (cf. [100, p. 8]). Hence, by Propo-
sition 4.8, Lemma 4.12, and (6.18) there exists a constant c > 0 depending on L such
that20

E �L
∑
f≤y

1

fγ

∑
d≤z

1

dγ−κ

[
1

ϕ(df)
li
(
xβ0(L(ζdf ))

)
+ xe

−c
(

log x
[L(ζdf ):Q]

)1/2]
(6.19)

�L li(x) exp

(
− log x

(yz[L : Q])yz[L:Q]

)
+ zxe

−c′
(

log x
yz

)1/2

.(6.20)

Here c′ is another appropriate positive constant depending on L. In view of (6.16) and
(6.20), we set

y := (log log x)
γ−κ

(2γ−κ)
−ε

and z := (log log x)
γ

(2γ−κ)
−ε

which yields the asserted asymptotic formula

(6.21)
∑

p∈PC (x ,L /K)

Indκγ(p) = li(x)
∑
n≥1

cC(n)ϕκ(n)

nγ−κ+1[L(ζn) : K]
+O

 li(x)

(log log x)
γ(γ−κ)
2γ−κ −ε

 ,

with an implied constant depending on L, γ, κ and ε. The corresponding asymptotic
formula in case κ > γ may be deduced from (6.14) by the same methods as above, followed
by a simple partial summation argument. This proves Theorem 6.1.

While we are on the subject of error terms, let us for the ease of readability include
at this point the corresponding estimations in the situation of Theorem 6.2 and briefly
show how to improve the error term in (6.21) if we assume the existence of a field tower
Q = M0 ⊂ M1 ⊂ · · · ⊂ Ms = K in which each field is Galois over the preceding one. In
this case, such a tower exists for any L(ζn), too, and Proposition 4.10 and Lemma 4.12
provide the stronger bound β0(L(ζn)) ≤ 1−(c3n

2)−1 instead of (6.18), if n is large enough.
From (6.19) we thus derive

E �L li(x)e
− log x

c3(yz)2 + zxe
−c′
(

log x
yz

)1/2

.

Collecting error terms and recalling the condition log x�L (yz)3 log2(yz), an optimization
of y and z provides the choice

y := (log x)
γ−κ

(6γ−3κ)
−ε

and z := (log x)
γ

(6γ−3κ)
−ε

and yields

(6.22)
∑

p∈PC (x ,L /K)

Indκγ(p) = li(x)
∑
n≥1

cC(n)ϕκ(n)

nγ−κ+1[L(ζn) : K]
+O

 li(x)

(log x)
γ(γ−κ)
6γ−3κ

−ε

 ,

with an implied constant depending on L, γ, κ and ε. Just as above, it is easy to derive
an analogue error term in case κ > γ. In this way we have confirmed the remark in the
last paragraph of Section 6.1 and already proved a good part of Theorem 6.2, too. �

20Note that L(ζn) = L{1},n for any n ∈ N.
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6.3.2. Proof of Theorem 6.1 (ii). From (6.10) we initially infer the estimate

(6.23) Indκγ(p) ≤
∑

d|N p−1

dκ−γ ≤ max{1, (N p−1)κ−γ} · τ(N p−1)

valid for arbitrary γ ∈ N and κ ∈ R+. Now assume κ = γ. The asserted upper bound
easily follows by a famous result due to Linnik (cf. [67]):∑

p∈PC (x ,L /K)

Indγγ(p)�K
∑
N p≤x
p linear

τ(N p−1) + x2/3 �K
∑
p≤x

τ(p− 1) + x2/3 � x.

Invoking (6.11), we find∑
p∈PC (x ,L /K)

Indγγ(p) =
∑
d≤x

ϕγ(d)

d

∑
p∈PC (x ,L /K)

d|N p−1

1 ≥
∑
d≤x

ϕ(d)

d

∑
p∈PC (x ,L /K)

d|N p−1

1.

We attend the inner sum by Proposition 4.9, the number field analogue of the Bombieri-
Vinogradov theorem. To this end, we need to restrict the range for the moduli d a little
further. Any d ∈ N for which (d,∆L) = 1 holds also satisfies (∆Q(ζd),∆L) = 1 (cf.
Posposition 2.7 of [103]). Hence, [L(ζd) : L] = ϕ(d) and L∩Q(ζd) = Q hold whenever
(d,∆L) = 1 (cf. [40, p. 98]). Since primes dividing ∆K must divide ∆L the same holds for
K(ζd)/K. Thus, we deduce L∩K(ζd) = K (cf. [46, p. 153]) and hence |C(d)| = |C| by
Lemma 6.10. For 0 < α < 1/2 small enough we finally obtain∑

p∈PC (x ,L /K)

Indγγ(p) ≥
∑
d≤xα

(d,∆L)=1

ϕ(d)

d

∑
p∈PC (x ,L /K)

d|N p−1

1�L π(x)
∑
d≤xα

(d,∆L)=1

1

d
�L x

by Proposition 4.9 and Möbius inversion. �

6.3.3. Proof of Theorem 6.2. Let us now consider the case where L /Q and K /Q
are both Galois. The advantage here is the additional action of Gal(K /Q) and Gal(L /Q)
on prime ideals of K and L, respectively. By the same arguments as in Section 6.3.1, we
may without loss of generality assume γ ≥ κ. To begin with, we note that non-linear prime
ideals of K are negligible, since there are only O(

√
x) such prime ideals p with N p ≤ x.

Hence ∑
p∈PC (x ,L /K)

Indκγ(p) =
∑

p∈PC (x ,L /K)
p linear

Indκγ(p) +OK(x2/3)

by (6.23) and a trivial estimate for the divisor function (cf. [100, p. 81f]).
Now let σ ∈ C and let C be the conjugacy class of σ in Gal(L /Q). Clearly, we

have C ⊂ C ⊂ Gal(L /K) because K /Q is Galois. If Z(σ) denotes the centralizer of σ in
Gal(L /Q), letR be a set of representatives of right cosets of the subgroup Z(σ) Gal(L /K)
in Gal(L /Q). Then C is the disjoint union

(6.24) C =
⋃
ν∈R

Cν ,

where Cν shall denote the conjugacy class of νσν−1 in Gal(L /K). If p1, . . . , p[K:Q] are
linear prime ideals of K lying over the same prime p, unramified in L, one can easily verify
(see e.g. [68, p. 126f]) the equivalence

∃i :

[
L | K
pi

]
= C ⇐⇒

[
L | Q
p

]
= C.
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In this case we deduce from (6.24) that the number of such prime ideals is exactly |C|·[K:Q]
|C| .

Thus, we obtain

(6.25)
∑

p∈PC (x ,L /K)

Indκγ(p) =
|C| · [K : Q]

|C|
∑

p∈PC(x ,L /Q)

Indκγ(p) +OK(x2/3).

If γ > κ, (6.25) and the observation (6.22) from the end of Section 6.3.1 yield

(6.26)
∑

p∈PC (x ,L /K)

Indκγ(p) = li(x)[K : Q]
∑
n≥1

cC(n)ϕκ(n)

nγ−κ+1[L(ζn) : Q]
+O

 li(x)

(log x)
γ(γ−κ)
6γ−3κ

−ε

 ,

since cC(n) = |C|
|C| · cC(n), as one can easily derive from Lemma 6.10. The implied constant

in (6.26) depends on γ, κ, L and ε.
Let us now consider the case γ = κ and postpone the computation of the sum in (6.26).

In this case (6.11) yields∑
p∈PC(x ,L /Q)

Indγγ(p) =
∑

p∈PC(x ,L /Q)

∑
d|p−1

∑
f |(p−1)/d

µ(f)

fγ
.

Here the terms for large d cannot be neglected any more. Set y := log2 x, and recall that
γ ≥ 1. Rearranging summation we obtain∑

p∈PC(x ,L /Q)

Indγγ(p) =
∑
f≤x

µ(f)

fγ

∑
p∈PC(x ,L /Q)

f |p−1

∑
d| p−1

f

1

=
∑
f≤y

µ(f)

fγ

∑
p∈PC(x ,L /Q)

f |p−1

∑
d| p−1

f

1 +O

(
x

log x

)

by Lemma 4.5 and the same arguments used in the proof of Lemma 6.9. By the obvious
estimate ∑

d|n

1 = 2
∑
d|n

d<
√
n

1 +O(1)

and the Brun-Titchmarsh inequality, we get∑
p∈PC(x ,L /Q)

Indγγ(p) = 2
∑
f≤y

µ(f)

fγ

∑
p∈PC(x ,L /Q)

f |p−1

∑
d| p−1

f

d<
√
p−1
f

1 +O

(
x

log x

)
.

The above error term could be improved for γ > 1, but since there occur larger error terms
in the sequel, we neglect this precision. Now we rearrange the sum again and get∑

p∈PC(x ,L /Q)

Indγγ(p) = 2
∑
f≤y

µ(f)

fγ

∑
d<
√
x
f

∑
p∈PC(x ,L /Q)
p>d2f+1
df |(p−1)

1 +O

(
x

log x

)
.

By the Brun-Titchmarsh inequality and Lemma 4.5, one easily deduces∑
f≤y

µ(f)

fγ

∑
d<
√
x
f

∑
p∈PC(d2f,L /Q)

df |(p−1)

1 = O

(
x

log x

)
.
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Let B be a positive parameter. Proceeding as before, we get rid of the terms with√
x/ logB x ≤ df <

√
xf and obtain

(6.27)
∑

p∈PC(x ,L /Q)

Indγγ(p) = 2
∑
f≤y

µ(f)

fγ

∑
df<

√
x

logB x

∑
p∈PC(x ,L /Q)
df |(p−1)

1 +O

(
x log log x

log x

)
.

Due to the large moduli df in (6.27), the unconditional effective Čebotarev density theorem
(Proposition 4.8) is not applicable to estimate the right side of (6.27) and the number field
analogue of the Bombieri-Vinogradov theorem (Proposition 4.9) is not strong enough in
general. Thus, by the effective Čebotarev density theorem under GRH (Proposition 4.7),
if we assume GRH for the fields L(ζdf ), or by Proposition 4.9, if applicable, we find

∑
p∈PC(x ,L /Q)

Indγγ(p) =
2|C|
|C|

li(x)
∑
f≤y

µ(f)

fγ

∑
df<

√
x

logB x

cC(df)

[L(ζdf ) : Q]
+ E′ +O

(
x log log x

log x

)

with

E′ �
∑
f≤y

1

fγ

∑
e<

√
x

logB x

[
cC(e)

[L(ζe) : Q]
· x

1
2 log

(
∆L(ζe)x

[L(ζe):Q]
)

+ log(∆L(ζe))

]

� log log x
∑

e<
√
x

logB x

[
x

1
2 log (x) + [L(ζe) : Q] log(x)

]
� x log log x

(log x)B−1

by Lemma 4.12. Choosing B ≥ 2, we finally arrive at∑
p∈PC(x ,L /Q)

Indγγ(p) =
2|C|
|C|

li(x)
∑
f≤y

µ(f)

fγ

∑
df<

√
x

logB x

cC(df)

[L(ζdf ) : Q]
+OL

(
x log log x

log x

)

=
2|C|
|C|

li(x)
∑
f≥1

µ(f)

fγ

∑
df<

√
x

logB x

cC(df)

[L(ζdf ) : Q]
+OL

(
x log log x

log x

)

=
2|C|
|C|

li(x)
∑

n≤
√
x

logB x

cC(n)ϕγ(n)

n[L(ζn) : Q]
+OL

(
x log log x

log x

)

=
2|C|
|C|

li(x)
∑
n≤
√
x

cC(n)ϕγ(n)

n[L(ζn) : Q]
+OL

(
x log log x

log x

)
.(6.28)

In light of (6.26) and (6.28), it suffices to compute an asymptotic formula for∑
n≤
√
x

cC(n)ϕκ(n)

nγ−κ+1[L(ζn) : Q]
,

with arbitrary γ ≥ κ to prove both Theorem 6.2 (i) and (ii). Choosing m ∈ N such that
Lab ⊂ Q(ζm) (this is possible by the Kronecker-Weber theorem [68, p. 273]), we obtain
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∑
n≤
√
x

cC(n)ϕκ(n)

nγ−κ+1[L(ζn) : Q]
=
∑
d|m

∑
n≤
√
x

(n,m)=d

cC(n)ϕκ(n)[L∩Q(ζn) : Q]

nγ−κ+1ϕ(n)[L : Q]

=
|C|

[L : Q]

∑
d|m

cC(d) 6=0

[L∩Q(ζd) : Q]
∑
n≤
√
x

(n,m)=d

ϕκ(n)

nγ−κ+1ϕ(n)

since Q(ζk) ∩ Q(ζl) = Q(ζ(k,l)) holds for any k, l ∈ N. The subsequent lemma eventually
completes the proof in case γ ≥ κ if one observes that the above sum on d is positive,
for all summands are non-negative, and the term associated to d = 1 is not zero. As in
Section 6.3.1, the case γ < κ again follows by swapping γ and κ and applying a simple
partial summation argument. �

Lemma 6.11. Let γ, κ ∈ R+ satisfy21 γ ≥ κ. For any two positive integers m, d with

d | m we define a
(κ)
γ (m, d) to be the product∏

p-m

(
1 +

1− p1−κ

(p− 1)pγ−κ+1

)∏
p|d

(
1 +

1− p1−κ

(p− 1)pγ−κ

)∏
p|m
d

p-d

(
1 +

(1− p1−κ)(pγ−κ − 1)

(p− 1)pγ−κ(pγ−κ+1 − 1)

)
.

This product is absolutely convergent and positive. If γ = κ, we have∑
n≤x

(n,m)=d

ϕκ(n)

nγ−κ+1ϕ(n)
=
ϕγ−κ+1(md )a(m, d)

mdγ−κ
· log x+Om(1),

and if γ > κ, we have∑
n≤x

(n,m)=d

ϕκ(n)

nγ−κ+1ϕ(n)
=
ϕγ−κ+1(md )a(m, d)ζ(γ − κ+ 1)

mdγ−κ
+Om(xκ−γ).

Proof. By Möbius inversion we initially obtain

(6.29)
∑
n≤x

(n,m)=d

ϕκ(n)

nγ−κ+1ϕ(n)
=
∑
e|m
d

µ(e)
∑
n≤x
ed|n

ϕκ(n)

nγ−κ+1ϕ(n)
.

The function ϕκ(n)/ϕ(n) is clearly multiplicative and may be written as

(6.30)
ϕκ(n)

ϕ(n)
=
∑
s|n

µ2(s)ξκ(s),

with a multiplicative function ξκ(s) which fulfils

(6.31) ξκ(p) =
1− p1−κ

p− 1
and |ξκ(p)| ≤

{
1

ϕ(p) , if κ ≥ 1,

1, otherwise

for any prime p. By (6.30), the right side of (6.29) equals

1

dγ−κ+1

∑
e|m
d

µ(e)

eγ−κ+1

∑
s≤x

µ2(s)ξκ(s)(s, ed)

sγ−κ+1

∑
n≤ x

[s,ed]

1

nγ−κ+1
.

21For the term A
(γ)
κ,C in Theorem 6.2 to make sense, we allow real values for γ.
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As one can easily verify using (6.31), the sum on n may be extended to all n ∈ N if γ > κ,
and to n ≤ x if κ = γ, which effects the asserted error terms. In both cases the sum
on n thereby becomes independent of the other terms and yields the respective factors
ζ(γ − κ+ 1) and log x in the assertion. By analogue arguments one may extend the sum
on s to all s ∈ N. Thus it remains to compute

(6.32)
∑
e|m
d

µ(e)

eγ−κ+1

∑
s≥1

µ2(s)ξκ(s)(s, ed)

sγ−κ+1
.

The sum on s can be expressed as an Euler product, so that (6.32) becomes∑
e|m
d

µ(e)

eγ−κ+1

∏
p|ed

(
1 +

ξκ(p)

pγ−κ

)∏
p-ed

(
1 +

ξκ(p)

pγ−κ+1

)
(6.33)

=
∏
p-d

(
1 +

ξκ(p)

pγ−κ+1

)∏
p|d

(
1 +

ξκ(p)

pγ−κ

)∑
e|m
d

µ(e)

eγ−κ+1

∏
p|e
p-d

 1 + ξκ(p)
pγ−κ

1 + ξκ(p)
pγ−κ+1

 .

The sum on e is clearly multiplicative, and equals

(6.34)
∏
p|m
d

p|d

(
1− 1

pγ−κ+1

)∏
p|m
d

p-d

1−
1 + ξκ(p)

pγ−κ

pγ−κ+1 + ξκ(p)

 .

Combining (6.33) and (6.34), one easily checks that (6.32) equals∏
p-m

(
1 +

ξκ(p)

pγ−κ+1

)∏
p|d

(
1 +

ξκ(p)

pγ−κ

)∏
p|m
d

(
1− 1

pγ−κ+1

)∏
p|m
d

p-d

(
1 +

ξκ(p)(pγ−κ − 1)

pγ−κ(pγ−κ+1 − 1)

)
.

By (6.31), this product is positive and the assertion follows. �

6.4. Generalizing a work of Luca

The preceding sections of this chapter naturally raise the question, whether the ana-
logue idea of double averaging is amenable to the easier case of the residual order instead
of the residual index. Letting

(6.35) Ordκγ(p) :=
∑

a1,...,aγ∈(OK / p)∗

ord〈a1,...,aγ〉(p)κ

(N p−1)γ
,

one would then ask for asymptotic formulae for the average order of Ordκγ(p) over prime
ideals p ∈ PC (L /K). We have already proved corresponding results for ordΓ(p) under
GRH without an additional averaging process in Chapter 5. Hence, this task is only worth
investigating if one could relax the GRH condition. Luca [69] has addressed this problem
in case L = K = Q and γ = κ = 1 and successfully managed to prove the following
unconditional result:

Proposition 6.12 (Luca, 2005). For any constant A > 0, one has∑
p≤x

Ord1
1(p) = cStephens · li(x2) +OA

(
x2

(log x)A+1

)
,

where cStephens is the Stephens’ constant defined in Remark 5.2.
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The proof uses methods similar to those presented in Section 6.3. Its key ingredients
are the Brun-Titchmarsh inequality and the Siegel-Walfisz theorem to estimate primes in
arithmetic progression. Even though not executed here, this proof admits a straightfor-
ward generalization to number fields, and yields corresponding asymptotic formulae for
the average order of Ordκγ(p) which agree with Theorem 5.3. The Siegel-Walfisz theorem

then needs to be replaced by Proposition 4.8, the unconditional effective Čebotarev den-
sity theorem. Different to the corresponding results for Indκγ(p), the asymptotic formulae
hold unconditionally, even if γ = κ. This is due to the fact that the residual order is
large in general, so that terms corresponding to small residual order may be neglected
and Proposition 4.8 becomes applicable (cf. [69]). This did not work for Indγγ(p), where
the necessary prime ideal estimates were not within the scope of Proposition 4.8, and one
had to resort to the effective Čebotarev density theorem under GRH (or number field
analogues of the Bombieri-Vinogradov theorem if applicable) instead.

6.5. Reduction of the summation range via Poisson summation

Let κ, K, Γ and γ be as above and fix p ∈ P(K). In light of (4.2) one has to confront
the question how good Indκγ(p) and Ordκγ(p) resemble indΓ(p)κ and ordΓ(p)κ, respectively.
As a matter of fact, one might obtain more appropriate approximations to indΓ(p)κ and
ordΓ(p)κ if one reduces the summation ranges in (6.1) and (6.35) and, instead of averaging
over all elements of (OK / p)∗, only averages over a sufficiently small portion of these. In
case of the rational numbers it would be standard procedure to consider

(6.36)
1

yγ

∑
1≤a1,...,aγ≤y
∀i: p-ai

ind〈a1,...,aγ〉(p)
κ and

1

yγ

∑
1≤a1,...,aγ≤y
∀i: p-ai

ord〈a1,...,aγ〉(p)
κ

instead of Indκγ(p) and Ordκγ(p) for some y ≤ p which one desires to choose as small as
possible. However, choosing it too small might prevent the establishment of appropriate
asymptotic formulae such as in Theorem 6.1. In case γ = 1, Felix [27] showed how to
reduce the summation range on average over p ≤ x to any y which satisfies x/ log x = o(y).
In this section we consider “smoothened” number field analogues of (6.36).

6.5.1. Introduction and statement. For the remainder of this section we set N :=
[K : Q], and observe that the integers OK of K naturally define a complete lattice in the
N -space V := K⊗QR. For convenience, we fix an integral basis B = (α1, . . . , αN ) of K
and identify V with RN , i.e. we identify vectors of V by their coordinate vector according
to B. Moreover, we may as well regard each integer in OK as a tupel in ZN and any
ideal of OK, in particular the prime ideal p itself, as a complete sublattice therein (cf. [86,
p. 16]). Henceforth, we will interchangeably write RN or V and ZN or OK, respectively.

Following standard notation, λ shall denote the Lebesgue measure in RN , the standard
scalar product on RN is denoted by 〈·, ·〉 and the associated euclidean norm by ‖·‖2. For
any linear automorphism A of RN , its Hermitian adjoint is denoted by A∗. As inverting
and adjoining are commuting operations on A, we write A−∗ for (A∗)−1 = (A−1)∗. Further,
we let ρmin(A) be the square-root of the smallest eigenvalue of A∗A, or equivalently

(6.37) ρmin(A) := sup
{
t ∈ R+ : ‖Ax‖2 ≥ t‖x‖2 holds for all x ∈ RN

}
(cf. [91, p. 52f]). Since eigenvalues of A∗A and AA∗ coincide (cf. [91, p. 65f]), we have

(6.38) ρmin(A) = ρmin(A∗).
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FP

FY

Figure 6.1. A reduced summation range for an inert prime ideal p | 7 of
a quadratic field K. Integers OK are represented as Z2 with sublattice p
(orange). FP (blue rhomboid) and FY (white rhomboid) are images of the
two-dimensional standard hyper cube under P and Y as in Theorem 6.13.

Let us turn to number field analogues of (6.36). To this end, let P and Y be linear
automorphisms of RN , where P ought to map ZN onto p and Y shall take the place of the
parameter y in (6.36). Then Y ZN is a complete lattice in RN of volume22 |det(Y )| and we
denote the fundamental domain in RN associated to the image of B under Y by FY . In the
same way we define FP . If the number of points in FY ∩ZN is approximated by | det(Y )|
sufficiently well, appropriate generalizations to number fields of (6.36) are provided by

(6.39)
1

|det(Y )|γ
∑

a1,...,aγ∈FY ∩ZN
∀i: ai /∈p

ind〈a1,...,aγ〉(p)κ,

and

(6.40)
1

|det(Y )|γ
∑

a1,...,aγ∈FY ∩ZN
∀i: ai /∈p

ord〈a1,...,aγ〉(p)κ,

in which one wishes to choose Y such that | det(Y )| is small compared to N p = | det(P )|
(see Figure 6.1).

Instead, however, we follow a slightly different approach and insert an appropriate
“smoothing weight” into (6.39) and (6.40) to allow for the application of powerful methods
from Fourier analysis. To this end, we choose γ “sufficiently smooth” weight functions
ω1, . . . , ωγ : RN → R. What exactly is meant by “sufficiently smooth” will become clear

22Volume is always understood with respect to λ.
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in Theorem 6.13. We require the ωi to be normalized, i.e.

ω̂i(0) =

∫
RN

ωi(t) dλ(t) = 1, i = 1, . . . , γ,

and to appropriately approximate the characteristic function on the fundamental domain
associated to the standard basis of RN , referred to as the standard hyper cube of RN . Here,
the Fourier transforms of the ωi are defined as the functions ω̂i : RN → R given by

ω̂i(u) :=

∫
RN

ω(t)e(−〈u, t〉) dλ(t).

Moreover, we define ω : RN×γ → R by

ω(x1, . . . , xγ) := ω1(x1) · · ·ωγ(xγ).

For any γ-tupel a = (a1, . . . , aγ) ∈ ZN×γ , ai /∈ p, we write inda(p) and orda(p) instead of
ind〈a1,...,aγ〉(p) and ord〈a1,...,aγ〉(p), respectively, and for any two γ-tupels x = (x1, . . . , xγ)

and y = (y1, . . . , yγ) ∈ RN×γ and any linear automorphism A of RN , we set Ax :=
(Ax1, . . . , Axγ) and x+y := (x1 + y1, . . . , xγ + yγ). On the basis of these notations define

(6.41) Indκγ(p;ω, Y ) :=
1

| det(Y )|γ
∑

a∈RN×γ
∀i: ai /∈p

inda(p)κω(Y −1 a),

and

(6.42) Ordκγ(p;ω, Y ) :=
1

| det(Y )|γ
∑

a∈RN×γ
∀i: ai /∈p

orda(p)κω(Y −1 a).

Clearly, (6.41) and (6.42) yield “smoothened approximations” to (6.39) and (6.40), since
these would arise from (6.41) and (6.42) if each of the ωi was the characteristic function
on the standard hyper cube. We prove the following theorem which provides information
on how well (6.41) and (6.42) approximate Indκγ(p) and Ordκγ(p), respectively.

Theorem 6.13. Let κ ∈ R+, γ ∈ N and p ∈ P(K). Let Y and P be linear automor-
phisms of RN such that P ZN = p, ρmin(Y ) = N pα with α ≥ 0 and ρmin(P−1Y ) = N p−β

with β ≥ 0. Let ω1, . . . , ωγ : RN → R be continuous and normalized with

ωi(t)� (1 + ‖t‖2)−N−δ and ω̂i(u)� (1 + ‖u‖2)−N−δ

for any t, u ∈ RN and some δ > 0. Then, for any ε > 0 and 0 < δ′ < δ we have

Ordκγ(p;ω, Y ) = Ordκγ(p)
(

1 +Oγ(N p−1)
)

+O

(
N pκ

N pα(N+δ)
+

N pκ+ε

N pγ(
1
2
−β(N+δ′))

+
N pκ+ε

N p
1
2
−β(N+δ′)

)
and

Indκγ(p;ω, Y ) = Indκγ(p)
(

1 +Oγ(N p−1)
)

+O

(
N pmax{κ−γ,0}+ε

N pα(N+δ)
+

N pκ+ε

N pγ(
1
2
−β(N+δ′))

+
N pmax{κ−γ+1,0}+ε

N p
1
2
−β(N+δ′)

)
,

where each of the implied constants in the second O-terms depend on γ, ε, N , δ and δ′.
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Remark 6.14. To illustrate the condition ρmin(P−1Y ) = N p−β with β > 0, assume
that P and Y are given by symmetric matrices which share a basis of eigenvectors of RN ,
for convenience. Then, ρmin(P−1Y ) = N p−β, with β > 0, ensures that the fundamental
domain FY is properly contained in FP (see Figure 6.1 and Example 6.20).

We now proceed with the proof of Theorem 6.13 and postpone a more detailed discus-
sion to Section 6.5.4. As mentioned above, the main ingredient of this proof is a higher
dimensional Poisson summation formula. To utilize this to our benefit, we need some basic
results concerning Gauß sums in number fields which we provide subsequently.

6.5.2. Preliminaries on Gauß sums. As in the classical theory of Dirichlet char-
acters, any character χ of (OK / p)∗ may be extended to a Dirichlet character modulo p on
OK via χ(a) := χ(a mod p), if a /∈ p and χ(a) := 0, for a ∈ p. Now recall the identification
of OK with ZN introduced above and let P be an automorphism of RN which maps ZN
onto the sublattice p. For a fixed vector n ∈ P−∗ ZN , and any x ∈ ZN we define the Gauß
sum τp,n(χ, x) of a character χ of (OK / p)∗ by

τp,n(χ, x) :=
∑

a mod p

χ(a)e(〈n, xa〉),

where a runs through a set of representatives of ZN / p and xa is understood to be the
vector in ZN corresponding to the product of x and a in OK. The following generalization
of a result concerning classical Gauß sums (cf. [13, p. 67ff]) is crucial for our method.

Lemma 6.15. Let n ∈ P−∗ ZN \ZN and x ∈ ZN \ p. For any Dirichlet character χ
modulo p, we have

|τp,n(χ, x)| =

{√
N p, if χ 6= χ0,

1, if χ = χ0.

Here χ0 denotes the principal character modulo p, i.e. χ0(a) = 1 for all a ∈ OK \ p.

Proof. As in the classical case (see [13, p. 67ff]) we initially write∑
x mod p

|τp,n(χ, x)|2 =
∑

x mod p

∑
a mod p

∑
b mod p

χ(a)χ(b)e(〈n, x(a− b)〉)

=
∑

a mod p

∑
b mod p

χ(a)χ(b)
∑

x mod p

e(〈n, x(a− b)〉).

In case a − b ∈ p, the sum on x clearly equals N p since n ∈ P−∗ ZN . If a − b /∈ p, then
the sum on x vanishes. To see this, let c ∈ ZN \ p, and choose y ∈ ZN with 〈n, y〉 /∈ Z,
whence e(〈n, y〉) 6= 1. This is possible because n /∈ ZN . Since

e(〈n, y〉)
∑

x mod p

e(〈n, xc〉) =
∑

x mod p

e(〈n, y + xc〉) =
∑

x mod p

e(〈n, xc〉),

we indeed obtain

(6.43)
∑

x mod p

e(〈n, xc〉) = 0, for all c ∈ ZN \ p .

Thus we get

(6.44)
∑

x mod p

|τp,n(χ, x)|2 = N p ·(N p−1).
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Further, we have

τp,n(χ, x) =
∑

a mod p

χ(a)e(〈n, xa〉) = χ(x)
∑

b mod p

χ(b)e(〈n, b〉) = χ(x) · τp,n(χ, 1)(6.45)

for any x ∈ ZN \ p, as the map a 7→ xa is a bijection on (OK / p)∗ in this case. If χ 6= χ0, we
have τp,n(χ, x) = 0 for x ∈ p by character orthogonality (cf. [45, p. 43f]), and the assertion
follows by (6.44) and (6.45). If χ = χ0, the assertion already follows by (6.43). �

6.5.3. Proof of Theorem 6.13 by Poisson summation. For convenience we let
ϑ ∈ R∗ and extend our definitions to orda(p)ϑ, Ordϑγ(p) and Ordϑγ(p;ω, Y ) in the natural

way. This allows us to only treat the quantities Ordϑγ(p;ω, Y ) which for ϑ ∈ R+ clearly
yields the desired results for Ordκγ(p;ω, Y ) with κ = ϑ, and for ϑ ∈ R− it yields the
corresponding results for Indκγ(p;ω, Y ) with κ = −ϑ by the identity

(6.46) Indκγ(p;ω, Y ) = (N p−1)κ ·Ordϑγ(p;ω, Y ).

By the conditions on the weight functions ωi we may write

Ordϑγ(p;ω, Y ) =
1

|det(Y )|γ
∑

a∈ZN×γ
∀i: ai /∈p

orda(p)ϑω(Y −1 a)(6.47)

=
1

|det(Y )|γ
∑∗

a mod p

orda(p)ϑ
∑

m∈ZN×γ
ω
(
Y −1P (P−1 a+m)

)
.

Here, the outer sum runs over a set of representatives a of (ZN / p)γ such that each
component ai of a satisfies ai /∈ p. As for the inner sum, we quote the following higher
dimensional Poisson summation formula [98, p. 252] which clearly applies to our case.

Proposition 6.16 (Poisson summation formula). Let f : RN → R be a continuous

function with continuous Fourier transform f̂ and assume

f(t)� (1 + ‖t‖2)−N−δ and f̂(u)� (1 + ‖u‖2)−N−δ,

for any t, u ∈ RN and some δ > 0. Then we have∑
m∈ZN

f(x+m) =
∑
m∈ZN

f̂(m)e(〈m,x〉),

for any x ∈ RN , and the sums on both sides are absolutely convergent.

The Poisson summation formula transforms the right side of (6.47) into

1

| det(P )|γ
∑∗

a mod p

orda(p)ϑ
∑

n∈ZN×γ
ω̂
(
(P−1Y )∗n

)
e
(
〈n, P−1 a〉

)
(6.48)

=
1

N pγ
∑

n∈ZN×γ
ω̂
(
Y ∗P−∗n

) ∑∗

a mod p

orda(p)ϑ e
(
〈n, P−1 a〉

)
.

Here, for convenience, we set

e (〈x,y〉) := e(〈x1, y1〉) · · · e(〈xγ , yγ〉),
for γ-tupels x = (x1, . . . , xγ),y = (y1, . . . , yγ) ∈ RN×γ . Since each ωi is normalized, we
have ω̂i(0) = 1 and the term corresponding to n = 0 := (0, . . . , 0) in (6.48) equals

(6.49)
(N p−1)γ

N pγ
·Ordϑγ(p) = Ordϑγ(p)

(
1 +Oγ

(
1

N p

))
,
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which already yields the main term in Theorem 6.13. Next we bound the remaining sum

E :=
1

N pγ
∑

n∈ZN×γ \{0}

ω̂
(
Y ∗P−∗n

) ∑∗

a mod p

orda(p)ϑ e
(
〈n, P−1 a〉

)
from above. To this end, we define

(6.50) Ek :=
1

N pγ
∑

n∈ZN×γ \{0}
n1,...,nk∈P ∗ ZN
nk+1,...,nγ /∈P ∗ ZN

ω̂
(
Y ∗P−∗n

) ∑∗

a mod p

orda(p)ϑ e
(
〈n, P−1 a〉

)

for k = 0, 1, . . . , γ which clearly yields

(6.51) E =

γ∑
k=0

(
γ

k

)
Ek

for symmetry reasons. Here, as usual, the
(
γ
k

)
denote the familiar binomial coefficients.

To estimate the terms Ek, the following lemma proves useful.

Lemma 6.17. Let ϑ ∈ R∗, k ∈ {0, 1, . . . , γ} and n = (n1, . . . , nγ) ∈ ZN×γ and assume

n1, . . . , nk ∈ P ∗ ZN and nk+1, . . . , nγ /∈ P ∗ ZN .

(i) If k = γ, we have∑∗

a mod p

orda(p)ϑ e
(
〈n, P−1 a〉

){≤ N pγ+ϑ, if ϑ > 0,

�ε max{N pγ−|ϑ|+ε,N pε}, if ϑ < 0.

(ii) If k < γ, we have∑∗

a mod p

orda(p)ϑ e
(
〈n, P−1 a〉

)
�ε N p

γ−k
2

+ε max{1,N pϑ+k}.

Proof. First assume k = γ. In this case we have 〈ni, P−1ai〉 ∈ Z for all i, whence∑∗

a mod p

orda(p)ϑ e
(
〈n, P−1 a〉

)
≤ N pϑ

∑
a mod p

1 ≤ N pγ+ϑ

if ϑ > 0. If ϑ < 0, then (6.23) yields∑∗

a mod p

orda(p)ϑ e
(
〈n, P−1 a〉

)
= (N p−1)ϑ

∑∗

a mod p

(N p−1)|ϑ|

orda(p)|ϑ|

= (N p−1)γ−|ϑ| Ind|ϑ|γ (p)

�ε max{N pγ−|ϑ|+ε,N pε}.

Now assume k < γ and write

(6.52)
∑∗

a mod p

orda(p)ϑ e (〈n,a〉) =
∑

d|N p−1

dϑ
∑∗

a mod p
orda(p)=d

e
(
〈n, P−1 a〉

)
.

By Möbius inversion, the inner sum becomes

(6.53)
∑
f |d

µ

(
d

f

) ∑∗

a mod p
orda(p)|f

e
(
〈n, P−1 a〉

)
.
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Now observe that (OK / p)∗ is cyclic and set Hf := {a ∈ (OK / p)∗ : af ≡ 1 mod p} for
any divisor f of N p−1. Then (6.53) becomes

(6.54)
∑
f |d

µ

(
d

f

) γ∏
i=1

∑
a∈Hf

e
(
〈P−∗ni, a〉

)
=
∑
f |d

µ

(
d

f

)
fk

γ∏
i=k+1

∑
a∈Hf

e
(
〈P−∗ni, a〉

)
,

since Hf is a cyclic group with exactly f elements. Let now j ∈ {k+ 1, . . . , γ}. The char-
acters χ of (OK / p)∗ evidently form a cyclic group isomorphic to (OK / p)∗ with identity
χ0 (or rather its restriction to (OK / p)∗). By character orthogonality (cf. [45, p. 43f]) and
Lemma 6.15, we thus obtain∣∣∣∣ ∑

a∈Hf

e
(
〈P−∗nj , a〉

)∣∣∣∣ =

∣∣∣∣ ∑
a∈(OK / p)∗

e
(
〈P−∗nj , a〉

) 1
N p−1
f

∑
χ:χ
N p−1
f =χ0

χ(a)

∣∣∣∣(6.55)

=
f

N p−1

∣∣∣∣ ∑
χ:χ
N p−1
f =χ0

∑
a∈(OK / p)∗

χ(a)e
(
〈P−∗nj , a〉

)∣∣∣∣
≤
√
N p.

Combining (6.52)–(6.55), we eventually get∣∣∣∣ ∑∗

a mod p

orda(p)ϑ e
(
〈n, P−1 a〉

)∣∣∣∣ ≤ N p(γ−k)/2
∑

d|N p−1

dϑ
∑
f |d

µ2

(
d

f

)
fk

�ε N p
γ−k

2
+ε σϑ+k(N p−1)

�ε N p
γ−k

2
+ε max{1,N pϑ+k},

by standard divisor sum estimates (cf. Chapter I.5 of [100]). This proves the assertion. �

Now we apply Lemma 6.17 to bound the terms Ek defined in (6.50). If k = γ, we find

(6.56) |Eγ | ≤ N pϑ
∑

n∈ZN×γ \{0}
n1,...,nγ∈P ∗ ZN

∣∣ω̂(Y ∗P−∗n)
∣∣

if ϑ > 0, and if ϑ < 0, we have

(6.57) |Eγ | �ε
1

N pmin{|ϑ|,γ}−ε

∑
n∈ZN×γ \{0}
n1,...,nγ∈P ∗ ZN

∣∣ω̂(Y ∗P−∗n)
∣∣ .

In case k < γ we similarly obtain

|Ek| �ε
N pmax{0,ϑ+k}

N p
γ+k

2
−ε

∑
n∈ZN×γ \{0}
n1,...,nk∈P ∗ ZN
nk+1,...,nγ /∈P ∗ ZN

∣∣ω̂(Y ∗P−∗n)
∣∣ .
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Let us treat the case k = γ first and estimate the sums occurring in (6.56) and (6.57).
By (6.37), (6.38) and the prerequisites of Theorem 6.13, we have∑
n∈ZN×γ \{0}
n1,...,nγ∈P ∗ ZN

∣∣ω̂(Y ∗P−∗n)
∣∣ =

∑
n∈ZN×γ \{0}

|ω̂(Y ∗n)| �
∑

n∈ZN×γ \{0}

γ∏
i=1

1

(1 + ‖Y ∗ni‖2)N+δ

≤
∑

n1∈ZN \{0}

γ

(1 + ‖Y ∗n1‖2)N+δ

γ∏
i=2

∑
ni∈ZN

1

(1 + ‖Y ∗ni‖2)N+δ

�γ

∑
n1∈ZN \{0}

1

(1 + ρmin(Y )‖n1‖2)N+δ

≤ 1

ρmin(Y )N+δ

∑
n1∈ZN \{0}

1

‖n1‖N+δ
2

�N,δ
1

ρmin(Y )N+δ
.

Hence, if ϑ > 0 we obtain

(6.58) Eγ �γ,N,δ N pϑ−α(N+δ),

and if ϑ < 0 we have

(6.59) Eγ �γ,N,δ,ε
N pε

N pmin{|ϑ|,γ}+α(N+δ)
.

Now assume k < γ and let δ′ : 0 < δ′ ≤ δ be some parameter. As before we deduce∑
n∈ZN×γ \{0}
n1,...,nk∈P ∗ ZN
nk+1,...,nγ /∈P ∗ ZN

∣∣ω̂(Y ∗P−∗n)
∣∣ = R · T,

where

R =
∑

n1,...,nk∈P ∗ ZN

k∏
i=1

|ωi(Y ∗ P−∗ni)| ≤
∑

n1,...,nk∈P ∗ ZN

k∏
i=1

1

(1 + ‖Y ∗P−∗ni‖2)N+δ′

≤
∑

n1,...,nk∈ZN

k∏
i=1

1

(1 + ‖ni‖2)N+δ′
= ON,δ′(1),

since ρmin(Y ) ≥ 1 by assumption, and

T =
∑

nk+1,...,nγ /∈P ∗ ZN

γ∏
i=k+1

1

(1 + ‖Y ∗P−∗ni‖2)N+δ′

≤

∑
n∈ZN

1

(1 + ρmin(P−1Y )‖n‖2)N+δ′

γ−k

≤ 1

ρmin(P−1Y )(γ−k)(N+δ′)

∑
n∈ZN

1

(1 + ‖n‖2)N+δ′

γ−k

�γ,k,N,δ′
1

ρmin(P−1Y )(γ−k)(N+δ′)
,
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since ρmin(P−1Y ) ≤ 1. Summing up, we find

(6.60) Ek �γ,N,δ′,ε
N pmax{0,ϑ+k}N pβ(γ−k)(N+δ′)

N p
γ+k

2
−ε

,

where the k-dependency of the implied constant is included in the γ-dependency, for
convenience. It is easy to check that the maximum of the error terms Ek, k ∈ {0, . . . , γ−1},
is attained either if k is 0 or γ − 1, and hence equals either

N pmax{0,ϑ}+ε

N pγ(
1
2
−β(N+δ′))

or
N pmax{1−γ,ϑ}+ε

N p
1
2
−β(N+δ′)

.

Combining this with (6.46)–(6.51) and (6.58)–(6.60) finally proves Theorem 6.13. �

6.5.4. Applications. Let us take a closer look at Theorem 6.13. To rate its accuracy
and determine whether or not it actually yields asymptotic formulae, we need estimates for
Ordκγ(p) and Indκγ(p) in the first place. For the first of these we have the rough estimates

N pκ−ε �ε Ordκγ(p) ≤ N pκ,

where the upper bound is obvious and the lower bound can be seen from Lemma 6.6. As
for Indκγ(p), we have

N pmax{κ−γ,0} � Indκγ(p)�ε N pmax{κ−γ,0}+ε .

Here, the lower bound is trivial and the upper bound follows from (6.23). From these
estimates we infer that the terms in Theorem 6.13 which involve α are negligible if we
ensure α > 0 and choose the weight functions ωi such that δ is sufficiently large. Under
these constraints, the accuracy of Theorem 6.13 only depends on β, i.e. on the size of
ρmin(P−1Y ), which determines whether or not the error terms in Theorem 6.13 are dom-
inated by the respective main terms. To give a clearer account, we state the following
weaker version of Theorem 6.13 which is more suitable for applications.

Theorem 6.18. Let ε, κ ∈ R+, γ ∈ N and p ∈ P(K). Let Y and P be linear automor-
phisms of RN such that P ZN = p, ρmin(Y ) = N pα with α > 0 and ρmin(P−1Y ) = N p−β

with β ≥ 0. Let ω1, . . . , ωγ : RN → R be continuous and normalized with

ωi(t)� (1 + ‖t‖2)−N−δ and ω̂i(u)� (1 + ‖u‖2)−N−δ

for some δ > 0.

(i) If α(N + δ) ≥ 1 and βN < 1/2, we have

Ordκγ(p;ω, Y ) = Ordκγ(p) +O

(
N pκ+ε

N p
1
2
−βN

)
.

(ii) Assume α(N + δ) ≥ 1.
a) If κ ≥ (γ − 1)(1

2 − βN), we have

Indκγ(p;ω, Y ) = Indκγ(p) +O

(
N pκ+ε

N pγ(
1
2
−βN)

)
.

b) If κ < (γ − 1)(1
2 − βN), we have

Indκγ(p;ω, Y ) = Indκγ(p) +O

(
N pε

N p
1
2
−βN

)
.

In all cases the implied constants may depend on γ, ε, β, N and δ.
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From Theorems 6.13 and 6.18 we easily deduce the following:

Corollary 6.19. With the notation being as in Theorem 6.18, assume that α > 0
and βN < 1/2. Then, as N p→∞, we have

Ordκγ(p;ω, Y ) ∼ Ordκγ(p)

and if κ < γ(1
2 − βN) we also have

Indκγ(p;ω, Y ) ∼ Indκγ(p).

We conclude this chapter with the following easy example to illustrate Corollary 6.19.

Example 6.20. Let p ∈ P(K) with inertia degree f over the prime p. It is an easy
exercise to show that there exists an integral basis B = (α1, . . . , αN ) of K such that
α1 mod p, . . . , αf mod p form an Fp-basis of OK / p and αf+1, . . . , αN are contained in p.

Identifying OK with ZN via this basis, p defines an N -dimensional cuboid in RN with f
edges of length p and N − f edges of length 1. Accordingly, we define the N ×N -matrices

P =



p
. . . 0

p
1

0
. . .

1


︸ ︷︷ ︸

f

︸ ︷︷ ︸
N−f

and Y =



y
. . . 0

y
1

0
. . .

1


︸ ︷︷ ︸

f

︸ ︷︷ ︸
N−f

,

where y := pδ with δ ∈ (0, 1] is some parameter, and obtain P ZN = p and ρmin(P−1Y ) =
y/p < 1. Choosing appropriate weight functions ωi, Corollary 6.19 yields

Ordκγ(p;ω, Y ) ∼ Ordκγ(p),

whenever y > p1− f
2N . Thus, at least in our smoothened setting, instead of averaging

ord〈a1,...,aγ〉(p)κ over all ai inside the cube of volume pf defined by p, it suffices to restrict

to a subcube of volume pf(1− f
2N

) to gain the same asymptotic behaviour. Note that we
made no assumptions on κ or γ. This, however, changes when we turn to the residual
index. By Corollary 6.19, we have

Indκγ(p;ω, Y ) ∼ Indκγ(p)

if δ > max{1 − f
2N , 1 + κ−γ/2

N }. Thus, even though this result is much weaker than the
one for the residual order, we at least save a bit of averaging range provided that γ is
sufficiently large compared to κ.

Remark 6.21. This example in particular reveals that our method for a reduction of
the summation range has the biggest impact if p is inert over Q.



CHAPTER 7

Moments of the Residual Index over All Ideals

Up to now we were only concerned with the distribution of residual index and order
over certain prime ideals of a given number field. In light of the work of Li, Pomerance
and Kurlberg (cf. Section 2.3), it is inevitable to ask: What can one say about moments
of residual index and order modulo all ideals of a given number field? In case of the
rational numbers this question has been studied intensely for the residual order. In fact,
Kurlberg and Pomerance [51] proved the existence of an explicitly computable positive
constant B such that∑

n≤x
(n,a)=1

orda(n) =
x2

log x
exp

(
B log log x

log log log x

(
1 + o(1)

))

holds under GRH, uniformly for any integer a in the range 1 < |a| ≤ log x and x large
enough (in fact the upper bound holds unconditionally). This result clearly underlines
our expectations concerning the typical size of orda(n). Further reading on this topic is
provided in [25, 70].

In this chapter we address the problem of establishing lower bounds for moments of
indΓ(a) over all ideals a of K. To our knowledge this task has not been treated satisfactorily
yet. We introduce the problem we are studying in Section 7.1, and in Section 7.2 we state
the main results of this chapter which are proved in the subsequent section and will soon
appear in [1]. We conclude this chapter with remarks concerning double averaging, as
introduced Chapter 6, over all ideals of K.

7.1. A problem of Rohrlich

As before, let K be a number field and Γ a finitely generated, not necessarily torsion-
free, infinite subgroup of K∗, say with rank γ ∈ N. As a runs through all ideals of K, the
quantity indΓ(a) behaves even more erratically than over prime ideals, as a comparison of
Figures 7.1 and 2.1 illustrates in case K = Q and Γ = 〈5〉 ⊂ Q∗. However, suitable gener-
alizations of AC, such as the statements of Lenstra, Wagstaff, Moree and Kurlberg
(cf. Chapter 2) and Theorem 6.1, still suggest that indΓ(a) is typically small and in fact
Γ should even generate (OK / a)∗ quite frequently. This is also in line with Figure 7.1. On
the other hand, Rohrlich [88] has explicitly constructed a (very sparse) infinite family of
ideals a of K for which indUK(a) is as large as (N a)1−ε, provided that UK is infinite. This
construction was one of the key ingredients for strong bounds towards the Ramanujan
conjecture for GLn over number fields [72]. But at the same time the sparseness of this
sequence prevented an extension of the Kim-Sarnak bound [48] for GL2 over Q to general
number fields. We refer to [9] and the recent survey article [10] of Blomer and Brumley
for a detailed treatment of this problem.

In a recent paper of Rohrlich [89], the quantity indUK(a) appeared once again. This
time its average order occupied an important position in connection with counting self-
dual Artin representations over number fields (cf. [89]). In this regard, Zelinsky [107]

79
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Figure 7.1. Chaotic Behaviour of ind5(n) over 5 - n ∈ N.

has recently proved ∑
N a≤x

indUK(a)� x2

log3−ε x
,

for any ε > 0, if UK is infinite, thereby improving the trivial bounds

(7.1) x�
∑
N a≤x

indUK(a)� x2.

Apart from this, surprisingly, little seems to be known.
In this chapter we shed further light on this problem, and, returning to our general

setting, establish lower bounds for the κ-th moments of indΓ(a) over all ideals of K

(7.2)
∑
N a≤x

Γ⊂(OK / a)∗

indΓ(a)κ

which are in fact larger than expected. Indeed, Figure 7.2 for example suggests that (7.2)
should for κ = 1 be at least � x1.3. We even believe that the correct order of growth in
this case is close to x2, and we give evidence for this conjecture in general, by proving a
conditional result which unexpectedly suggests that (7.2) is of size xκ+1+o(1).

7.2. Lower bounds for moments of indΓ(a)

We will now provide the announced statements concerning lower bounds for κ-th mo-
ments of indΓ(a) over all ideals of K. For a positive integer n we recall that P+(n) denotes
the largest prime divisor of n, and 1 if n = 1, and for any δ, y ∈ R+ we set

Pδ,K(y) :=
{
p ∈ P(y ,K) : P+(N p−1) < yδ

}
.
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Figure 7.2. Unexpected growth of ind5(n) on average over 5 - n ∈ N.

We establish the following statement.

Theorem 7.1. Let K be a number field. Assume that δ ∈ R+ is a positive constant
such that there exist constants K = K(δ) and y0(δ) for which the smoothness condition

(7.3) ]Pδ,K(y)� y

(log y)K

holds, for all y > y0(δ) with an implied constant possibly depending on K. For any κ ∈ R+

and any subgroup Γ of K∗ of arithmetic rank γ ∈ N, we then have∑
N a≤x

Γ⊂(OK / a)∗

indΓ(a)κ ≥ x1+κ−δ+o(1),

where the o-term depends on γ, κ and K.

The accuracy of this lower bound depends on the quality of the smoothness condition
(7.3). In case K = Q one knows that (7.3) is satisfied for δ = 0.2961 . . . (cf. [5]). It is
conjectured to hold, for all δ > 0 with any K > 1 (cf. [70]). We believe that this is also
true for a general number field and expect an asymptotic law like∑

N a≤x
Γ⊂(OK / a)∗

indΓ(a)κ = x1+κ+o(1).

Rohrlich [88] proved that (7.3) holds with K = 1 and some δ sufficiently close to 1 and
depending on K, thereby improving the lower bound in (7.1) for any fixed number field.
We establish, partly on GRH, admissible values for δ which are in fact smaller than 1/2.
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Theorem 7.2. Let K(n) be a normal closure of K. Then, the smoothness condition
(7.3) is satisfied for K = 2 and every δ > δ0, where δ0 depends on K and may be chosen
as follows:

(i) If K(n) /Q is abelian23, then δ0 := 1
2
√
e

= 0.303265 . . . .

(ii) If GRH holds for the fields K(n)(ζl), l ∈ N, then δ0 := 1
2 exp

(
− 1

[K(n):Q]+1

)
.

(iii) If Gal(K(n) /Q) has an abelian subgroup of index ≤ 4, then δ0 := 1
2 − η with some

η > 0 depending on K.

Remark 7.3. The value of δ0 in (ii) can be slightly improved. For details and the
exact value of η in (iii), we refer to Section 7.4.2.

Theorem 7.1 is very surprising. On the one hand, as we have already learned, the
residual index averaged over prime ideals is typically small, which in view of AC and
Wagstaff’s heuristic is not an unexpected phenomenon. On the other hand, results of
Kurlberg [50] and Kurlberg and Pomerance [51] suggest that even within the set
of all ideals the index is small with probability 1. Nevertheless it turns out that the
number of (highly composite) ideals of K for which the index is exceptionally big is larger
than expected (see also Figure 7.1). In fact, it is the core of the proof of Theorem 7.1 to
construct sufficiently many such ideals.

7.3. Proof of Theorem 7.1

For an ideal a of K, let ϕ(a) and λ(a) denote order and exponent of (OK / a)∗, respec-
tively. As in the classical case, ϕ(a) is multiplicative on ideals by the Chinese remainder
theorem and satisfies

(7.4) ϕ(a) = N a
∏
p|a

(
1− 1

N p

)
.

As for λ(a), we have

(7.5) λ(a) = lcm(ϕ(p) : p | a)

if a is composed of distinct prime ideals. For an ideal a which is divisible by the square of
some prime ideal, the situation is more complicated, for it depends on the inertia degree
of p over Q whether or not (OK / p

k)∗ is cyclic for k > 1 (cf. [85, p. 268]).
The proof of Theorem 7.1 is initiated by the trivial lower bound

(7.6) indΓ(a)�K
ϕ(a)

λ(a)γ
.

The implied constant accounts for the torsion part of Γ, and depends only on K. Hence,
to obtain a lower bound for κ-th moments of indΓ(a), it suffices to establish one for the

average order of ϕ(a)κ

λ(a)γκ over ideals a which satisfy Γ ⊂ (OK / a)∗. In this regard, we state

the following number field analogue of a result of Luca and Sankaranarayanan [70].

Proposition 7.4. Let K be a number field and Γ a finitely generated subgroup of K∗
of arithmetic rank γ ∈ N. For any κ, r ∈ R+ and any δ ∈ R+ which is admissible in the

23Note that K(n) /Q is abelian if and only if K /Q is abelian.
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sense of Theorem 7.1 we have ∑
N a≤x

Γ⊂(OK / a)∗

ϕ(a)κ

λ(a)r
≥ x1+κ−δ+o(1),

where the o-term depends on κ, γ, r and K.

Proposition 7.4 is proved by a simple number field adaption of the original proof in
[70]. In fact, it suffices to replace primes by prime ideals p of K satisfying Γ ⊂ (OK / p)∗

therein, and utilize the prime ideal theorem, the identities (7.4), (7.5) and the estimate
ϕ(a) ≥ ϕ(N a)� N a

log logN a (cf. [100, p. 84]). �

7.4. Proof of Theorem 7.2

We will now validate the admissible values for δ0 asserted in Theorem 7.2. Our proof
combines ideas of Balog [6] and Friedlander [34].

In the sequel, we set L := Q(ζm) if K(n) /Q is abelian and contained24 in Q(ζm).

Otherwise we set L := K(n). A prime number which splits completely in L is necessarily
lifted to linear prime ideals in K. Hence

]Pδ,K(y) ≥ ]
{
p ∈ P(y ,K) linear : P+(N p−1) < yδ

}
≥ ]

{
p ≤ y : p splits completely in L, P+(p− 1) < yδ

}
.(7.7)

Proceeding as in the original work of Balog [6], we let ε > 0 be sufficiently small and
define

(7.8) h(p) := ]{p− 1 = kn : P+(kn) ≤ yδ, N1 < n ≤ N2}

with

(7.9) N1 := y
1
2

+ε and N2 := y
1
2

+2ε.

Then (7.7) and the Cauchy-Schwarz inequality yield

(7.10) ]Pδ,K(y) ≥
( ∑
p∈PC0

(y,L /Q)

h(p)

)2( ∑
p∈PC0

(y,L /Q)

h(p)2

)−1

,

where C0 := {id} ⊂ Gal(L /Q). Thus we need a good lower and upper bound for the
numerator and the denominator in (7.10), respectively.

For the denominator, a simple change of summation order and the Brun-Titchmarsh
inequality yield∑

p∈PC0
(y,L /Q)

h(p)2 ≤
∑
p≤y

( ∑
k|p−1

k≤(y−1)/N1

1

)2

≤
∑

k1,k2≤ y−1
N1

π(y; 1, [k1, k2])

� y

log y

∑
k1,k2≤ y−1

N1

1

ϕ([k1, k2])
.

24This is again possible by the Kronecker-Weber theorem (cf. [68, p. 273]).
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By Lemma 4.5 we obtain∑
a,b≤z

1

ϕ([a, b])
≤

∑
a,b,c≤z
(a,b)=c

1

ϕ
(
a
c

)
ϕ
(
b
c

)
ϕ(c)

≤
(∑
n≤z

1

ϕ(n)

)3

� log3 z

and hence

(7.11)
∑

p∈PC0
(y,L /Q)

h(p)2 � y log2 y.

As for the numerator in (7.10), we clearly have

h(p) = ]{p− 1 = kn : P+(k) ≤ yδ, N1 < n ≤ N2}

− ]{p− 1 = kn : P+(k) ≤ yδ, P+(n) > yδ, N1 < n ≤ N2}

≥ ]{p− 1 = kn : P+(k) ≤ yδ, N1 < n ≤ N2}

− ]{p− 1 = kql : yδ < q,N1 < ql ≤ N2},

where the letter q is henceforth reserved for primes. Thus, we obtain∑
p∈PC0

(y,L /Q)

h(p) ≥ S1 − S2

with

S1 :=
∑
k≤y

P+(k)≤yδ

∑
p∈PC0

(y,L /Q)

k|p−1

N1<
p−1
k
≤N2

1 and S2 :=
∑
yδ<q

∑
N1<ql≤N2

∑
p∈PC0

(y,L /Q)

ql|p−1

1.

7.4.1. Estimating S1 from below. We must establish a lower bound for S1. We
do so in detail for part (i) and (ii) of Theorem 7.2 and briefly discuss the case (iii) at the
end of Section 7.4.2. To start with, we observe that

S1 ≥
∑

y
N2

<k≤ y
N1

P+(k)≤yδ

∑
p∈PC0

(y,L /Q)
p>N1k+1
k|p−1

1 =
∑

y
N2

<k≤ y
N1

P+(k)≤yδ

∑
p∈PC0

(y,L /Q)

k|p−1

1 +O

(
y

log y

)

holds by the Brun-Titchmarsh inequality, since∑
y
N2

<k≤ y
N1

P+(k)≤yδ

∑
p∈PC0

(y,L /Q)
p≤N1k+1
k|p−1

1 ≤
∑
k≤ y

N1

π(N1k + 1; 1, k)� N1

log y

∑
k≤ y

N1

k

ϕ(k)
� y

log y
.

Invoking the effective Čebotarev density theorem under GRH (Proposition 4.7), we find

(7.12) S1 ≥ li(y)
∑

y
N2

<k≤ y
N1

P+(k)≤yδ

1

[L(ζk) : Q]
+OK

(
y

log y

)
.
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If L = Q(ζm), the same follows by the Bombieri-Vinogradov theorem, since we have
πC0(y,L /Q) = π(y; 1,m) in this case. Letting m′ ∈ N satisfy Lab ⊂ Q(ζ ′m), we deduce

(7.13) S1 ≥ li(y)
∑
d|m′

1

[L : L∩Q(ζd)]

∑
y
N2

<k≤ y
N1

(k,m′)=d
P+(k)≤yδ

1

ϕ(k)
+OK

(
y

log y

)

by the same arguments as in Section 6.3 (see the paragraph before Lemma 6.11). The
sum over k is bounded from below by

(7.14)
∑

y
N2

<k≤ y
N1

(k,m′)=d

1

ϕ(k)
−

∑
yδ<q≤y1/2

1

ϕ(q)

∑
y
qN2

<l≤ y
qN1

(l,m′)=d

1

ϕ(l)
,

if we choose y big enough so that (ql,m′) becomes (l,m′). To treat sums of this type we
prove the following elementary result:

Lemma 7.5. For positive integers b | a, let

B(a, b) :=
ϕ(ab )b

ϕ(b)a

∏
p-a

(
1 +

1

p(p− 1)

)
.

Then we have ∑
n≤x

(a,n)=b

1

ϕ(n)
= B(a, b) · log x+Oa(1).

Proof. First we observe that∑
n≤x

(a,n)=b

1

ϕ(n)
=

∑
n≤x

b
(a
b
,n)=1

1

ϕ(bn)
=
∑
e|a
b

µ(e)
∑
n≤x

b
e|n

1

ϕ(bn)
=
∑
e|a
b

µ(e)
∑
n≤x
eb|n

1

ϕ(n)

holds by the inclusion-exclusion principle. Applying the formula 1
ϕ(n) = 1

n

∑
s|n

µ2(s)
ϕ(s) , the

inner sum becomes

∑
n≤x
eb|n

1

n

∑
s|n

µ2(s)

ϕ(s)
=
∑
s≤x

µ2(s)

ϕ(s)[s, eb]

∑
n≤ x

[s,eb]

1

n
= log x

∑
s≥1

µ2(s)

ϕ(s)[s, eb]
+Oe,b(1).

Hence, we obtain

∑
n≤x

(a,n)=b

1

ϕ(n)
= log x

∑
e|a
b

µ(e)
∑
s≥1

µ2(s)

ϕ(s)[s, eb]
+Oa(1).
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To treat the double sum, we express the inner sum as an Euler product:∑
e|a
b

µ(e)
∑
s≥1

µ2(s)

ϕ(s)[s, eb]
=

1

b

∑
e|a
b

µ(e)

e

∑
s≥1

µ2(s)(s, eb)

sϕ(s)

=
1

b

∑
e|a
b

µ(e)

e

∏
p|eb

(
1 +

1

p− 1

)∏
p-eb

(
1 +

1

p(p− 1)

)

=
1

b

∏
p-b

(
1 +

1

p(p− 1)

)
b

ϕ(b)

∑
e|a
b

µ(e)

e

∏
p|e
p-b

p2

p2 − p+ 1
.

The sum over e is clearly multiplicative and can be easily verified to equal∏
p|a
b

p|b

(
1− 1

p

)∏
p|a
b

p-b

(
1− p

p2 − p+ 1

)
=
ϕ(ab )b

a

∏
p|a
b

p-b

(
1 +

1

p(p− 1)

)−1

.

Hence, we obtain∑
e|a
b

µ(e)
∑
s≥1

µ2(s)

ϕ(s)[s, eb]
=
ϕ(ab )b

ϕ(b)a

∏
p-b

(
1 +

1

p(p− 1)

)∏
p|a
b

p-b

(
1 +

1

p(p− 1)

)−1

=
ϕ(ab )b

ϕ(b)a

∏
p-a

(
1 +

1

p(p− 1)

)
and the assertion follows. �

Combining this result with (7.13), (7.14) and Mertens’ formula, we finally infer

(7.15) S1 ≥ li(y) log

(
N2

N1

)(
1− log

(
1

2δ

))∑
d|m′

B(m′, d)

[L : L∩Q(ζd)]
+Om′

(
y log log y

log y

)
.

7.4.2. Estimating S2 from above. To estimate S2, we need to handle sums of
π(x; a, q) for moduli q slightly exceeding x1/2. Here the Bombieri-Vinogradov theorem
is not applicable and the Brun-Titchmarsh inequality is too imprecise for an accurate
account, and we therefore utilize Proposition 4.4. It is convenient to treat the cases
L = Q(ζm) and L = K(n) separately.

If L = Q(ζm), then S2 becomes∑
yδ<q

∑
N1<ql≤N2

∑
p≤y

[m,ql]|p−1

1,

and for δ > 1
4 + ε Proposition 4.4 and Lemma 7.5 yield

S2 =
∑

yδ<q≤N2

∑
N1
q
<l≤N2

q

li(y)

[L(ζql) : Q]
+O(ε2) li(y)

∑
N1<k≤N2

1

[L(ζk) : Q]

≤ li(y)

( ∑
yδ<q≤N2

1

ϕ(q)

∑
N1
q
<l≤N2

q

1

[L(ζl) : Q]
+ log(N2/N1)O

(
ε2
))
.
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Applying the same arguments as in the estimation of S1, it is easily shown that

S2 ≤ li(y) log(N2/N1) log

(
1
2 + ε

δ

)(∑
d|m

B(m, d)

[L : L∩Q(ζd)]
+O

(
ε2
))
.

Now choose m′ = m in (7.15). Then, for δ > 1
2
√
e
, we have S1 − S2 �K y, if y is large

and ε small enough, respectively. In combination with (7.7), (7.10) and (7.11), this proves
Theorem 7.2 (i).

Now assume that L equals K(n). i.e. K is not contained in any cyclotomic field. Unfor-
tunately, the splitting condition p ∈ PC0(L /Q) cannot be translated into an arithmetic
progression condition. Hence we omit this condition and start with the trivial estimate

S2 ≤
∑

yδ<q≤N2

∑
N1<ql≤N2

∑
p≤y
ql|p−1

1,

probably loosing a lot. As in the first case, we invoke Proposition 4.4 and deduce

S2 ≤ li(y)

( ∑
yδ<q≤N2

1

ϕ(q)

∑
N1
q
<l≤N2

q

1

ϕ(l)
+O(ε2)

∑
N1<k≤N2

1

ϕ(k)

)

≤ li(y) log(N2/N1) log

(
1
2 + ε

δ

)(
B(1, 1) +O

(
ε2
))
,(7.16)

for δ > 1
4 + ε. Finally, by (7.15) and (7.16), we obtain S1 − S2 �K y if

δ >
1

2
exp

− ∑
d|m′

B(m′,d)
[L:L∩Q(ζd)]

B(1, 1) +
∑

d|m′
B(m′,d)

[L:L∩Q(ζd)]


and y and ε are chosen large and small enough, respectively. Since [L : L∩Q(ζd)] ≤ [L : Q]
and

∑
d|m′ B(m′, d) = B(1, 1), we clearly have

∑
d|m′

B(m′,d)
[L:L∩Q(ζd)]

B(1, 1) +
∑

d|m′
B(m′,d)

[L:L∩Q(ζd)]

≥ 1

[L : Q] + 1

and Theorem 7.2 (ii) follows.
As for Theorem 7.2 (iii), we first observe that, (7.12) remains true by Proposition 4.9,

the number field analogue of the Bombieri-Vinogradov theorem, if we restrict to those
k for which Q(ζk) ∩ L = Q. If (m′, k) = d for some divisor d of m′, we clearly have
Q(ζk)∩L = Q(ζd)∩L. Hence, (7.13) holds if one restricts to divisors d of m′ which satisfy
Q(ζd) ∩ L = Q. Proceeding as before in the cases (ii) and (iii), finally yields the choice

δ0 =
1

2
exp

(
−

∑∗
d|m′ B(m′, d)

B(1, 1)[L : Q] +
∑∗

d|m′ B(m′, d)

)
,

where ∗ indicates the restriction to those d for which Q(ζd) ∩ L = Q. �
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7.5. A note on double averaging modulo all ideals

In Chapter 6 we discovered that averaging Indκγ(p) instead of indΓ(p)κ over prime
ideals effects much stronger results. Setting

Indκγ(a) :=
∑

a1,...,aγ∈(OK / a)∗

ind〈a1,...,aγ〉(a)κ

ϕ(a)γ

for an arbitrary ideal a of K, it is natural to ask whether similar improvements are ex-
pectable, if we average Indκγ(a) instead of indΓ(a)κ over all ideals of K. On the one hand,
we certainly have

Indκγ(a) ≥ ϕ(a)κ

λ(a)γκ
,

whence Theorem 7.1 remains true if one replaces indΓ(a)κ by Indκγ(a). This is not very
surprising. Different to the prime ideal case, however, we did not manage to improve on
this result.

On the other hand, Indκγ(a) admits a very nice feature in case κ = 1 which might help
to illuminate Rohrlich’s original interest, the average order of indUK(a) if UK is infinite.
Keeping in mind that Indκγ(a) is nothing but Indκγ((OK / a)∗), in the sense of Section 6.2,
one has the following estimates, as λ(G)γ ≥ λγ(G) holds for any finite abelian group G.

Theorem 7.6. Let γ ∈ N and K a number field. For any ideal a of K we have

ϕ(a)

λ(a)
≤ Ind1

1(a) ≤ τ(λ(a)) · ϕ(a)

λ(a)
,

and if γ > 1 we have
ϕ(a)

λ(a)γ
≤ Ind1

γ(a) ≤ 2ω(ϕ(a)) · ϕ(a)

λ(a)
.

From this result we learn that the average order of Ind1
γ(a) is (up to an ε-power of N a)

determined by the average order of the fractions ϕ(a)
λ(a) and ϕ(a)

λ(a)γ . On the contrary, as we

have seen above, the average order of these fractions bound the average order of indΓ(a)
from below. In this way we obtain another approach towards Rohrlich’s problem, for any
improvement towards lower bounds for the average order of Ind1

γ(a) yields an improvement
concerning lower bounds for the average order of indΓ(a) by Theorem 7.6 and (7.6).
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CHAPTER 8

Background on Elliptic Curves

Until now we have only studied properties of residue rings arising from reductions in
number fields. In this last part of the thesis we deal with analogue questions provided
by elliptic curves over finite fields. In this chapter we catch up on a brief introduction
to the theory of ellitpic curves and provide basic notation and facts which are needed in
the following two chapters. This introduction covers only basic properties and builds on
the book [96] of Silverman and the survey paper [17] of Cojocaru to which we refer
for a more extensive treatment. In the subsequent chapters we go more into detail and
also state some more specific results which are mostly taken from the papers [17, 19] of
Cojocaru and the paper [92] of Schoof.

8.1. Basic facts about elliptic curves

Let F be an arbitrary field and let F be an algebraic closure thereof. We denote by
P2 := P2(F) the projective plane over F. An elliptic curve (E,O), or simply E, is a non-
singular curve E of genus one in P2 containing a specified point at infinity denoted by O .
If E is given by a non-singular polynomial with coefficients in F, and O may be given by
coordinates in F, we say that E is defined over F and express this by writing E /F. An
elliptic curve which is defined over Q is called a rational elliptic curve.

In case char(F) 6= 2, 3, it can be shown (cf. [96, p. 44f]) that for any elliptic curve
E /F, there exists an F-isomorphism (see below) which transforms E into an elliptic curve
Ea,b given by the projective closure of a so called Weierstraß equation

(8.1) Ea,b : y2 = x3 + ax+ b,

with a, b ∈ F such that the discriminant ∆Ea,b
:= −16(4a3+27b2) of Ea,b is non-zero. Note

that, under this transformation, the point O is mapped to the projective point [0 : 1 : 0]
which explains the term “point at infinity”.

The set of points on an elliptic curve E /F forms an abelian group, with O as identity,
in virtue of a simple geometric construction, illustrated in Figure 8.1 (see [96] for details).
We write P + Q for the result of two points of E under this operation and note that the
coordinates of P +Q are given by rational expressions involving the coordinates of P and
Q. The set of F-rational points E(F) of E (or simply rational points if F = Q) are defined
as the set containing all points of E which may be given by coordinates in F. In particular
we have O ∈ E(F), since E is defined over F. It is easily seen that E(F) is a subgroup of E,
and, if K is a number field, then E(K) is finitely generated by the Mordell-Weil theorem
(cf. [96, p. 239]). For any k ∈ N, we denote by E[k], the k-torsion points of E, i.e. the set
of points of E which are annihilated by k-fold addition. If k is prime to char(F), the only
case we shall consider, then the structure of E[k] is determined by (cf. [96, p. 86])

(8.2) E[k] ∼= Z /kZ⊕Z /kZ .
91
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P

Q

P +Q

Figure 8.1. Addition of points on the elliptic curve y2 = x3 − x.

The field F(E[k]) which is obtained by adjoining all coordinates25 of points of E[k] to F is
called the k-division field of E. It can be shown that F(E[k]) is a finite Galois extension of
F which contains the k-th roots of unity (cf. [96, p. 96]). The k-division fields of rational
elliptic curves will appear very often in Chapter 9 as they, in some sense, are the elliptic
curve analogues to cyclotomic fields. We make this precise in Section 8.2.

Given two elliptic curves (E1,O1) and (E2,O2) defined over F, an F-isogeny from
E1 to E2 is a morphism φ : E1 → E2 defined over F which satisfies φ(O1) = O2 (cf.
[96, p. 66]). It turns out that every such F-isogeny also yields a group homomorphism
between the corresponding elliptic curves (cf. [96, p. 71]). If there exists another F-isogeny
ψ : E2 → E1 such that ψ ◦ φ and φ ◦ψ yield the identity maps on E1 and E2, respectively,
then φ is called an F-isomorphism, and E1 and E2 are said to be isomorphic over F. In
case F = F we simply speak of isogenies, isomorphisms and isomorphic elliptic curves.
An isogeny (F-isogeny) from an elliptic curve E /F to itself is called an endomorphism (F-
endomorphism) of E, and the set of all endomorphisms (F-endomorphisms) of E forms a
ring of characteristic 0 with no zero divisors, the so called endomorphism ring End(E) (F-
endomorphism ring EndF(E)) of E (cf. [96, p. 68]). The invertible elements of this ring are
called automorphisms (F-automorphisms) of E, and form the automorphism group Aut(E)
(F-automorphism group AutF(E)) of E. It can be shown that, for any elliptic curve E,
there exists a characteristic number jE, the so called j-invariant of E, such that any other
elliptic curve is isomorphic to E if and only if it has the same j-invariant (cf. [96, p. 45]).
If E is given by a Weierstraß equation, E = Ea,b say, then one has jE = −1728(4a)3/∆Ea,b

.
Note that curves E1 /F and E2 /F with the same j-invariant need not be isomorphic over
F, if F is not algebraically closed.

25Of course, before adjoining the coordinates of a point P = [x : y : z] one has to normalize the coordinates
so that one of x, y or z equals 1.
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Clearly, k-fold addition defines an endomorphism for any elliptic curve E, so that
End(E) always contains a copy of Z as a subring. Whenever End(E) is strictly larger
than Z, one says that E has complex multiplication, or simply CM, and calls E a CM
curve. Otherwise, E is called a non-CM curve. If E is a rational CM curve, then
End(E) is an order in an imaginary quadratic field Q(

√
−d) of class number 1, i.e.

d ∈ {1, 2, 3, 7, 11, 19, 43, 67, 163} (cf. [17]), and the field Q(
√
−d) is referred to as the

CM field associated to E. Due to the additional structure on E provided by complex mul-
tiplication, rational CM curves are usually easier to handle, as we have already noticed
in Section 2.4 in connection with the Lang-Trotter conjecture. We will encounter this
phenomenon again in Chapter 9. Unfortunately, most rational elliptic curves are non-CM
curves, so complex multiplication is rather the exception in this case. This changes if one
considers elliptic curves defined over Fp instead. In fact, every elliptic curve is a CM curve
in this case, and the associated endomorphism ring is either an order in an imaginary qua-
dratic field or, which is rather seldom, an order in a quaternion algebra (cf. [96, p. 144f]).
More information about this distinction and other facts concerning elliptic curves defined
over Fp are provided in the subsequent section.

8.2. Elliptic curves defined over Fp and reduction modulo p

Let us start with an arbitrary elliptic curve E /Fp, for some prime p > 3, and consider
its Fp-rational points E(Fp). By elementary arguments one would suggest that E(Fp)
contains roughly about p+ 1 points (see [96, p. 137]). Indeed, writing

a := ]E(Fp)− p− 1,

Hasse proved the following estimate in the 1930s, to which we refer as Hasse’s theorem,
which was conjectured by Artin in his thesis (cf. [96, p. 138]).

Proposition 8.1 (Hasse’s theorem). For any prime p, and any elliptic curve E /Fp
we have

|a| ≤ 2
√
p.

This result is a special case of the so called Weil conjectures, proposed by Weil in
1949 and proved in 1974 by Deligne (see Chapter V.2 of [96]). The number a plays
a crucial role in determining the structure of End(E). If a 6= 0, then End(E) is an
order in an imaginary quadratic field, and E is called an ordinary curve. If a happens to
be zero, then End(E) is an order in a quaternion algebra and E is called supersingular
(cf. [17]). As for the structure of E(Fp), the isomorphism (8.2) yields that E(Fp) is a
subgroup of Z /kZ⊕Z /kZ, for some k which is divisible by ]E(Fp). Hence, we obtain a
decomposition26

(8.3) E(Fp) ∼= Z /dZ⊕Z /deZ,
for appropriate d, e ∈ N to which we refer as the structure constants of E(Fp). Any Fp-
rational point Q of E generates a cyclic group inside E(Fp) and, just as in the number field
setting, we define residual index indQ(E) and residual order ordQ(E) of Q in E(Fp) as the
index and order of this cyclic group, respectively. As in Part II, these two quantities will
be the centre of interest in the subsequent investigations.

In the next chapter we will deal with elliptic curves defined over Fp which arise from a
rational elliptic curve in a canonical way: If E is an arbitrary rational elliptic curve, given
by a Weierstraß equation (8.1) say, then for any prime p > 3 one obtains a curve Ep /Fp,

26In the literature the integers d and e are sometimes defined by E(Fp) ∼= Z /dZ⊕Z /eZ with d | e.
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the so called reduction of E modulo p, by reducing the defining equation modulo p. It turns
out that this is again an elliptic curve defined over Fp if and only if p does not divide the
conductor NE of E, an important invariant of E which we not specify any further (see [96,
p. 256] for details). Such primes are called primes of good reduction for E, the divisors of
NE are said to have bad reduction for E. The reduction of a rational point Q of E modulo
a prime p of good reduction is denoted by Q, and for notational convenience we write
indQ(Ep) and ordQ(Ep) instead of indQ(Ep) and ordQ(Ep), respectively. For any prime
p of good reduction for E, we write ap, dp and ep for the integers a, d and e introduced
above. A prime p of good reduction for E is called of supersingular reduction if ap = 0,
and of ordinary reduction, otherwise.

We close this section with a preparation for Chapter 9. Here, we will study the
distribution of ordQ(Ep) (or rather its average over Q) over primes p of good reduction
for E. During this investigation we will frequently need criteria for a positive integer k to
divide the numbers dp and ]Ep(Fp), respectively. These properties turn out to be encoded
in the k-division field Q(E[k]). In fact, the first property is easily translated into a splitting
condition for p [17].

Lemma 8.2. Let E be a rational elliptic curve of conductor NE, k ∈ N and p a prime
such that p - kNE. Then, k divides dp if and only if p splits completely in Q(E[k]).

To deal with the second question, we recall that the k-division field Q(E[k]) is Galois
over Q. In view of (8.2), one then has a natural representation

φk : Gal(Q(E[k])/Q)→ GL2(Z /kZ),

called the Galois representation associated to E[k] which is easily seen to be injective (see
Lemma 9.3 for more details about φk). The subsequent lemma expresses the condition that
k divides ]Ep(Fp) in terms of φk and also characterizes primes which ramify in Q(E[k])
(cf. [17]).

Lemma 8.3. Let E be a rational elliptic curve of conductor NE and k ∈ N. The primes
which ramify in Q(E[k]) divide kNE, and for primes p - kNE we have

k | ]Ep(Fp)⇐⇒
[
Q(E[k]) | Q

p

]
⊂ Dk,

where Dk is given by

Dk :=
{
σ ∈ Gal(Q(E[k])/Q) : detφk(σ) + 1− trφk(σ) ≡ 0 (k)

}
which is clearly closed under conjugation in Gal(Q(E[k])/Q).



CHAPTER 9

Moments of the Residual Order of Rational Points modulo
Primes

In Part II we investigated the distribution of residual index and residual order of
algebraic integers modulo ideals of a given number field. One way to transfer this problem
to the field of elliptic curves is the following: Let E be a rational elliptic curve and Q a
fixed rational point of infinite order in E(Q). Similar to the number field case, one may ask
for the distribution of indQ(Ep) and ordQ(Ep), as p varies over primes of good reduction
for E. Due to the non-cyclicity of Ep(Fp) and other obstructions, this problem proves to
be harder than in the number field case.

In this chapter we adapt methods from Chapter 6 to attack the analogue of Luca’s
problem presented in Section 6.4 to elliptic curves. In particular we only deal with the
case of the residual order which is much easier to handle and, partly on GRH, admits
asymptotic formulae. A precise formulation of the problem we are interested in and the
main results we established are provided in Section 9.1. In Section 9.2 we quote some
preliminary results, and the proof of our main theorem is executed in Section 9.3.

9.1. Introduction and statement

Let E be a rational elliptic curve and Q a rational point on E which we assume to be
of infinite order in E(Q). We are interested in the asymptotic behaviour of∑

p≤x,p-NE

ordQ(Ep)
κ,

the κ-th moments of ordQ(Ep) over primes p of good reduction for E. By the Lang-Trotter
conjecture and the corresponding results over number fields (cf. Theorem 5.3) it is self-
evident that ordQ(Fp) should be typically large and, in view of Hasse’s theorem, we expect

(9.1)
1

π(x)

∑
p≤x,p-NE

ordQ(Ep)
κ ∼ c(κ)

E,Q · x
κ,

for any κ ∈ R+, with a positive constant c
(κ)
E,Q depending on E, Q and κ. While we

established the corresponding result in number fields under GRH, this problem is still
open for elliptic curves. Its complexity may be ascribed to the non-cyclicity of Ep(Ep) and
the absence of strong prime number estimates especially in the non-CM case, the same
obstacles which prevented a proof of the Lang-Trotter conjecture even under GRH. It is
therefore reasonable to first study related problems which appear less involved but more
promising.

In a recent paper Freiberg and Kurlberg [32] have investigated the average be-
haviour of the exponent epdp of Ep(Fp), clearly an upper bound for ordQ(Ep), over primes
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of good reduction for E. They proved∑
p≤x,p-NE

epdp = bE · li(x2) +OE

(
x19/10(log x)6/5

)
under GRH, and ∑

p≤x,p-NE

epdp = bE · li(x2) +OE

(
x2 log log x

(log x)9/8

)
unconditionally if E has CM, with a positive constant bE ∈ (0, 1) given by

bE :=
∞∑
k=1

(−1)ω(k)ϕ(rad(k))

[Q(E[k]) : Q]
.

In both cases the error terms have been improved later on by Kim [49] and Wu [106].
These results immediately yield an upper bound for the left side of (9.1) in case κ = 1.
But even though we expect ordQ(Ep) to be close to epdp most of the time, the constant

bE may not be the best approximation to the expected constant c
(1)
E,Q.

In this chapter we therefore follow a different approach. Instead of comparing ordQ(Ep)
to the exponent of Ep(Fp), we compare it to the average of ordQ(Ep), as Q runs through
the Fp-rational points of Ep. More precisely, we are interested in the average behaviour of

Ordκ(Ep) :=
1

]Ep(Fp)
∑

Q∈Ep(Fp)

ordQ(Ep)
κ

as p ranges over primes of good reduction for E. Just as in Chapter 6 one may hope that
this quantity yields a reasonable approximation to ordQ(Ep)

κ and possibly a more appro-
priate predictor for ordQ(p)κ than (epdp)

κ. Adapting the methods introduced in Chapter
6 we establish the following asymptotic formulae for the average order of Ordκ(Ep).

Theorem 9.1. Let E be a rational elliptic curve of conductor NE and let κ ∈ R+. For
any two integers m,n ∈ N we set27

D(m,n) :=
{
σ ∈ Gal(Q(E[[m,n]])/Q) : σ|Q(E[m]) ∈ Dm and σ|Q(E[n]) = id

}
,

with Dm as defined in Lemma 8.3, and we define

c
(κ)
E :=

∑
f,n,d,e≥1

µ(n)µ(e)

n(fd)1+κ

∑
mk|d

mµ(k) · ]D(mkdnf, de)

[Q(E[[mkdnf, de]]) : Q]
.

This sum converges absolutely and we have the following asymptotic formulae:

(i) If E is a non-CM curve and we assume GRH for the fields Q(E[n]), n ∈ N, the

constant c
(κ)
E is positive and we have∑

p≤x
p-NE

Ordκ(Ep) = c
(κ)
E · li(x1+κ) +O

(
x1+κ

xξ(k)−ε

)
,

27By E[[m,n]] we mean the [m,n]-division field of E, where [m,n] denotes the least common multiple of
m and n. This notation will appear frequently throughout this chapter.
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where the implied constant depends on κ, ε, NE and a certain constant B(E) (cf.
Lemma 9.3), and the saving ξ(κ) is given by

ξ(κ) :=


1/11, if 11 < κ,

κ/(10κ+ 11), if 5 < κ ≤ 11,

κ/(9κ+ 16), if 4/3 < κ ≤ 5,

κ/(6κ+ 20), if 0 < κ ≤ 4/3.

(ii) If E has CM by the ring of integers of an imaginary quadratic field K, then c
(κ)
E is

positive and we have∑
p≤x
p-NE

Ordκ(Ep) = c
(κ)
E · li(x1+κ) +O

(
x1+κ

(log x)1+η(κ)−ε

)
,

where the implied constant depends on κ, ε, NE and a certain ideal f of K (cf.
Proposition 9.6), and the saving η(κ) is given by

η(κ) :=
1

8 + 12κ+8
κ2+κ

.
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Figure 9.1. Plot of the saving ξ(κ) from Theorem 9.1 (i).

Remark 9.2. In both cases we were not able to prove the positivity of c
(κ)
E straight

from its definition. This is due to the alternating nature of the defining sum and lack
of information concerning the involved field degrees, a problem we did not manage to

overcome. Nevertheless, we circumvented this problem and proved the positivity of c
(κ)
E

in the respective cases by methods that are similar to those which enabled us to establish

the positivity of c
(κ)
Γ,C under GRH in Chapter 5. We come back to this in Section 9.3.3.
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Theorem 9.1 nicely illustrates the phenomenon which we already encountered in Sec-
tion 2.4: While we need to assume the GRH in the non-CM case, the asymptotic formula
asserted in Theorem 9.1 holds unconditionally, if E has CM by the ring of integers of an
imaginary quadratic field. This is due to number field analogues of the Brun-Titchmarsh
inequality for the sizes of certain families of primes which are only available in the non-CM
case. We present the corresponding statements in the subsequent section. These estimates
allow for an application of the unconditional effective Čebotarev density theorem.

Moreover, it is notable that the GRH in Theorem 9.1 (i) may be replaced by a quasi
δ-GRH (see Section 2.4) for any δ ∈ [1/2, 1) which in turn results in a larger error term.
Also, it is possible to improve the aforesaid error term if one even assumes the GRH for
Artin L-functions, for this, as first observed by Serre, results in sharper error terms for
effective versions of the Čebotarev density theorem. For details, we refer to [19].

9.2. Tools for prime number estimates

Before proceeding with the proof of Theorem 9.1, it is necessary to provide additional
information concerning rational elliptic curves and their reductions modulo p. Let E
be a rational elliptic curve of conductor NE. We will frequently need to count primes
p ≤ x of good reduction for E for which dp or ]Ep(Fp) are divisible by a given integer
k ∈ N. In Section 8.2 (cf. Lemmas 8.2 and 8.3) we learned that these primes are exactly the
ones counted by πid(x,Q(E[k])/Q) and πDk(x,Q(E[k])/Q), respectively. Hence, questions

of this kind may be handled by effective version of the Čebotarev density theorem and
therefore, we need estimates for the corresponding prime densities 1/[Q(E[k]) : Q] and
]Dk/[Q(E[k]) : Q]. To deal with the first problem one may utilize the Galois representation
φk associated to E[k]. Since φk is injective, asking for the size of [Q(E[k]) : Q] amounts to
estimating the size of the image of φk. The following lemma (cf. [17, 32]) gives a precise
account of this question.

Lemma 9.3. Let E be a rational elliptic curve.

(i) If E has CM by the ring of integers of an imaginary quadratic field, and k > 2, then
φk is not surjective, and we have

ϕ(k)2 ≤ [Q(E[k]) : Q] ≤ k2.

(ii) If E is without CM, then there exists a positive integer A(E) depending on E such
that φk is surjective for all k ∈ N coprime to A(E) in which case we have

[Q(E[k]) : Q] = ]GL2(Z /kZ) = k4
∏
q|k

(
1− 1

q

)(
1− 1

q2

)
,

where the product runs over prime divisors of k. For arbitrary k ∈ N, there exists a
constant B(E) ≥ 1 depending on E, such that

]GL2(Z /kZ)/B(E) ≤ [Q(E[k]) : Q] ≤ ]GL2(Z /kZ).

Estimates for ]Dk and ]Dk/[Q(E[k]) : Q] are given by the following lemma. These
estimates are not as precise as they could be, but suffice for our purposes. To obtain sharp
upper bounds, one needs to count matrices in GL2(Z /nZ) with eigenvalue 1.

Lemma 9.4. Let E be a rational elliptic curve and k ∈ N. Then we have

]Dk

[Q(E[k]) : Q]
�ε

1

k1−ε .
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If E is a non-CM curve, then
]Dk �ε m

3+ε,

and if E has CM by the ring of integers of an imaginary quadratic field, then

]Dk �ε m
1+ε.

Proof. In the non-CM case, the estimate for ]Dk
[Q(E[k]):Q] is an immediate consequence

of Proposition 10 of [19], Lemma 9.3 and Mertens’ formula. In the CM case, the estimate
follows by the same arguments, and the fact that the density of primes p of supersingular
reduction for E for which k | Ep(Fp) holds is bounded from above by 1/ϕ(k) by Dirich-
let’s prime number theorem for primes in arithmetic progression. The estimates for ]Dk

then follow immediately from Lemma 9.3. �

Finally, we provide some results which are quite useful to estimate πid(x,Q(E[k])/Q)
and πDk(x,Q(E[k])/Q), if the (unconditional) effective Čebotarev density theorem does
not apply. The following two statements deal with upper bounds for πid(x,Q(E[k])/Q).
The first of these was proved by Cojocaru using a sieve argument and may be found in
[49]. The second estimate applies only in the CM case and is based on a number field
analogue of the Brun-Titchmarsh inequality due to Hinz and Lodemann [41]. We omit
the details concerning class field theory and simply state the form in which we apply it.

Proposition 9.5. Let E be a rational elliptic curve of conductor NE. Then, for any
2 ≤ k ≤ 2

√
x we have

πid(x,Q(E[k])/Q)� x

k2
,

where the implied constant is absolute.

Proposition 9.6. Let E be a rational elliptic curve of conductor NE with CM by the
ring of integers of an imaginary quadratic field K. Then there exists an ideal f of OK,
such that

πid(x,Q(E[k])/Q)�NE

x

[Q(E[k]) : Q] log
(

x
NK /Q(kf)

)
holds, whenever 1 ≤ k < x1/4.

Proof. The estimate immediately follows from equations (13) and (19), and Lemmas
2.4 and 2.5 of [49]. �

As for an upper bound for πDk(x,Q(E[k])/Q), a convenient estimate is given by Propo-
sition 9.7. Again this statement only applies if E has CM by the ring of integers of an
imaginary quadratic field K, for in this case one can translate the property k | ]Ep(Fp)
into an appropriate splitting condition for p in K. It builds on a number field analogue of
the Brun-Titchmarsh inequality due to Schaal (cf. Proposition 18 of [19]).

Proposition 9.7. Let E be a rational elliptic curve with CM by the ring of integers
of an imaginary quadratic field. For any k ≤ (x/ log x)1/2, we then have

πDk(x,Q(E[k])/Q)� τ(k)

ϕ(k)
· x

log x
,

where the implied constant is absolute.

Proof. The result may be obtained by extending Proposition 19 in [19]. Even though
this result only deals with primes of ordinary reduction for E, it remains true for all primes,
since the primes p of supersingular reduction for E for which k | Ep(Fp) holds satisfy
p ≡ −1 (k), and may be treated by the Brun-Titchmarsh inequality. �
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9.3. Proof of Theorem 9.1

We proceed with the proof of Theorem 9.1 which we divide into three parts. We start
with a proof of the asymptotic formulae in Sections 9.3.1 and 9.3.2, first in the non-CM
case and afterwards in the case where E has CM by the ring of integers of an imaginary
quadratic field. Finally, in Section 9.3.3 we establish the positivity of the asymptotic

constant c
(κ)
E in the respective cases.

9.3.1. Proof of the asymptotic formula - the non-CM case. Assume that E is
a non-CM curve. Without any further notice, the letter p will always refer to a prime of
good reduction for E, for notational convenience. By Hasse’s theorem, (8.3), Lemma 6.7
and a simple change of summation order, we obtain

(9.2)
∑
p≤x

Ordκ(Ep)

(]Ep(Fp))κ
=
∑
f≤2x

1

f1+κ

∑
p≤x
f |dpep

1

d1+κ
p

∑
n| dpep

f

µ(n)

n

(
dpep
nf

, dp

)
.

Next we eliminate terms with large values of f and n, respectively. To this end, let
0 < y1, y2 ≤ x1/4 be some parameters which will be specified later. Swapping the roles

of n and
dpep
nf in the inner sum of (9.2), the contribution of terms in (9.2) with f > y1 is

clearly bounded from above by

∑
y1<f

1

fκ

∑
p≤x
f |dpep

1

d2+κ
p ep

∑
n| dpep

f

n (n, dp) ≤
∑
y1<f

1

fκ

∑
p≤x

1

d1+κ
p ep

σ

(
dpep
f

)

� log log x
∑
y1<f

1

f1+κ

∑
p≤x

1

dκp
�κ

x log log x

yκ1 log x

by the prime number theorem, Hasse’s theorem, and well-known estimates for the divisor
sum function (cf. [100, p. 85f]). Again by Hasse’s theorem and common estimates for the
divisor function (cf. [100, p. 81f]), the contribution of the terms with n > y2 in (9.2) is
less than

1

y2

∑
f≥1

1

f1+κ

∑
p≤x

τ(epdp)

dκp
�κ

1

y2

∑
p≤x

τ(ep)�ε
x1+ε

y2
.

Hence we obtain
(9.3)∑

p≤x

Ordκ(Ep)

(]Ep(Fp))κ
=
∑
f≤y1

1

f1+κ

∑
n≤y2

µ(n)

n

∑
p≤x

nf |dpep

(dpep
nf , dp

)
d1+κ
p

+Oκ,ε

(
x log log x

yκ1 log x
+
x1+ε

y2

)
.

As a next step we collect primes which give rise to the same value for dp. By Hasse’s
theorem and (8.3), the main part of the right side of (9.3) then becomes∑

f≤y1

1

f1+κ

∑
n≤y2

µ(n)

n

∑
d≤2
√
x

1

d1+κ

∑
p≤x

dnf |]Ep(Fp)
dp=d

(
]Ep(Fp)
dnf

, d

)
.

The terms with large d in this expression are negligible, too. To see this, we recall that
the d-division field Q(E[d]) always contains the d-th roots of unity. Hence, the condition
d | dp implies that p − 1 is divisible by d. Thus, by Lemma 8.2, the Brun-Titchmarsh
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inequality and Lemma 4.5, the contribution of terms with d > y3, where 0 < y3 ≤ x1/4 is
another parameter, is bounded from above by∑

f≤y1

1

f1+κ

∑
n≤y2

1

n

∑
2
√
x≥d>y3

1

dκ

∑
p≤x

dnf |]Ep(Fp)
d=dp

1�κ

∑
n≤y2

1

n

∑
2
√
x≥d>y3

1

dκ

∑
p≤x
d|dp

1(9.4)

� x

log x

∑
n≤y2

1

n

∑
d>y3

1

dκϕ(d)

�κ
x log y2

yκ3 log x
.

From the inclusion-exclusion principle and Hasse’s theorem we now infer the identity∑
d≤y3

1

d1+κ

∑
p≤x

dnf |]Ep(Fp)
dp=d

(
]Ep(Fp)
dnf

, d

)
=
∑
d≤y3

1

d1+κ

∑
e≤2
√
x

µ(e)
∑
p≤x

dnf |]Ep(Fp)
de|dp

(
]Ep(Fp)
dnf

, d

)
.

To enable an application of Lemmas 8.2 and 8.3 combined with the effective Čebotarev
density theorem under GRH (Proposition 4.7), we must eliminate terms with large e as

well. Let therefore 0 < y4 < x1/4 be yet another parameter. Then Proposition 9.5 yields∑
d≤y3

1

d1+κ

∑
y4<e≤2

√
x

µ(e)
∑
p≤x

dnf |]Ep(Fp)
de|dp

(
]Ep(Fp)
dnf

, d

)
� x

∑
d≤y3

1

d2+κ

∑
e>y4

1

e2
� x

y4
,

and hence

(9.5)
∑
f≤y1

1

f1+κ

∑
n≤y2

1

n

∑
d≤y3

1

d1+κ

∑
y4<e≤2

√
x

µ(e)
∑
p≤x

dnf |]Ep(Fp)
de|dp

(
]Ep(Fp)
dnf

, d

)
�κ

x log y2

y4
.

To get rid of the gcd-term inside the p-summation, we utilize the Möbius inversion formula
to obtain

(9.6)
∑
p≤x

dnf |]Ep(Fp)
de|dp

(
]Ep(Fp)
dnf

, d

)
=
∑
m|d

m
∑
p≤x

dnf |]Ep(Fp)
de|dp

m=
(
]Ep(Fp)

dnf
,d
)

1 =
∑
m|d

m
∑
k| d
m

µ(k)
∑
p≤x

kmdnf |]Ep(Fp)
de|dp

1.

Eventually, combining (9.3) with (9.4), (9.5) and (9.6), we obtain∑
p≤x

Ordκ(Ep)

(]Ep(Fp))κ
=

∑
f≤y1,n≤y2
d≤y3,e≤y4

µ(n)µ(e)

n(fd)1+κ

∑
mk|d

mµ(k)
∑
p≤x

mkdnf |]Ep(Fp)
de|dp

1(9.7)

+Oε,κ

(
x log log x

yκ1 log x
+
x1+ε

y2
+
x log y2

yκ3 log x
+
x log y2

y4

)
.

To be in the position of evaluating the sum over p in (9.7), we need to translate the
summation conditions in a way to make effective versions of the Čebotarev density theorem
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applicable. In this regard we prove the following lemma beforehand which also applies to
CM curves.

Lemma 9.8. Let E be a rational elliptic curve and r, s ∈ N. Then we have

Q(E[[r, s]]) = Q(E[r]) ·Q(E[s]).

Further, D(r, s) is a union of conjugacy classes in Gal(Q(E[[r, s]])/Q), and we have:

(i) Recall that ‖Dr‖ denotes the number of conjugacy classes inside Dr. Then28

‖Dr‖ ≤ 2r

if E is without CM, and

‖Dr‖ �ε r
1+ε

if E has CM by the ring of integers of an imaginary quadratic field.
(ii) ]D(r, s) ≤ ]Dr and ‖D(r, s)‖ ≤ ‖Dr‖.
(iii) For any prime p - rs of good reduction for E, we have the equivalence[

Q(E[r]) | Q
p

]
⊂ Dr and

[
Q(E[s]) | Q

p

]
= id⇐⇒

[
Q(E[[r, s]]) | Q

p

]
⊂ D(r, s).

(iv) For any divisors k and l of r and s, respectively, we have

]D(k, l)

[Q(E[[k, l]]) : Q]
≥ ]D(r, s)

[Q(E[[r, s]]) : Q]
.

Proof. Clearly, D(r, s) is a union of conjugacy classes and Q(E[[r, s]]) contains the
composite field Q(E[r]) ·Q(E[s]). As for the other inclusion, it obviously suffices to show
Q(E[rs]) ⊂ Q(E[r])·Q(E[s]) if r and s are coprime. In this case we have E[rs] = E[r]⊕E[s].
Hence, any point P ∈ E[rs] may be written as P = Pr + Ps with Pr ∈ E[r] and Ps ∈ E[s].
Since the coordinates of P are given by rational functions in the coordinates of Pr and Ps,
P must be contained in the composite field Q(E[r]) ·Q(E[s]).

Let us turn to (i). By the trivial estimate ‖Dr‖ ≤ ]Dr we obtain ‖Dr‖ �ε r
1+ε in the

CM case by Lemma 9.4. Since in this case Gal(Q(E[r])/Q) is abelian for (r, 6NE) = 1 (cf.
Proposition 9 of [19]) it is hard to improve on this estimate. Now assume that E is without
CM. Then we may identify Gal(Q(E[r])/Q) with a subgroup of GL2(Z /rZ) and it suffices
to consider matrices in GL2(Z /rZ) which have 1 as an eigenvalue (cf. Lemma 8.3). If A is
such a matrix, then the characteristic polynomial of A factors into linear polynomials over
Z /rZ and we denote the second eigenvalue of A by λ. Note that λ ∈ (Z /rZ)∗ because
A is invertible. If λ 6≡ 1 (r), then A is conjugated to the diagonal matrix with diagonal
entries 1 and λ (cf. Section 29 of [102]). If λ ≡ 1 (r), then A is conjugated to a matrix(

1 x
0 1

)
for some x ∈ Z /rZ (cf. Section 29 of [102]). Hence, we find ‖Dr‖ ≤ ϕ(r)+r ≤ 2r.

To prove (ii), one essentially proceeds as in the proof of Lemma 5.5. If D(r, s) is
empty, we are done. If D(r, s) contains a conjugacy class of some isomorphism σ, then
τστ−1|Q(E[r]) runs through the conjugacy class of σ|Q(E[r]) inside Dr as τ runs through
Gal(Q(E[[r, s]])/Q). On the other hand, the restriction map D(r, s) → Dr is injective
because Q(E[[r, s]]) is the composite field of Q(E[r]) and Q(E[s]). Hence, the respective
conjugacy classes of σ and σ|Q(E[r]) are of the same size. In this way we obtain an injective
mapping between the conjugacy classes of D(r, s) and the ones inside Dr which preserves
cardinality and thereby proves (ii).

28Again, the upper bounds for ‖Dr‖ are not sharp, but we don’t need the precision.
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Statement (iii) easily follows by elementary properties of Frobenius symbols (cf. e.g.
Chapter 7 in [68]).

Assertion (iv) follows by the Čebotarev density theorem. Indeed, for any two divisors
k of r and l of s we have k | Ep(Fp) and l | dp, whenever r | Ep(Fp) and s | dp. The set of
primes with the latter property is therefore contained in the set of primes with the first
property. The assertion then follows by (iii), the Čebotarev density theorem and Lemmas
8.2 and 8.3. �

Let us now assume GRH29 for the fields Q(E[n]), n ∈ N, and apply the effective
Čebotarev density theorem (Proposition 4.7) to the sum over p in (9.7). By Lemma 8.3,
Proposition 4.11, and 9.3, the estimate

log ∆Q(E[k]) ≤ [Q(E[k]) : Q]

(
log(k4) +

∑
p|kNE

log p

)
≤ [Q(E[k]) : Q] log(k5NE)

holds for any positive integer k. Thus, for any r, s ∈ N, Proposition 4.7, Hasse’s theorem
and Lemma 9.8 yield( ∑

p≤x,s|dp
r|]Ep(Fp)

1

)
− ]D(r, s)

[Q(E[[r, s]]) : Q]
· li(x)(9.8)

� ]Dr · x1/2 log ([r, s]NEx) + ‖Dr‖[r, s]4 log([r, s]NE)

�ε,NE
r3x

1
2

+ε + xεr[r, s]4.

Inserting (9.8) into (9.7), the main term in (9.7) becomes

(9.9) li(x)
∑

f≤y1,n≤y2
d≤y3,e≤y4

µ(n)µ(e)

n(df)1+κ

∑
mk|d

mµ(k) · ]D(mkdnf, de)

[Q(E[mkdnf, de]) : Q]
+ E1 + E2,

with error terms E1 and E2 corresponding to the two summands in the last line of (9.8).
These error terms satisfy30

E1 �ε,NE
x

1
2

+ε
∑
f≤y1

f2−κ
∑
n≤y2

n2
∑
d≤y3

d2−κ
∑
e≤y4

∑
m|d

m4
∑
k| d
m

k3

�ε,NE
x

1
2

+ε max{y3−κ
1 , 1}y3

2y4 max{y7−κ
3 , 1}

and

E2 �ε,NE
xε
∑
f≤y1

f4−κ
∑
n≤y2

n4
∑
d≤y3

d4−κ
∑
e≤y4

e4
∑
m|d

m6
∑
k| d
m

k5

�ε,NE
xε max{y5−κ

1 , 1}y5
2y

5
4 max{y11−κ

3 , 1}.

by common estimates for divisor sum functions (cf. [100, p. 85f]).
To complete the proof of the asserted asymptotic formula in Theorem 9.1 (i) it re-

mains to show that the summation ranges for f, d, e and n in (9.9) may be extended to
all positive integers, respectively, and estimate the corresponding error terms which are

29The necessity to assume GRH comes from the large error terms in (9.7) which prevent us from choosing
the yi small powers of log x to enable an application of the unconditional Proposition 4.8. In the CM case
we will see how to overcome this problem by Propositions 9.6 and 9.7.
30All occurring log-terms are absorbed by the xε.
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caused. Hereby, we also prove the absolute convergence of the sum in (9.9). To deal with
large f , d and e we note the estimate

]D(r, s)

Q(E[[r, s]]) : Q]
≤ 1

[Q(E[s]) : Q]
�B(E)

log s

s4
,

which may easily be deduced from Lemma 9.3, Mertens’ formula, and by choosing k = 1
and l = s in Lemma 9.8 (iv). The constant B(E) is as defined in Lemma 9.3. An invocation
of this estimate and estimates for divisor functions (cf. [100, p. 81f]) yields∑

f>y1

1

f1+κ

∑
n≤y2

µ(n)

n

∑
d≤y3

1

d1+κ

∑
e≤y4

µ(e)
∑
mk|d

mµ(k) · ]D(mkdnf, de)

[Q(E[[mkdnf, de]]) : Q]

�B(E)

∑
f>y1

1

f1+κ

∑
n≤y2

1

n

∑
d≤y3

1

d1+κ

∑
e≤y4

1
∑
mk|d

m · log(de)

(de)4
�κ

log y2

yκ1
,

and ∑
f≥1

1

f1+κ

∑
n≤y2

µ(n)

n

∑
d>y3

1

d1+κ

∑
e≤y4

µ(e)
∑
mk|d

mµ(k) · ]D(mkdnf, de)

[Q(E[[mkdnf, de]]) : Q]

�B(E)

∑
f≥1

1

f1+κ

∑
n≤y2

1

n

∑
d>y3

1

d1+κ

∑
e≤y4

1
∑
mk|d

m · log(de)

(de)4
�κ,ε

log y2

y3+κ−ε
3

,

and ∑
f≥1

1

f1+κ

∑
n≤y2

µ(n)

n

∑
d≥1

1

d1+κ

∑
e>y4

µ(e)
∑
mk|d

mµ(k) · ]D(mkdnf, de)

[Q([[mkdnf, de]]) : Q]

�B(E)

∑
f≥1

1

f1+κ

∑
n≤y2

1

n

∑
d≥1

1

d1+κ

∑
e>y4

1
∑
mk|d

m · log(de)

(de)4
�κ,ε

log y2

y3−ε
4

.

Finally, to extend the summation range of n to N, we observe

]D(r, s)

[Q(E[[r, s]]) : Q]
≤ ]Dr

[Q(E[[r, s]]) : Q]
�ε,B(E)

r3

[r, s]4−ε
,

again by Lemma 9.3 and Lemma 9.8 (ii). Hence, by Lemma 9.8 (iv) we obtain∑
f≥1

1

f1+κ

∑
n>y2

µ(n)

n

∑
d≥1

1

d1+κ

∑
e≥1

µ(e)
∑
mk|d

mµ(k) · ]D(mkdnf, de)

[Q(E[[mkdnf, de]]) : Q]

�κ,ε,B(E)

∑
n>y2

n2
∑
d≥1

1

dκ−ε

∑
e≥1

1

[n, de]4−ε

�κ,ε

∑
n>y2

1

n2−ε

∑
c|n

c4−ε
∑
d,e≥1
c|de

1

(de)4−ε =
∑
n>y2

1

n2−ε

∑
c|n

c4−ε
∑
m≥1
c|m

τ(m)

m4−ε

�ε

∑
n>y2

1

n2−ε

∑
c|n

cε �ε
1

y1−ε
2

.

Collecting error terms, we eventually find∑
p≤x

Ordκ(Ep)

(]Ep(Fp))κ
= c

(κ)
E · li(x) + E,
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where the constant c
(κ)
E is given by

c
(κ)
E :=

∑
f,n,d,e≥1

µ(n)µ(e)

n(fd)1+κ

∑
mk|d

mµ(k) · ]D(mkdnf, de)

[Q(E[[mkdnf, de]]) : Q]

and

E � x log log x

yκ1 log x
+
x1+ε

y2
+
x log y2

yκ3 log x
+
x log y2

y4

(9.10)

+ x
1
2

+ε max{y3−κ
1 , 1}y3

2y4 max{y7−κ
3 , 1}+ xε max{y5−κ

1 , 1}y5
2y

5
4 max{y11−κ

3 , 1}

+
x log y2

yκ1 log x
+

x log y2

y3+κ−ε
3 log x

+
x log y2

y3−ε
4 log x

+
x

y1−ε
2 log x

with an implied constant depending on ε, κ, NE and B(E). Numerical data suggests that
E becomes as small as possible if yκ1 , y2, yκ3 and y4 are, up to a factor O(xε), chosen

identical powers of x, say y2 = xξ(κ)−ε. An easy exercise then provides the choice

ξ(κ) :=


1/11, if 11 < κ,

κ/(10κ+ 11), if 5 < κ ≤ 11,

κ/(9κ+ 16), if 4/3 < κ ≤ 5,

κ/(6κ+ 20), if 0 < κ ≤ 4/3.

The asserted asymptotic formula of Theorem 9.1 (i) follows by partial summation and
Hasse’s theorem. �

9.3.2. Proof of the asymptotic formula - the CM case. Let us now assume
that E has CM by the ring of integers of an imaginary quadratic field K. To prove
the asymptotic formula of Theorem 9.1 (ii), we basically proceed as in Section 9.3.1.
However, Propositions 9.6 and 9.7 enable us to choose the parameters yi from Section
9.3.1 substantially smaller so that Proposition 4.8, the unconditional effective Čebotarev
density theorem, becomes applicable and we no longer need to rely on the GRH.

By (9.3) and (9.4), estimates which we established without any assumptions on E, we
clearly have∑

p≤x

Ordκ(Ep)

(]Ep(Fp))κ
=

∑
f,n,d≤x1/8

µ(n)

n(df)1+κ

∑
p≤x

dnf |]Ep(Fp)
dp=d

(
]Ep(Fp)
dnf

, d

)
+Oκ

( x

xκ/16
+

x

x1/16

)
,

if we choose y1 = y2 = y3 = x1/8. Let now 0 < z1, z2, z3 ≤ x1/16 be parameters. Applying
Proposition 9.7 we may eliminate the terms with z1 < f ≤ x1/8, z2 < n ≤ x1/8 and
z3 < d ≤ x1/8, and obtain∑

p≤x

Ordκ(Ep)

(]Ep(Fp))κ
=
∑
f≤z1
n≤z2
d≤z3

µ(n)

n(df)1+κ

∑
p≤x

dnf |]Ep(Fp)
dp=d

(
]Ep(Fp)
dnf

, d

)

+Oκ,ε

(
x

xκ/16
+

x

log x

(
z−1−κ+ε

1 + z−1+ε
2 + z−κ+ε

3

))
.
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As in the preceding section, we invoke Möbius inversion to translate the condition dp = d
into a convenient divisibility criterion for dp. By Proposition 9.5, we easily find

∑
d≤z3

1

d1+κ

∑
p≤x

dnf |]Ep(Fp)
dp=d

(
]Ep(Fp)
dnf

, d

)

=
∑
d≤z3

1

d1+κ

∑
e≤x1/8

µ(e)
∑
p≤x

dnf |]Ep(Fp)
de|dp

(
]Ep(Fp)
dnf

, d

)
+O

(
x7/8

)
.

Choosing another parameter 0 < z4 ≤ x1/16, we may then apply Proposition 9.6 which in
connection with Lemmas 9.3 and 4.5 yields

∑
d≤z3

1

d1+κ

∑
p≤x

dnf |]Ep(Fp)
dp=d

(
]Ep(Fp)
dnf

, d

)

=
∑
d≤z3

1

d1+κ

∑
e≤z4

µ(e)
∑
p≤x

dnf |]Ep(Fp)
de|dp

(
]Ep(Fp)
dnf

, d

)
+ONE,f

(
x

z4 log x

)
.

Here, f is an ideal of K as in Proposition 9.6. Combining this estimate with the preceding
ones and invoking another Möbius inversion, we thus obtain

∑
p≤x

Ordκ(Ep)

(]Ep(Fp))κ
=

∑
f≤z1,n≤z2
d≤z3,e≤z4

µ(n)µ(e)

n(df)1+κ

∑
mk|d

mµ(k)
∑
p≤x

kmdnf |]Ep(Fp)
de|dp

1(9.11)

+O

(
x

xκ/16
+

x

log x

(
z−1−κ+ε

1 + z−1+ε
2 + z−κ+ε

3 +
log z2

z4

))
,

with an implied constant depending on κ, ε, NE and f. Now we are in the position to
estimate the sum over p by Proposition 4.8, the unconditional effective Čebotarev density
theorem, provided that the zi are chosen sufficiently small. By Lemma 8.3, Proposition
4.11 and 9.3 we derive the estimate

(9.12) log ∆Q(E[k]) ≤ [Q(E[k]) : Q] log(k3NE),

valid for any k ∈ N. In view of Proposition 4.8 we thus choose the zi according to

(9.13) log x ≥ 10(z1z2z
2
3z4)4 log

(
(z1z2z

2
3z4)3NE

)
.

By Proposition 4.10 and (9.12) there exists an absolute constant c > 0 such that

(9.14) β0(Q(E[k])) ≤ 1− 1

ck3NE
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holds for all k ∈ N, since Q(E[k])/Q is Galois. Analogous to the non-CM case, Proposition
4.8 then yields

∑
f≤z1,n≤z2
d≤z3,e≤z4

µ(n)µ(e)

n(df)1+κ

∑
mk|d

mµ(k)
∑
p≤x

kmdnf |]Ep(Fp)
de|dp

1

(9.15)

= li(x)
∑

f≤z1,n≤z2
d≤z3,e≤z4

µ(n)µ(e)

n(df)1+κ

∑
mk|d

mµ(k) · ]D(mkdnf, de)

[Q(E[[mkdnf, de]]) : Q]
+ E′1 + E′2,

with

E′1 �
∑

f≤z1,n≤z2
d≤z3,e≤z4

1

n(df)1+κ

∑
mk|d

m]D(mkdnf, de)

[Q(E[[mkdnf, de]]) : Q]
· li
(
xβ0(Q(E[[mkdnf,de]]))

)

and

E′2 �
∑

f≤z1,n≤z2
d≤z3,e≤z4

x

n(df)1+κ

∑
mk|d

m‖D(mkdnf, de)‖ exp

(
−c2

(
log x

[Q(E[[mkdnf, de]]) : Q]

)1/2
)
.

By (9.14), Lemmas 9.3 and 9.8 and (9.13) one easily deduces

(9.16) E′1, E
′
2 �A,κ,NE

x

logA x
,

for any A > 0. It thus remains to extend the summation range of f , n, d and e in (9.11)
to all positive integers. To do so, we note the estimates

(9.17)
]D(m,n)

[Q(E[[m,n]]) : Q]
≤ 1

ϕ(n)2
and

]D(m,n)

[Q(E[[m,n]]) : Q]
�ε

m

[m,n]2−ε

which follow easily from Lemma 9.8 (iv) and Lemma 9.3. We use the second of these
estimates in combination with Lemmas 9.8 and 9.3 to eliminate large f , in the same way
as we eliminated large n in the non-CM case:∑

f>z1,n≤z2
d≤z3,e≤z4

µ(n)µ(e)

n(df)1+κ

∑
mk|d

mµ(k) · ]D(mkdnf, de)

[Q(E[[mkdnf, de]]) : Q]

�
∑

f>z1,n≤z2
d≤z3,e≤z4

1

n(df)1+κ

∑
mk|d

m · ]D(f, de)

[Q(E[[f, de]]) : Q]

�ε log z2

∑
f>z1

1

fκ

∑
d≤z3

1

dκ−ε

∑
e≤z4

1

[f, de]2−ε

�ε log z2

∑
f>z1

1

f2+κ−ε

∑
c|f

c2−ε
∑
d,e≥1
c|de

1

(de)2−ε �ε
log z2

z1+κ−ε
1

.
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To get rid of large d and e, we invoke the first estimate in (9.17) in combination with
Lemma 4.5 and elementary estimates for divisor sum functions (cf. [100, p. 85f]), and find∑

f≥1,n≤z2
d>z3,e≤z4

µ(n)µ(e)

n(df)1+κ

∑
mk|d

mµ(k) · ]D(mkdnf, de)

[Q(E[[mkdnf, de]]) : Q]

�
∑

f≥1,n≤z2
d>z3,e≤z4

1

n(df)1+κ

∑
mk|d

m

ϕ(de)2
�κ,ε

log z2

z1+κ−ε
3

and ∑
f≥1,n≤z2
d≥1,e>z4

µ(n)µ(e)

n(df)1+κ

∑
mk|d

mµ(k) · ]D(mkdnf, de)

[Q(E[[mkdnf, de]]) : Q]

�
∑

f≥1,n≤z2
d≥1,e>z4

1

n(df)1+κ

∑
mk|d

m

ϕ(de)2
�κ,ε

log z2

z4
.

Finally, we eliminate large n just as we eliminated large f before:∑
f≥1,n>z2
d≥1,e≥1

µ(n)µ(e)

n(df)1+κ

∑
mk|d

mµ(k) · ]D(mkdnf, de)

[Q(E[[mkdnf, de]]) : Q]

�
∑

f≥1,n>z2
d≥1,e≥1

1

n(df)1+κ

∑
mk|d

m · ]D(n, de)

[Q(E[[n, de]]) : Q]

�κ,ε

∑
n>z2

∑
d≥1

1

dκ−ε

∑
e≥1

1

[n, de]2−ε

�ε

∑
n>z2

1

n2−ε

∑
c|n

c2−ε
∑
d,e≥1
c|de

1

(de)2−ε �ε
1

z1−ε
2

.

Summing up, we find∑
f≤z1,n≤z2
d≤z3,e≤z4

µ(n)µ(e)

n(df)1+κ

∑
mk|d

mµ(k) · ]D(mkdnf, de)

[Q(E[[mkdnf, de]]) : Q]
(9.18)

= c
(κ)
E +Oκ,ε

(
log z2

z1+κ−ε
1

+
log z2

z1+κ−ε
3

+
log z2

z4
+

1

z1−ε
2

)
.

Combining (9.11), (9.13), (9.15), (9.16) and (9.18), we finally arrive at∑
p≤x

Ordκ(Ep)

(]Ep(Fp))κ
= c

(κ)
E · li(x) +O

(
x

log x

(
log z2

z1+κ−ε
1

+
1

z1−ε
2

+
log z2

zκ−ε3

+
log z2

z4

))
.

In light of (9.13), we choose z1+κ
1 = z2 = zκ3 = z4 = (log x)η(κ)−ε, with

η(κ) :=
1

8 + 12κ+8
κ2+κ
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and obtain

(9.19)
∑
p≤x

Ordκ(Ep)

(]Ep(Fp))κ
= c

(κ)
E · li(x) +O

(
x

(log x)1+η(κ)−ε

)
,

with an implied constant depending on κ, ε, NE and f. A partial summation argument
completes the proof of the asymptotic formula in Theorem 9.1 (ii). �

9.3.3. The positivity of c
(κ)
E . It remains to establish the positivity of c

(κ)
E under the

prerequisites of Theorem 9.1. To do so, we proceed similarly to Section 5.2.3, i.e. we prove
a lower bound for ∑

p≤x

Ordκ(Ep)

(]Ep(Fp))κ

which dominates the respective error terms in (9.10) and (9.19). To this end, we recall
Lemma 6.7 which gives us the estimate

(9.20) Ordκ(Ep) ≥ (epdp)
κ

∏
q|]Ep(Fp)

(
1− 1

q
− 1

q2

)
,

for any prime p of good reduction for E. Here the product runs over primes q which divide
]Ep(Fp) and may be estimated as follows:

(9.21)
∏

q|]Ep(Fp)

(
1− 1

q
− 1

q2

)
≥ 1

4

∏
q|]Ep(Fp)
q>2

(
1− 1

q − 1

)
�

ω(]Ep(Fp))∏
i=1

(
1− 1

pi

)
.

Here, p1 < p2 < p3 < . . . is a numbering of the primes. To bound this product from
below, we note the following estimate.

Lemma 9.9. For any n ∈ N we have
n∏
i=1

(
1− 1

pi

)
� 1

log 2n
.

Proof. For the n-th prime pn we have the rough upper bound

pn ≤ 2n2

which is an immediate consequence of the estimate

pn
n
< log n+ log log n,

valid for any n ≥ 6 (cf. [4, p. 233]). Hence, by Mertens’ formula we obtain

n∏
i=1

(
1− 1

pi

)
≥
∏
q≤2n2

(
1− 1

q

)
� 1

log 2n
.

�

Combining Lemma 9.9 with (9.21), standard estimates for ω(n) (cf. [100, p. 83f]) and
Hasse’s theorem, we obtain

(9.22)
∏

q|]Ep(Fp)

(
1− 1

q
− 1

q2

)
� 1

log log p
.
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Inserting (9.22) into (9.20), Hasse’s theorem yields∑
p≤x

Ordκ(Ep)

(]Ep(Fp))κ
�κ

1

xκ log log x

∑
p≤x

(epdp)
κ.

To treat the sum over p, we quote the following result of Duke [22] which suggests that
the exponent epdp of Ep(Fp) is very large for almost all primes p of good reduction for E.

Proposition 9.10 (Duke, 2003). Let E be a rational elliptic curve. If E does not
have CM, then assume GRH for the fields Q(E[n]), n ∈ N. For any function f(x) on
[2,∞), which tends to infinity as x→∞, we have

epdp ≤
p

f(p)

for o(x/ log x) primes p of good reduction for E.

Applying this result with f(x) = log log(x) eventually yields∑
p≤x

Ordκ(Ep)

(]Ep(Fp))κ
�κ

x

log x(log log x)2

which in view of (9.10) and (9.19) proves the positivity of c
(κ)
E under the prerequisites of

Theorem 9.1. �



CHAPTER 10

Moments of the Residual Index and Residual Order for
Elliptic Curves defined over Fp

In both, the number field and the elliptic curve setting, we have been studying the
distribution of residual index and order over reductions of a fixed number field and rational
elliptic curve, respectively. There is a nice aspect of the elliptic curve setting which allows
for a different point of view. Instead of averaging over primes, as in the preceding chapter,
one may fix some prime p and ask for the distribution of “typical” values for residual
index and order of points taken from a family of elliptic curves defined over Fp. In this
chapter we address this question for a two-parameter family of elliptic curves Ea,b given
by a Weierstraß equation with a and b in some range |a| ≤ A and |b| ≤ B.

A precise specification of the problem and the established main results are provided
in Section 10.1. In Section 10.2 we quote necessary tools from the literature. The proofs
of the aforementioned main results are then executed in Sections 10.3 and 10.4.

10.1. Introduction and statements

Let p be a prime and κ ∈ R+. Throughout this chapter we assume p > 3, for conve-
nience. For an arbitrary elliptic curve E /Fp we recall the definition

Ordκ(E) :=
1

]E(Fp)
∑

Q∈E(Fp)

ordQ(E)κ.

In a similar way we define an analogue for the residual index by

Indκ(E) :=
1

]E(Fp)
∑

Q∈E(Fp)

indQ(E)κ.

In a way, these quantities resemble “typical” values for ordQ(E)κ and indQ(E)κ, Q ∈ E(Fp),
and allow for a comparison of residual index and order of Fp-rational points from different
elliptic curves E /Fp and study their distribution, as E ranges over families of such curves.

The sizes of Ordκ(E) and Indκ(E), with respect to p, only depend on the structure of
E(Fp) = Z /dZ⊕Z /deZ. If e is close to 1, then indQ(E) and ordQ(E) of any Q ∈ E(Fp),
and hence Ind1(E) and Ord1(E) as well, are roughly bounded by

√
p from below and

above, respectively. If, on the other hand, d is close to 1, it is easy to show that Ord1(E)
is roughly of size p and Ind1(E) is of size Oε(p

ε) (see also Lemmas 6.6 and 6.7).
In this chapter we study the average behaviour of Indκ(E) and Ordκ(E) as E varies

over a two-parameter family of elliptic curves Ea,b /Fp given by Weierstraß equations

Ea,b : y2 ≡ x3 + ax+ b (p),

where a and b are integers chosen according to 4a3 + 27b2 6≡ 0 (p) and |a| ≤ A and |b| ≤ B
for some positive parameters A,B ≤ (p − 1)/2. Our aim is to find asymptotic laws for

the average orders of Ordk(Ea,b) and Indk(Ea,b), and simultaneously choose A and B as
small as possible without effecting these asymptotic formulae. In fact, using techniques of

111
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Banks and Shparlinski [7] and Schoof [92], we prove the following statements which
connect the average orders of Ordκ(Ea,b) and Indκ(Ea,b) to certain sums of class numbers
of binary quadratic forms.

Theorem 10.1. Let p > 3 be a prime, κ ∈ R+ and 0 < A,B ≤ (p− 1)/2. Further, set

MOrd(p, κ) := pκ−1
∑
de|p−1

µ(e)

dκ+1

∑
N∈Ip

(de)2|N

H

(
(p+ 1−N)2 − 4p

(de)2

)∑
m|N

d

ψκ(m)
(
d, Ndm

)
mκ+1

,

where Ip denotes the interval [p+ 1−√p, p+ 1 +
√
p] and ψκ(n) =

∑
d|n d

κµ(d) as defined

in Theorem 5.3. Let further H(∆) denote the Kronecker class number of discriminant ∆
(see Section 10.2.1). Then, for any ε′ > 0 there exists some δ = δ(ε′) > 0, such that

1

4AB

∑
|a|≤A,|b|≤B
p-4a3+27b2

Ordκ(Ea,b) = MOrd(p, κ) +Oκ,ε,ε′
(
pκ+ε−min{δ,1/2}

)

holds, whenever min(A,B) ≥ p
1
4

+ε′ and AB ≥ p1+ε′ .

Theorem 10.2. Let p > 3 be a prime, κ ∈ R+ and 0 < A,B ≤ (p− 1)/2. Further, set

MInd(p, κ) := pκ−2
∑
de|p−1

µ(e)
∑
N∈Ip

(de)2|N

H

(
(p+ 1−N)2 − 4p

(de)2

)∑
n|N

d

(n, d)

nκ−1
· θκ

(
N

dn

)

with θκ(n) :=
∑

d|n µ(d)/dκ.

(i) If κ ≥ 3, and ε′ > 0, there exists δ = δ(ε′) > 0, such that

1

4AB

∑
|a|≤A,|b|≤B
p-4a3+27b2

Indκ(Ea,b) = MInd(p, κ) +Oκ,ε,ε′
(
pmax{κ− 3

2
,κ−1−δ}+ε

)

holds, whenever min(A,B) ≥ p
1
4

+ε′ and AB ≥ p1+ε′ .
(ii) If 1 < κ < 3, and ε′ > 0, there exists δ = δ(ε′) > 0, such that

1

4AB

∑
|a|≤A,|b|≤B
p-4a3+27b2

Indκ(Ea,b) = MInd(p, κ) +Oε,ε′,κ

(
pκ−1

(
p2+δ−2 δ−ε

3−κ

AB

) 3−κ
2
)
,

holds, whenever min(A,B) ≥ p
1
4

+ε′, and AB ≥ max
{
p2+δ−2 δ−ε

3−κ , p1+ε′
}
.

(iii) If 0 < κ ≤ 1, then

1

p2

∑
a,b∈Fp

p-4a3+27b2

Indκ(Ea,b) = MInd(p, κ) +Oκ,ε

(
pκ−

3
2

+ε
)
.

To make these formulae meaningful, it is necessary to bound MOrd(p, κ) and MInd(p, κ)
from below. Unfortunately the alternating behaviour of the respective summands makes it
hard to establish such estimates directly from the definitions. However, this problem may
be circumvented by the definitions of Ordκ(E) and Indκ(E) and their properties which
we disclosed in Section 6.2. In fact, observing that “many” elliptic curves Ea,b /Fp have
Ea,b(Fp) cyclic by a result due to Vlăduţ (see Proposition 10.11), we can prove the
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following estimates for MOrd(p, κ) which confirm that MOrd(p, κ) is indeed the main term
in Theorem 10.1.

Theorem 10.3. Let p > 3 be a prime and κ ∈ R+. Then

pκ

log log p
�κ MOrd(p, κ)�κ p

κ.

As for MInd(p, κ), it is rather easy to obtain appropriate lower bounds which disclose
that the main terms in Theorem 10.2 deserve this name. Moreover, the theory of class
numbers of binary quadratic forms provides upper bounds for MInd(p, κ) which up to a
pε-factor agree with these lower bounds.

Theorem 10.4. Let p > 3 be a prime. For any κ ≥ 1 we have

pκ−1 �κ MInd(p, κ) =


Oκ
(
pκ−1 log p(log log p)2

)
, if κ > 2,

O
(
p log p(log log p)3

)
, if κ = 2,

Oε
(
pκ−1+ε

)
, if 1 < κ < 2,

and in case 0 < κ ≤ 1 we have 1 ≤MInd(p, κ) = Oε(p
ε).

Both results agree with corresponding estimates from the preceding chapter and ana-
logues in the number field setting. Moreover, Theorems 10.1 and 10.2 again confirm that
on average the residual index is harder to handle than the residual order which this time
manifests in the shorter admissible summation range for the residual order for small κ.
We prove Theorems 10.1 and 10.2 in Section 10.3 and in Section 10.4 we turn to the proofs
of Theorems 10.3 and 10.4. To prepare for these proofs we introduce some auxiliary tools
in the subsequent section.

10.2. Counting elliptic curves defined over Fp

During the proofs of the above-stated theorems we will be confronted with counting
elliptic curves Ea,b /Fp with |a| ≤ A and |b| ≤ B for which the group Ea,b(Fp) has a
prescribed structure. In this section we provide tools to overcome these problems. Many
attributes of the structure of an elliptic curve are encoded in its endomorphism ring which,
since we are working over Fp, is an order in an imaginary quadratic field most of the time.
Such orders, as we will see, may be counted using class numbers of binary quadratic forms
and we start to summarize some properties thereof.

10.2.1. Binary quadratic forms and class numbers. In this subsection we follow
the brief exposition given by Lenstra in [59]. For more details we refer to this paper or
the standard literature.

Let ∆ be a negative integer which satisfies ∆ ≡ 0, 1 (4). A (positive definite) binary
quadratic form of discriminant ∆, or briefly a form, is a polynomial F := F (X,Y ) :=
aX2 + bXY + cY 2 with a, b, c ∈ Z, a > 0 and b2 − 4ac = ∆. Such a form is called
primitive if gcd(a, b, c) = 1. It is well known that the group SL2(Z) acts on the set of
binary quadratic and primitive binary quadratic forms of discriminant ∆, respectively, by

F (X,Y ) ◦
(
α β
γ δ

)
:= F (αX + βY, γX + δY ).

Two forms F and F ′ which lie in the same orbit are called equivalent, a feature which
clearly defines an equivalence relation. A matrix which transforms F into F ′ is called an
isomorphism from F to F ′. An isomorphism from F to itself is called an automorphism of
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F and the group of such automorphisms is denoted by Aut(F ). This group can be shown
to be a cyclic subgroup of SL2(Z), with cardinality given by

(10.1) ]Aut(F ) =


6, if F is equivalent to aX2 + aXY + aY 2,

4, if F is equivalent to aX2 + aY 2,

2, otherwise.

For a fixed discriminant ∆ the sets of equivalence classes of forms and primitive forms of
discriminant ∆ are both finite. The Kronecker class number H(∆) and the (ordinary) class
number h(∆) of ∆ are defined by the weighted cardinalities31 of the sets of equivalence
classes of binary quadratic forms and primitive binary quadratic forms of discriminant ∆,
respectively. By weighted cardinality we mean that the equivalence class of a form F of
discriminant ∆ only contributes 1/]Aut(F ) to H(∆) and h(∆), respectively. H(∆) and
h(∆) are related by the formula

(10.2) H(∆) =
∑
d2|∆

∆
d2
≡0,1 (4)

h

(
∆

d2

)
,

and the class number h(∆) may be estimated by the analytic class number formula

h(∆) =

√
−∆

2π
· L(1, χ).

Here, L(s, χ) is the L-function of the quadratic character associated to ∆ (see [59] for
details). Combining this formula and (10.2) with standard estimates for L-functions, one
can derive the following estimates for H(∆). For a proof and more details we refer to [59].

Lemma 10.5. For each n ∈ N there exists ∆∗ = ∆∗(n) < −4, such that
√
−∆

log n
� H(∆)�

√
−∆ · log |∆| · (log log |∆|)2

holds uniformly for all ∆ ≡ 0, 1 (4) with −n ≤ ∆ < 0, except that the left inequality may
fail for ∆ = ∆∗f2, where f , the conductor of ∆, is the largest integer d in the summation
range of (10.2).

10.2.2. Equivalence classes of elliptic curves E /Fp with given structure.
Most of the following content is taken from Schoof’s paper [92] and partially builds on
previous work of Deuring [21] and Waterhouse [104].

Henceforth, the term complex quadratic order refers to an order in an imaginary qua-
dratic field K, i.e. a subring of OK of finite index. Such orders are denoted by O in the
sequel. A complex quadratic orderO is uniquely determined by its discriminant ∆ = ∆(O)
and we write O(∆) for the unique complex quadratic order of discriminant ∆. If O′ ⊂ O
are two complex quadratic orders, we have ∆(O) = ∆(O′)/[O : O′]2, i.e. the respective
discriminants differ by the square of an integer.

Let t ∈ Z. Following Schoof [92], we denote by I(t) the set of elliptic curves E /Fp
for which E(Fp) contains exactly p + 1 − t points. Note that I(t) is closed under Fp-
isomorphisms, and it is empty when |t| > 2

√
p by Hasse’s theorem. As already mentioned

in Section 8.2, the endomorphism ring End(E) is either a complex quadratic order or an

31In the literature, e.g. in [92], H(∆) and h(∆) are often defined without weights. We meant this definition
in the paragraph subsequent to Theorem 3.1. The way we defined it here, however, is more convenient for
future arguments.
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order in a quaternion algebra. The ring of Fp-endomorphisms EndFp(E), however, can only
be a complex quadratic order (cf. Theorem 4.2 of [92]), and the following result due to
Schoof (cf. Theorem 4.3 of [92]) determines which orders may occur as Fp-endomorphism
rings for curves E ∈ I(t).

Proposition 10.6. Let −2
√
p ≤ t ≤ 2

√
p be an integer. Then I(t) is not empty and

the complex quadratic orders which occur as rings of Fp-endomorphisms of some elliptic
curve E ∈ I(t) are precisely those which contain O(t2 − 4p).

For upcoming computations, it is useful to know how many Fp-isomorphism classes of
elliptic curves E /Fp there are inside I(t), for which E(Fp) contains the n-torsion points
E[n] of E for a fixed n ∈ N. By the following result (cf. Prop. 3.7 in [92]) one can again
utilize complex quadratic orders to clear this question.

Proposition 10.7 (Schoof, 1987). Let E /Fp be an elliptic curve and n ∈ N with
p - n. Then we have E[n] ⊂ E(Fp) if and only if n | p− 1, n2 | p+ 1− t and32

O
(
t2 − 4p

n2

)
⊂ EndFp(E),

where t = p+ 1− ]E(Fp).

To apply Proposition 10.7 for counting purposes we need to know about the number of
Fp-isomorphism classes in I(t) whose Fp-endomorphism rings equal a prescribed complex
quadratic order. An answer to this is provided by the following result which basically
coincides with Theorem 4.5 (i) of [92]. The distinction of cases comes from the different
way in which Schoof defined the class number of a form, and takes (10.1) into account.

Proposition 10.8. Let O = O(∆) be a complex quadratic order that occurs as the Fp-
endomorphism ring EndFp(E) of some elliptic curve in I(t). Let f denote the inertia degree
of p in O. Then the number of Fp-isomorphism classes of elliptic curves E /Fp ∈ I(t) with
EndFp(E) = O equals f · h(∆) · α with

α =


6, if ∆ = −3,

4, if ∆ = −4,

2, otherwise.

If we start with an elliptic curve defined over Fp rather than with a complex quadratic
order, we easily obtain the following variation of the preceding statement.

Proposition 10.9. Let E /Fp ∈ I(t) be an elliptic curve with j-invariant jE and
EndFp(E) = O, a complex quadratic order. Let f denote the inertia degree of p in O.
Then the number of Fp-isomorphism classes inside I(t) with Fp-endomorphism ring equal
to O is f · h(∆(O)) · β with

β =


6, if p ≡ 1 (3) and jE = 0,

4, if p ≡ 1 (4) and jE = 1728,

2, otherwise.

Proof. It is easily seen that ∆(Z[ζ3]) = −3 and ∆(Z[i]) = −4. As described on
pages 190f in [92], the respective orders occur as Fp-endomorphism ring of E if and only
if p ≡ 1 (3) and jE = 0, and p ≡ 1 (4) and jE = 1728, respectively. The assertion then
follows by Proposition 10.8. �

32Note that the divisibility conditions for n particularly ensure (t2 − 4p)/n2 ∈ Z.
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10.2.3. Counting Weierstraß equations over Fp. To make the above results ap-
plicable to our original problem, we will now explain how they enable us to count elliptic
curves Ea,b /Fp which are furnished with a certain structure. Let Ea,b and Er,s be two
elliptic curves defined over Fp given by Weierstraß equations. These curves are isomorphic
over Fp (cf. [96, p. 45]) if and only if there exists u ∈ F∗p such that

(10.3) r = u4a and s = u6b.

In particular, AutFp(Ea,b) is always cyclic and its order depends on p, a and b in the
following way:

(10.4) ]AutFp(Ea,b) =


6, if a = 0 and p ≡ 1 (3),

4, if b = 0 and p ≡ 1 (4),

2, otherwise.

Note that the cases a = 0 and b = 0 yield exactly those curves Ea,b /Fp with j-invariant
equal to 0 and 1728, respectively.

For any subset S of F2
p and positive parameters 1 ≤ A,B ≤ (p− 1)/2, we define

Mp(S;A,B) := {Ea,b /Fp : |a| ≤ A, |b| ≤ B, (a mod p, b mod p) ∈ S} .

Now assume that S has the property that if (a, b) ∈ S and Ea,b is isomorphic to Er,s over
Fp then (r, s) also belongs to S. We call such a set closed under Fp-isomorphism. Using
(10.3) and effective bounds on character sums, Banks and Shparlinski have proved
the following equidistribution result for Mp(S;A,B), applicable if S is closed under Fp-
isomorphism (cf. Corollary 16 of [7]).

Proposition 10.10 (Banks–Shparlinski, 2009). Let S ⊂ F2
p be closed under Fp-

isomorphism and 1 ≤ A,B ≤ (p− 1)/2. For any ε > 0 there exists δ > 0 such that

Mp(S;A,B)− 4AB

p2
· ]S �ε ABp

−δ

holds, whenever

min(A,B) ≥ p
1
4

+ε and AB ≥ p1+ε.

Examples for sets which are closed under Fp-isomorphism and turn out to be of great
importance in upcoming situations, are given by

Sp,cyclic := {(a, b) ∈ F2
p : Ea,b(Fp) is cyclic}

and

Sp(n,N) := {(a, b) ∈ F2
p : ]Ea,b(Fp) = N, Ea,b [n] ⊂ Ea,b(Fp)}

for arbitrary n,N ∈ N. In both definitions we tacitly assumed 4a3+27b2 6≡ 0 (p). Vlăduţ
has proved the following useful estimate for Sp,cyclic (cf. Lemma 10 of [7]):

Proposition 10.11 (Vlăduţ, 1999). Define

ϑp :=
∏
q|p−1

(
1− 1

q(q2 − 1)

)
,

where the product runs over prime divisors of p− 1. Then, as p→∞, we have∣∣]Sp,cyclic−ϑpp2
∣∣ ≤ p 3

2
+o(1).
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As for Sp(n,N), we first observe that Sp(n,N) is empty if n does not divide p − 1,
since Ea,b [n] ⊂ Ea,b(Fp) implies that p splits completely in Q(ζn), i.e. p ≡ 1 (n). Moreover,
Sp(n,N) is empty, if one of N /∈ Ip or n2 - N is fulfilled. In all other cases we are able to
determine ]Sp(n,N) in terms of Kronecker class numbers.

Proposition 10.12. Let N,n ∈ N and assume N ∈ Ip, n | p − 1 and n2 | N . Then
we have

]Sp(n,N) = (p− 1) ·H
(

(p+ 1−N)2 − 4p

n2

)
.

Proof. Write t = p+1−N , and let [E] denote the Fp-isomorphism class of an elliptic
curve E /Fp. For any curve E′ ∈ [E] we write E ∼ E′. Then, by (10.3) and Proposition
10.7, we obtain

]Sp(n,N) =
∑

[E]∈I(t)
O
(
t2−4p

n2

)
⊂EndFp (E)

]{Ea,b /Fp : Ea,b ∼ E}

= (p− 1)
∑

O
(
t2−4p

n2

)
⊂O

∑
[E]∈I(t)

EndFp (E)=O

1

]AutFp(E)
.

Now observe that the inertia degree of p in a complex quadratic order O is 2 if the

Legendre symbol
(∆(O)

p

)
equals −1, and it is 1 otherwise (cf. Theorem 4.5 of [92]). Since

the discriminant of an order O ⊃ O
(
t2−4p
n2

)
only differs from t2 − 4p by a square, we

clearly have
(∆(O)

p

)
6= −1. Note that this also holds for t = 0. Combining Proposition

10.9, (10.4) and (10.2), we finally arrive at

]Sp(n,N) = (p− 1)
∑

O
(
t2−4p

n2

)
⊂O

h(∆(O)) = (p− 1) ·H
(
t2 − 4p

n2

)
,

since all complex quadratic orders which contain O
(
t2−4p
n2

)
have discriminants t2−4p

d2n2 for

some d ∈ N which fulfils d2 | t
2−4p
n2 and t2−4p

d2n2 ≡ 0, 1 (4). �

10.3. Proofs of the asymptotic formulae

Let us return to our original problem and prove Theorems 10.1 and 10.2.

10.3.1. Proof of Theorem 10.1. We start with the easier residual order case, i.e.
we compute an asymptotic formula for

1

4AB

∑
|a|≤A,b≤B
p-4a3+27b2

Ordκ(Ea,b).

For the remainder of this section we omit the summation condition |a| ≤ A, |b| ≤ B, and
tacitly assume 4a3 + 27b2 6≡ 0 (p), too, for notational convenience. Also, we write da,b and
ea,b for the structure constants of Ea,b(Fp) as defined in (8.3), Na,b instead of ]Ea,b(Fp),
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and recall that Na,b = ea,b d
2
a,b. We start with some elementary calculations. By Lemma

6.7, we deduce∑
a,b

Ordκ(Ea,b) =
∑
a,b

1

Na,b

∑
Q∈Ea,b(Fp)

ordQ(Ea,b)κ

=
∑
a,b

1

Na,b

∑
n|da,b ea,b

(ea,b da,b)κ+1

nκ+1

∑
l|ea,b da,b /n

µ(l)

l

(
ea,b da,b
nl

, da,b

)

=
∑
a,b

∑
n|da,b ea,b

Nκ
a,b

(nda,b)κ+1

∑
l|ea,b da,b /n

µ(l)

l

(
ea,b da,b
nl

, da,b

)
.

Next we note Na,b = p+O(
√
p) by Hasse’s theorem, whence, by Taylor’s formula, we may

replace Nκ
a,b by pκ +Oκ(pκ−

1
2 ). We obtain33∑

a,b

Ordκ(Ea,b)

=
(
pκ +Oκ

(
pκ−

1
2

))∑
a,b

∑
n|da,b ea,b

1

(n da,b)κ+1

∑
l|ea,b da,b /n

µ(l)

l

(
ea,b da,b
nl

, da,b

)

=
(
pκ +Oκ

(
pκ−

1
2

)) ∑
n≤2p

1

nκ+1

∑
l≤2p/n

µ(l)

l

∑
d≤2
√
p

d|p−1

1

dκ+1

∑
a,b

da,b=d
dnl|Na,b

(
Na,b

dnl
, da,b

)

=
(
pκ +Oκ

(
pκ−

1
2

)) ∑
nl≤2p

µ(l)

lnκ+1

∑
d≤2
√
p

d|p−1

1

dκ+1

∑
m|d

mMp(S(d,mdnl,m);A,B),

where, for m, d, k ∈ N with m | d,

S(d, k,m) :=

{
(a, b) ∈ F2

p : da,b = d, k | Na,b ,

(
Na,b

k
,
d

m

)
= 1

}
is clearly closed under Fp-isomorphism, andMp(S(d,mdnl,m);A,B) is defined as in Sec-
tion 10.2.3. Let us now fix some ε′ > 0 and choose δ = δ(ε′), A and B according to
Proposition 10.10. By the same proposition, we have

Mp(S(d,mdnl,m);A,B) =
4AB

p2
· ]S(d,mdnl,m) +Oε′

(
ABp−δ

)
which gives us

1

4AB

∑
a,b

Ordκ(Ea,b)(10.5)

= pκ−2
∑
nl≤2p

µ(l)

lnκ+1

∑
d≤2
√
p

d|p−1

1

dκ+1

∑
m|d

m · ]S(d,mdnl,m) + E1 + E2,

33Even though it might be dangerous in general to extract the error term in this way from an alternating
sum, this procedure is legitimate here, because no cancellation takes place and the Möbius function is
estimated by its absolute value 1 during later error estimates.
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with error terms34

E1 �κ p
κ− 5

2

∑
nl≤2p

1

lnκ+1

∑
d≤2
√
p

d|p−1

1

dκ+1

∑
m|d

m · ]S(d,mdnl,m)

�κ p
κ− 1

2

∑
l≤2p

1

l

∑
d≤2
√
p

d|p−1

1

dκ+1

∑
m|d

m�ε p
κ− 1

2
+ε

and

E2 �ε′ p
κ−δ

∑
n≤2p

1

nκ+1

∑
l≤2p/n

µ(l)

l

∑
d≤2
√
p

d|p−1

1

dκ+1

∑
m|d

m�κ,ε p
κ−δ+ε.

Let us now turn to the main term in (10.5). As a first step, we express ]S(d,mdnl,m)
in terms of the cardinalities of Sp(k,N), as defined in Section 10.2.3. For that purpose,
we collect pairs (a, b) which yield the same value N ∈ Ip = [p+ 1− 2

√
p, p+ 1 + 2

√
p] for

Na,b . By Proposition 10.12 and the inclusion-exclusion principle, we obtain

]S(d,mdnl,m) =
∑
f | d
m

µ(f)
∑
e≤ 2

√
p

d
de|p−1

µ(e)
∑
N∈Ip

fmdnl|N
(de)2|N

Sp(de,N)

= (p− 1)
∑
f | d
m

µ(f)
∑
e≤ 2

√
p

d
de|p−1

µ(e)
∑
N∈Ip

fmdnl|N
(de)2|N

H

(
(p+ 1−N)2 − 4p

(de)2

)
.

Hence, the main part in (10.5) equals

pκ−1

(
1− 1

p

) ∑
nl≤2p

µ(l)

lnκ+1

∑
de≤2

√
p

de|p−1

µ(e)

dκ+1

∑
mf |d

mµ(f)
∑
N∈Ip

fmdnl|N
(de)2|N

H

(
(p+ 1−N)2 − 4p

(de)2

)
,

where the factor (1− 1/p) may be neglected, as p→∞, by the same arguments as above.
Applying some changes of the summation order, and recalling basic facts of the Möbius
function, the sum expression becomes∑

de|p−1

µ(e)

dκ+1

∑
N∈Ip

(de)2|N

H

(
(p+ 1−N)2 − 4p

(de)2

)∑
nl|N

d

µ(l)

lnκ+1

∑
m|d, N

dnl

m
∑

f | d
m
, N
mdnl

µ(f)

=
∑
de|p−1

µ(e)

dκ+1

∑
N∈Ip

(de)2|N

H

(
(p+ 1−N)2 − 4p

(de)2

)∑
nl|N

d

µ(l)
(
d, Ndnl

)
lnκ+1

=
∑
de|p−1

µ(e)

dκ+1

∑
N∈Ip

(de)2|N

H

(
(p+ 1−N)2 − 4p

(de)2

)∑
m|N

d

ψκ(m)
(
d, Ndm

)
mκ+1

.

This proves Theorem 10.1. �

34Error term E1 might be improved to Oκ
(
ABpκ−

1
2

)
using results of Howe [43] and Lenstra [59]. Since

E2 usually dominates E1, we abstain from this precision.
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10.3.2. Proof of Theorem 10.2. Let us now turn to the analogue problem for the
residual index, and prove Theorem 10.2, i.e. establish an asymptotic formula for

(10.6)
∑
a,b

Indκ(Ea,b) =
∑
a,b

1

Na,b

∑
Q∈Ea,b(Fp)

indQ(Ea,b)κ.

We prove Theorem 10.2 for κ > 1 in detail and give a sketch for the case 0 < κ ≤ 1
afterwards.

Assume κ > 1. Inserting Lemma 6.7 into (10.6), and utilizing Hasse’s theorem in
combination with Taylor’s formula, we obtain35

∑
a,b

Indκ(Ea,b) =
∑
a,b

Nκ−1
a,b

∑
n|da,b ea,b

1

nκ−1

∑
l|n

µ(l)

l

(n
l
, da,b

)
(10.7)

=
(
pκ−1 +Oκ

(
pκ−

3
2

))∑
a,b

∑
l|da,b ea,b

µ(l)

l

∑
n|da,b ea,b

l|n

1

nκ−1

(n
l
, da,b

)

=
(
pκ−1 +Oκ

(
pκ−

3
2

))∑
l≤2p

µ(l)

lκ

∑
n≤2p/l

1

nκ−1

∑
a,b

nl|da,b ea,b

(n, da,b) .

To treat the sum over a and b, we collect those pairs (a, b) which yield the same value
da,b , and obtain

(10.8)
∑
a,b

nl|da,b ea,b

(n, da,b) =
∑
d≤2
√
p

d|p−1

(n, d)Mp(T (d, dnl);A,B),

where for d, k ∈ N
T (d, k) := {(a, b) ∈ F2

p : da,b = d, k | Na,b}
is clearly closed under Fp-isomorphism. To make Proposition 10.10 applicable, we need
to get rid of terms for large n. To do so, we recall that A and B are both bounded by
(p− 1)/2 which clearly yields

(10.9) Mp(T (d, dnl);A,B) ≤ ] T (d, dnl).

Using the inclusion-exclusion principle and Proposition 10.12, we then obtain

] T (d, dnl) =
∑
e≤ 2

√
p

d
de|p−1

µ(e)
∑
N∈Ip

(de)2|N
dnl|N

]Sp(de,N)(10.10)

= (p− 1)
∑
e≤ 2

√
p

d
de|p−1

µ(e)
∑
N∈Ip

(de)2|N
dnl|N

H

(
(p+ 1−N)2 − 4p

(de)2

)
,

where Ip still denotes the interval [p + 1 − √p, p + 1 +
√
p]. Now let 0 < y ≤ p be some

power of p which we specify later. By (10.8), (10.9), (10.10) and Lemma 10.5, we then

35As in Section 10.3.1, extracting the error term from the alternating sum is uncritical here.
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obtain36 ∑
l≤2p

µ(l)

lκ

∑
y<n≤2p/l

1

nκ−1

∑
a,b

nl|da,b ea,b

(n, da,b)(10.11)

�ε p
3
2

+ε
∑
l≤2p

1

lκ

∑
y<n≤2p/l

1

nκ−1

∑
d≤2
√
p

d|p−1

(n, d)
∑
e≤ 2

√
p

d
de|p−1

∑
N∈Ip

(de)2|N
dnl|N

1

de

� p2+ε
∑
l≤2p

1

lκ+1

∑
y<n≤2p/l

1

nκ
�κ

p2+ε

yκ−1
,

since κ > 1.

Remark 10.13. Note that we may not neglect the terms with large n in case κ ≤ 1
which is exactly the reason why our method fails in that case and we may not choose A
and B any smaller than (p− 1)/2.

Now fix some ε′ > 0 and choose δ = δ(ε′) > 0, A and B according to Proposition
10.10. From this proposition and the displays (10.7) and (10.11) we infer

1

4AB

∑
a,b

Indκ(Ea,b) = pκ−3
∑
l≤2p

µ(l)

lκ

∑
n≤y

1

nκ−1

∑
d≤2
√
p

d|p−1

(n, d) · ] T (d, dnl)(10.12)

+ E′1 + E′2 +Oε,κ

(
pκ+1+ε

AByκ−1

)
with

E′1 �κ p
κ− 7

2

∑
l≤2p

1

lκ

∑
n≤y

1

nκ−1

∑
d≤2
√
p

d|p−1

(n, d) · ] T (d, dnl)

and

E′2 �ε′ p
κ−1−δ

∑
l≤2p

1

lκ

∑
n≤y

1

nκ−1

∑
d≤2
√
p

d|p−1

(n, d)�ε,κ p
κ−1−δ+ε max{1, y3−κ}.

Here, a possible log y factor which occurs in case κ = 3 is absorbed by the pε-term. As for
E′1, we invoke (10.9), (10.10) and Lemma 10.5, to obtain

E′1 �κ p
κ− 7

2

∑
l≤2p

µ(l)

lκ

∑
n≤y

1

nκ−1

∑
d≤2
√
p

d|p−1

(n, d)
∑
e≤ 2

√
p

d
de|p−1

∑
N∈Ip

(de)2|N
dnl|N

]Sp(de,N)

�ε p
κ−2+ε

∑
l≤2p

µ(l)

lκ

∑
n≤y

1

nκ−1

∑
d≤2
√
p

d|p−1

(n, d)
∑
e≤ 2

√
p

d
de|p−1

∑
N∈Ip

(de)2|N
dnl|N

1

de

�κ,ε p
κ− 3

2
+ε.

36The factor pε in the following display can be improved to a logarithm power of p, but we disregard this
precision.
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Hence, the sum E′ of the three error terms in (10.12) satisfies

(10.13) E′ �ε,ε′,κ p
κ− 3

2
+ε + pκ−1−δ+ε max{1, y3−κ}+

pκ+1+ε

AByκ−1
.

In view of Theorem 10.4, we aim to choose y and AB in a way such that E′ = oκ(pκ−1)
holds. To this end, we distinguish the cases κ ≥ 3 and 1 < κ < 3.

If κ ≥ 3, we may choose y as large as possible, y := p say. Then, for any A and B in
the range given by Proposition 10.10 we obtain

E′ �κ,ε,ε′ p
max{κ− 3

2
,κ−1−δ}+ε,

since AB ≥ p.
Now assume 1 < κ < 3. To control the second term in (10.13), it is necessary to

choose y = O
(
p
δ−ε
3−k
)
. To adjust the second and third term in (10.13), we choose y and the

product AB such that y2 = p2+δ/(AB) which eventually suggests the choice

y :=
p1+ δ

2

√
AB

and AB ≥ max
{
p2+δ−2 δ−ε

3−k , p1+ε′
}
,

and effects the asserted error term

E′ �ε,ε′,κ p
κ−1

(
p2+δ−2 δ−ε

3−κ

AB

) 3−κ
2

.

We are left with the treatment of the main term in (10.12). By (10.10), we may write∑
l≤2p

µ(l)

lκ

∑
n≤y

1

nκ−1

∑
d≤2
√
p

d|p−1

(n, d) · ] T (d, dnl)

∼ p
∑
l≤2p

µ(l)

lκ

∑
n≤ 2p

l

1

nκ−1

∑
d|p−1

(n, d)
∑
de|p−1

µ(e)
∑
N∈Ip

(de)2|N
dnl|N

H

(
(p+ 1−N)2 − 4p

(de)2

)
,

as p→∞, where the error term may be neglected by the same arguments as above. After
some changes of the summation order, the sum over l in the above expression equals∑

de|p−1

µ(e)
∑
N∈Ip

(de)2|N

H

(
(p+ 1−N)2 − 4p

(de)2

)∑
n|N

d

(n, d)

nκ−1

∑
l| N
dn

µ(l)

lκ

which proves Theorem 10.2 (i) and (ii).
To conclude the treatment of Theorem 10.2, let us briefly discuss the case 0 < κ ≤ 1

which, by what we have already seen above, is a rather easy task. Choosing A := B := p−1
2 ,

we clearly have

Mp(T (d, dnl);A,B) = ] T (d, dnl),

and don’t need to rely on Proposition 10.10. Theorem 10.2 then easily follows from (10.7),
(10.8) and (10.10). �

10.4. Estimates for MOrd(p, κ) and MInd(p, κ)

It remains to estimate the terms MOrd(p, κ) and MInd(p, κ).
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10.4.1. Proof of Theorem 10.3. Let A := B := p−1
2 . By Theorem 10.1, we have

MOrd(p, κ) =
1

p2

∑
a,b∈F2

p

4a3+27b2 6≡0 (p)

Ordκ(Ea,b) +Oκ,δ

(
pκ−δ

)
,

for appropriate δ > 0. By Hasse’s theorem, the upper bound of Theorem 10.3 follows
easily. As for the lower bound, recall that Sp,cyclic denotes the set of tupels (a, b) ∈ F2

p

such that 4a3 + 27b2 6≡ 0 (p) and Ea,b(Fp) is cyclic. Hence, by Lemma 6.6 we obtain∑
a,b∈F2

p

4a3+27b2 6≡0 (p)

Ordκ(Ea,b) ≥
∑

(a,b)∈Scyclic

Ordκ(Ea,b)

≥
∑

(a,b)∈Scyclic

Nκ
a,b

∏
q|Na,b

(
1− qκ − 1

qκ+1 − 1

)

≥
∑

(a,b)∈Scyclic

Nκ
a,b

∏
q|Na,b

(
1− 1

q

)
,

where the products run over prime divisors of Na,b . Proceeding as in Section 9.3.3, Lemma
9.9, standard estimates for ω(n) (cf. [100, p. 83f]) and Hasse’s theorem yield∑

a,b∈F2
p

4a3+27b2 6≡0 (p)

Ordκ(Ea,b)�
∑

(a,b)∈Scyclic

Nκ
a,b

log log p
�κ

pκ

log log p
· ]Sp,cyclic .

Combining this with Proposition 10.11, we finally find

MOrd(p, κ)�κ
pκ

log log p

∏
q|p−1

(
1− 1

q(q2 − 1)

)
� pκ

log log p

which proves Theorem 10.3. �

10.4.2. Proof of Theorem 10.4. We start with the lower bound. Since the lower
bound is trivial in case 0 < κ ≤ 1, let us assume κ > 1, and note that indO(Ea,b) =
Na,b � p by Hasse’s theorem, whence

Indκ(Ea,b) =
1

Na,b

∑
Q∈Ea,b(Fp)

indQ(Ea,b)κ ≥
indO(Ea,b)κ

Na,b
�κ p

κ−1.

Let us now turn to the upper bounds in Theorem 10.4. By Lemma 10.5, we clearly have

MInd(p, κ) = pκ−2
∑
de|p−1

µ(e)
∑
N∈Ip

(de)2|N

H

(
(p+ 1−N)2 − 4p

(de)2

)∑
n|N

d

(n, d)

nκ−1
θκ

(
N

dn

)

� pκ−2
∑
de|p−1

d
∑
N∈Ip

(de)2|N

H

(
(p+ 1−N)2 − 4p

(de)2

)∑
n|N

d

1

nκ−1

� pκ−
3
2 log p(log log p)2

∑
de|p−1

1

e

∑
N∈Ip

(de)2|N

∑
n|N

d

1

nκ−1
.(10.14)
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If κ > 2, the sum on n in (10.14) is Oκ(1), and we obtain

MInd(p, κ)�κ p
κ−1 log p(log log p)2

∑
de|p−1

1

d2e3
� pκ−1 log p(log log p)2.

If 1 < κ < 2, then the sum on n in (10.14) is Oε(p
ε) which gives us

MInd(p, κ)�ε p
κ−1+ε

∑
de|p−1

1

d2e3
� pκ−1+ε.

If 0 < κ ≤ 1, then the sum on n in (10.14) is Oε(p
1−κ+ε), whence

MInd(p, κ)�ε p
ε
∑
de|p−1

1

d2e3
� pε.

To treat the case κ = 2, we note the estimate∑
f |m

1

f
≤
∏
p|m

(
1− 1

p

)−1

� log logm

which follows easily by Lemma 9.9 and standard estimates for ω(n) (cf. [100, p. 83f]).
From this, we eventually infer

MInd(p, 2)� p log p(log log p)3
∑
de|p−1

1

d2e3
� p log p(log log p)3

which proves Theorem 10.4 and concludes this chapter. �



Conclusion and Outlook

We conclude with a brief account of ideas for further research which arose in connection
with the presented problems and were not addressed here. We group this discussion
according to the division of this thesis into parts.

Primitive and λ-roots. In Chapter 3 we proved that, for arbitrary n ∈ N, the least
λ-root expressible as a sum of two squares s∗(n) satisfies

s∗(n)�ε n
1
2

+ε
c ,

for any ε > 0 (cf. Theorem 3.1). However, similar to the least (prime) primitive root case,
we expect the actual magnitude of s∗(n) to be much smaller. In fact, we believe that

(8) s∗(n)� logA n

should hold for sufficiently large A > 0. In view of Shoup’s [95] and Martin’s [73] results
mentioned in Section 3.1, one might attempt to prove (8) under GRH or unconditionally
on a density 1 subset of N. Another natural approach would be to consider the average
order of s∗(n) and try to establish (8) on average. For further inspiration we refer to
Paragraph 27 of Section 9.7 of Moree’s survey article [75].

Residual index and order in number fields. In Part II, we considered a number
field K and a finitely generated infinite subgroup Γ of K∗ of arithmetic rank γ, and, for
κ ∈ R+, investigated κ-th moments of the residual index and residual order of Γ over
certain families of prime ideals and all ideals of K, respectively.

Prime ideals. In Chapter 5, we proved, conditionally on GRH, the asymptotic formula

(9)
∑

p∈PC (x ,L /K)

Γ⊂(OK / p)∗

ordΓ(p)κ ∼ c(κ)
Γ,C · li(x

κ+1),

as x → ∞, where L is a finite Galois extension of K, C denotes a conjugacy class in
Gal(L /K) and

c
(κ)
Γ,C :=

∑
n≥1

ψκ(n)|C(Γ, n)|
nκ[LΓ,n : K]

is a constant which we, at least under GRH, proved to be positive (cf. Theorem 5.3).
Clearly, this result leaves room for further research: For example, it is desirable to remove
the GRH condition and establish an unconditional asymptotic formula like (9). But similar
to AC, this would, at least for our approach, require sharper prime ideal estimates which
are not within the scope of contemporary methods. Another interesting challenge is to

derive an explicit formula for the constant c
(κ)
Γ,C in terms of Euler products. Such an

expression is worthwhile, as it should reveal its positivity without relying on the GRH.
For this purpose, it would be useful to factorise the involved field degrees appropriately, a
task which we, however, not managed to solve in general.

xix
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Above all, any improvement on Wagstaff’s heuristic would be desirable, as it would
have an impact on AC as well (see Chapter 4). As illustrated in Chapter 4, however,
such a result seems out of reach at the moment. In Chapter 6 we considered number field
analogues of Wagstaff’s heuristic on average (cf. Theorems 6.1 and 6.2). Our approach
dealt with the average orders of the quantities Indκγ(p) over prime ideals p ∈ PC (L /K) for
which we established asymptotic formulae in case γ 6= κ. For the harder case γ = κ, we
proved appropriate upper and lower bounds which we managed to turn into an asymptotic
formula under GRH37, if we additionally assumed both K and L to be Galois over Q.
Both results were in the spirit of Wagstaff’s heuristic. It would be satisfactory, if one
could extend the latter statement and unconditionally prove an asymptotic formula in
case γ = κ, valid for all choices of L and K. To this end, it would be convenient to have
better estimates for the number of certain prime ideals, at least on average, to avoid an
application of the effective Čebotarev density theorem under GRH. Indeed, as we have
seen in Section 6.3, a number field analogue of the Bombieri-Vinogradov theorem (see
Proposition 4.9) of full strength for any choice of L and K would suffice to solve the
problem.

The above-mentioned problems are certainly pertinent for analogues concerning ma-
trices, function fields and many others. Inspired by a work of Roskam [90], another inter-
esting variation of the above problems would be to investigate moments of indΓ(pOK) and
ordΓ(pOK), over appropriate rational primes p which are unramified in K. This problem
differs from the consideration of prime ideals of K in many aspects. If we assume that
K /Q is Galois, for convenience, then the group (OK /pOK)∗ is isomorphic to the direct

product
∏

p|p(OK / p)∗ which has order (pfp − 1)[K:Q]/fp and exponent pfp − 1, if we denote

the inertia degree of p in K by fp. In particular, it is only cyclic if p is inert in K. More-
over, primes of any given inertia degree in K have a positive density, so that primes which
do not split completely in K may not be neglected. By what we have encountered so far,
one would thus guess that the reduction of Γ modulo p typically generates a subgroup of
approximately pfp·min{γ,[K:Q]/fp} elements in (OK /pOK)∗. This, however, already fails in
rather elementary settings. Indeed, if K is a real quadratic field and ε a fundamental unit
of K, it can be easily shown that, for any inert prime p, ordε(pOK) is always a divisor of
2(p+1), even though (OK /pOK)∗ contains p2−1 elements (cf. [90]). Hence, this problem
appears more sophisticated, and one might try to consider it on average and adapt the
methods provided in Chapter 6 in the first place.

All ideals. Our study of indΓ(a) over all ideals a of K revealed some surprising insights.
Motivated by a problem of Rohrlich, we obtained lower bounds for κ-th moments of
indΓ(a) over all ideals of K of the form∑

N a≤x
Γ⊂(OK / a)∗

indΓ(a)κ ≥ x1+κ−δ+o(1),

as x→∞, where the o-term depends on K, γ and κ, and the parameter δ may be chosen
to be any positive real number which satisfies the smoothness condition for prime ideals
of K introduced in Theorem 7.1. In fact, we proved (cf. Theorem 7.2) that δ can at least
be chosen according to

δ >

{
0.303265 . . . , if K is abelian over Q,
0.5, under GRH.

37In fact, we managed to remove the GRH assumption for suitable L (cf. Theorem 6.2).
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Thus, unexpectedly, indΓ(a) tends to be rather large on average. The aforementioned
smoothness condition is widely assumed to hold for any δ > 0, whence we even expect∑

N a≤x
Γ⊂(OK / a)∗

indΓ(a)κ = x1+κ+o(1),

as x → ∞. In view of Rohrlich’s initial problem, any approach towards such a result
would indeed be satisfying. One way to attend this problem is to refine our proof in
Section 7.4 and find a way to enlarge the admissible values for δ, especially if K /Q is
not abelian. Note that we gave away some precision in this case, even under GRH, as
we failed to transform splitting conditions for rational primes in K(n) into appropriate
arithmetic progression conditions. Another approach to tackle Rohrlich’s problem was
introduced in Section 7.5, where we described how lower bounds for the average order of
indΓ(a) may be traced back to lower bounds for the average order of Ind1

γ(a). Since, as we
have frequently observed, the double averaging step usually eases a problem substantially,
this approach has some appeal.

Residual index and order on elliptic curves defined over finite fields. In
Part III, we studied the distribution of residual index and residual order of Fp-rational
points of certain elliptic curves defined over Fp. The families under consideration were on
the one hand given by the reductions modulo p of a fixed rational elliptic curve E, with
p varying over primes of good reduction for E. On the other hand, we also considered
specific families of elliptic curves defined over Fp for a fixed prime p.

Reductions of a rational elliptic curve modulo p. Let E be a rational elliptic curve
and Q a fixed rational point thereon of infinite order. Average order, and moments in
general, of indQ(Ep) and ordQ(Ep) over primes p of good reduction for E seem difficult to
track and have not been established yet, not even for CM-curves under GRH. Recalling
the corresponding number field issues, this is certainly no surprise for indQ(Ep). If we,
however, oppose the state of AC to the state of the Lang-Trotter conjecture, and recall
(9), then it makes sense to believe that asymptotic formulae like

1

π(x)

∑
p≤x
p-NE

ordQ(Ep)
κ ∼ c(κ)

E,Q · x
κ,

as x → ∞, with c
(κ)
E,Q > 0, are achievable under GRH, at least in the CM case. To

prove such a result, it might be reasonable to follow the approach of Kurlberg and
Pomerance [51] which we extended to number fields in Chapter 5, and combine their
ideas with arguments of Gupta’s and Ram Murty’s work [37] concerning the Lang-
Trotter conjecture.

In Chapter 9, we tackled this problem on average and proved (cf. Theorem 9.1)∑
p≤x
p-NE

Ordκ(Ep) ∼ c(κ)
E · li(x1+κ),

as x → ∞, if E has CM by the ring of integers of an imaginary quadratic field, or under
GRH otherwise, with the positive constant

(10) c
(κ)
E :=

∑
f,n,d,e≥1

µ(n)µ(e)

n(fd)1+κ

∑
mk|d

mµ(k) · ]D(mkdnf, de)

[Q(E[[mkdnf, de]]) : Q]
.
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Similar to earlier discussions, the following questions arise naturally: Firstly, one might
wonder, if the GRH condition for non-CM curves could be removed by a refinement of the
arguments presented in Section 9.3.1. For that purpose it would suffice to have analogues
of Propositions 9.6 and 9.7 for the non-CM case, as this would allow for an application of
the unconditional effective Čebotarev density theorem and circumvent the GRH. Recall
that the latter was not possible in our treatment, since we failed to get rid of primes with
certain splitting behaviour in Q(E[k]) for k larger than a logarithm power. Further research

is provided by the constant c
(κ)
E . Although we believe in its positivity, the complicated

representation (10) and the involved field degrees hindered us from giving a rigorous
proof. To attend this problem, one might find the work of Freiberg and Kurlberg [32]
inspiring. Eventually, one might wonder about analogue problems for the residual index
which we expect to be rather small on average. While the establishment of asymptotic
formulae for moments of indQ(Ep) seems little promising, one might attempt to estimate
the average order of Indκ(Ep), instead. However, this task should prove to be more difficult
than in the number field case, and it is questionable whether the same methods which we
used to estimate the average order of Ordκ(Ep) also apply to this problem.

Families of elliptic curves defined over Fp. In Chapter 10 we took a different point
of view and, for a fixed prime p > 3, considered the average order of Indκ(Ea,b) and
Ordκ(Ea,b), respectively, over a two-parameter family of elliptic curves Ea,b /Fp given
by Weierstraß equations with |a| ≤ A and |b| ≤ B. For sufficiently large A and B, we
managed to prove the asymptotic equivalences∑
|a|≤A,|b|≤B
p-4a3+27b2

Ordκ(Ea,b)

4AB
∼MOrd(p, κ) and

∑
|a|≤A,|b|≤B
p-4a3+27b2

Indκ(Ea,b)

4AB
∼MInd(p, κ),

as p → ∞, which expressed the respective average orders in terms of Kronecker class
numbers and allowed to confirm the expected orders of growth (cf. Theorems 10.1–10.4).
Again, this result leaves room for further research. One might for example try to reduce
the respective admissible ranges for A and B or consider variations for other families of
elliptic curves defined over Fp which are, for instance, given in Legendre form (cf. [96]).
A last but not less interesting challenge is the investigation of the terms MInd(p, κ) and
MOrd(p, κ). To this end, one might try to express the involved Kronecker class numbers
by the analytic class number formula, apply estimates for character sums and hope for
appropriate cancellation. In this way one would hopefully improve our understanding of
the residual index and order of Fp-rational points of elliptic curves defined over Fp.
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