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Abstract

This cumulative thesis is based on seven publications and is devoted to the investigation of

turbulent thermal convection by means of Direct Numerical Simulations (DNSs). Special

focus is placed on the boundary layers and the global flow in the generic setup of Rayleigh–

Bénard convection (RBC), i.e. a fluid, which is confined between a heated bottom and a cooled

top plate as well as thermally insulating sidewalls. Under consideration of the Oberbeck-

Boussinesq approximation, the RBC flow is characterized by two dimensionless parameters: the

Rayleigh number and the Prandtl number. In all the publications a large amount of instantaneous

temperature and velocity fields is used for a posteriori analysis.

At first, the local and instantaneous boundary layer structure appearing in RBC in a cylindrical

container close to the bottom plate is studied. For this purpose a method for the extraction of the

large-scale circulation (wind) is introduced, to circumvent azimuthal reorientations occurring

in cylindrical containers. The study reveals strong deviations from the theoretical approach of

Prandtl–Blasius–Pohlhausen (PBP) for the description of laminar boundary layers. The latter

approach is commonly used for the characterization of the boundary layers in RBC at moderate

Rayleigh numbers and for modelling purposes.

This approach is also used to estimate the Kolmogorov and Batchelor microscales at the

boundary layer edge and, hence, the required spatial resolution of the boundary layers in a DNS.

The theoretical PBP estimates are compared with corresponding numerical results, revealing

that the estimates are not restrictive enough and therefore their improvement is desirable. This is

achieved by extending the PBP approach to a non-vanishing pressure gradient parallel to the

heated/cooled plates. The pressure gradient depends on the angle of attack at which the flow

approaches the plates. The resulting velocity boundary layer equation is of the Falkner–Skan

type and leads to a better agreement with the DNS results with respect to the ratio of the

thicknesses of the thermal and viscous boundary layers. The value for the latter ratio is derived

analytically for arbitrary angles of attack and infinitesimal or infinite Prandtl numbers. This

leads to improved estimates for the required spatial resolution of the boundary layers in the

DNS.

Furthermore, the influence of the container geometry on RBC is studied. The mean heat

fluxes and the global flow structures are evaluated for different Rayleigh numbers and different

shapes of the container. First of all, the results obtained in a cubic enclosure are compared with

the results obtained in the cylindrical container. The comparison reveals changes of the global



flow, the mean heat flux and the mean kinetic energy with increasing Rayleigh number for the

cubic container, which are not present in the cylinder.

In addition, like in some experimental studies, quasi two-dimensional RBC is investigated,

i.e. RBC in a container of equal height and length and rather short depth. The aspect ratio of

depth per height is varied and the influence on the global flow structure, the mean heat flux

and the mean kinetic energy are evaluated. The study reveals a strong influence of the latter

quantities on the aspect ratio. For the aspect ratio of one fourth, a similar flow structure as in the

experiments is obtained, even though the considered Rayleigh numbers in the DNS are much

smaller. Additionally, the mean heat flux is found to be equal to that in a cylindrical container.

Finally, this quasi two-dimensional geometry is extended by adding heated and cooled

obstacles, which are attached to the bottom and top plates, respectively. These obstacles

represent regular surface roughness, which is often used in technical applications to achieve an

increased heat flux. The heat flux and the velocity magnitude for varying height and width of the

obstacles is investigated. It can be well described by a presented empirical relation, reflecting

the result that, for constant covering area of the surface, slender obstacles can lead to the largest

heat flux increase.
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Part I

Introduction
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1 Thermal convection in nature and technology

Convection due to nonuniform heating is, without overstatement, the most wide-

spread type of fluid motion in the Universe.

– Getling [48]

The basic mechanism behind this type of fluid flow, characterized here by Getling [48], goes back

to Archimedes of Syracuse [7]. His principle indicates that bodies (or fluid particles) encounter

a buoyant force as soon as their density differs from the density of the surrounding medium. If

such differences in the density are caused by spatial temperature variations and if this is the only

driving mechanism of a flow, it is called natural convection or thermal convection. As nicely

described by Normand et al. [92], these termini go back to the nineteenth century to describe

the heat transport in apple pies. Already in the eighteenth century thermal convection has been

accounted for the global circulation of the Earth’s lower atmosphere (cf. figure 1.1) by Hadley

[58] and, according to Ostroumov [94], independently by the Russian scientist Lomonosov at

around the same time.

FIGURE 1.1: Large scale motion of the Earth’s lower atmosphere (Hadley cells) with rising air at the
equator and falling air at the poles, leading in combination with the Earth’s rotation to the
so-called trade winds. (Sketch according to [92].)

But thermal convection is not limited to the Earth’s atmosphere. Together with density changes

by varying salt concentration, it drives the large-scale circulation of the oceans [86], which is also

known as thermohaline circulation. Further, in the Earth’s core and mantle thermal convection

takes place and is supposed to be connected to the maintenance of the Earth’s magnetic field
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1 THERMAL CONVECTION IN NATURE AND TECHNOLOGY

(see e.g. [38] for an overview) and plate tectonics [13], respectively. Of course such phenomena

are not limited to Earth but can take place also in other planets and in stars [130].

Apart from such geo- and astrophysical phenomena, thermal convection is important also

locally in nature and technology. Examples from daily life are heating of water in a pot, air

conditioning (e.g. in aircraft cabins as in figure 1.2), exhaust transport in chimneys, the local

upwind zones used by birds of prey and gliders to gain height above the ground and further

meteorological phenomena. Furthermore, in many technical applications heat exchangers play

an important role (e.g. in nuclear power plants), which benefit from large heat fluxes caused by

thermal convection.

FIGURE 1.2: Schematic of the air conditioning in an aircraft cabin according to Kühn et al. [78]. The
warm air rises above the warm passengers (squiggly arrows), mixes with the cold air
entering the cabin through air inlets (solid straight arrows) and leaves the cabin through
outlets close to the passengers’ feet (dashed arrows).

What all this examples have in common is their complexity. Not only the geometry is rather

complicated in many technical applications (e.g. aircraft cabin, figure 1.2), but also effects apart

from thermal convection play an important role. These additional effects range from rotation

of the system (e.g. in the Earth’s atmosphere), interaction with an electromagnetic field (as in

the Earth’s core), moisture (important for meteorology, as e.g in [131]), superposed pressure

gradients, which additionally drive the flow (cf. ventilation) and many more. Furthermore

the considered fluids might be non-Newtonian and may further have strongly temperature and

pressure dependent material properties.

Since for such systems and fluids fundamental research becomes very difficult due to the large

amount of free parameters, a simplified system is desirable for studying pure thermal convection.

One possibility of such a simplified system is the so-called Rayleigh–Bénard convection (RBC).

As described in the next chapters, RBC is usually studied in generic geometries under the

consideration of generic fluids, which leads to simple (approximated) conservation laws of mass,

momentum and energy, and allows to study the fundamentals of this wide-spread type of fluid

motion.
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2 The classical Rayleigh–Bénard problem

A generic system in which thermal convection has been widely studied is Rayleigh–Bénard

convection (RBC). It is named after Henri Bénard [11] being the first to conduct quantitative

measurements, with a thin fluid layer heated from below and a colder free upper surface.

Bénard found for sufficient temperature difference, that the fluid layer becomes unstable, thermal

convection takes place and structures of finite size develop. Original sketches by Bénard showing

the typical hexagonal structure are depicted in figure 2.1.

(a) (b)

FIGURE 2.1: Sketches from the original paper by Bénard [12]. (a) Hexagonal cells developing in a
thin fluid layer viewed from above. (b) Close up view on a single cell and its neighbors
(dashed lines). The solid circles represent roughly the deformation of the free surface in
the experiments, while the black dots indicate the points of largest depression.

The second person giving RBC its name was Lord Rayleigh [85]. He described Benard’s

result as follows:

The layer rapidly resolves itself into a number of cells, the motion being an ascen-

sion in the middle of a cell and a descension at the common boundary between a

cell and its neighbours.

– Lord Rayleigh [85]

Rayleigh theoretically investigated the onset of thermal convection in an infinite fluid layer

between heated bottom and cooled top plates, which are assumed to be solid and stress-free.

He derived that there is a critical temperature difference ∆ for the onset of convection. This
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2 THE CLASSICAL RAYLEIGH–BÉNARD PROBLEM

critical ∆ depends on the distance H between the plates and the physical properties of the fluid.

It should be noted that the result derived by Rayleigh disagrees with the experimental results by

Bénard, as Rayleigh neglected the free upper surface and the corresponding effects caused by the

surface tension, which were present in Bénard experiments. Already Bénard himself suspected,

that inhomogeneities of the surface tension by its temperature dependence may be crucial for

the onset of convection [92]. The experiments by Block [15] and the theoretical description by

Pearson [95] confirmed that the patterns observed by Bénard can be caused only by gradients

of the surface tension. To distinguish between the effect of surface tension and the purely

buoyancy driven flow, the surface tension affected flow is known today as Bénard–Marangoni or

thermocapillary convection [48].

In his derivations Rayleigh simplified the equations describing the conservation of mass,

momentum and energy by assuming a Newtonian fluid with constant viscosity µ , thermal

conductivity Λ and specific heat capacity at constant pressure cp. The buoyancy force is assumed

to be proportional to the temperature, by linearizing the temperature dependence of the density

and introducing the isobaric thermal expansion coefficient α . Additional compressibility effects

are neglected. For thermal convection in laboratories (in contrast to e.g. convection in the Earth’s

core) it is reasonable to further use a constant gravitational acceleration g. Effects like heat

radiation or additional external forces (e.g. electromagnetic ones) are neglected.
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FIGURE 2.2: Limits of the Oberbeck-Boussinesq approximation (OB) in terms of the temperature
difference ∆ and the distance H between the bottom and top plates, respectively. The
limits are calculated for air at standard conditions (T = 273.15K, P = 1013.25hPa)
according to Gray & Giorgini [49] and based on material properties given in [148]. Lines
of constant Rayleigh number (H ∼ ∆−1/3) are depicted in grey.

This set of assumptions is known as Oberbeck–Boussinesq (OB) approximation [17, 93].

Deviations from this approximation may occur in case of large temperature or static pressure

differences. What exactly large means in this case, was elaborated by Gray & Giorgini [49].

They derived the regions of validity of the OB approximation in terms of residual errors for
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general Newtonian fluids. They assumed that the OB approximation holds, if all residual errors,

which are associated with the temperature- and pressure-dependencies of the material properties,

are less than ten percent. This results in limitations of the temperature difference and the height

of the fluid layer (i.e. differences of the static pressure). For example in the case of air at ambient

conditions, the temperature difference ∆ is limited to about 30 K, while the height of the fluid

layer H shall not be larger than about 10m/K∆ (see figure 2.2). If this requirement is fulfilled,

the equations describing the conservation of mass, momentum and energy are reduced to the

following set of equations:

∂~u
∂ t

+~∇ · (~u⊗~u) =− 1
ρ

~∇p+ν∆~u+αg(T −TM)êz,

∂T
∂ t

+~∇ · (~uT ) = κ∆T, (2.1)

~∇ ·~u = 0.

Here ~u is the velocity, t is time, p is the pressure reduced by the (constant) static pressure at

mid height, T is the temperature, TM is the system’s mean temperature and êz is the unit vector

in vertical direction. Further, κ = Λ/(ρcp) is the thermal diffusivity and ν is the kinematic

viscosity (i.e. the momentum diffusivity).

By applying Buckingham’s Π-theorem [21, 22], under the assumption that the OB approxima-

tion is valid and g is constant, one obtains that two dimensionless parameters are sufficient for

dynamic similarity (i.e. the system is described by the same dimensionless equations). These are

by convenience the Rayleigh number Ra = αg∆H3/(νκ), which is roughly spoken the ratio of

the convective timescale by buoyant motion and the diffusive time scale, and the Prandtl number

Pr = ν/κ , which characterizes the fluid as the ratio of diffusion of momentum and of thermal

energy.

Besides dynamic similarity, also geometric similarity is required to obtain similar results in

different realizations of an experiment or a simulation. Geometric similarity is connected to

the boundary conditions for equations (2.1). In case of the temperature, Dirichlet boundary

conditions at the horizontal heating and cooling plates are chosen, such that temperature levels

Ttop and Tbottom are fixed at these surfaces with Ttop < Tbottom. In addition, temperature boundary

conditions at the vertical walls are required if in contrast to Rayleigh’s calculations the horizontal

extend of the fluid layer is limited. The generic choice is adiabatic sidewalls, i.e. von Neumann

boundary conditions with a vanishing temperature gradient in the wall-normal direction. Solid

walls are usually assumed to be impermeable, i.e. the wall-normal velocity component vanishes

at the walls. Further, either a no-slip condition, i.e. the velocity component tangential to the wall

vanishes at the wall, or a free-slip condition is set at the wall, which means that the wall-shear

stress vanishes at the walls.
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2 THE CLASSICAL RAYLEIGH–BÉNARD PROBLEM

FIGURE 2.3: Sketch of two-dimensional rolls as the flow state at the onset of convection in a fluid layer
with large lateral extent according to Getling [48].

The latter choice results in different critical Rayleigh numbers Rac for the onset of motion

in an infinite layer of fluid. For stress-free boundaries (free-slip condition), Rayleigh’s critical

temperature difference mentioned above results in Rac = 27π4/4≈ 657.5, while for rigid walls

(no-slip) Rac = 1707.8 is obtained [48]. These results are independent of the Prandtl number Pr.

As soon as the fluid layer’s lateral extent is limited, Rac increases depending on the aspect ratio,

which is the ratio of lateral extent and height of the fluid layer, and the shape of the container.

For example, in a rigid cylindrical container with equal diameter and height the onset of motion

takes place at Rac ≈ 4000 [23].

103

104
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10−2 100 102 104

Pr

two-dimensional

no motion

three-dimensional

time dependent

turbulent

I

II

III

IIIa
IIIb
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V

FIGURE 2.4: Sketch of a regime diagram according to Busse [24] and Krishnamurti [75],[76],[77]
based on experimental results for large aspect ratio. The lines indicate the onset of two-
dimensional steady rolls (I), steady three-dimensional flow (II), time dependent flow with
a single frequency (III) at single spots (IIIa), in the whole fluid layer (IIIb) and with the
doubled frequency in addition (IV). For sufficiently large Ra (V) the time-dependence
becomes chaotic and may be considered as turbulent.
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When the Rayleigh number (and the aspect ratio) is sufficiently large, motion takes place

in form of quasi two-dimensional steady rolls (c.f. figure 2.3). If Ra is further increased, this

steady flow structure undergoes transitions to more complex three-dimensional and even time-

dependent flow structures depending on the Prandtl number Pr and the geometry of the container

[24, 75, 76, 77]. A regime diagram showing roughly the transition to time-dependent flow is

depicted in figure 2.4. The time-dependence of the flow, which can be represented at first by

a single frequency, becomes for certain higher Ra more complicated and even chaotic. This

chaotic state does not show the characteristics of a turbulent flow and can thus be considered to

a certain extent as a laminar one [1]. Only for even higher Ra above a threshold Rat the laminar

flow structure breaks up into small scale fluctuations and the bulk flow can be considered as

turbulent [5].

By all this, RBC is a system in which a variety of physical phenomena can be studied under

controlled conditions. Besides hydrodynamic stability [30], pattern formation [37] and the

onset of chaotic motion and turbulence [16], RBC is as mentioned above a generic system for

investigating turbulent thermal convection. The latter is connected to more fluid-mechanical

questions, such as the convective heat transfer and the interaction of boundary layers with the

bulk flow. In the present thesis, the focus is placed on RBC as a (turbulent) buoyancy-driven

interior flow as elaborated in the next chapter.
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3 Turbulent Rayleigh–Bénard convection

In 1978 Friedrich Busse described in his review paper on Rayleigh–Bénard convection the

turbulent state as follows:

At moderate Prandtl numbers, turbulent convection at Rayleigh numbers of the

order of 105–107 exhibits the typical structure of relatively steady large-scale cells

in which highly fluctuating (both in space and in time) small-scale convection

elements are imbedded.

– Busse [24]

Even though more than 75 years of research had passed after Bénard’s experiments, he concluded

that

Little is known about this form of convection which seems to combine random

processes with the permanence of a large-scale organizing structure.

– Busse [24]

Since then, the investigation of RBC have been focused more and more on the turbulent state,

such that in the last few decades a wide knowledge has been gained as it is collected in the

review papers by Siggia [129], Ahlers et al. [5] and Lohse & Xia [84].

For the investigation of the turbulent state, sufficiently large Rayleigh numbers are required.

Since in practice the limitations of the Oberbeck–Boussinesq approximation restrict the experi-

mentalists to small temperature differences ∆, large Ra can be achieved by large heights H of the

fluid layer. To retain the feasibility of laboratory experiments, small aspect ratios (i.e. lateral

extent per height) are usually considered. Otherwise, the experiments become too large and

providing constant temperatures of the heating and cooling plates is difficult. Thus, in the last

years usually aspect ratios of order one have been investigated. Nevertheless, for air or water at

ambient conditions as working fluids Ra not larger than about 1012 can be reached in practice.

In air such high Ra can be only achieved in large-scale experiments like the so-called Barrel of

Ilmenau, which is a cylindrical container with a height of more than six meters [104]. To obtain

even larger Ra, fluids with extreme material properties, as they occur e.g. close to the critical

point, are used. Today, in the U-Boot of Göttingen Rayleigh numbers up to 1015 can be achieved.

This is realized by using sulfur hexafluoride (SF6) at room temperature and pressurized up to

19 bar in a high-pressure vessel which contains Rayleigh–Bénard experiments of height 2.24 m

11



3 TURBULENT RAYLEIGH–BÉNARD CONVECTION

(aspect ratio 1/2) [6] and 1.12 m (aspect ratio 1) [61]. A different approach was first made by

Threlfall [144], being the first who studied RBC of gaseous helium at a low mean temperature

of about 4 K. By changing the pressure, eleven orders of magnitude in Ra can be investigated,

but there Pr varies as well [31, 64].
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FIGURE 3.1: Experimental results for the the Nusselt number Nu in dependence of the Rayleigh number
Ra, obtained in a cylindrical container with equal diameter and height filled with helium
at temperature 4 K and for different working pressures. The Ra range is divided into
several regimes of convection by vertical lines. (a) on double logarithmic axes, and (b) Nu
reduced by Ra2/7 to highlight the differences between soft and hard turbulence. Both the
experimental results and the regimes are according to Heslot et al. [64].

When Ra is sufficiently high, the fluid reacts with an onset of motion causing an increase of

the heat flux from the bottom to the top plate. The time- and spatially averaged heat flux can be

expressed by the Nusselt number Nu, which is the ratio of this heat flux to the heat flux in a solid

body with the same heat conductivity Λ. Further, the strength of the motion can be expressed by

the Reynolds number Re based on the distance between the plates and a characteristic velocity.

Since there is no prescribed mean flow in RBC, several choices of the characteristic velocity are

possible as discussed for example by Ahlers et al. [5]. In the last few decades the dependence

of these two quantities Nu and Re on Ra and Pr (and the geometry of the container) have been

studied extensively [5]. It has been obtained, that there is no universal scaling law describing

for example Nu(Ra), since the scaling changes due to different regimes of convection. These

changes do not occur only due to the onset of turbulence, but even the turbulent regime can

12



FIGURE 3.2: Sketch of the structure of (a) the velocity and (b) the temperature field in a closed
Rayleigh–Bénard sample at sufficiently large Ra according to Grossmann & Lohse [50].
(a) A turbulent bulk flow (white) causes laminar boundary layers attached to all rigid walls
(striped). (b) Thermal plumes detach from the thermal boundary layers at the heating
and cooling plates, and are treated (from the modelling point of view) as part of these
boundary layers. (Sketch similar to Ahlers et al. [5].)

be splitted up as it is indicated in figure 3.1 showing Nu obtained in the helium experiments

mentioned above. The transition from a so-called soft turbulent regime to a hard turbulent

regime is visible in Nu(Ra) [27] (when considering the reduced Nusselt number Nu×Ra−2/7 as

in figure 3.1b). It is further characterized by changes of the temperature statistics in the center

of the container [64].

There are several theoretical predictions for the scaling of Ra and Nu (for a detailed overview

see [5]). Perhaps the most established ansatz so far is the theory by Grossmann & Lohse

[5, 50, 51, 52, 53, 54, 55, 134]. It is based on the assumption, that the flow can be decomposed

into a turbulent bulk flow, with large coherent structures consisting of packages of hot and cold

fluid (so-called thermal plumes) and viscous and thermal boundary layers attached to the solid

walls (see figure 3.2). Further, analytical relations for the temporal and spatial averages of the

viscous dissipation rate εu ≡ ν(∆~u2/2−~u ·∆~u) and the thermal dissipation rate εT ≡ κ(~∇T )2

are used [128]. The latter ones are splitted into contributions of the boundary layers and the bulk

flow. These contributions are modelled separately by using the assumption of homogeneous

isotropic turbulence [101] in the bulk region and by assuming laminar boundary layers of the

Prandtl–Blasius–Pohlhausen type [14, 99, 102] caused by a mean wind. Several extreme cases

(e.g. large Pr) are considered and connected via certain crossover functions f and g. This all

leads to the two coupled equations

(Nu−1)RaPr−2 = c1
Re2

g(
√

ReL/Re)
+ c2Re2

Nu−1 = c3

√√√√RePr f

[
2aNu√

ReL
g

(√
ReL

Re

)]
+ c4PrRe f

[
2aNu√

ReL
g

(√
ReL

Re

)] (3.1)
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3 TURBULENT RAYLEIGH–BÉNARD CONVECTION
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The numbers indicate whether the boundary layers (I), the bulk flow (IV ) or a mixture
of them (II, III) dominate the flow. Further the indices separate with respect to the ratio
of the thicknesses of thermal and viscous boundary layers. The regimes denoted with an
additional prime, are supposed to be ultimate, i.e. turbulent boundary layers dominate the
flow [55].

for Nu and Re with f (x) = (1+ x4)−1/4 and g(x) = x(1+ x4)−1/4 = x f (x). The six free parame-

ters a, ReL, c1, c2, c3, c4 are fixed by fitting the theory to experimental (and numerical [134])

data. From the theory, regimes in the Pr-Ra space can be obtained, in which either the boundary

layers or the bulk flow dominate the volume- and time-averaged dissipation rates. These regimes

are depicted in figure 3.3.

The boundary layers occurring in turbulent RBC, which are assumed to be laminar in the

original theory by Grossmann and Lohse, may become turbulent like the bulk flow, as it was

already discussed by Kraichnan [74] and later Spiegel [130]. Such a transition is expected to

take place at sufficiently high Ra. It would cause changes in the scalings of Nu and Re, such

that an additional regime of convection, which is often called as ultimate, might be present.

The scalings in this regime would be of large importance, as for example in stars the Rayleigh

numbers exceed values of 1020 [130], which can not be studied in laboratory experiments so far.

Within their theory Grossmann & Lohse [55] predicted that the onset of this ultimate regime is

Prandtl number dependent (see also figure 3.3) and characterize it further in terms of scaling

exponents.

The experimental evidence for the transition is thereby rather controversial (as discussed

e.g. by Ahlers et al. [6]). At present only the experiments with helium at around 4 K and

with pressurized SF6 can reach the required Ra (see the discussion above). Figure 3.4 depicts

a collection of experimental results for the reduced Nusselt number by several groups. They
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FIGURE 3.4: Experimental results for the Nusselt number at high Ra showing strong deviations for
Ra & 1011. Experiments by Niemela et al. [88] and Chavanne et al. [31] were conducted
in helium at temperature around 4 K, while in the experiments by Ahlers et al. [6] sulfur
hexafluoride at ambient temperature and under high pressure was used. The container in
all this experiments was a cylinder with a height of twice the diameter.

indicate large differences for Ra & 1011 large differences. This makes an interpretation in

terms of scaling exponents difficult. Furthermore, due to the required shielding of the whole

experiment to suppress heat losses, a detailed analysis of the boundary layers and the bulk flow

is almost impossible. Therefore, it is difficult to use the experiments for testing the fundamentals

of the theory, and only predictions like scaling exponents can be checked.

Thus, in the next section a different approach for the study of turbulent RBC is described,

which consists in the usage of so called Direct Numerical Simulations (DNSs). Also the

feasibility of studying large Ra by means of DNSs is discussed.
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4 Numerical investigation of turbulent
Rayleigh–Bénard convection

Apart from experiments, turbulent Rayleigh–Bénard convection (RBC) can be investigated by

solving the set of equations (2.1) for given boundary and initial conditions. In contrast to the case

of a laminar flow, the non-linearities in the equations become important for turbulent RBC, such

that solving these equations analytically is hardly possible. Therefore, the partial differential

equations (PDEs) can be discretized and the discrete equations can be solved numerically. For

the numerical solving of partial differential equations as (2.1) a broad spectrum of methods

exists in the literature, cf. the book by Ferziger & Perić [43].

Like any other turbulent flows, turbulent RBC is thereby a multiscale problem, i.e. spatial

and temporal scales of various size are present and cannot be neglected as the non-linearities

lead to a mixing of different wavelengths and frequencies in contrast to linear PDEs like e.g. the

wave equation [142]. Therefore, either all relevant scales are considered, which is an approach

called as Direct Numerical Simulation (DNS), or (some) small scales are modelled by empirical

turbulence models. In the following only DNSs are further discussed.

If the computational domain is bounded in horizontal direction by solid walls, the domain’s

extent limits the spatial scales from above. In contrast, if an infinite layer of fluid is considered,

which is realized in numerical simulations by choosing a certain periodicity length, this length

(together with the height H) determines the physics of the flow. As pointed out by Hartlep et al.

[60], for periodicity lengths up to five times the height, the heat flux and connected to this also

the global flow is still affected by the periodicity of the domain.

The lower limit of the spatial and temporal scales is given (up to a multiplicative constant) by

the Kolmogorov [73] scales (for Pr ≤ 1) and the Batchelor [10] scales (for Pr > 1), respectively.

Smaller scales are not present due to dissipation. To resolve also the smallest scales in the DNSs

a sufficient spatial resolution and time-step size is required.

To determine whether a single simulation (i.e. for a set of parameters Ra, Pr) is sufficiently

resolved, a posteriori checks are required. These can be realized by comparison of the numerical

results calculated on different computational meshes, by comparison of the numerical results

with experimental ones or by comparison of the spatial resolution with realized Kolmogorov

(or Batchelor) scales (see [110] for an overview). Since repeating simulations because of

insufficient resolution is expensive and time-consuming, estimates for the proper computational
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4 NUMERICAL INVESTIGATION OF TURBULENT RBC

mesh resolution are required.

Usually, there are different estimates for the boundary layer region and for the bulk flow

region. The latter is commonly assumed to be (local) homogeneous and isotropic [101], while in

the boundary layers the flow is highly anisotropic. In the following, we only discuss the case

Pr ≤ 1, which is most important in the present thesis. The Batchelor scales, which become more

restrictive for Pr > 1, are connected to the Kolmogorov scales here discussed by a factor
√

Pr

[121]. When assuming homogenous and isotropic turbulence in the bulk region, the Kolmogorov

length scale ηK is given (up to a constant factor) by ηK = ν3/4ε
−1/4
u , with εu being the viscous

dissipation rates as defined in chapter 3. For the volume- and time-averaged viscous dissipation

rates 〈εu〉V,t occurring in turbulent RBC the analytical relation

〈εu〉V,t =
ν3

H4 (Nu−1)
Ra
Pr2 (4.1)

holds [128]. Based on these averaged dissipation rates, a mean Kolmogorov length scale

ηK

H
=

√
Pr

(Nu−1)1/4Ra1/4 (4.2)

is obtained, which serves commonly as an estimate for the bulk resolution by requiring that the

mesh spacing is smaller than this length scale [121]. It should be noted, that in the literature

further other requirements exist [57, 110], which connect the required mesh spacing and the

mean Kolmogorov scales in different ways.

Finding an appropriate estimate for the resolution of the boundary layers is more difficult,

since details of the boundary layer structure are required. Shishkina et al. [121] derived estimates

under the assumption of boundary layers of the Prandtl–Blasius–Pohlhausen type, with the result

(for 3×10−4 ≤ Pr ≤ 1)

ηK

H
=

Pr0.5355−0.033log10 Pr

23/2aNu3/2 (4.3)

and a is a constant of order one, which can be determined from experiments. (Estimates for

other Pr are also given in their paper.)

When assuming, that Nu∼ Ra3/10, which is roughly fulfilled in the hard turbulent regime but

below Ra = 1011 for Pr ≈ 1 (see figure 3.4), it is obtained from equation (4.2) that in the bulk
ηK
H ∼ Ra−13/40 and in the boundary layer region from equation (4.3) that ηK

H ∼ Ra−9/20. Thus,

the computational effort, which is connected to the spatial resolution, grows with increasing Ra

quite rapidly. Therefore, the largest Ra, for which properly resolved three-dimensional DNSs

can be performed today, are still far from the ultimate regime of convection as proposed on the

basis of experimental results.

Thus, for very large Ra at which the ultimate regime is expected, numerical simulations cannot
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replace the experiments. But at lower Ra between about 107 and 1012, for which experiments

with optical access are feasible, the latter can be complemented by DNSs, which in contrast

to the experiments provide full information at any point of the flow field. In the experiments

the temperature boundary conditions (i.e. fixed temperature on the horizontal and vanishing

temperature gradient at the vertical walls) cannot be realized perfectly due to the finite heat

conductivity of the used materials. Furthermore, effects like heat radiation or Coriolis forces by

the Earth’s rotation are always present in experiments. The latter insufficiencies are not present

in DNSs. In addition the instantaneous and fully resolved temperature and velocity fields, which

are available from DNSs in the whole domain, can, to my best knowledge, not be obtained

today from experiments by any existing measurement technique. On the other hand, the physical

time simulated in DNSs is strongly limited due to the large computational effort, such that slow

transients, as they occur in turbulent RBC [5], are difficult to investigate by means of DNSs.

Nevertheless, nowadays, DNSs are the most reliable tool to study turbulent RBC in detail on

time scales of a few ten to hundred turnover times for Rayleigh numbers up to 1012.
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5 Recent questions and recurrent thread

As discussed already in chapter 3, the occurrence of the ultimate regime of thermal convection

is closely related to the transition of the boundary layers (BLs) from the laminar to the turbulent

state. To identify such a transition, first of all the laminar state must be well-investigated. Thus,

over the last years a large effort has been made to study the viscous and thermal boundary

layers in experiments and in numerical simulations (see [32] for an overview) and to compare

the results with existing theoretical descriptions. In the case of laminar BLs the theoretical

descriptions by Prandtl, Blasius and Pohlhausen (PBP) (cf. [112]) is usually used to estimate the

heat flux, the kinetic energy and the required spatial resolution in Direct Numerical Simulations

(DNSs) as described in chapters 3 and 4. Such comparisons are often made with respect to

temporally (and sometimes even spatially) averaged temperature and velocity profiles, resulting

in visible disagreement with the PBP theory (except of the cases of Pr > 1 and moderate Ra,

when a sophisticated rescaling of the data is applied [32]). This is not surprising, as in this

theory, the thermal and viscous BLs are assumed to be laminar and pressure gradients as well as

buoyancy are neglected. Since RBC is a purely buoyancy driven flow and due to the complicated

flow structure pressure gradients are expected to be important, some of the assumptions of the

PBP theory are not valid. Thus it can not be expected that the PBP theory can precisely describe

the BLs in turbulent RBC.

To obtain a better description of the BLs in turbulent RBC, it is insufficient to study averaged

temperature and velocity profiles, as the spatial and temporal evolution of the BLs is a major

issue of a BL theory. Therefore the idea was to evaluate from DNS data local and instantaneous

BL characteristics like the wall shear stress, the wind velocity and related quantities. The

computational domain is chosen to be a cylinder with equal diameter and height, since such

a container is used in many experiments. In RBC there is no prescribed mean flow and thus

no preferential direction of the flow. Thus the flow’s azimuthal orientation in a cylindrical

container is not fixed and reorientations (and similar processes) may occur from time to time

[5]. Therefore, if a comparison with two-dimensional theories as the one by PBP is desired,

an extraction of the large-scale circulation from instantaneous flow fields is required before in

a second step the boundary layer characteristics can be evaluated and compared to theory. In

chapter 6 (published in the Journal of Fluid Mechanics [155]), such an extraction method is

introduced and applied to DNS data for Pr = 0.786 and Ra between 105 and 109. Further, an

analysis technique of the BL characteristics is developed and tested in detail for fixed Ra and
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5 RECENT QUESTIONS AND RECURRENT THREAD

then applied to different Ra. It reveals, besides others, that the wind is not constant along the

bottom plate of the container. Therefore it is not surprising to find that e.g. the growth of the

thickness of the BLs does not follow the predictions of the PBP theory. Furthermore, the ratio of

the thicknesses of the thermal and viscous BL is found to be almost twice larger than predicted

by the PBP theory.

Since this ratio is one of the main ingredients of the estimates for the required spatial resolution

of the BLs, it is reasonable to compare these estimates with the DNS results as it is done in

chapter 7 (published as a conference proceeding in a book by Springer [157]). The main result

is, that the estimates are not restrictive enough. Finding better estimates based on an improved

BL theory is therefore an additional motivation for the BL study.

A first step in finding a better description of the BLs in turbulent RBC is made in chapter 8

(published in the Journal of Fluid Mechanics [119]), in which the PBP theory is extended to a

non-vanishing pressure gradient, while buoyancy remains neglected. The resulting BL equations

are of the Falkner & Skan [42] type (see also [112]). The pressure gradient is connected to an

angle of attack of the global flow (wind) approaching the horizontal plates, which is caused

by the lateral walls. The predictions of the new theory are compared with DNS results for

Pr = 0.786 and Pr = 4.38 for Ra between 107 and 109 and show much better agreement with

respect to the ratio of the BL thicknesses.

A further step is then made in chapter 9 (published in Physical Review E [127]), where

analytical relations for the ratio of the BL thicknesses for infinitesimal and infinite Pr at arbitrary

angle of attack are derived. A comparison with DNS results for Pr between 0.1 and 10 and Ra

between 107 and 109, reveals that in this parameter range the angle of attack can be assumed

as constant and that the resulting prediction of the ratio of the BL thicknesses fits much better

than the PBP theory, which is a special case of the developed theory for a vanishing angle of

attack. Further, the consequences for the estimates of the spatial resolution are analized, and the

estimates are found to be more restrictive those based on the PBP theory [121].

Besides studying the boundary layer structure below the ultimate regime, there are attempts

to use rough heating and cooling plates to reach the ultimate regime at lower Ra, which can be

analyzed easier in experiments and also by DNSs. Isothermal rough surfaces, as considered

in RBC, are difficult to realize in experiments due to the finite conductivity of the heating

and cooling plates (cf. [105]). Further, the construction of plates with different roughness

configurations to study their influence is quite expensive. Therefore, DNS is an attractive tool

to study the influence of rough surfaces on turbulent RBC. To avoid the above mentioned

difficulties because of the azimuthal symmetry of a cylindrical container, for further studies

box-shaped containers are used. In chapter 10 (published as a conference proceeding in a book

by Springer [156]), the mean heat flux (which is related to the thickness of the thermal BL),

the mean kinetic energy and the global flow in a cubic container and in a cylindrical one are

evaluated and compared for Pr = 0.786 and Ra between 105 and 107.
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Since it is found that in a cubic domain the global flow structure changes at Ra ≈ 106 to a

complicated diagonal flow, in a further study the ansatz of quasi two-dimensional RBC, known

from experiments in water at Ra & 1010 [167], is persued. In these experiments a container of

equal length and height and a depth of one fourth of the height is used. The resulting global flow

structure is a single roll oriented orthogonal to the short direction of the container. In chapter 11

(published in Physics of Fluids [152]), the results of the DNSs for different aspect ratios of depth

per height between 0.1 and 1 are analyzed, while Pr is fixed to 0.786 and Ra is varied between

105 and 109. It is obtained that the global flow structure is strongly affected by the aspect ratio

of the container. Nevertheless, for the aspect ratio of one fourth a comparable flow structure as

in the experiments is found even though Ra is some decades smaller.

Within this geometry, the influence of different roughness configurations, represented by

regularly distributed obstacles, are studied by means of DNSs in chapter 12 (under review by the

Journal of Fluid Mechanics [154]). Apart from a two-dimensional study [125] and a study with

modeled roughness [138], this is the first DNS study of three-dimensional RBC for different

roughness configurations. Not only the influence of the obstacle height and width on the heat

flux and the wind velocity is investigated, but also the heat flux increase due to the roughness is

connected to single parts of the obstacles and an empirical description of this heat flux increase

is given.
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Abstract

We analyse the wind and boundary layer properties of turbulent Rayleigh–Bénard convection

in a cylindrical container with aspect ratio one for Prandtl number Pr = 0.786 and Rayleigh

numbers (Ra) up to 109 by means of highly resolved direct numerical simulations. We identify

time periods in which the orientation of the large-scale circulation (LSC) is nearly constant in

order to perform a statistical analysis of the LSC. The analysis is then reduced to two dimensions

by considering only the plane of the LSC. Within this plane the LSC is treated as a wind

with thermal and viscous boundary layers developing close to the horizontal plates. Special

focus is on the spatial development of the wind magnitude and the boundary layer thicknesses

along the bottom plate. A method for the local analysis of the instantaneous boundary layer

thicknesses is introduced which shows a dramatically changing wind magnitude along the wind

path. Furthermore a linear increase of the viscous and thermal boundary layer thickness along

the wind direction is observed for all Ra considered while their ratio is spatially constant but

depends weakly on Ra. A possible explanation is a strong spatial variation of the wind magnitude

and fluctuations in the boundary layer region.
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6 BOUNDARY LAYER STRUCTURE ANALYSIS

6.1 Introduction

One of the classical problems in fluid dynamics is the flow driven by the temperature difference

between a heated bottom and a cooled top plate. This is a simplified model for many convective

flow phenomena occurring on the Earth, e.g. in the atmosphere, as well as extraterrestrial such

as the convection in stars. Named after its first two investigators, Rayleigh–Bénard convection

(RBC) has been studied for more than hundred years. Nevertheless it is still under extensive

investigation, since many aspects are not yet well understood.

Over recent decades the scaling of two important system responses, the Nusselt number Nu

and the Reynolds number Re, with the governing dimensionless parameters, the Rayleigh number

Ra and the Prandtl number Pr, has been studied theoretically, experimentally and numerically.

For recent reviews we refer to [5] and [84].

The flow typically found in Rayleigh–Bénard cells with aspect ratios (diameter/height) of

order unity is characterized by the boundary layers (BLs) close to the rigid walls and the large-

scale flow motion. Their interaction is a key point in understanding the system’s responses

to the temperature difference and is the subject of several theoretical studies, among which

[27, 50, 65, 74, 128] should be mentioned here. The theoretical models developed are in most

cases based upon assumptions on the structure of the BLs and their interaction with the bulk

region.

Besides checking whether the theories give accurate predictions of the convection system’s re-

sponses it is also necessary to verify the assumptions they are based on. In the Grossmann–Lohse

(GL) theory the BLs are assumed to be of Prandtl–Blasius (PB) type [55] (up to a shear Reynolds

number of Res ≈ 420). Prandtl–Blasius BL theory [113] is a successful approach to approximate

the BLs occurring when a laminar and stationary wind of constant magnitude flows over a flat

plate of semi-infinite length and infinite width. It not only gives an analytical solution (within

a set of approximations) for the BL profile but also for the development of its width and other

characteristics along the plate. In a confined Rayleigh–Bénard cell the situation is very different

from a semi-infinite plate and a constant wind velocity. This might have a negligible influence

on the mean heat flux (Nusselt number) scaling with the Rayleigh number, but can lead to

deviations of other local quantities from the PB predictions.

The usual check for whether PB BLs occur is through the analysis of the timeand spatially

averaged vertical profiles of temperature and velocity [65, 103, 122, 135, 140, 145]. In some

cases strong deviations from PB profiles are found. This is partially explained by recent studies

of Zhou & Xia [173] and Zhou et al. [169] which show that an instantaneous analysis and a

more complex rescaling lead to better agreement. These studies are focused on profiles averaged

spatially over a small region around the vertical centreline of the cell, which make it impossible

to compare them with predictions of the PB theory on the spatial development of certain BL

characteristics like its thickness along the wind direction. In a recent paper by Zhou et al. [170],
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in which the horizontal dependence of BL profiles is investigated by means of two-dimensional

numerical simulations, it was found that the BL thickness develops in a complicated way along

the wind direction. In the present paper we develop a method to analyse the spatial behaviour of

instantaneous as well as time-averaged local profiles and BL characteristics.

To ensure that the results are not influenced by the two-dimensionality of the flow [114] as in

quasi-two-dimensional experiments [167] and two-dimensional numerical simulations [139], we

perform three-dimensional direct numerical simulations (DNS) of the turbulent flow within a

cylindrical container with aspect ratio one. This geometry is used in many experiments because

of its symmetry and certain experimental advantages. On the other hand this also introduces the

disadvantage of the lack of asymmetries, which stabilise the large-scale circulation (LSC) for

sufficiently large Ra and can simplify the analysis. Azimuthal re-orientations of the large-scale

motion may occur in cylindrical containers as found in experiments [19, 36, 106] and numerical

simulations [87, 132] as well.

To analyse the azimuthal orientations and to find a time period without major reorientations

we use the method by Brown & Ahlers [19]. For such time periods the analysis of the flow

is reduced to a plane in which the LSC is mainly located. Therefore the analysed fields are

two-dimensional while they still contain threedimensional physics. A further analysis using

different diagnostic functions shows that additional more complex modes like twisting [44, 45]

and sloshing [20, 164, 165, 171] vanish statistically and do not disturb the time-averaged fields.

To reduce the complexity of the wind analysis, the main focus is further on BLs occurring

next to the heated bottom plate, namely along one line which is the wind direction. Besides its

simplicity, this approach allows the comparison of the results with those of the two-dimensional

PB theory.

The paper is organised as follows. In section 6.2 the numerical method and the simulation

parameters are presented. Numerical results with respect to the Nusselt number are compared to

experimental ones in section 6.3. Distributions of the local heat flux and the corresponding flow

fields are also analysed there. In section 6.4 different procedures to determine the LSC plane

within the cylindrical geometry and the proper timeaveraging period are described and compared.

To perform the BL analysis a method to investigate local instantaneous profiles is suggested

and validated in section 6.5. Here the main focus is on how to determine the BL thickness and

the corresponding quantities in detail. In section 6.6 this method is applied to flow fields for

different Ra and mean characteristics of the wind and BLs are studied. In particular the scalings

of the mean quantities with Ra are investigated. The results obtained are compared in section 6.7

with existing theoretical approaches. Finally the results are summarized in section 6.8.
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6.2 Numerical method and setup

Direct numerical simulations (DNS) of turbulent Rayleigh–Bénard convection have been per-

formed using a fourth-order-accurate finite-volume code in cylindrical coordinates (r,φ ,z)

together with semi-implicit time-integration as described in detail by Shishkina & Wagner [123].

The method was originally developed by Schmitt et al. [115] and is based on the volume-balance

procedure by Schumann [116], staggered grids and uses the Chorin ansatz for pressure–velocity

coupling.

The dimensionless conservation laws of momentum, energy and mass in the Oberbeck–Boussi-

nesq approximation with gravitational acceleration in the z-direction read:

∂t~u+~u ·~∇~u =−~∇p+ν1~∇
2~u+T~ez,

∂tT +~u ·~∇T = ν2~∇
2T, ~∇ ·~u = 0.

(6.1)

Here ∂t stands for the partial derivative with respect to time t and ~u,T, p,~ez denote the dimen-

sionless velocity, temperature, dynamic pressure and unit vector in z-direction, respectively. The

computational domain is a cylindrical container with aspect ratio Γ = D̂/Ĥ = 1 where D̂ stands

for the diameter and Ĥ for the height of the container, where the hat denotes a dimensional quan-

tity. The equations are closed by the following set of boundary conditions: fixed temperatures on

bottom and top plates, an adiabatic vertical wall and no-slip condition on all walls. If the cylinder

diameter D̂ and the free-fall velocity (α̂D̂ĝ∆̂)1/2 are used as references for distance and velocity

(while their ratio is the reference for the time), and the temperature is made dimensionless by

T = (T̂ − T̂M)/∆̂, this yields parameters ν1 = Pr1/2Ra−1/2Γ−3/2 and ν2 = Ra−1/2Pr−1/2Γ−3/2.

(∆̂ denotes the difference between the temperatures of the bottom and top plates and T̂M their

arithmetical mean value.) Therefore only the Rayleigh number Ra = α̂ ĝĤ3∆̂/ν̂ κ̂ , the Prandtl

number Pr = ν̂/κ̂ and the aspect ratio Γ occur as parameters fixing the set of equations. Note

that in the Oberbeck–Boussinesq approximation material properties like the kinematic viscosity

ν̂ , the thermal diffusivity κ̂ , the thermal volume expansion coefficient α̂ and the gravitational

acceleration ĝ are constant and therefore their reference values are formally set to some value.

(In the following the hat for dimensional quantities is omitted for simplicity.)

In order to perform a proper DNS, Kolmogorov and Batchelor scales need to be resolved,

which requires a large number of computational nodes. For the globally averaged Kolmogorov

length scale ηk the exact relation ηk =Pr1/2[Ra(Nu−1)]−1/4 holds and the Batchelor length scale

ηT can be estimated via ηT = ηkPr−1/2. Since Pr = 0.786 < 1 in all our simulations, resolving

the Kolmogorov length scale is the stronger requirement. As shown for example by Kunnen

et al. [79] the local Kolmogorov length scale η local
k close to the rigid walls is much smaller than

its spatial average ηk. Therefore the boundary layer region requires finer spatial resolution than

the bulk region. Neglecting this might lead to wrong results even for integral quantities like the
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Nusselt number as was shown by Stevens et al. [135]. The required number of grid points in the

boundary layers has been estimated by Shishkina et al. [121]. It is displayed in table 6.1 together

with the actual number of nodes in the DNS. The spatially averaged Kolmogorov scale is used as

the resolution requirement for the bulk region in every direction. Note that in this case the bulk

resolution in our DNS is finer than is needed due to the inhomogeneous distribution of η local
k .

TABLE 6.1: Simulation parameters for Pr = 0.786,Γ = 1: number of mesh nodes in the i-direction Ni
(i = r,φ ,z), number of nodes in the thermal/viscous BL as used in DNS (nT/nu) and as
required by theory [121] (ňT/ňu), the Nusselt number Nu with its maximal deviation and
the number of dimensionless time units τ used for the averaging.

Ra Nr Nφ Nz nT ňT nu ňu Nu τ

105 24 128 48 8 2 7 2 3.85(±0.02) 3776
3×105 48 256 96 10 2 10 2 5.82(±0.03) 682

106 48 256 96 8 3 7 3 8.6 (±0.1) 690
3×106 96 256 192 11 3 10 3 11.95(±0.08) 993
7×106 96 256 192 9 3 9 3 15.2 (±0.1) 1635

107 96 256 192 8 4 8 3 16.9 (±0.2) 3775
3×107 192 512 384 16 4 14 4 22.8 (±0.2) 515
7×107 192 512 384 12 5 11 4 29.0 (±0.1) 586

108 192 512 384 11 5 11 5 31.9 (±0.2) 1240
109 384 1024 768 13 7 12 6 63.1 (±0.4) 318

To enable a statistical analysis, the flow motion is saved in two different ways. On the one hand

an a priori time-averaging is performed. This means that for the whole domain time-averaged

temperature and velocity fields together with higher moments and correlations are collected by

sampling every 1.8×10−3 to 3.5×10−3 time units (depending on Ra). On the other hand, to

allow a posteriori time-averaging of different complex flow characteristics as well as an analysis

of time histories, a complete instantaneous flow field (temperature and velocity) is saved about

three times each dimensionless time unit.

As an example instantaneous temperature iso-surfaces obtained for three different Ra are

shown in figure 6.1. Even though the mean flow is similar in all three cases (upflow on the left

and downflow on the right) the shape of the iso-surfaces changes dramatically with Ra. Roughly

speaking the size of the structures decreases rapidly with increasing Ra.

6.3 Local heat flux and Nusselt number

The heat flux ~Ω = ~uT − κ~∇T is the system’s response to an imposed temperature gradient.

Since the main interest lies in the heat transport from the hot bottom plate to the cold top plate,

the vertical (z) component of the heat flux Ωz is considered. It is made dimensionless with

the vertical heat flux which would occur in a solid body with the same properties, resulting
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FIGURE 6.1: Instantaneous temperature iso-surfaces for (a) Ra = 105, (b) Ra = 107, and (c) Ra = 109;
Pr = 0.786, Γ = 1.

in Ωz =
√

ΓPrRa uzT −Γ−1∂zT . For comparison e.g. with experiments, an integral quantity,

namely the Nusselt number Nu = 〈Ωz〉t,φ ,r is used. (Here 〈Q〉ξ denotes the average of the

quantity Q with respect to the variable ξ .) It can be shown analytically and is well-known that

Nu is independent of z. Thus the deviations of Nu for different heights can be used as a measure

for reaching a statistically steady state. In table 6.1 the Nusselt numbers obtained are presented

together with their maximal deviation from the z-averaged Nu.

In figure 6.2 the reduced Nusselt numbers Nu/Ra0.3 from our DNS are compared to DNS

and experiments from the literature. First of all it should be noted that our results cannot be

expressed with a universal scaling exponent for the whole Ra-range considered, but there exist

different regimes with a smooth transition: Ra . 106, 106 . Ra . 108 and Ra & 108. The latter

observation is especially well supported by DNS results from the literature and the measurements

by Ahlers et al. [4], with which a good agreement is found. The existence of the different regimes

has already been reported in the literature [see 5, 51]. The apparent differences in the results

obtained by different authors can be partly explained by the variations in aspect ratios and

Prandtl numbers. The remaining deviations to the measurements might be due to the different

experimental setups and conditions, but this issue is one of the open problems in RBC [5] and

goes beyond the scope of the present paper.

Besides the integral vertical heat flux Nu, the spatial distribution of the local heat flux Ωz

is also worth investigating, since it is related to large-scale flow structures. In figure 6.3 the

time-averaged distribution of the local heat flux (in units of the volume-averaged Nusselt number)

on the top and bottom plates is presented. Due to the no-slip conditions this is just a multiple

of the vertical temperature gradient. From figure 6.3 it is obvious that there is one preferred

direction marked with a black line labelled lLSC, which is an axis of symmetry and which can be

interpreted as the direction of the large-scale circulation.
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FIGURE 6.2: Comparison of reduced Nusselt numbers for different Ra from our DNS (red filled circles,
Pr = 0.786, Γ = 1) with DNS results by Stevens et al. [135] (green stars, Pr = 0.7, Γ =
1/2) and Bailon-Cuba et al. [8] (blue diamonds, Pr = 0.7, Γ = 1) as well as experimental
results by Ahlers et al. [4] (black triangles, Pr = 0.67, Γ = 1/2), Roche et al. [107] (black
squares, Pr = 0.82− 0.84, Γ = 1/2), Niemela & Sreenivasan [89] (black open circles,
Pr = 0.68−0.69, Γ= 1/2) and Chavanne et al. [31] (black crosses, Pr = 0.65−0.76, Γ=
1/2).
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FIGURE 6.3: Time-averaged local heat flux 〈Ωz〉t in units of Nu on (a) the bottom and (b) the top plate.
The plane of the large-scale circulation is marked with a solid black line lLSC while the
arrows point in the direction of the wind. Ra = 107, Pr = 0.786, Γ = 1.
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FIGURE 6.4: Time-averaged local heat flux (colour) in units of the Nusselt number and velocity (vectors)
in the plane of (a) the LSC and (b) orthogonal to it, Ra = 107, Pr = 0.786, Γ = 1.

If we select the vertical cross-section of the flow field through lLSC , i.e. what we interpret as

the plane of the large-scale circulation, we obtain figure 6.4a in which Ωz (colour) together with

the velocity vectors are shown for Ra = 107. In addition the flow field in the plane orthogonal

to the LSC is visualized (figure 6.4b). For details regarding the averaging procedure and the

extraction of the LSC plane see section 6.4. In the LSC plane the LSC itself represents a huge

vortex structure with a diagonal adjustment and two smaller counter-rotating vortices in the

upper left and lower right corner. The local heat flux increases in the vicinity of the vertical wall.

This has also been reported by Shishkina & Wagner [124]. Within this region the heat flux is

largest close to the smaller vortices. We assume therefore that these small structures are essential

for the global heat transport. This argument is also supported by figure 6.3 in which the largest

vertical heat flux on the bottom plate is again located in the region of the counter-rotating vortex.

In the central vertical cross-section orthogonal to the LSC (see figure 6.4b) there are four

vortices of almost the same size rotating in different directions. In the horizontal direction at

half-height the fluid moves towards the centre and at the cylinder axis the flow divides into

an upward and downward motion. These observations agree well with the four-roll structure

experimentally measured by Sun et al. [141]. Again the strongest vertical heat flux is located

close to the vertical wall. It is surprising that even though the velocity field shows a completely

different behaviour in the two orthogonal planes, the resulting heat flux distribution in both

planes is quite similar, whereas there is an up-down symmetry which cannot be found in the

LSC plane.
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FIGURE 6.5: Time history of the fitting parameters: (a) amplitude A(t) and (b) phase shift φLSC(t)

for Ra = 109, Pr = 0.786, Γ = 1 in a time interval without reorientations, i.e. within the
interval 〈φLSC〉t ±π/6.

TABLE 6.2: Length of time intervals (tmax) without reorientations for different Ra as used for analysis
of the LSC.

Ra 3 ·106 107 108 109

time tmax 602 634 682 210

6.4 Extraction of the LSC-plane

In a cylindrical domain the LSC can perform azimuthal reorientations up to complete reversals.

This means that in order to study the LSC in a cylindrical container in detail, a time interval

without reorientations of the LSC must be identified. It is obtained by following the method

proposed by Brown & Ahlers [19] which has also been used to analyse DNS data by Mishra

et al. [87] and Stevens et al. [132].

The temperature on the vertical wall at half the cylinder height is fitted with the (discrete)

function ψ(xi) = Acos(2πi
Nφ

+ φLSC) using all Nφ azimuthal nodes at the positions xi. This is

done for all samples saved during the runtime (three per time unit as described above). One

obtains the time histories of the amplitudes A and the phase shifts φLSC, shown in figure 6.5 as

an example for Ra = 109.

If a certain time period is characterized by a phase shift φLSC which varies within the interval

〈φLSC〉t ±π/6, we consider it as a time period without reorientations. Note that even in such

time periods spikes of φLSC(t) can occur. It was shown by Stevens et al. [132] that these spikes

are caused by single plumes and can be avoided in the time series by averaging over a small

number of samples. Since we are not interested in the time series of φLSC at this point but just

want to determine proper time intervals without reorientations, we simply neglect these spikes.

For the time periods obtained it is possible to analyse the LSC from time-averaged fields. The

advantage of this method is its simplicity since the analysis uses two-dimensional fields but still

represents the nature of three-dimensional physics.

In table 6.2 the time interval lengths tmax without reorientations, used in the LSC analysis,

are presented for different Ra. Optimal time intervals might be longer than those used in our
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analysis and are to be investigated in the future. Note that for Ra below 3×106 either the flow

is stationary or no proper period could be found as many reorientations occur. The latter leads

to very short time intervals between reorientations, so that it is impossible to obtain converged

statistics. Throughout the paper (except for the Nu analysis) the fields are averaged over the

described time periods without reorientations. The plane of the LSC is thereby fixed by the

angle 〈φLSC〉t it which we call φLSC for simplicity in the following. Note that our LSC plane

does not coincide with the time average of the instantaneous LSC planes obtained by using the

method of Brown & Ahlers [19]. The latter approach to extract the LSC is more sensitive to

disturbances due to the appearance of strong single plumes [see e.g. 132] as it is illustrated for

example by the spikes in figure 6.5b.

Besides the reorientations, the LSC can perform much more complex movements. These

include off-centre (sloshing) modes [20, 164, 165, 171] as well as twisting [44, 45], which

cannot be fully detected by the method of Brown & Ahlers [19]. Therefore we perform an

additional analysis to determine whether these modes influence the time-averaged fields. For

this purpose we consider five functions fi(φ) to determine φLSC from time-averaged fields in

five different ways. These functions reflect the flow dynamics in different regions of the domain.

If additional modes (like sloshing or twisting) influence the dynamics in that region, it should

lead to a different azimuthal behaviour of these functions.

We have already seen in figure 6.3 that φLSC can be determined from the local heat flux on the

bottom plate. More quantitative we analyse its rescaled radial average

fΩz(φ) =
2〈Ωz〉t,r,z=0− (max(〈Ωz〉t,r,z=0)+min(〈Ωz〉t,r,z=0))

max(〈Ωz〉t,r,z=0)−min(〈Ωz〉t,r,z=0)
, (6.2)

which is a function with values within [−1 : 1]. A maximum is expected for φLSC and a minimum

for φLSC +π . In between we expect a smooth crossover to end up with a continuous graph.

Besides the heat flux, the φ -component of the vorticity, i.e. ωφ = (~∇×~u) ·~eφ seems to be a

characteristic quantity as figure 6.4 suggests. By averaging in radial and vertical directions this

is reduced to a function fω(φ), namely

fω(φ) =
2〈ωφ 〉t,r,z− (max(〈ωφ 〉t,r,z)+min(〈ωφ 〉t,r,z))

max(〈ωφ 〉t,r,z)−min(〈ωφ 〉t,r,z)
. (6.3)

For φLSC we expect a high absolute value of the integral vorticity component 〈ωφ 〉t,r,z while for

φLSC +π/2 the counterrotating vortices cause an integral vorticity close to zero.

An interesting feature of the LSC is its footprint on the vertical wall. First we consider the

temperature on the vertical wall shown in figure 6.6. We are interested in the vertical position z0
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FIGURE 6.6: Time averaged temperature on the vertical wall. Ra = 107, Pr = 0.786, Γ = 1

at which the mean temperature is reached. This results in a rescaled function

fT (φ) =
2z0− (max(z0)+min(z0))

max(z0)−min(z0)
. (6.4)

Due to rising/falling of warm/cold plumes, which constitute in organised form the LSC, the

mean temperature can be found closer to the top plate for φLSC and closer to the bottom plate for

φLSC +π . In figure 6.6 a cosine-like behaviour of z0(φ) is visible.

Besides the temperature footprint the LSC induces the wall shear stress on the vertical wall

shown in figure 6.7. The absolute wall shear stress τ total
w =

√
〈∂ruz〉2t + 〈∂ruφ 〉2t is displayed by

colours and its components due to vertical motion 〈−∂ruz〉t and azimuthal motion 〈−∂ruφ 〉t as

vectors. Again a cosine-like (blue) curve is obtained. This time the curve reflects the vertical

position of the stagnation point zs as a function of the angle φ and therefore we define the next

indicating function as

fτ(φ) =
2zs− (max(zs)+min(zs))

max(zs)−min(zs)
. (6.5)

Finally, we consider the temperature distribution on the vertical wall at half height in the fitting

procedure described at the beginning of this section. We expect to find a cosine function in the

time averaged fields, since it was already used as a fitting function for instantaneous fields. Thus

the fifths function reads

fTc(φ) =
2〈T 〉t,r=R,z=H/2− (max(〈T 〉t,r=R,z=H/2)+min(〈T 〉t,r=R,z=H/2))

max(〈T 〉t,r=R,z=H/2)−min(〈T 〉t,r=R,z=H/2)
. (6.6)

To complete the analysis of the different functions indicating the angle φLSC, we present them

together in figure 6.8. One can see that the five functions based on flow footprints on the bottom

plate ( fΩz), on the vertical walls ( fτ , fT , fTc) and integral characteristics ( fω ) almost coincide.

Therefore a characteristic φ -behaviour of these quantities exists and reflects almost the same

φLSC . Such a collapse of different quantities in a turbulent flow can be present only if any

additional modes like sloshing or twisting vanish statistically for the considered Ra, Pr, Γ.
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FIGURE 6.7: Absolute (colour) τ total
w and contributions of different directions of movement (vectors) of

the time-averaged wall shear stress on the (a) vertical wall, (b) bottom plate and (c) top
plate. Ra = 107, Pr = 0.786, Γ = 1.

−π 0 π
φ

−1

0

1
fΩz

fω

fT

fτ

fTc

FIGURE 6.8: Different functions indicating the LSC based on: fΩz , the local heat flux on the bottom
plate (6.2); fω , azimuthal component of the vorticity (6.3) in central vertical cross-sections;
fT , the height at which arithmetical mean temperature on the vertical wall is reached (6.4);
fτ , height of the stagnation point (6.5) at the vertical wall; and fTC , the temperature on the
vertical wall at z = H/2 (6.6), Ra = 107, Pr = 0.786, Γ = 1.
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FIGURE 6.9: Convergence of different quantities with increasing averaging period. Ra = 107, Pr =
0.786,Γ = 1.

If only a short time period is available (for example due to frequent reorientations of the LSC

or high computational costs for DNS) it is interesting to investigate, which of the considered

φ -functions that indicate φLSC converges faster. In figure 6.9 the relative deviation in the L2-norm

from the final curve is shown as a function of the length of the averaging period. The relative

deviation σ of a quantity Q depending on a variable ξ from a reference Qre f is calculated via

σ =

√√√√∫
[Q(ξ )−Qre f (ξ )]

2 dξ∫
[Qre f (ξ )]

2 dξ
(6.7)

and can interpreted as a prediction error with respect to an insufficient averaging time. Note

that even for the maximal averaging time tmax zero is not necessarily reached as the reference

is calculated from time-averaged fields with a higher sampling rate (as described at the end

of section 6.2). From figure 6.9 it is concluded that the function fΩz based on the local heat

flux on the bottom plate provides almost immediately the direction of the LSC with an error of

∼ 6% while the method by Brown & Ahlers [19] ( fTC ) predicts φLSC at that time with an error of

∼ 40%. From the latter we conclude that if only a short time interval or a set of few samples is

available for determining φLSC (for the above-mentioned reasons), the heat flux criterion should

be favoured. It is of course applicable only to numerical data as measuring the local heat flux

on the whole plate in experiments is not yet possible. In measurements the available time for

averaging is often much larger than that in numerical simulations, and therefore the method by

Brown & Ahlers [19] is preferable in this case.

From figure 6.9 it is obvious that within the time interval considered additional dynamics occur
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FIGURE 6.10: Function fΩz (local heat flux on the bottom plate, averaged in time and radial direction)
shifted in φ -direction for different Ra and cos-function for comparison.

around t/tmax = 0.6. This leads to a disturbance of the functions fTc and fω near t/tmax = 0.6,

which only influences the speed of convergence but not the time-averaged field as shown in

figure 6.8. To check whether the φ -dependence of the time-averaged field is universal within

a certain interval of Ra (and fixed Pr, Γ), we consider the heat flux criterion mentioned above.

In figure 6.10 the comparison of the function fΩz (of course shifted in φ to offset different

orientations of the LSC in the different simulations) with a cosine function reveals a good

agreement for different Ra. This shows that there is a universal behaviour of time-averaged

fields if no LSC reorientation takes place within the averaging period. Moreover the similarity

obtained with the cosine function is an indirect justification for the fitting procedure described at

the beginning of the section.

In addition to the above-mentioned quantities the LSC of course also causes wall shear stress

on the top/bottom plate, which is presented in figures 6.7b and 6.7c. Colours display the absolute

wall shear stress

τ
total
w =

√
〈∂zur〉2t + 〈∂zuφ 〉2t

and vectors its components due to radial motion 〈±∂zur〉t and azimuthal motion 〈±∂zuφ 〉t .
Comparing this with the wall shear stress on the vertical wall, we conclude that the LSC is

formed mainly by the radial and vertical motion at the top/bottom and vertical walls, respectively.

If we reduce our analysis to the plane of the LSC, we consider the specific case where one

velocity component is responsible for the wall shear stress and the viscous BL. Even more

interesting are the distributions on the horizontal walls, since there a thermal BL develops in

addition to the viscous one. We concentrate our analysis on the region close to the bottom plate

knowing that the situation is similar on the top plate due to symmetry.

6.5 Boundary layer (BL) analysis

In the following a step-by-step method to extract and analyse the local boundary layer thickness

from instantaneous flow fields is introduced and discussed.
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FIGURE 6.11: Definition and nomenclature for BL thicknesses and associated quantities for the cases
of (a) thermal and (b) viscous boundary layers.

6.5.1 Definition

To evaluate the boundary layer thickness close to the heated bottom plate, it is necessary to deal

with instantaneous flow fields. Time-averaged fields do not provide the correlations which are

required for our BL analysis. One can use different definitions of the BL thickness, such as

the fluctuation criterion (boundary layer thickness is defined as the position of the maximum

of the temperature/velocity fluctuations), which lead in general to different results. We use the

well-known and often applied [e.g. 121] slope criterion defined in figure 6.11 because it is also

applicable locally to instantaneous flow fields.

To apply this criterion the slope of the temperature or (radial) wind velocity is evaluated at the

wall. The thermal or viscous boundary layer thickness is then defined as the height z at which

the slope straight line crosses a temperature or velocity level TL or uL, respectively. The levels of

the quantities correspond to the dotted horizontal lines in figure 6.11.

As demonstrated in figure 6.11, the analysis of the thermal BL is similar but not identical

to that of the viscous BL. The reason for this is the different boundary conditions for the two

quantities. Since the temperature is always maximal at the bottom, the slope at this wall is

always negative. On the contrary the velocity (we call it simply u here but mean the radial

velocity within the fixed plane of the LSC) is vanishing at the wall due to the no-slip condition

allowing generally negative as well as positive slopes. In summary two quantities are needed to

determine the BL thickness: the slope and the level.

In general the temperature level obtained from instantaneous flow fields differs from the

arithmetical mean temperature (here zero) and can be negative or positive. In figure 6.11a an

example of the negative temperature level TL at position dT is sketched. It is therefore necessary

to determine a level for the case of thermal BLs also since only the mean temperature distribution

might lead to a wrong thermal BL thickness. This has also been shown by Zhou et al. [169]. To

determine the thermal BL thickness we use the global minimum of the temperature field within

a certain z-interval I as the level value.

For the viscous BL the situation is even more tricky. As negative as well as positive slopes

41



6 BOUNDARY LAYER STRUCTURE ANALYSIS

(a)

-1 0 1
r/R

-20

20

0τ
w

Ra = 3×106

Ra = 107

Ra = 108

Ra = 109

(b)

-0.40 -0.20 0 0.2 0.4
uL

0

2.5

5.0

7.5

pr
ob

ab
ili

ty
de

ns
ity

r = 0.4
r = 0.5
r = 0.7
r = 0.8

FIGURE 6.12: (a) Time averaged wall shear stress τw = 〈∂zu〉t on the bottom plate along lLSC for
different Ra and (b) p.d.f. of the velocity level uL at different radial positions for
Ra = 107, Pr = 0.786, Γ = 1.

might occur, we have to consider positive and negative levels. Thus we need the global maximal

as well as global minimal velocity value within I. The sign of the derivative which determines

the slope should then fix the sign of the level quantity.

The length of the interval I is a free parameter in the definition of the proper tempera-

ture/velocity level. We will further analyse what influence the choice of I has on the resulting

boundary layer thickness. If proper slopes and levels are provided a complete statistical analysis

of the local boundary layer thickness can be performed.

In order to analyse the boundary layer on the bottom plate and corresponding quantities with

special emphasis on the LSC, not all radial positions must be taken into account, since smaller

structures that occur in the corners are not part of the LSC itself (see figure 6.4). As the position of

the zero time-averaged wall shear stress (i.e. the mean stagnation point) is almost independent of

Ra (as shown in figure 6.12a), we conclude that considering the region J = {r|r ∈ [−0.7 : 0.5]} is

sufficient. An argument for the upper bound can be found in figure 6.12b. There the dependence

of the probability density function (p.d.f.) for the maximal value of the radial velocity component

in the lower half of the cell on the radial position is presented. It can be seen that mainly negative

velocity values, which correspond to the wind velocity, occur for r ≤ 0.5, while for larger r

the positive velocity values, which are part of the smaller vortex in the corner, dominate. A

similar argument can be made for the lower bound. During the following analysis we therefore

concentrate on p.d.f.s in the region lLSC ∩ J.

6.5.2 Determination of proper slopes and levels for the BL extraction

In the following we compare different techniques for determining the thermal (δT ) and viscous

(δT ) BL thicknesses, respectively. As described above, two main ingredients are necessary: the

slope and the level. We focus on each of them separately and then combine them to evaluate the

BL thickness.
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FIGURE 6.13: Different methods to obtain the (time averaged) slope of the (a) temperature field and (b)
radial velocity field using linear fitting for the first nz nodes and direct derivative 〈∂z f 〉t
compared to the time averaged field 〈∂z f 〉t , f ∈ {T,u}, Ra = 107, Pr = 0.786, Γ = 1.

First we address the question of how the slope can be extracted from a fluctuating instantaneous

field. To answer this, we must decide whether the normal gradient at the wall is a good estimate

of the slope or an additional fitting is needed. Since 〈∂z f 〉t = ∂z〈 f 〉t for a quantity f ∈ {T,u}, the

slopes obtained from time-averaged fields can be used to check various differentiation techniques

applied to instantaneous fields while evaluating the BL thickness. On the one hand we simply

consider the derivative at the wall 〈∂z f 〉t (fitted with a three-point Lagrange polynomial) as in the

case of the time averaged fields ∂z〈 f 〉t . On the other hand we take a number nz of points next to

the wall and perform a linear regression (with one free parameter as the value at the wall is fixed

by the boundary condition). In figure 6.13 the comparison for different nz and the derivative is

shown for Ra = 107. We conclude that the direct derivative technique, i.e. 〈∂z f 〉t , delivers the

best agreement with the time averaged field ∂z〈 f 〉t for both BLs, therefore it is applied for the

BL extraction. The fact that fitting with a higher number of points leads to gentler slopes can

be explained as follows: with increasing number of points the instantaneous vertical profiles

deviate more from the linear ones, therefore their linear fits become gentler.

Besides the slope we also need a proper level and thus, as described above, an interval I

in which it is determined. We know from theory that δT = 1/2Nu is a good approximation

of the mean thermal BL thickness. In addition δT/δu ≈ 1 holds for a Prandtl–Blasius BL for

Pr ≈ 1. Therefore we choose In = n(H/2Nu) and compare the results obtained for different n.

In addition we consider I∞ = H/2 as a possible interval. As taking the maximum/minimum and

time-averaging do not commute, we do not expect that the averaged results from instantaneous

fields coincide with the results from the averaged field. Nevertheless in figure 6.14 in addition to

the instantaneous results, also the results obtained for the averaged fields (with TL and uL within

I∞) are compared. Besides the levels reached, the position at which the maximum/minimum

occurs is an interesting quantity. Therefore in figure 6.14e,f the p.d.f.s of the level values and

boundary layer thicknesses obtained for different I are shown for the thermal and viscous cases.
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FIGURE 6.14: Evaluation of the temperature and velocity levels from searching within different
z−intervals I. Time-averaged results for temperature (a) and velocity (b), correspond-
ing p.d.f.s of the temperature (c) and velocity (d) for r ∈ [−0.7,0.5] and p.d.f.s for
the height d at which the level is reached for the temperature (e) and velocity (f),
Ra = 107, Pr = 0.786, Γ = 1.

We observe that the thermal BL analysis is much more sensitive to the size of the interval I.

Since we want to develop one criterion for both types of BL, we derive it for the thermal BL

and afterwards apply it to the viscous BL, as well. Negative temperature levels TL sketched in

figure 6.11a are typical for instantaneous temperature profiles. Indeed figure 6.14a reflects that

for larger intervals the timeaveraged temperature decreases. Figure 6.14c underlines this since

with increasing size of I the p.d.f. sets the weight to negative velocity values instead of positive
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FIGURE 6.15: P.d.f.s of the obtained BL thicknesses of the (a) thermal BL and (b) viscous BL from
searching within different z−intervals I for r ∈ J, Ra = 107, Pr = 0.786, Γ = 1.

ones. This can be justified from figure 6.14e where additionally to the peaks at dT ≈ 0.025 a

second peak at the upper bound of each considered interval is seen. This is due to events for

which the global minimum occurs at the upper boundary. Since this peaks get less important

for larger I for more events, the global minimum is found within the interval. Since we are

interested in the level to define the BL thickness the first peak at dT ≈ 0.025 is the relevant one.

If in the bulk at larger heights z a cold plume causes negative temperature values which in turn

cause a lower TL, this indeed should have minor influence on the BL thickness. Thus we decided

that I4 is the proper interval to evaluate the BL thicknesses as the main peak is already within

this interval and it stretches not too deeply into the bulk region.

From figure 6.14d it is concluded that the velocity levels show a strong splitting due to the sign

of the velocity. Since we are interested in the wind velocity of the LSC, the negative velocity

values are of most interest to us. The peak in the p.d.f. close to zero (but on the positive side) is

a result of the velocity fluctuations close to the wall [170]. Even if the peak is quite high this

case can be neglected due to the small histogram bin size and therefore small probability.

6.5.3 Resulting BL thicknesses

In figure 6.15 the BL thicknesses based on the obtained slopes and levels are presented. The

fact that the p.d.f.s for different I are similar underlines that the choice of I (of course within

proper bounds) has no major influence on the p.d.f. (and thus also not on the mean values) of

the BL thickness. The p.d.f. found for δu shows a similar behaviour as already reported by

Zhou & Xia [173] who conducted quasi-two-dimensional experiments and obtained (spatially

averaged) BL profiles using particle image velocimetry (PIV). The p.d.f. rises strongly for small

boundary layer thicknesses, reaches its maximum and descends much more slowly for larger BL

thicknesses. The p.d.f. for the thermal BL behaves in a similar way but is wider and shifted to

larger BL thicknesses. This will be discussed in detail in the next section.
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FIGURE 6.16: Local heat flux in units of Nu on the bottom plate along lLSC for different Ra, (a) time-
averaged and (b) p.d.f. for r ∈ [−0.7,0.5], Pr = 0.786, Γ = 1.

6.6 Boundary layer characteristics

The analysis of the Ra-dependence of BL characteristics includes the different quantities involved.

Therefore the levels and slopes as well as the resulting BL thicknesses and their ratio are

discussed.

6.6.1 Slopes and levels

As mentioned before the slopes of the temperature and wind velocity profiles are worth evaluating

not only with respect to the BL thicknesses but because they are meaningful in themselves, as

well. In the case of the temperature field the slopes at the wall are proportional to the local heat

flux orthogonal to the wall. In the case of the bottom plate the slopes are thus proportional to the

vertical local heat flux Ωz.

In figure 6.16a the local heat flux along the wind direction is depicted in terms of Nu. It

is observed that the heat flux normalized with Nu almost collapses for all Rayleigh numbers

considered in the interval J = {r|r ∈ [−0.7,0.5]}. In particular the maxima of the p.d.f.s of this

local heat flux in the interval J occur for all Rayleigh numbers at 0.8 as shown in figure 6.16b.

Outside J and close to the vertical wall the heat flux reflects some interesting features due

to the secondary rolls as displayed in figure 6.16a. From this we conclude that the vortices in

the corners (here close to r = 0.8) are also essential drivers of the heat. The comparison of the

horizontal normalized heat flux profiles for different Ra in figure 6.16a also shows that even

though the largest Ωz values are reached within this corner region for all the Ra, it becomes less

important for increasing Ra.

Contrary to this another structure becomes more important for the heat flux with increasing

Ra. It was shown in figure 6.12a that in the remaining corners (here close to r =−0.9) a smaller

vortex structure develops. Owing to the rising plumes close to the vertical wall, the flow detaches

from the bottom plate. For higher Ra this effect becomes so strong that a separation bubble and
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FIGURE 6.17: (a) Time-averaged wind velocity level uL along lLSC for different Ra with a polynomial
fit for r ∈ [−0.7,0.5]; (b) p.d.f. for the wind velocity level for r ∈ [−0.7,0.5], Pr =
0.786, Γ = 1.

therefore a vortex structure develops, which induces motion against the direction of the wind

close to the bottom plate and thus a positive τw.

This argument is also supported by the levels presented in figure 6.17a which for larger

Ra reflect positive mean velocities in this corner region close to r = −0.9. Within J, where

the wind is dominant, the mean velocity levels can be approximated by a parabola for all

Ra considered. In figure 6.17a the fit with a second-order polynomial for r ∈ J results in

uL(r) = 0.277(r + 0.104)2− 0.189. This means that the wind along the plate has a varying

magnitude and reaches its maximum at r =−0.104. The existence of a varying wind velocity has

been also observed by Zhou et al. [170] in two-dimensional DNS and similarly by Kaczorowski

et al. [70] in DNS in a cube.

The observed Ra-independence of the dimensionless wind velocity magnitude is also visible

in the p.d.f.s (see figure 6.17b). They almost coincide for all investigated Ra and are symmetric

around uL ≈ −0.2. Similar results were obtained in experiments. For example du Puits et al.

[103] found a mean velocity magnitude of |uL| ≈ 0.18 in the centre of their cylindrical cell for

Ra = 1.12× 1011, Pr = 0.7 and Γ = 1.13, while Sun et al. [140] obtained |uL| ≈ 0.1 in their

quasi-two-dimensional experiments for Ra = 3.43×109, Pr = 4.3 and Γ = 1.04. The deviation

of our results from the latter might be an effect of the considerably different Prandtl numbers.

Besides the velocity levels the temperature levels TL also reveal an interesting Ra-dependence.

Their time averaged distributions and p.d.f.s are presented in figure 6.18. As shown by [169],

the fluctuating temperature level has an effect on the p.d.f. of the thermal BL thickness. We

have argued that levels below zero are reached due to a global temperature minimum within the

interval I (recall figure 6.11). From figure 6.18 it is concluded that the radial distribution of the

time averaged levels as well as the p.d.f. are shifted to higher levels, i.e. closer to the arithmetic

mean temperature zero, with increasing Ra. Thus for higher Ra the case of a global temperature

minimum which deviates from zero is less probable. If the temperature level would be chosen as
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FIGURE 6.18: Temperature level TL along lLSC for different Ra, (a) time-averaged and (b) p.d.f. for
r ∈ [−0.7,0.5], Pr = 0.786, Γ = 1.
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FIGURE 6.19: Thermal boundary layer thickness δT in units of H/2Nu, (a) time-averaged and (b) p.d.f.
for r ∈ [−0.7,0.5], Pr = 0.786, Γ = 1.

the arithmetic mean temperature the later obtained BL thicknesses were closer to our results in

the case of larger Ra.

6.6.2 Boundary layer thickness

Finally we compare the BL thicknesses for different Ra, starting with the thermal BL in figure

6.19(a), where the time-averaged BL thickness along lLSC is presented in units of its approxima-

tion H/2Nu. We observe a nearly linear and Ra-independent increase of this normalised thermal

BL thickness along the wind, i. e. within J, for decreasing r. Since the PDF of δT/(H/2Nu)

presented in figure 6.19(b) shows an almost Ra-independent behaviour the normalisation with

Nu compensates perfectly the decreasing BL thickness with growing Ra. Thus the found PDF is

universal (for the investigated tuples (Ra,Pr,Γ)) and the mean δT shows a Ra scaling

〈δT 〉t,r ∼ 1/Nu∼ Ra−0.285±0.003. (6.8)
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FIGURE 6.20: (a) p.d.f. of viscous boundary layer thickness δu for r ∈ [−0.7,0.5] and (b) fit of most
probable δu versus Ra, Pr = 0.786, Γ = 1.

Finally we compare the BL thicknesses for different Ra, starting with the thermal BL in fig-

ure 6.19a, where the time averaged BL thickness along lLSC is presented in units of H/2Nu. We

observe a nearly linear and Ra-independent increase of this normalized thermal BL thickness

along the wind, i.e. within J, for decreasing r. Since the p.d.f. of δT/(H/2Nu) presented in

figure 6.19b shows an almost Ra-independent behaviour the normalization with Nu compensates

perfectly the decreasing BL thickness with growing Ra. Thus the p.d.f. found is universal (for

the investigated triplets (Ra,Pr,Γ)) and the mean δT shows an Ra scaling

〈δT 〉t,r ∼ 1/Nu∼ Ra−0.285±0.003. (6.9)

As one can see from figure 6.19b, the BL thickness is distributed almost symmetrically around

85% of its approximated value if a logarithmic scale is used.

In the case of the viscous BL the rescaling of the BL thickness with an approximated value

is more complicated since no proper value exists. In figure 6.20a the p.d.f. of the viscous BL

thickness δu reflects a Gaussian-like behaviour if scaled logarithmically. If the (not rescaled)

p.d.f.s with logarithmic scale are fitted with a Gaussian curve, the most probable BL thickness

δ c
u u can be evaluated. This δ c

u u shows a Ra-dependence (shown in figure 6.20b)

δ
c
u ∼ Ra−0.227±0.010, (6.10)

while 〈δu〉t,r∈J scales as

〈δu〉t,r∈J ∼ Ra−0.238±0.009 (6.11)

and is larger than δ c
u as expected from the p.d.f.

Thus the exponent in the scaling of the viscous BL thickness with Ra is slightly smaller than

that in the scaling of the thermal BL thickness, which lets us conclude that their ratio δT/δu is

slightly decreasing with increasing Ra. Using the most probable value δ c
u for the rescaling, we
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FIGURE 6.21: (a) p.d.f. of viscous boundary layer thickness δu scaled with the most probable value
δ c
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FIGURE 6.22: Ratio δT/δu, (a) time averaged and (b) p.d.f. for r ∈ [−0.7,0.5], Pr = 0.786, Γ = 1. The
dashed lines correspond to the prediction by Prandtl-Blasius (PB) theory [121].

obtain a similar behaviour for all treated Ra (see figure 6.21a) as in the case of the thermal BL

and as reported by Zhou & Xia [173]. Like in the case of δT the mean thickness of the viscous

BL increases almost linearly along lLSC (see figure 6.21b).

Besides the individual BL thicknesses also their ratio δT/δu is of interest. In figure 6.22 the

mean ratio δT/δu over lLSC and its p.d.f. are shown for different Ra. We observe that along

the plate the ratio remains almost constant within J but slightly decreases with increasing Ra.

This is exactly what is expected from the previous results. Indeed, the time averaged thermal

and viscous BL thicknesses develop almost linearly along the plate, therefore their ratio was

expected to be constant within J. Furthermore, as the individual BL thicknesses scale with Ra in

a different way, an Ra-dependent ratio is obtained. The p.d.f.s in figure 6.22b reflect that there is

a qualitative change from the lower to the higher Ra cases. This might by due to a change in the

dynamics of the systems around Ra = 108 as was proposed in the theory by Grossmann & Lohse

[51] and supported by the Nu vs. Ra dependence presented in figure 6.2.
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6.7 Comparison with existing theories and models

In the present section the DNS results are first compared to classical BL theories with special

focus on the spatial development of the BL thickness and the wind velocity. Further the scalings

of integral quantities are compared to theoretical predictions based on different assumptions

with respect to the BL theories.

6.7.1 Boundary layer theories

Since we have reduced our analysis to a two-dimensional situation with a wind along the flat

bottom plate, the obtained results can be compared to the Prandtl–Blasius (PB) theory of laminar

BLs [113]. This theory is an approximation of the full governing equation (6.1) applied to the

laminar flow parallel to a flat plate of semi-infinite length with a constant wind velocity and no

temperature influence on the velocity field. Thus, beside the two-dimensionality several other

assumptions are implied. There is first of all the geometry of the flat plate which of course

differs from the geometry of a confined Rayleigh–Bénard cell. Studying the influence of the

geometry on the development of the BL is far beyond the scope of this paper but it should be

mentioned that even for large aspect ratios the large-scale structures have a finite size [8, 59].

The next strong assumption in PB approach is that the temperature is treated as a passive scalar

and has no influence on the velocity field. Even though a large effect of buoyancy is expected

(due to the occurrence of thermal plumes) a deeper analysis must be left for future studies. In

addition the laminarity of the flow is a necessary ingredient of the PB ansatz.

It is well-known that RBC becomes turbulent if a critical Ra is reached [5], but this does not

mean that there are dominant fluctuations in the BL region. To check this we use first of all a

theoretical approach [81] for the occurrence of an increasing Tollmien–Schlichting instability

within the BL close to a flat plate. The critical shear Reynolds number is estimated as Recrit
s ≈ 420

where Res = Û δ̂ ∗/ν̂ , Û is the (constant) wind velocity, δ̂ ∗ is the displacement thickness and

the hat again marks dimensional quantities. The displacement thickness is connected to our

definition of the boundary layer thickness by δ ∗ ≈ δu/2. This can be seen easily by the definition

of the displacement thickness [113] applied to an assumed linear profile. Thus Res with our set

of references reads Res = Γ3/2Ra1/2Pr−1/2Uδu/2. Of course, in the case of RBC the critical Res

might be strongly influenced by the geometry and buoyancy but the above relation can be used

to estimate the critical Res. We use the most probable viscous BL thickness δ c
u and the largest

mean velocity level maxr∈J(〈uL〉t) and thus obtain the scaling (see figure 6.23)

Res = 0.072×Ra0.2675 (6.12)

based on our DNS data. Extrapolation to higher Ra tells us therefore that for Racrit = 1.2×1014

the critical limit Res = 420 is reached. Because all the Ra covered in our DNS are more than
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FIGURE 6.23: Res = Γ3/2Ra1/2Pr−1/2Uδu/2 vs. Ra and critical Ra with respect to the Tollmien-
Schlichting instability, Pr = 0.786, Γ = 1.

five decades smaller than the critical one, we thus conclude that within this estimate our BLs

are expected to be predominantly laminar. Note that Sun et al. [140] found Racrit = 2×1013 for

quasi-two-dimensional experiments in water.

Even though we are far below Racrit , we observe fluctuations in the BL region. We therefore

calculate Reynolds stresses [113] and compare the contribution of the fluctuations (turbulent

stress) with the total stress, i.e. the sum of the absolutes of laminar and turbulent stresses, and

thus the functions

χu(r,z) = |(ur−〈ur〉t)(uz−〈uz〉t)|
Pr1/2Γ−3/2Ra−1/2|∂zur|+|(ur−〈ur〉t)(uz−〈uz〉t)|

(6.13)

χT (r,z) = |(T−〈T 〉t)(uz−〈uz〉t)|
Pr−1/2Γ−3/2Ra−1/2|∂zT |+|(T−〈T 〉t)(uz−〈uz〉t)|

(6.14)

for the region close to the wall within the LSC plane. Their values vary between zero and one.

These limit values correspond to vanishing or infinitely large fluctuations, respectively. We

therefore imply a two-dimensional flow with spatially constant mean wind along a plate and

thus neglect fluctuations perpendicular to the LSC plane and buoyancy.

The resulting functions χu and χT are presented in figure 6.24 in colour together with the

mean thicknesses of the viscous BL (case of χu) and the thermal BL (case of χT ) for different Ra.

First of all it is observed that χu and χT behave in completely different ways and second that the

functions depend weakly on Ra. Close to the bottom plate the fluctuations are suppressed and the

stress is thus dominated by the gradient of wind velocity/temperature. For larger distances from

the wall the fluctuations grow and lead to higher χ . At the heights of the mean BL thicknesses

χu and χT grow to 0.5–0.7, which means that the fluctuating contribution is of the same size or

even slightly larger than the gradient contribution. Therefore especially for the thermal BL the
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assumption of negligible fluctuations is questionable. This implies that for moderate and large

Ra the influence of these fluctuations, which are not part of the PB theory cannot be neglected

and should be investigated in more detail in the future.

Further we observed that the thicknesses of the thermal and the viscous BL increase almost

linearly in the direction of the wind as it was already shown in figures 6.19a and 6.21b. Contrary

to this PB theory predicts an increase with the square root of the distance along the plate [113].

In fact an almost linear increase is typical for a turbulent BL developing along a flat plate [81]

under the assumption of a constant mean wind velocity. But the linear increase is not a sufficient

criterion for a turbulent BL. One of the additional requirements is the

d〈δu〉t
dx

∼
√
|〈τw〉t |
|〈uL〉t |

, (6.15)

where x is the wind direction (here radial). It follows directly from an order of magnitude

analysis [81]. The right-hand side of (6.15) is evaluated in figure 6.25 and expected to be

constant, since the BL thickness is increasing linearly. This is not observed, especially for larger

Ra for which the effects of turbulence should be stronger.

Besides this the BL profiles in the case of a turbulent BL must contain a logarithmic behaviour

as was obtained by Hölling & Herwig [65]. On the other hand recent studies by Zhou & Xia

[173] show that PB profiles can be obtained if a proper rearranging is performed. To clarify

these conflicting results we consider time-averaged local profiles for Ra = 109 at r =−0.1. This

choice is motivated by the fact that we expect the strongest influence of fluctuations for our

highest Ra while the position corresponds to the maximal wind magnitude. In figure 6.26 the

time averaged temperature (a) and velocity (b) profiles are shown for this position. In addition
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FIGURE 6.27: Local profiles at r = −0.1 of the temperature and the wind velocity with logarithmic
spatial scale, Ra = 109, Pr = 0.786, Γ = 1.

diagnostic functions for the occurrence of a logarithmic behaviour are given [see 122]. A plateau

of d f (z)/dlog(z) indicates thereby the presence of a logarithmic behaviour. Apparently no

plateau is obtained but for both profiles an extremum below H/2Nu is visible. Figure 6.27

provides another less quantitative presentation of the profiles depicted with a logarithmic length

scale. The figure reveals an almost linear behaviour within the upper two-thirds of the BL,

which is equivalent to a logarithmic behaviour on a linear scale. Thus we want to emphasize that

although in a logarithmic scale the profiles almost coincide with straight lines (figure 6.27) in a

certain region, they are essentially non-logarithmic as illustrated by the diagnostic functions in

figure 6.26. This together with the invalidity of (6.15) suggests that the linear increase of the BL

thicknesses is not simply caused by turbulent BLs.

Another interesting quantity is the ratio of the BL thicknesses δT/δu, since according to
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PB theory it can be approximated by an Ra-independent (constant) value [121]. As previously

shown the thermal BL thickness can be approximated using Nu and thus knowledge of the

ratio allows to approximate the viscous BL thickness. Our results imply that the ratio is almost

constant in the direction of the wind and approaches its theoretical value with increasing Ra

(see figure 6.22). This can also be seen from the Ra-scaling of the BL thicknesses shown in

the previous section. From this we obtain the ratio scaling δT/δu ∼ Ra−0.05 (which is of course

only an approximation because of neglected correlations). Still, for the considered range of Ra

the theoretical value δT/δu = Pr−0.357+0.022log10(Pr) = 1.09 [121] is almost reached. Similarly

the p.d.f.s in figure 6.22b reveal that the theoretical values are approached for higher Ra. This

result is quite surprising since on the one hand the ratio follows the prediction of PB theory to

be spatially constant, on the other hand depends on Ra which is in contradiction to PB theory.

Furthermore the Ra-dependence leads to better agreement with the PB theory for higher Ra, for

which larger effects of the fluctuations are expected. Stevens et al. [133] also found a reasonable

agreement with PB theory. They obtained about 15% smaller values δT/δu compared to ours. A

possible reason for this discrepancy is that Stevens et al. [133] determine δu in a different way:

they use the point of maximum of the quantity~u ·~∇2~u in the vicinity of the wall instead of the

slope criterion.

Besides the fluctuations another BL characteristic might lead to deviations from the classical

BL theories. To our knowledge in all discussed models the assumption of a constant wind along

the plate is made. In figure 6.17a we have shown that the wind is varying strongly along the plate

(as also shown by Zhou et al. [170] in two-dimensional DNS) and the horizontal component of

the mean wind velocity even vanishes at some points. Therefore a further investigation of the

influence of such a spatially varying wind on the BL characteristics is needed. We leave this

point open for future studies.

6.7.2 Scaling of integral quantities

Besides the comparison with PB theory in a direct way we compare integral quantities derived

from the DNS data with predictions of Grossmann–Lohse (GL) theory [5, 50] partly based

on PB BLs, and the theories by Shraiman & Siggia [128] and Hölling & Herwig [65] which

consider turbulent BLs. First of all the Reynolds number Re obtained is compared to the theories

in two different ways. On the one hand it is possible to calculate Re using the wall shear stress

obtained along lLSC (see figure 6.12a). If we consider the maximal absolute dimensionless wall

shear stress τmax
w within the r-interval J, we find τmax

w ∼ Raγ with γ = 0.221. In contrast, if we

consider the mean wall shear stress 〈τw〉r within J, we obtain 〈τw〉r ∼ Raγ with γ = 0.206 (see

figure 6.28). The scalings are of course correct only if the above-mentioned set of reference

quantities is used. To simplify the comparison we therefore recall dimensional quantities at this

point (and again mark them with a hat). Since for the reference velocity uref ure f ∼ Ra1/2, we
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FIGURE 6.28: Re vs. Ra scaling obtained from the wall shear stress by using PB theory, Pr = 0.786, Γ=
1.

obtain τ̂w ∼ Raγ+1/2. From PB theory we obtain that Re∼ τ̂
2/3
w [121]. Applying the scaling of

τ̂w with Ra, obtained in the DNS, gives us

Re∼ τ̂
2/3
w ∼ (Raγ+1/2)2/3 = Ra(2γ+1)/3 =

Ra0.481for τmax
w ,

Ra0.471for 〈τw〉r.
(6.16)

GL theory predicts the scaling depending on different regimes within (Ra,Pr)-space, in particular

for regime IIl Re∼ Ra2/5 and for regime IVl Re∼ Ra1/2, where most of the treated pairs (Ra,Pr)

are within IVl and for smaller Ra they are in IIl . Therefore we find a good agreement.

The velocity levels obtained for different Ra can be used to compare the Re versus Ra scaling

with the theories in a more quantitative way. We calculate Re by means of the height of the cell

H, the mean velocity level U = 〈uL〉t,r∈J and the (constant) viscosity which reads in our units

Re = Γ3/2Ra1/2Pr−1/2UH. By linear fitting Re versus Ra the scaling

Re = 0.187×Ra0.496 (6.17)

is obtained. The results are shown in figure 6.29a in comparison with predictions from GL

theory for the corresponding regimes and with the theory by Shraiman & Siggia [128]. Here for

the theory of Grossmann & Lohse [51] no single regimes have been considered but the set of
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coupled equations

NuRaPr−2 = c1Re2g
(√

Rec/Re
)−1

+ c2Re3

Nu = c3Re1/2Pr1/2 f
(

2aNuRe−1/2
c g

(√
Rec/Re

))1/2
(6.18)

+ c4PrRe f
(

2aNuRe−1/2
c g

(√
Rec/Re

))
with f (x) = (1 + x4)−1/4, g(x) = x(1 + x4)−1/4, a = 0.482, c1 = 8.685, c2 = 1.441, c3 =

0.462, c4 = 0.013 and Rec = 1.041 has been solved numerically for Re and Nu. Then a linear

fitting has been performed to obtain effective scalings for the considered Ra range. The scaling

laws are given in figure 6.29a. In all cases scaling exponents slightly below 1/2 are obtained

while the prefactor varies strongly. This might be due to the choice of the reference velocity

which is somewhat arbitrary. In the literature different velocities are used which show similar

scalings while their absolute values vary [5].

Easier is the comparison for Nu as the absolute value is not influenced by the choice. As

reported in section 6.3 the DNS results are in good agreement with experiments with respect

to Nu. Here, the main focus should be on comparison with three theories based on different

assumptions. Besides the GL theory the theories by Shraiman & Siggia [128] (SS-90) and

Hölling & Herwig [65] (HH-06) should be considered. Neither theory includes different regimes

as the GL theory does. While HH-06 considers the fully turbulent BLs (as they obtained in DNS

and experiments in a way similar to figure 6.27), SS-90 predicts turbulent viscous and laminar

thermal BLs. The latter is justified by a thermal BL nesting in the viscous one. As shown before,

the thermal BL is always thicker than the viscous one for our Ra, Pr, Γ combination, therefore

this assumption seems to be questionable in our case. Shraiman & Siggia [128] predict the

validity of their theory for the considered Pr within 3×107 . Ra . 1013.

In figure 6.29b a comparison of our DNS data with the three theories is provided. Of course,

none of the theories reproduces the DNS results over the whole considered Ra range exactly. For

a small Ra interval 107 . Ra . 108 there is a quite good agreement with Hölling & Herwig [65].

The effective scaling exponent γe f f in the theory by Grossmann & Lohse [51], determined with

a linear fit within the complete considered Ra-interval, is found to agree best with the exponent

obtained from our DNS results. Furthermore, only this theory predicts increasing scaling

exponents for Ra & 108 in agreement with the experimental and numerical results presented in

figure 6.2.

6.8 Conclusions

Direct numerical simulations of Rayleigh–Bénard convection in a cylindrical container with

aspect ratio one for Pr = 0.786 and Ra = 105− 109 have been performed in order to analyse
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FIGURE 6.29: Scalings from our DNS in comparison with existing theories, (a) Re versus. Ra scaling
and (b) Nu versus Ra scaling in comparison with predictions from the theory by Gross-
mann & Lohse [50] (GL), the theory by Shraiman & Siggia [128] (SS-90) and the theory
by Hölling & Herwig [65] (HH-06). Inset of (b): reduced Nu versus Ra and fitting to
obtain effective scaling exponents γe f f , Pr = 0.786, Γ = 1.

the boundary layers thickness and related quantities. The analysis is restricted to the plane

of the large-scale circulation and in particular the viscous and thermal boundary layers in the

region close to the bottom plate. Methods to support this analysis are presented and discussed in

detail. This includes time averaging over periods without major reorientations and a local and

instantaneous determination of the boundary layer thicknesses and the wind velocity. Therefore

not only mean values but also probability density functions are analysed.

The results can be summarized as follows: the time-averaged boundary layer thicknesses show

a linear increase along the wind direction which occurs for all Ra considered, while their ratio

stays spatially constant and converges slowly with growing Ra against its theoretical prediction

based on Prandtl–Blasius theory. The linear increase of the boundary layer thicknesses is a

deviation from Prandtl–Blasius theory and might be explained by domination of fluctuations

in the boundary layer region. Nevertheless the evaluation of the diagnostic functions for the

presence of the logarithmical BL profiles has not confirmed the presence of fully turbulent BLs

for the Rayleigh numbers considered either. In contrast the presence of a spatially varying wind

magnitude which is partly dictated by the confined geometry of the convection cell, might be

one reason for the linear increase of the BL thickness. This fact is independent of whether

fluctuations in the boundary layer region are accounted for. To our knowledge, all boundary

layer models considered in the theory of RBC have neglected this fact so far. Nevertheless, the

integral quantities Nu and Re can be predicted well based on the assumptions of a constant wind.
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Abstract

The key requirement for setting up a direct numerical simulation (DNS) is a sufficiently fine

grid allowing to resolve locally all relevant micro-scales. In case of turbulent Rayleigh-Bénard

convection (RBC) this is usually done by fulfilling different analytically derived criteria for

the boundary layers and the bulk flow. In order to analyse if these requirements are sufficient,

DNS of turbulent RBC in a cylindrical container with aspect ratio unity and Prandtl number

Pr = 0.786 have been performed for Rayleigh numbers Ra up to 109. The micro-scales obtained

in the DNS as well as their scaling with Ra are compared with the corresponding theoretical

predictions. The analysis reveals that the smallest scales, occurring close to the wall, are about

half of the estimated ones. Furthermore, their scaling differs slightly from the estimations while

the criterion for the bulk flow fits quite well.

61



7 SPATIAL RESOLUTION REQUIREMENTS

7.1 Introduction

The flow driven by the temperature difference between a heated bottom and a cooled top plate,

called Rayleigh–Bénard convection (RBC), is a simplified model of many convective flow

problems occurring in nature and technology (for recent reviews we suggest [5, 84]). Due to its

simplicity, it can be investigated by means of direct numerical simulations (DNS) which is the

most accurate ansatz in computational fluid dynamics due to the fact that no turbulence-model is

needed. This accuracy is only provided if the computational grid is fine enough to resolve even

the smallest scales occurring in the flow.

In the past different attempts to deduce the necessary resolution have been made. In general,

two types of investigations exist. On the one hand, grid studies can be performed in which the

grid is refined until certain quantities, like the integral vertical heat-flux (called Nusselt number

Nu), are converged with respect to the grid spacing (e.g. [135]). The general result is that a

certain number of grid points within the viscous and thermal boundary layers (BLs) are needed

(which results in a very fine mesh close to rigid walls). In addition, a weaker restriction apart

from the walls needs to be fulfilled to resolve the motion of the bulk flow. The results on the

necessary points in the BLs is collected and published in [121]. To obtain proper computational

meshes by performing grid resolution studies is ineffective since a lot of simulations have to be

performed while most of them are meaningless due to a lack of spatial resolution. Therefore, on

the other hand different attempts have been made to estimate the spatial resolution requirements

analytically (see [57, 121]). Based on the insight that different criteria for the BLs and the bulk

flow are necessary, Shishkina et al. [121] estimated besides a global mesh resolution also the

necessary number of nodes to resolve Prandtl-Blasius (laminar) BLs.

In a recent numerical study [155] the BLs close to the horizontal walls showed deviations

from Prandtl-Blasius (PB) theory. This leads to the question whether the assumption of laminar

BLs can lead to proper estimates on the boundary layer resolution. Therefore, in the present

paper a direct comparison of estimated micro-scales with the results from over-resolved DNS is

made.

7.2 Numerical method

Direct numerical simulations (DNS) have been performed using a fourth-order accurate finite-

volume code in cylindrical coordinates (r,φ ,z). Some more details and literature on the solver

are collected in [155].

We solve the dimensionless conservation laws of momentum, energy and mass in Oberbeck-
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FIGURE 7.1: (a)(—-) Mesh spacing h in vertical direction in comparison with the local micro-
scales (—-) ηcenter = (ν3/〈ε〉t,φ ,r≤0.1R)

1/4, (—-) ηavg = (ν3/〈ε〉t,r,φ )1/4 as well as the
theoretical estimates (· · ·) ηglobal = Pr1/2Ra−1/4(Nu− 1)−1/4H and (−−−) ηBL =
2−3/2a−1Nu−3/2Pr0.5355−0.033log(Pr)H (see text) for Ra = 108 and (b) their largest values
for different Ra, Pr = 0.786, Γ = 1.

Boussinesq approximation

∂t~u+~u ·~∇~u =−~∇p+
√

Pr
RaΓ3

~∇2~u+T~ez, (7.1)

∂tT +~u ·~∇T =
√

1
PrRaΓ3

~∇2T, ~∇ ·~u = 0, (7.2)

in a cylindrical computational domain with aspect ratio Γ (diameter D = 2R per height H) equal

to one.1 Due to non-dimensionalization the characteristic dimensionless Rayleigh number Ra =

αgH3 ∆T/(νκ) ∈ [106,109] and Prandtl number Pr = ν/κ = 0.786 occur. On the cylinder’s

surface no slip-conditions are prescribed, the vertical wall is adiabatic and on the top and bottom

plate the temperature is fixed with Tbottom > Ttop.

For simplicity and computational effectiveness the computational mesh is chosen structured

and non-uniform (i.e. the nodes are clustered close to the rigid walls).

Structured grid means that the distribution of nodes in one spatial direction is independent

from the other directions. The distribution of the nodes follows a tanh-function [143] and is

visualized in figure 7.1a. Since the usual criteria for the mesh-resolution should be investigated

and discussed in the present paper, the spatial resolution in the DNS is chosen finer than the one

estimated by theory. The numbers of computational nodes in the DNS along different directions

with further simulation parameters are collected in table 7.1.

1∂t denotes the partial derivative with respect to time t, while~ez is the unit vector in z direction.
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TABLE 7.1: Simulation parameters in the DNS: Ni number of computational nodes in i ∈ {r,φ ,z}
-direction and smallest and largest mesh-spacing h in vertical direction, Pr = 0.786, Γ = 1

Ra Nr×Nφ ×Nz min(h/H)×103 max(h/H)×103

3×106 96× 256×192 4.51 5.60
107 96× 256×192 4.51 5.60
108 192× 512×384 1.51 3.36
109 384×1024×768 0.65 1.78

7.3 Spatial resolution requirements in RBC

In a proper DNS, the smallest scales occurring in a turbulent flow need to be resolved. Apart

from the walls, i.e. in case of (at least locally) isotropic turbulence and for Pr ≤ 1 the resolution

of Kolmogorov scales ηK is required. This means h/ηK ≤ 1 should be fulfilled, where h is the

mean grid spacing of the computational grid [57, 121].

In case of isotropic turbulence, Kolmogorov defined ηK = (ν3/ε)1/4 where ν is the kinematic

viscosity and ε is the kinetic dissipation rate which is given as ε = (ν/2)∑i ∑ j(∂x j ui +∂xiu j)
2

(see e.g. [101]). Close to the walls, the requirement of isotropy is not longer fulfilled, thus

the question of the resolution of this area arises. Assuming that we fulfill h/(ν3/ε)1/4 ≤ 1

everywhere in the computational domain and there is a wind in x direction parallel to a rigid

wall (with no-slip condition). Further, let z be the direction orthogonal to the wall and (without

loss of generality) ∂ux/∂ z≥ 0. Than we obtain at this wall

1 ≥ h(ν3/ε)−1/4 & h
√

ν∂zuxν−1 = huτν−1 ≡ h+ (7.3)

Here h+ denotes the grid spacing in wall-units ν/uτ . The restriction h+ ≤ 1 at the wall (to

resolve large velocity gradient in the viscous sub-layer) is well known from the literature [101].

Thus the requirement h/(ν3/ε)1/4 ≤ 1 lets us fulfill the two criteria h/ηK ≤ 1 (apart from

the wall in case of isotropic turbulence) and h+ ≤ 1 at the wall. We assume that in between

these regions the restriction needs to be fulfilled, as well. Therefore, only the requirement

h/(ν3/ε)1/4 ≤ 1 needs to be fulfilled everywhere in the domain. For a simpler notation, we call

(ν3/ε)1/4 as micro-scales η in the following.

For the sake of simplicity, we focus on Pr = 0.786. Further we restrict ourselves to time- (and

spatial-) averaged dissipation rates to make analytical derivations feasible.

From the conservation law of momentum, it can be derived analytically [121] that

〈ε〉t,r,φ ,z =
ν3

H4 (Nu−1)RaPr−2 (7.4)

while the Nusselt number Nu≡ 〈uzT−κ∂zT 〉t,r,φ
κ∆T/H is the integral heat flux in vertical direction, which
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is a function of Ra,Pr and the geometry of the convection cell. Since 〈ε〉t,r,φ ,z includes the

boundary layers close to the rigid walls in which ε is large [79], the question must be answered

whether the global micro-scale ηglobal based on 〈ε〉t,r,φ ,z can be used to estimate the bulk flow

micro-scales.

To estimate the required resolution of kinetic and thermal boundary layers in the vicinity of

the rigid walls Shishkina et al. [121] derived:

〈ε〉t,r,φ ,z=z0∈BL &
64ν3a4Nu6

H4

(
δθ

δu

)6

(7.5)

Here a≈ 0.482 is a parameter obtained from experiments and δθ , δu are the thicknesses of the

thermal and viscous BL, respectively. In the derivation, the boundary layers have been assumed

to be of PB type. By this estimation(
δθ

δu

)
= Pr−0.357+0.022log(Pr) (7.6)

can be obtained for 3×10−4 ≤ Pr ≤ 3. Further the necessary number of grid-points within the

thermal and viscous BL is estimated by distributing points equidistantly based on 〈ε〉t,r,φ ,z=z0∈BL.

Since in a recent publication [155] the question was addressed, whether the PB theory is the

proper description of the boundary layers occurring in turbulent RBC, we further tested whether

(7.5) together with (7.6) can be used as a proper estimate ηBL for the BL resolution.

7.4 Micro-scales predicted in DNS

Similar as in the analytical derivations we obtain in our DNS time-averaged dissipation rates

〈ε〉t as defined above. Due to azimuthal symmetry in the cylindrical convection cell we further

analyse φ−averaged dissipation rates and concentrate on the lower half of the convection cell

(up-down-symmetry). In figure 7.2a the resulting micro-scales

η
local = (ν3/〈ε〉t,φ )1/4 (7.7)

(in units of ηglobal) are shown for Ra = 108. As expected from the literature [79] η is largest at

the center of the convection cell and decreases strongly near the walls.

In the following, we will concentrate on vertical profiles η(z) since at the horizontal walls

thermal BLs exist in addition to the viscous BLs. First it seems worth clarifying, whether a

structured grid is suitable for our DNS. Since a viscous BL develops close to the vertical wall,

resolving the smallest η(r) for each z in a structured grid (i.e. the grid spacing h in z−direction is

independent of φ and r) is too strict since it requires an extremely fine mesh in the whole domain.

However, considering |∂z〈ur〉t | and |∂r〈uz〉t | (as shown in units of its maximum in figures 7.2b
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FIGURE 7.2: Spatial distribution of (a) micro-scales in units of their volume average
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local/ηglobal), (b),(c) single components of gradient tensor in units of their max-
imum log10(|∂r〈uz〉t |/max(|∂r〈uz〉t |)) and log10(|∂z〈ur〉t |/max(|∂z〈ur〉t |)), respectively,
for Ra = 108, Pr = 0.786, Γ = 1.

and 7.2c) we obtain that close to the wall only the components of the gradient orthogonal to

the wall contribute significantly to the dissipation rates. Therefore, the boundary layer at the

vertical wall mainly requires resolution in r− direction but not in z−direction. Nevertheless, in

the following not only profiles η(z) at the cell center

η
center = (ν3/〈ε〉t,φ ,r≤0.1R)

1/4, (7.8)

but also profiles based on dissipation rates averaged in radial direction

η
avg = (ν3/〈ε〉t,r,φ )1/4 (7.9)

will be discussed to be on the safe side. The resulting smallest and largest η are collected in

figures 7.1b, 7.3a for different Ra and the corresponding profiles for Ra = 108 are depicted in

figure 7.1a.

Figure 7.1a reveals that the largest micro-scales (occurring at the convection cell center)

are larger than the estimate ηglobal (as obtained from equation (7.4)). The largest difference is

obtained for ηcenter. Nevertheless, max(ηcenter) and max(ηavg) reflect the same Ra dependence

as ηglobal does (see figure 7.1b). Therefore, ηglobal can be used as an estimate for the micro-scales

at the cell center ηbulk if an additional constant prefactor c is introduced, i.e. ηbulk = cηglobal.

For the case of ηcenter the prefactor is c≈ 1.22 while for ηavg we obtain c≈ 1.07. Nevertheless,

the lower bound requirement ηglobal can be used if we want to be on the safe side.

Considering the micro-scales at the wall, i.e. the overall smallest micro-scales, the situation

is more complex. Already figure 7.1a reveals that the micro-scales strongly increase in the

boundary layer region (z≤ H/(2Nu)) and are much smaller than the estimate ηBL. From this
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we conclude that this requirement is not restrictive enough. Recalling equation (7.5) reveals

that ηBL contains two problematic parameters: a and δθ/δu. While a≈ 0.482 is obtained from

experiments, δθ/δu is usually predicted by using PB theory (7.6). If we evaluate these two

parameteres using the DNS results based on [155]) we obtain their tendency with respect to Ra

as depicted in figure 7.3b revealing deviations from the ones given Shishkina et al. In figure 7.3a

ηBL is compared with the micro-scales at the wall obtained in DNS. Further a and δθ/δu from

DNS have been used to evaluate ηBL
DNS from (7.5). The comparison shows that the deviations

of ηBL from ηcenter (which is almost equivalent to considering ηavg) can be reduced by using

ηBL
DNS. Even the scaling with Ra fits better to the DNS results. Nevertheless, even ηBL

DNS is not

restrictive enough. As a proper resolution requirement at the wall we suggest to use ηBL/2

for the considered Ra, Pr. The number of points is thereby not necessarily increased, since the

equidistant distribution of nodes does not fit to the strong increase of the micro-scales within

the BLs. A clever distribution of computational nodes (fulfilling h ≤ ηBL/2 at the wall and

h≤ cηglobal at the cell center) is thus required to match ηcenter (or ηavg) as depicted in 7.1(a). For

example, if the nodes are distributed as described by ηavg the number of points in z−direction

for Ra = 108 is 263, which is about 70% of the nodes we used in the simulation.

7.5 Conclusions

We compare theoretical estimates on the BL and bulk resolution with the resolution requirements

derived from over-resolved DNS of RBC. It was shown that the analytical derivation based on the
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volume- (and time-) averaged kinetic dissipation rates leads to a proper estimate for the resolution

required at the convection cell center. Considering the boundary layers the theoretically predicted

smallest micro-scales in the boundary layers are larger than the ones obtained by analysing the

DNS results. For the considered Ra, Pr the estimate for the micro-scales needs to be decreased by

a factor of two to guarantee a proper resolution at the wall. Further, the dramatic changes of the

micro-scales within the BLs compel us to distribute the computational nodes non-equidistantly

close to the walls. Therefore, eventhough the mesh at the walls needs to be finer, the required

overall number of nodes in the BLs might be unchanged.
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Abstract

To approximate the velocity and temperature within the boundary layers in turbulent thermal

convection at moderate Rayleigh numbers, we consider the Falkner–Skan ansatz, which is a

generalization of the Prandtl–Blasius one to a non-zero-pressuregradient case. This ansatz

takes into account the influence of the angle of attack β of the large-scale circulation of a fluid

inside a convection cell against the heated/cooled horizontal plate. With respect to turbulent

Rayleigh–Bénard convection, we derive several theoretical estimates, among them the limiting

cases of the temperature profiles for all angles β , for infinite and for infinitesimal Prandtl

numbers Pr. Dependences on Pr and β of the ratio of the thermal to viscous boundary layers are

obtained from the numerical solutions of the boundary layers equations. For particular cases

of β , accurate approximations are developed as functions on Pr. The theoretical results are

corroborated by our direct numerical simulations for Pr = 0.786 (air) and Pr = 4.38 (water).

The angle of attack β is estimated based on the information on the locations within the plane

of the large-scale circulation where the time-averaged wall shear stress vanishes. For the fluids
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8 FALKNER-SKAN BOUNDARY LAYER STRUCTURE

considered it is found that β ≈ 0.7π and the theoretical predictions based on the Falkner–Skan

approximation for this β leads to better agreement with the DNS results, compared with the

Prandtl–Blasius approximation for β = π .

8.1 Introduction

Turbulent thermal convection between two horizontal plates with lower heated and upper

cooled flat surfaces has been the subject of numerous experimental and numerical studies. This

problem is known as turbulent Rayleigh–Bénard convection (RBC), and for reviews we refer to

[5, 32, 84, 129].

In turbulent thermal convection for moderate Rayleigh numbers the thermal boundary layers,

which are located close to the heated or cooled horizontal plates, and the viscous boundary

layers, which are attached to all rigid walls, can be transitional or even laminar [5]. In this case

the mean flow characteristics within the boundary layers are usually approximated using the

Prandtl–Blasius ansatz, i.e. under the assumption that the wind of turbulence (or large-scale

circulation, LSC) above the viscous boundary layer is horizontal and constant, which leads to a

zero pressure derivative with respect to the wind direction.

In contrast, recent direct numerical simulation (DNS) of turbulent RBC in different fluids

showed that, first, the time-averaged pressure gradient does not vanish [118]; second, the wind

is non-constant along its path; and third, the ratio of the thicknesses of the thermal and viscous

boundary layers, although almost constant along the wind, is approximately twice as large as

that predicted by the Prandtl–Blasius equations [155]. A non-parallel wind or, in other words,

the angle of attack β , β < π , of the large-scale circulation of a fluid inside an RBC cell against

the heated/cooled horizontal plate, influences the flow characteristics within the boundary layers.

In the present work, in order to account for the influence of the angle β 6= π and, hence, of

the non-parallel and non-constant wind, we make use of the Falkner–Skan approximation of the

boundary layers in turbulent thermal convection, which can be interpreted as an extension of the

Prandtl–Blasius ansatz to a non-zero pressure change along the wind. As we show in the present

work, this approach, compared with a Prandtl–Blasius one, leads to more reliable predictions of

some integrated quantities related to the thicknesses of the thermal and viscous boundary layers.

Since our theoretical estimates are compared with 1 the numerical data, we start the paper

with a short description of the numerical ansatz (section 8.2), then discuss the boundary layer

equations (section 8.3) and their own boundary conditions, i.e. the wind at the edge of the

viscous boundary layer (section 8.4). After that the solutions of the obtained system of the

boundary layer equations as well as their limits for Prandtl numbers Pr� 1 and Pr� 1 are

derived (section 8.5). Finally, the balance between the thicknesses of the thermal and viscous

1In the original paper the incorrect phrase “corroborated against” was used.
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boundary layers is discussed in section 8.6 and a corroboration of the theory with the numerical

results, obtained in the DNS of turbulent RBC in water and air, is discussed in section 8.7.

8.2 Governing equations and DNS of turbulent RBC

We consider the following system of the governing momentum (8.1), (8.2), (8.3), energy (8.4)

and continuity (8.5) equations for the Rayleigh–Bénard problem in Boussinesq approximation:

ũt̃ + ũũx̃ + ṽũỹ + w̃ũz̃ + p̃x̃/ρ̃ = ν̃
(
ũx̃x̃ + ũỹỹ + ũz̃z̃

)
, (8.1)

ṽt̃ + ũṽx̃ + ṽṽỹ + w̃ṽz̃ + p̃ỹ/ρ̃ = ν̃
(
ṽx̃x̃ + ṽỹỹ + ṽz̃z̃

)
+ α̃ g̃(T̃ − T̃mid), (8.2)

w̃t̃ + ũw̃x̃ + ṽw̃ỹ + w̃w̃z̃ + p̃z̃/ρ̃ = ν̃
(
w̃x̃x̃ + w̃ỹỹ + w̃z̃z̃

)
, (8.3)

T̃̃t + ũT̃x̃ + ṽT̃ỹ + w̃T̃̃z = κ̃

(
T̃x̃x̃ + T̃ỹỹ + T̃̃zz̃

)
, (8.4)

ũx̃ + ṽỹ + w̃z̃ = 0, (8.5)

where ũ and w̃ are the horizontal components of the velocity along the axes x̃ and z̃, respectively,

and ṽ is the vertical component of the velocity along the axis ỹ, t̃ denotes time and p̃ the pressure.

A variable marked as a subindex denotes the partial derivative with respect to this variable, e.g.

ũt̃ ≡ ∂ ũ/∂ t̃, ũx̃ ≡ ∂ ũ/∂ x̃, etc. Further, T̃mid is the arithmetic mean of the top temperature T̃top

and bottom temperature T̃bot, T̃bot > T̃top, ρ̃ denotes the density, ν̃ the kinematic viscosity, κ̃ the

thermal diffusivity, α̃ the isobaric thermal expansion coefficient and g̃ the acceleration due to

gravity. The velocity vanishes on the domain’s boundary, according to the impermeability and

no-slip boundary conditions, while the normal derivative of the temperature on the vertical wall

is equal to zero, because of its adiabaticity.

Substituting the factorization X̃ = X̃re f X for each dimensional variable X̃ in the system (8.1)–

(8.5), where X is a dimensionless variable and X̃re f the corresponding reference value, x̃re f = D̃,

ũre f =
(

α̃gD̃ ∆̃

)1/2
, t̃re f = x̃re f /ũre f , T̃ − T̃mid = ∆̃T , ∆̃≡ T̃bot− T̃top, p̃re f = ũ2

re f ρ̃ , D̃ the width

of the container and H̃ its height, we obtain the following system of dimensionless equations:

ut +uux + vuy +wuz + px = Γ
−3/2Ra−1/2Pr1/2(uxx +uyy +uzz),

vt +uvx + vvy +wvz + py = Γ
−3/2Ra−1/2Pr1/2(vxx + vyy + vzz)+T,

wt +uwx + vwy +wwz + pz = Γ
−3/2Ra−1/2Pr1/2(wxx +wyy +wzz), (8.6)

Tt +uTx + vTy +wTz = Γ
−3/2Ra−1/2Pr−1/2(Txx +Tyy +Tzz),

ux + vy +wz = 0,

Here Ra and Pr are the Rayleigh number and Prandtl number,

Ra = α̃ g̃∆̃H̃3/(ν̃ κ̃), Pr = ν̃/κ̃, (8.7)
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TABLE 8.1: DNS parameters for the Prandtl number 0.786 and 4.38: the number of mesh nodes in the
direction Ni (i = r;φ ;z), the number of nodes in the thermal and viscous BLs as used in the
DNS (nT and nu) and as required by theory [121] (ňT and ňu), the Nusselt number Nu with
its maximal deviation and the number of dimensionless time units τ used for the statistical
averaging. The data for Pr = 0.786 are adopted from [155].

Pr Ra Nr Nφ Nz nT ňT nu ňu Nu τ

0.786 107 96 256 192 8 4 8 3 16.9±0.2 3775
108 192 512 384 11 5 11 5 31.9±0.2 1240
109 384 1024 768 13 7 12 6 63.1±0.4 318

4.380 107 64 512 128 6 3 9 5 16.2±0.5 200
108 192 512 384 9 4 14 6 32.9±0.2 760
109 384 512 768 16 6 25 9 64.7±0.7 250

respectively, and Γ≡ D̃/H̃ is the aspect ratio. The dimensionless temperature varies between

Tbot = 0.5 at the bottom and Ttop =−0.5 at the top horizontal walls and satisfies ∂T/∂n = 0 on

the vertical walls, where n is the normal vector. All velocity components are equal to zero on

the domain’s boundary.

DNS of turbulent RBC in air and water in a cylindrical domain of the aspect ratio Γ = 1

are performed using the same finite-volume code as in [123], [66]. The computational grids

used in the DNS resolve Kolmogorov and Batchelor scales in the whole domain. According the

conducted a posteriori grid resolution analysis, we take up to two times more grid nodes within

the thermal and viscous boundary layers than in the theoretical estimates derived in [121] for

the minimally required numbers of the nodes, Nth and Nv, respectively. Further details on the

conducted DNS can be found in table 8.1.

Direct numerical simulations of turbulent RBC in air and water in a cylindrical domain of the

aspect ratio Γ = 1 are performed using the same finite-volume code as in [123] and [66]. The

computational grids used in the DNS resolve Kolmogorov and Batchelor scales in the whole

domain. According to the a posteriori grid resolution analysis conducted, we take up to twice as

many grid nodes within the thermal and viscous boundary layers than in the theoretical estimates

derived in [121] for the minimally required numbers of the nodes, Nth and Nv, respectively.

Further details on the DNS can be found in table 8.1.

In figure 8.1 we can see temperature patterns, or so-called sheet-like plumes, which develop at

the edges of the thermal boundary layers. These snapshots are obtained in the DNS of turbulent

RBC for Ra = 107, 108 and 109 and Pr = 0.786 (air) and Pr = 4.38 (water). The direction of

the wind can already be visually identified in the instantaneous temperature fields, presented in

figure 8.1. The horizontal cross-sections are arranged in such a way that the mean LSC above

the viscous boundary layer goes from left to right. Thus, the cold fluid from the top hits the

lower hot boundary layer at the left side, the wind blows along the plate and sweeps up material
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(a) (b) (c)

(d) (e) (f)

Tbot

T

Ttop

FIGURE 8.1: Instantaneous temperature distribution at the edges of the thermal boundary layers, as
obtained in DNS of turbulent RBC for (a, d) Ra = 107, (b, e) 108 and (c, f) 109, for (a, b,
c) air , Pr = 0.786, and (d, e, f) water, Pr = 4.38. Here the mean wind above the viscous
boundary layer goes from left to right.

along its path, resulting in smaller structures on the right side, which then detach as plumes and

move upwards.

More qualitatively, the directions of the mean wind are evaluated in the same way as in

[155]. For each simulation we first determine the time periods without serious changes of

the local wind direction, i.e. without cessations and reversals of the large-scale circulation

[44, 70, 158, 162, 166]. The wind direction is extracted in a similar way as in [19], based on

the information on the temperature distribution at the vertical wall at the height H/2 from the

bottom. Once the time period and the direction of the mean LSC are fixed, we conduct the time

averaging of the main flow characteristics in the vertical cross-section, which corresponds to the

LSC, and in another vertical cross-section, which is orthogonal to it (LSC⊥).

In figure 8.2 we can see distributions of the time-averaged temperature in the LSC and LSC⊥
planes for Ra = 108 and both operating fluids considered. The arrows show the directions of the

mean velocity vectors. As one can see for both fluids, in the LSC plane there are three relatively

large rolls: the LSC itself, which has an anticlockwise direction of rotation, and two secondary

rolls, which are located in the upper right and lower left corners and rotate in the clockwise

direction. In the plane, orthogonal to LSC (LSC⊥) we observe four-roll structures, also for both

fluids. Here at a half-height from the bottom the fluid moves from the vertical walls towards the

centre.

Note that the mean flow distributions presented in figure 8.2, although they look two-dimen-

sional, are obtained from well-resolved three-dimensional DNS of turbulent RBC in a cylinder.

In the following paragraphs we develop and check our theoretical estimates against the numerical
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(a) (b)Tbot

T

Ttop

(c) (d)Tbot

T

Ttop

FIGURE 8.2: Distributions of the time-averaged temperature in the vertical planes of (a, c) LSC and (b,
d) LSC⊥, as obtained by DNS of turbulent RBC for Ra = 108, for (a, b) air, Pr = 0.786,
and (c, d) water, Pr = 4.38. The arrows show the mean velocity (wind) vectors.

data obtained in these DNS.

8.3 Boundary layer equations

In this section we develop the boundary layer equations whose solutions approximate the

temperature and velocity fields within the laminar viscous boundary layers in Rayleigh–Bénard

convection. Here we admit a non-zero pressure gradient along the horizontal isothermal wall

considered.

Without restriction of generality we assume that the coordinate system (x̃, ỹ, z̃) is chosen in

such a way that at the edge of the viscous boundary layer the horizontal z̃-component of the

wind is negligible, compared to its other horizontal component along the x̃-axis. Thus, taking

w̃≡ 0 in (8.1)–(8.5) and assuming that the flow is laminar within the viscous boundary layer and,

hence, the time dependences of the flow components are negligible, one obtains the following
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system of equation for the steady and two-dimensional boundary-layer flow:

ũũx̃ + ṽũỹ + p̃x̃/ρ̃ = ν̃ ũx̃x̃ + ν̃ ũỹỹ, (8.8)

ũṽx̃ + ṽṽỹ + p̃ỹ/ρ̃ = ν̃ ṽx̃x̃ + ν̃ ṽỹỹ + α̃ g̃(T̃ − T̃mid), (8.9)

ũT̃x̃ + ṽT̃ỹ = κ̃T̃x̃x̃ + κ̃T̃ỹỹ, (8.10)

ũx̃ + ṽỹ = 0. (8.11)

Following Prandtl’s ansatz [112], we estimate separately the order of magnitude of each compo-

nent in the above equations. The viscous boundary layer is thin and, hence, δ̃u(x̃)� x̃, where δ̃u

is the thickness of the viscous boundary layer. For the representative length L̃ in the horizontal

direction we have x̃∼ L̃, ỹ∼ δ̃u. Assuming that ∂a/∂b∼ a/b for any a and b and that ũ∼ Ũ ,

where Ũ is the horizontal component of the wind velocity above the boundary layer, from the

continuity equation (8.11) we obtain that ṽ∼ Ũ δ̃u/L̃.

Further, the orders of magnitude of the first components ∗̃x̃x̃ in the right-hand sides of (8.8)–

(8.10) are much smaller that those of the second ones ∗̃ỹỹ, and therefore they are negligible.

Assuming that the rest components in the momentum equation (8.8) are of the same order,

one obtains that the order of magnitude of the pressure is p̃ ∼ ρ̃Ũ2 and that δ̃u/L̃ ∼ Re−1/2,

Re≡ L̃Ũ/ν̃ , Re� 1.

In (8.9), the orders of magnitude of the components ũṽx̃ ∼ ṽṽỹ ∼ δ̃uŨ2/L̃2 and ν̃ ṽỹỹ ∼
ν̃Ũ/(L̃δ̃u) are much smaller than the order of magnitude of the component p̃ỹ/ρ̃ ∼ Ũ2/δ̃u

if Re� 1. For the buoyancy term one obtains: α̃ g̃(T̃ − T̃mid)∼ α̃ g̃∆̃. As it was shown in [155],

in turbulent Rayleigh–Bénard convection the wind velocity Ũ is of the same order of magnitude

as the free-fall velocity
√

α̃ g̃∆̃L̃; therefore in (8.9) the buoyancy term, being of order ∼ α̃ g̃∆̃,

is also negligible compared to the pressure term p̃ỹ/ρ̃ ∼ α̃ g̃∆̃(L̃/δ̃u). (Note that this boundary

layer model differs from the [137] model for a very slow wind Ũ �
√

α̃ g̃∆̃L̃ above the viscous

boundary layer, where the buoyancy cannot be neglected.)

Thus instead of the equations (8.8)–(8.10), one can consider the following system of equations

within the boundary layer:

ũũx̃ + ṽũỹ = ν̃ ũỹỹ− p̃x̃/ρ̃, (8.12)

0 = −p̃ỹ/ρ̃, (8.13)

ũT̃x̃ + ṽT̃ỹ = κ̃T̃ỹỹ, (8.14)

respectively. Relations (8.12)–(8.14) are known as Prandtl [102] and Pohlhausen [99]2 equations,

respectively. With respect to Rayleigh–Bénard convection, (8.12) is often considered with

neglected pressure term p̃x̃/ρ̃ , as in the case of a parallel flow over a flat plate [14]. Following

2By mistake in the original paper the wrong reference “Pohlhausen [100]” was used.
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tradition, throughout the paper we call the reference case (8.12)–(8.14) with zero pressure term

p̃x̃/ρ̃ the Prandtl–Blasius one.

Since the flow considered is two-dimensional and incompressible, let us further introduce the

streamfunction Ψ̃, which satisfies ũ = Ψ̃ỹ and ṽ =−Ψ̃x̃. One can rewrite the equations (8.12)

and (8.14) in terms of the streamfunction Ψ̃ as follows:

Ψ̃ỹΨ̃ỹx̃− Ψ̃x̃Ψ̃ỹỹ = ν̃Ψ̃ỹỹỹ− p̃x̃/ρ̃, (8.15)

Ψ̃ỹT̃x̃− Ψ̃x̃T̃ỹ = κ̃T̃ỹỹ. (8.16)

Similarity solutions of these equations are sought with respect to a certain similarity variable ξ ,

assuming that Ψ̃ and ξ are representable in the following forms:

Ψ̃ = ν̃Ψ(ξ )g(x), (8.17)

ξ = y f (x), (8.18)

where

x≡ x̃/L̃, y≡ ỹ/L̃ (8.19)

and the horizontal component of the velocity (wind) at the edge of the viscous boundary layer

is independent of the vertical coordinate ỹ, i.e. Ũ = Ũ(x̃). Here Ψ, g and f are dimensionless

functions and L̃ is a representative length in the horizontal direction.

8.3.1 Energy equation

Using relations (8.17), (8.18) and representing the temperature as

T̃ = T̃bot−Θ∆̃/2, (8.20)

where Θ = Θ(ξ ) is dimensionless temperature, from (8.16) we obtain the following energy

equation:

κ̃ f 2
Θξ ξ + ν̃ f gxΨΘξ = 0. (8.21)

Here and in the following, gx and fx denote the derivatives with respect to x (8.19) of the

functions g and f , respectively. Since a non-trivial solution is sought, f 6= 0, for the existence of

a similarity solution the requirement

gx/ f = a, a = const., (8.22)
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must be fulfilled. Putting a = 1, we finish with the following energy boundary layer equation:

Θξ ξ +Pr ΨΘξ = 0. (8.23)

8.3.2 Momentum equation

Under assumptions (8.17), (8.18) the momentum equation (8.15) reads as

ν̃2

L̃3

(
f g( f g)x(Ψξ )

2− f 2ggxΨΨξ ξ

)
=

ν̃2

L̃3
f 3gΨξ ξ ξ −

p̃x̃

ρ̃
. (8.24)

Again, since a non-trivial solution is sought, f 6= 0, g 6= 0, we obtain

( f g)x

f 2 (Ψξ )
2− gx

f
ΨΨξ ξ = Ψξ ξ ξ −

p̃x̃

ρ̃ f 3g
L̃3

ν̃2 . (8.25)

At the edge of the viscous boundary layer the viscous effects become less important, which,

together with the independence of the horizontal component of the wind from the vertical

coordinate, leads to the following approximation of the pressure term:

ŨŨx̃ =−
p̃x̃

ρ̃
=⇒ − p̃x̃

ρ̃ f 3g
L̃3

ν̃2 =
(Ũ2)x̃

2 f 3g
L̃3

ν̃2 . (8.26)

Since the pressure gradient remains unchanged in the vertical y-direction within the boundary

layer (see (8.13)), from this and (8.25) we obtain

( f g)x

f 2 (Ψξ )
2− gx

f
ΨΨξ ξ = Ψξ ξ ξ +

(Ũ2)x̃

2 f 3g
L̃3

ν̃2 . (8.27)

For the existence of a similarity solution, all the coefficients in this equation must be constant

and the free term might be a function of ξ or a constant. This together with (8.22) leads to the

requirement

ggxx

(gx)2 = c, c = const. (8.28)

Depending on the constant c, the function g can take the form

g(x) =

{
Bexp(bx), c = 1,

B(x+d)n, c 6= 1, n = (1− c)−1,
(8.29)

with certain constants B, b and d. Without loss of generality one may further assume that d = 0.
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Equation (8.27) can then be rewritten as

(c+1)(Ψξ )
2−ΨΨξ ξ = Ψξ ξ ξ +

(Ũ2)x̃

2(gx)3g
L̃3

ν̃2 . (8.30)

8.4 Wind at the edge of the viscous boundary layer

According to the two possible representations of function g (8.29), in this section we consider

two different types of wind, which admit similarity solutions of the boundary layer equations.

8.4.1 Wind as an exponential function

Let us consider the first case, i.e. c = 1 and g(x) = Bexp(bx). Together with (8.17) and (8.18)

and relation (8.22), the streamfunction

Ψ̃ = ν̃Ψ(ξ )Bexp(bx) (8.31)

and the similarity variable

ξ = ybBexp(bx) (8.32)

are obtained. Substituting into the differential equation (8.30), it turns out that a similarity

solution can be obtained if the wind Ũ has the form

Ũ = Ũ0 exp(kx) (8.33)

and the relations

B =

√
2
k

√
L̃Ũ0

ν̃
, b =

k
2

(8.34)

are satisfied. The momentum boundary layer equation (8.30) takes then the following form:

Ψξ ξ ξ +ΨΨξ ξ +2−2(Ψξ )
2 = 0. (8.35)

Taking ξ = 1 and y = δ̃u/L̃, where δ̃u is the viscous boundary layer thickness, one finds from

(8.32) that δ̃u evolves in the horizontal direction x̃ as

δ̃u ∼

√
ν̃ L̃

Ũ0
exp(−kx/2). (8.36)
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Therefore, for the local Reynolds number Re = L̃Ũ/ν̃ , based on the wind Ũ (8.33), we obtain

δu ≡ δ̃u/L̃∼ Re−1/2. (8.37)

Note that, according to the above model and relations (8.33) and (8.36), the boundary layer

thickness should decrease (increase) along x if the wind magnitude increases (decreases) with

growing x. In contrast, our DNS of turbulent Rayleigh–Bénard convection [155] showed that

near the horizontal plate, after the stagnation point, the boundary layer thickness grows together

with the wind magnitude (see also [26]). Therefore the next possible similarity solution for a

wind, which can be represented as a power function, seems to be more relevant with respect to

Rayleigh–Bénard convection.

8.4.2 Wind as a power function

In the second case, for g = Bxn, the streamfunction Ψ̃ and the similarity variable ξ are given by

Ψ̃ = ν̃ΨBxn, (8.38)

ξ = yBnxn−1. (8.39)

If the wind Ũ has the form

Ũ = Ũ0xm, (8.40)

and the relations

B =

√
2

m+1

√
L̃Ũ0

ν̃
, n =

m+1
2

(8.41)

are satisfied, then from this and (8.30) we obtain the Falkner & Skan [42] equation

Ψξ ξ ξ +ΨΨξ ξ +
2m

m+1
(1− (Ψξ )

2) = 0. (8.42)

Further, (8.39) reveals for ξ =C = const. and y = δ̃u that

δ̃u =C

√
2

m+1
x1−m

√
ν̃ L̃

Ũ0
. (8.43)
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φ

r̂

β

FIGURE 8.3: Sketch of the power-function wind and the corresponding polar coordinate system (r,φ),
where r̂ being the radial unit vector and β the corner angle, as defined in (8.47).

Hence, for the dimensionless boundary layer thickness δu and Reynolds number based on the

wind Ũ (8.40), the following relation holds:

δu ≡
δ̃u

L̃
∼
√

x
Re

. (8.44)

Note, the relation (8.44) holds for the Prandtl–Blasius boundary layer (m = 0) as well as

for general Falkner–Skan boundary layers and is one of the main assumptions in the [50]

theory on scaling in thermal convection for the case of non-turbulent boundary layers (see also

[51, 55, 134]).

Note that the relation (8.44) holds for the Prandtl–Blasius boundary layer (m = 0) as well as

for general Falkner–Skan boundary layers, and is one of the main assumptions in the Grossmann

& Lohse [50] theory on scaling in thermal convection for the case of non-turbulent boundary

layers; see also [51, 55, 134].

8.4.3 Appearance of the power-function wind in the core flow

Following Falkner & Skan [42], one can show that the wind Ũ (8.40) might appear in a corner

flow along the sides of the corners. Indeed, let us consider a core flow whose velocity components

in polar coordinates (r,φ) are determined by

Ũr = Ũ0rm cos((m+1)φ), (8.45)

Ũφ = −Ũ0rm sin((m+1)φ). (8.46)

The velocity component Ũφ of such a flow vanishes if φ = jπ/(m+1), j = 0,1,2, ... A sketch

of this flow and the corresponding polar coordinate system are presented in figure 8.3 and the

streamfunctions of the flow (8.45), (8.46) for different m are presented in figure 8.4.

One can see that this flow can be interpreted as a flow along the sides of a corner, whose size

is equal to

β = π/(m+1). (8.47)
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(a) (b) (c) (d)

FIGURE 8.4: Streamfunctions (colours) for flows inside corners of the size β = π/(m+1) for (a) m = 0
(Prandtl–Blasius flow), (b) m = 1/3, (c) m = 1/2 and (d) m = 1 (stagnation-point flow).
The arrows show the velocity vectors with the components Ũr (8.45) and Ũφ (8.46).

On the surfaces of the corner, e.g. when φ = 0, the velocity varies as a power function on the

distance r along the surface. Thus, in a Cartesian coordinate system for φ = 0 the horizontal

velocity can be presented as a power function on the coordinate x.

Comparing the LSC of the fluid in the core region, obtained in the DNS of turbulent RBC

(figure 8.2a,c) with the streamlines in figure 8.4, one concludes that the wind in turbulent RBC,

which slides off from the secondary rolls and then flows along the lower horizontal wall with

pitch angle β , β ∈ [π

2 ,
3π

4 ], is similar to a flow inside a corner of size β . This together with the

relation (8.47) makes it clear that the wind can be approximated by a power function of the form

(8.45), (8.46) with m ∈ [1/3;1].

8.5 Solutions of the boundary layer equations and their limits

8.5.1 Horizontal velocity and temperature profiles

Vertical profiles of the temperature and horizontal velocity near the horizontal plates are primary

flow characteristics and their investigation is a part of any RBC study [3, 33, 47, 56, 104, 111,

122, 135, 136, 140, 145, 149, 173]. They are usually compared against the predictions for

laminar boundary layers, based on the Prandtl–Blasius ansatz, which is a particular case of the

more general Falkner–Skan approach.

Therefore, in this section we study the temperature and velocity profiles, which one can obtain

within the general Falkner–Skan approximation. Further, we derive the limits of the temperature

profiles for the general Falkner–Skan approximation and prove that these limits are the same for

the Prandtl–Blasius approximation and the general Falkner–Skan approximation.

Based on the results of the previous section, let us consider the following system of the

momentum (Falkner–Skan)

Based on the results of the previous section, let us consider the following system of boundary

layer equations with respect to Rayleigh–Bénard convection: the momentum (Falkner–Skan) is
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FIGURE 8.5: (a) Solutions of the Falkner–Skan equation for m = 0 (Prandtl–Blasius flow, -·-), m = 1/3
(· · · ), m = 1/2 (- -) and m = 1 (stagnation-point flow, —). (b) Limiting cases Θ(ζ ) =∫ ζ

0 exp(−Bχω)dχ for the rescaled temperature profiles for all values of m: Pr� 1 (ω =
2, B = π/4, - -) and Pr� 1 (ω = 3, B = Γ3(4/3)≈ 0.712, —).

given by

Ψξ ξ ξ +ΨΨξ ξ +
2m

m+1
(
1− (Ψξ )

2)= 0, (8.48)

Ψ(0) = 0, Ψξ (0) = 0, Ψξ (∞) = 1,

and energy by

Θξ ξ +Pr ΨΘξ = 0, (8.49)

Θ(0) = 0, Θ(∞) = 1.

One can solve these equations numerically [42, 160]. The solution of the momentum equation

(8.48) depends only on m, while that of the energy equation (8.49) also depends on Prandtl

number. In figure 8.5a the profiles of Ψξ (horizontal velocity component) are presented for

different values of m associated with a core flow in a corner β = π/(m+1). Therefore the cases

m = 0, m = 1/3, m = 1/2 and m = 1 correspond, respectively, to a Prandtl–Blasius flow over a

horizontal plate, flows in corners 3π/4 and 2π/3 and a stagnation-point flow in a right-angle

corner. In figure 8.6a,b,c the temperature profiles are presented for particular cases m = 0 and

m = 1, for Prandtl numbers 0.1, 1 and 10.

Although the solution of the energy boundary layer (8.49) depends strongly on m and Pr, the

rescaled temperature profiles with respect to a similarity variable ζ = ξ Θξ (0) demonstrates only

a weak dependence on m (see figure 8.6d,e,f ). The choice of the similarity variable ζ provides

the temperature derivative (with respect to ζ ) equal to 1 at the plate, Θζ (0) = 1. In order to
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FIGURE 8.6: (a,b,c) Temperature profiles with respect to the similarity variable ξ and (d,e,f) rescaled
temperature profiles with respect to the similarity variable ζ = ξ Θξ (0), (a,d) for Pr = 0.1,
(b,e) Pr = 1, (c,f) Pr = 10, and m = 0 (Prandtl–Blasius flow, - -), m = 1 (stagnation-point
flow, —).

understand the reasons for such a conjunction of the rescaled profiles for a Prandtl–Blasius

approximation (m = 0) and stagnation-point approximation (m = 1) for a fixed Prandtl number,

we further derive the limiting cases of the rescaled temperature profiles for Pr� 1 and Pr� 1.

8.5.2 Limiting cases of the temperature profiles for all m

Case Pr� 1

If the Prandtl number is much smaller than one, the thickness of the viscous boundary layer δ̃u

is smaller than that of the thermal boundary layer δ̃θ . Therefore, for infinitely small Prandtl

numbers, in most of the thermal boundary layer, the horizontal component of the velocity is

equal to the wind (8.40). Due to the continuity equation the corresponding vertical component

of the velocity is equal to

Ṽ =−mŨ0
x̃m−1ỹ

L̃m
(8.50)

and the thermal boundary layer (8.14) is reduced to

ŨT̃x̃ +Ṽ T̃ỹ = κ̃T̃ỹỹ. (8.51)
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With the similarity variable

ζ = ỹ

√
(1+m)Ũ(x)

πκ̃ x̃
=

√
Ũ0(1+m)

πκ̃L̃m
ỹx̃(m−1)/2 (8.52)

for the function Θ, defined by (8.20), one obtains the following equation

Θζ ζ +
π

2
ζ Θζ = 0, (8.53)

with the solution

Θ(ζ ) =
∫

ζ

0
exp(−π

4
χ

2)dχ. (8.54)

This function is presented in figure 8.5b with a dashed line. The choice of the similarity variable

ζ (8.52) provides the solution (8.54) with the boundary conditions

Θ(0) = 0, Θζ (0) = 1, Θ(∞) = 1. (8.55)

From the definition of the similarity variable ζ (8.52) one further obtains the scaling of the

thermal boundary layer thickness:

δ̃θ ∼

√
κ̃ x̃

Ũ(x)
=

√
x̃/L̃
RePr

L̃ =⇒ δθ ≡
δ̃θ

L̃
∼ Re−1/2Pr−1/2

(
x̃

L̃

)1/2

(8.56)

with local Reynolds number Re = L̃Ũ/ν̃ .

Case Pr� 1

For Prandtl numbers much larger than one, the thickness of the thermal boundary layer δ̃θ

is smaller than that of the viscous boundary layer δ̃u. For very large Prandtl numbers, in the

thermal boundary layer the horizontal component of the velocity is a linear function of the

vertical coordinate. At the edge of the viscous boundary layer (outside the thermal boundary

layer) the horizontal component of the velocity is approximately equal to the wind Ũ , so the

horizontal component of the velocity within the thermal boundary layer can be approximated as

ũ =
ỹ

δ̃u
Ũ . (8.57)
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Substituting the wind Ũ (8.40) and the thickness of the viscous boundary layer (8.43) into this

relation, one obtains the horizontal velocity within the thermal boundary layer:

ũ =
1
C

√
Ũ3

0 (m+1)L̃
2ν̃

(
ỹ

L̃

)(
x̃

L̃

)(3m−1)/2

. (8.58)

Because of the continuity equation, the vertical component of the velocity is equal to

ṽ =−3m−1
4C

√
Ũ3

0 (m+1)L̃
2ν̃

(
ỹ

L̃

)2( x̃

L̃

)(3m−3)/2

. (8.59)

Then in the considered case one obtains the following energy boundary layer equation:

ũT̃x̃ + ṽT̃ỹ = κ̃T̃ỹỹ. (8.60)

Introducing the similarity variable ζ ,

ζ =
1

Γ(4/3)C1/3

(
Ũ0(m+1)

2L̃m

)1/2(
1

6κ̃

)1/3( 1
ν̃

)1/6

ỹx̃(m−1)/2, (8.61)

where Γ is the gamma function, one obtains from (8.60) the ordinary differential equation

Θζ ζ +3Γ
3(4/3)ζ 2

Θζ = 0 (8.62)

for the dimensionless temperature Θ. This equation has a solution

Θ(ζ ) =
∫

ζ

0
exp(−Γ

3(4/3)χ3)dχ, (8.63)

which satisfies the boundary conditions (8.55). This function is presented in figure 8.5b with a

continuous line.

From the definition of the similarity variable ζ (8.61) one further obtains

δ̃θ ∼ κ̃
1/3

ν̃
1/6

√
x̃

Ũ(x)
=

√
x̃/L̃
Re

Pr−1/3L̃, (8.64)

and hence

δθ ≡
δ̃θ

L̃
∼ Re−1/2Pr−1/3

(
x̃

L̃

)1/2

(8.65)

with the local Reynolds number Re = L̃Ũ/ν̃ .

One can sum up the results (8.56) and (8.65) as follows. For very small and very large Prandtl
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FIGURE 8.7: The dependence of the ratio δθ/δu of the thermal and viscous boundary layer thicknesses
on Prandtl number for m = 0 (Prandtl–Blasius flow, -·-), m = 1/3 (· · · ), m = 1/2 (- -) and
m = 1 (stagnation-point flow, —). Critical Prandtl number Pr∗ ≈ 0.27m+0.05 (grey dots)
for the regime change of δθ/δu from ∼ Pr−1/2 to ∼ Pr−1/3.

numbers the thickness of the thermal boundary layer scales as

δθ ≡
δ̃θ

L̃
∼

Re−1/2Pr−1/2
(

x̃/L̃
)1/2

, Pr� 1,

Re−1/2Pr−1/3
(

x̃/L̃
)1/2

, Pr� 1.
(8.66)

Since the thickness of the viscous boundary layer scales as in (8.44) and is independent of

Prandtl number, the ratio of the thermal and viscous boundary layers scales with the Prandtl

number as follows:

δθ/δu ∼

Pr−1/2, Pr� 1,

Pr−1/3, Pr� 1,
(8.67)

for all possible m. This means that the ratio δθ/δu is independent from the Reynolds number as

well as from the horizontal coordinate x̃.

8.6 Ratio of the thermal and viscous boundary layers

One can solve the system (8.48), (8.49) numerically for all possible values of m and Pr and then

evaluate the thicknesses of the viscous (δ̃u) and thermal (δ̃θ ) boundary layers, based on the slope

method. The ratio of the thicknesses with respect to the similarity variable ξ is equal to the ratio

of the thicknesses in physical space [121].
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In figure 8.7 the dependence of the ratio δθ/δu, normalized with Pr−1/3, is presented for some

particular values of m. As derived in the previous section, for all m, the ratio scales as ∼ Pr−1/2

for small and as ∼ Pr−1/3 for large Prandtl numbers. For the Prandtl–Blasius flow (m = 0), the

ratio can be approximated as

δθ

δu

∣∣∣∣
m=0
≈


0.589Pr−1/2, Pr < 3×10−4,

Pr−0.357+0.022logPr, 3×10−4 ≤ Pr ≤ 3,

0.982Pr−1/3, 3 < Pr,

(8.68)

as wshown in [121]. Here and below log≡ log10 is the logarithm to base 10. For m = 1/3, m =

1/2 and m = 1 (stagnation-point flow) one can take, respectively, the following approximations:

δθ

δu

∣∣∣∣
m=1/3

≈


1.170Pr−1/2, Pr < 10−3,

1.736Pr−0.393+0.017logPr, 10−3 ≤ Pr ≤ 102,

1.550Pr−1/3, 102 < Pr,

(8.69)

δθ

δu

∣∣∣∣
m=1/2

≈


1.318Pr−1/2, Pr < 10−3,

1.902Pr−0.395+0.017logPr, 10−3 ≤ Pr ≤ 102,

1.675Pr−1/3, 102 < Pr,

(8.70)

and

δθ

δu

∣∣∣∣
m=1
≈


1.561Pr−1/2, Pr < 10−3,

2.183Pr−0.400+0.017logPr, 10−3 ≤ Pr ≤ 103,

1.879Pr−1/3, 103 < Pr.

(8.71)

Figure 8.7 reveals that for a fixed Pr the ratio δθ/δu is larger for larger m. Let Pr∗ be the

critical Prandtl number, i.e. the Prandtl number at which the asymptotes for the regimes∼ Pr−1/2

for small Pr and ∼ Pr−1/3 for large Pr intersect. The numerically evaluated approximation of

the critical Prandtl numbers Pr∗, which are marked in figure 8.7 with grey dots, is as follows:

Pr∗ ≈ 0.27m+0.05. (8.72)

Thus, one obtains Pr∗ ≈ 0.046 for m = 0, Pr∗ ≈ 0.185 for m = 1/3, Pr∗ ≈ 0.229 for m = 1/2

and Pr∗ ≈ 0.325 for m = 1.

It is well known that in the case of Prandt–Blasius flow (m = 0) the viscous and the thermal

boundary layers have the same thickness for Pr = 1. For larger m the Prandtl number should

also be larger in order to provide equal thicknesses of the boundary layers. In particular, from

(8.69)–(8.71) one obtains that δθ/δu = 1 for Pr = 4.24 if m = 1/3 , for Pr = 5.35 if m = 1/2 or
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for Pr = 7.59 if m = 1.

For the operating fluids air (Pr = 0.786) and water (Pr = 4.38), which we study in our DNS

of turbulent RBC, from (8.68)–(8.71) one obtains the following estimates of the ratio of the

thermal and viscous boundary layer thicknesses, depending on the pitch angle β of the wind:

δθ

δu

∣∣∣∣
Pr=0.786

≈


1.08, β = π (m = 0),

1.88, β = 3π/4 (m = 1/3),

2.06, β = 2π/3 (m = 1/2),

2.37, β = π/2 (m = 1),

(8.73)

and

δθ

δu

∣∣∣∣
Pr=4.38

≈


0.60, β = π (m = 0),

0.98, β = 3π/4 (m = 1/3),

1.07, β = 2π/3 (m = 1/2),

1.23, β = π/2 (m = 1),

(8.74)

respectively.

8.7 Theory versus the DNS results

The value of m and the thicknesses of the thermal (δ̃θ ) and viscous (δ̃u) boundary layers

are extracted from our DNS as follows. First, the temperature distributions on the vertical

wall are used to determine the instantaneous orientation of the LSC in a similar way as was

done by Brown & Ahlers [19] and Wagner et al. [155]. Further, time periods without serious

reorientations of the LSC are detected, which last up to 682 time units. Note that each time unit

equals (H̃/(2α̃ g̃∆̃))1/2. During these periods the angle corresponding to the LSC plane does not

change more than 0.06π . In the analysis of the DNS data the mean orientation during this time

periods is chosen to fix the LSC plane (see figure 8.2a,c). Within this plane the instantaneous

flow fields, which are recorded with a sampling rate of three per time unit, are analysed and the

local instantaneous thicknesses of the viscous and thermal boundary layers close to the heated

bottom plate are determined by applying the slope method, in a similar way to how it is done in

the above theory.

In order to estimate the angle β at which the large-scale circulation attacks the heated/cooled

plates, we first find locations within the plane of the large-scale circulation where the time-

averaged wall shear stress is equal to zero. Here ηh and ηv are the distances from the bottom

left corner to the next locations at, respectively, the bottom or left vertical wall, where the wall

shear stress τw is equal to zero (see the sketch in figure 8.8). The values of β and m can be then
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ηh

ηv

β

FIGURE 8.8: Sketch of the large-scale circulation (wind) and secondary roll within the plane of the
large-scale circulation. Dots mark the locations, where the wall shear stress is equal to
zero. The distances from the left bottom corner to the these locations are denoted as ηv
and ηh. The angle β , at which the wind attacks the horizontal plate, is determined by
(8.75).

estimated as follows:

β = π− arctan(ηv/ηh), (8.75)

m = π/β −1. (8.76)

In figure 8.9 the time-averaged wall shear stresses at the bottom and left vertical wall from

figure 8.8 in the plane of the large-scale circulation are presented for water and air and dif-

ferent Rayleigh numbers. One can see that locations ηv and ηh depend only weakly (and

non-monotonically) on the Rayleigh number and Prandtl number, at least for the considered

range of Ra and Pr. Thus, for the operating fluids air and water, we obtained

β =

{
0.695π±0.015π (air),

0.705π±0.025π (water);
(8.77)

m =

{
0.44±0.02 (air),

0.42±0.05 (water).
(8.78)

In figure 8.10 the ratios 〈δθ/δu〉t of the thermal and viscous boundary layer thicknesses are

presented as functions of the radial position r (see figure 8.2a,c), as they were obtained in the

DNS of turbulent RBC of air and water for different Rayleigh numbers, together with their

theoretical estimates (8.73) and (8.74). Here 〈· · · 〉t denotes the time averaging. The lowest and

highest horizontal grey lines in figure 8.10a,b represent the estimates (8.73) and (8.74) for m = 0

(Prandtl–Blasius flow) and m = 1 (stagnation-point flow), respectively.
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FIGURE 8.9: Time-averaged wall shear stress at the bottom plate (a,c) and left vertical wall (b,d) in
the plane of the large-scale circulation, as obtained in the DNS for air (a,b) and water
(c,d), for Ra = 107 (—–), Ra = 108 (· · · ) and Ra = 109 (- - -) with the distances ηv and
ηh, as in figure 8.8.

As one can see in figure 8.10, the ratio of the time-averaged thicknesses of the thermal

and viscous boundary layers remains almost constant along the path of the wind (apart from

the secondary rolls) and depends only weakly on the Rayleigh number. Since the wind is a

non-horizontal flow and the angle β between its direction and the horizontal plate belongs to the

interval [π

2 ,
3π

4 ], the predictions of the ratios δθ/δu with the approximations (8.73) and (8.74) for

m ∈ [1/3;1] are found to be more reliable than those for m = 0 (Prandtl–Blasius flow).

For higher Rayleigh numbers the difference between 〈δθ/δu〉t , evaluated from the DNS data,

and the previously described Falkner–Skan approximation of 〈δθ/δu〉t for the Rayleigh–Bénard

boundary layers becomes more visible, which is explained by the increasing influence of the
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FIGURE 8.10: Ratio 〈δθ/δu〉t of the thermal and viscous boundary layer thicknesses for (a) air, Pr =
0.786, and (b) water, Pr = 4.38, as obtained in DNS for Ra = 109 (· · · ), Ra = 108 (- - -),
Ra = 107 (—), together with the theoretical predictions for m = 0 (Prandtl–Blasius flow),
m = 1 (stagnation-point flow) and (a) m = 0.44 and (b) m = 0.42, as estimated from the
DNS data, according to (8.75), (8.76) and (8.78).

fluctuations in the boundary layers and, hence, a stronger deviation of the real flows from this

stationary two-dimensional model. Another observation is that for smaller Prandtl numbers the

Falkner–Skan approximation provides more accurate predictions compared to the large Prandtl

number case, in which, in particular, for very large Pr the existence of the wind itself becomes

questionable [67, 114].

8.8 Conclusions

The non-zero pressure gradient in the Rayleigh–Bénard convection cell influences the velocity of

the large-scale circulation and all boundary layer characteristics. Therefore, in the present work

we considered a system of the boundary layer momentum and energy equations (8.12)-(8.14),

which takes into account the presence of the non-zero pressure gradient. It was shown that for

the existence of the similarity solution of this system an exponential (8.33) or power-function

(8.40) wind above the viscous boundary layer is required.

The power-function wind (8.40), in contrast to the exponential one (8.33), leads to a simulta-
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neous increase of the thickness of the viscous boundary layers and the magnitude of the LSC

along its path, which is very similar to the situation we observed in our DNS. Therefore the case

of the power-function wind was investigated in detail, which led to the Falkner–Skan boundary

layer (8.48) and (8.49) to describe the Rayleigh–Bénard boundary layers. These equations and

their similarity solutions depend not only on the Prandtl number but also on the angle β (8.47)

at which the large-scale circulation (see figure 8.8) attacks the horizontal plate.

For the normalized temperature profiles, which satisfy (8.55) and can be obtained under the

assumption of a power-function wind above the viscous boundary layer, a general result was

derived. For all angles β and all Prandtl numbers, the temperature profiles are bounded by

Θ(ζ ) =
∫

ζ

0
exp(−Bχ

ω)dχ with B =

Γ3(4/3)≈ 0.712, ω = 3, Pr� 1,m

π/4, ω = 2, Pr� 1.

(8.79)

These limits are also valid for the particular case of Prandtl–Blasius boundary layers.

For all β , it was shown that the ratio of the thermal and viscous boundary layer thicknesses

scales as δθ/δu ∼ Pr−1/2 if Pr� 1 and δθ/δu ∼ Pr−1/3 if Pr� 1. The asymptotes for these

regimes intersect at the critical Prandtl number Pr∗, which grows together with decreasing β

and can be approximated by (8.72). For certain particular angles β of the wind attack, formulae

(8.68)–(8.71) to approximate δθ/δu as functions on Pr were derived based on the numerical

solutions of the boundary layer equations.

Using our DNS data for air and water we estimated the angle β , based on the information of

the locations within the plane of the large-scale circulation where the time-averaged wall shear

stress vanishes, obtaining that β = 0.695π±0.015π for air and β = 0.705π±0.025π for water.

The theoretical predictions obtained in the present work demonstrated a good agreement with

the DNS results for turbulent RBC with the Rayleigh and Prandtl numbers considered.

From the fact that the Falkner–Skan ansatz for β 6= π represents the DNS data in a better

way than the Prandtl–Blasius one for β = π , we conclude that the angle β of the wind attack

may also influence the constants in the scaling laws of the Reynolds and Nusselt numbers with

the Rayleigh and Prandtl numbers in turbulent RBC with laminar-like boundary layers. In this

case a parameter such as m, which determines the angle β (8.47) and influences the pressure

gradient within the viscous boundary layer and the wind (8.40) above the boundary layer, will

be involved in the scaling theory, representing the details on the global flow structure.

Further, since the geometry of the container influences the global flow structure and, hence,

the angle β at which the wind meets the boundary layer, the Falkner–Skan approximation

will lead to an improvement of the models that account for the influence of the regular wall

roughness and isothermal obstacles inside the convection cells [125]. The Falkner–Skan ansatz

will also be useful for a better understanding of mixed convection flows [9, 126], which are even
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more sensitive to the angle of the wind attack, and especially of forced convection flows [72],

which are driven by imposed pressure gradients. These and many other issues related to the

applicability of the Falkner–Skan ansatz in turbulent thermal convection should be investigated

in the future.
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Abstract

We derive the asymptotes for the ratio of the thermal to viscous boundary layer thicknesses

for infinite and infinitesimal Prandtl numbers Pr as functions of the angle β between the large-

scale circulation and an isothermal heated or cooled surface for the case of turbulent thermal

convection with laminar-like boundary layers. For this purpose, we apply the Falkner–Skan

ansatz, which is a generalization of the Prandtl–Blasius one to a non-horizontal free-stream

flow above the viscous boundary layer. Based on our direct numerical simulations (DNS) of

turbulent Rayleigh–Bénard convection for Pr = 0.1, 1 and 10 and moderate Rayleigh numbers

up to 108 we evaluate the value of β that is found to be around 0.7π for all investigated cases.

Our theoretical predictions for the boundary layer thicknesses for this β and the considered Pr

are in good agreement with the DNS results.
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9.1 Introduction

In turbulent thermal convection of fluids confined between a heated lower and a cooled upper

horizontal plate, i.e. in Rayleigh–Bénard convection (RBC), thermal boundary layers (BLs)

occur at the plates and viscous BLs at all rigid walls. For moderate Rayleigh numbers Ra =

α̃ g̃∆̃H̃3/(κ̃ ν̃) (α̃ denotes the isobaric thermal expansion coefficient, g̃ the acceleration due

to gravity, ∆̃ the temperature difference between the plates, H̃ their vertical distance, ν̃ the

kinematic viscosity and κ̃ the thermal diffusivity), these BLs can be transitional or even laminar

[5, 32, 41, 50, 84].

To approximate mean flow characteristics within the top and bottom BLs in this case, it

is usually assumed that the wind of turbulence, or the so-called large-scale circulation (LSC)

above the viscous BL is horizontal and constant, which corresponds to a zero pressure gradient.

In contrast to this, recent direct numerical simulations (DNS) of turbulent RBC in different

fluids showed that the wind is non-constant along its path [70, 125, 155] and the time-averaged

pressure gradient does not vanish [118].

In [119] we have shown that the Prandtl and Pohlhausen BL equations admit similarity

solutions if the wind above the viscous BL follows either an exponential behavior or a power

function. In the case of an exponential wind, the BL thickness decreases with the wind magnitude,

whereas in the case of a power-function wind, the BL thickness increases with it. Based on our

DNS of RBC in air and water, with Prandtl numbers Pr = ν̃/κ̃ = 0.786 and 4.38, respectively,

revealing that after the stagnation point the BL thickness grows with the wind magnitude,

we concluded that in RBC only the wind obeying a power-law is relevant. This leads to the

Falkner–Skan (FS)[42] momentum and Pohlhausen energy equations.

These equations account for a non-parallel wind or, in other words, for an angle β , β < π ,

between the LSC and the heated and cooled plate, and can be interpreted as an extension of the

Prandtl–Blasius (PB) ansatz [102] to the case of a non-zero pressure gradient along the wind.

In [119] we have evaluated the FS equations and the viscous BL thickness for four particular

values of β : π , 3π/4, 2π/3 and π/2. A comparison of the numerical solutions of the FS BL

equations with our DNS data of water and air has shown that the FS approach leads to more

accurate predictions of the BL thicknesses than the PB ansatz.

Here we give this idea more precision and derive several theoretical estimates. In section 9.2

we present the numerical solution for the whole spectra of angles β . We now provide exact

relations for the ratio of the thermal to viscous BL thicknesses in the limiting cases of Pr� 1

and Pr� 1 and also obtain the critical Prandtl number Pr∗ for which the transition between

these two regimes occurs.

Furthermore, we verify the FS approximation against DNS data for the generic Prandtl

numbers 0.1, 1.0 and 10.0, see figure 9.1, thus spanning three orders of magnitude in Pr. The

BL properties for those Prandtl numbers are analyzed in section 9.3 in a more sophisticated way,
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(a) (b) (c)
T̃t

T̃b

T̃

FIGURE 9.1: Instantaneous temperature fields obtained by DNS for Ra = 108 and (a) Pr = 0.1, (b)
Pr = 1 and (c) Pr = 10 and presented with 10 isosurfaces for T̃ ∈ [T̃t , T̃b].

however, than in [119]. Instead of considering stationary LSC-planes, we extract instantaneous

LSC-planes, hence, the potential movement of the direction of the LSC is taken into account as

well.

Finally, in section 9.4 the mesh resolution requirements for the BLs in DNS are discussed. By

employing the FS approximation instead of the PB one, the earlier estimates given in [121] are

updated and improved.

9.2 Falkner-Skan-Pohlhausen boundary layers

Following Prandtl [102] and Pohlhausen [99]1 and assuming that the wind and the free-fall

velocity magnitudes are similar, from the full system of the 3D governing equations for RBC in

Boussinesq approximation,

~̃ut̃ +~̃u ·∇~̃u+ ρ̃
−1

∇p̃ = ν̃∇
2~̃u+ α̃ g̃(T̃ − T̃mid)ŷ, (9.1)

T̃̃t +~̃u ·∇T̃ = κ̃∇
2T̃ , ∇ ·~̃u = 0, (9.2)

one obtains the following Prandtl (9.3) and Pohlhausen (9.4) equations [112] for laminar BLs:

ũũx̃ + ṽũỹ = ν̃ ũỹỹ− p̃x̃/ρ̃, 0 =−p̃ỹ/ρ̃, (9.3)

ũT̃x̃ + ṽT̃ỹ = κ̃T̃ỹỹ. (9.4)

Here ~̃u≡ (ũ, ṽ, w̃)T is the velocity vector-function in the coordinate system ~̃x = (x̃, ỹ, z̃), ỹ is the

vertical direction, x̃ and z̃ are horizontal directions and x̃ is along the wind, ŷ≡ (0,1,0)T , and

T̃ denotes the temperature, p̃ the pressure, T̃mid the arithmetic mean of the top (T̃t) and bottom

(T̃b) temperatures, T̃t < T̃b, ρ̃ the density, and any variable marked as a subindex denotes the

partial derivative with respect to this variable, e.g. ũt̃ ≡ ∂ ũ/∂ t̃, ũx̃ ≡ ∂ ũ/∂ x̃, ũx̃x̃ ≡ ∂ 2ũ/∂ x̃2.

1By mistake in the original paper the wrong reference “Pohlhausen [100]” was used.
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The vertical and horizontal walls of the container are assumed to be, respectively, adiabatic

or isothermal and all of them are impermeable (no-slip boundary conditions). Note, that the

Prandtl–Pohlhausen BL model (9.3), (9.4) differs from that by Stewartson [137] for a very

slow wind Ũ above the viscous BL, Ũ2� α̃ g̃∆̃L̃, with L̃ being a representative length along

the wind, where the buoyancy cannot be neglected. Since the considered BL flow is 2D and

incompressible, (9.3), (9.4) can be rewritten in terms of the streamfunction Ψ̃, which satisfies

ũ = Ψ̃ỹ and ṽ = −Ψ̃x̃. If a similarity solution is sought under the assumption that Ψ̃ and the

similarity variable ξ are representable in the forms

Ψ̃ = ν̃Ψ(ξ )g(x), ξ = y f (x), (9.5)

and for the wind at the edge of the viscous BL holds Ũ = Ũ(x̃), then the similarity solution exists

only if gx/ f is constant and g is either exponential or a power function of x [119]. Here x≡ x̃/L̃

and y≡ ỹ/L̃ are the dimensionless spatial coordinates and the functions g and f depend on x

alone. The case in which g is exponential describes a decreasing BL thickness along the wind,

while if g is a power function, the BL thickness increases. The latter case is in good agreement

with DNS results of turbulent RBC [155], which showed that near the horizontal plate, after the

stagnation point, the BL thickness grows together with the wind magnitude. Thus, we consider

only this case in the following. It leads to a BL of FS type [42], which develops for a corner

flow with angle β along the corners’ sides (cf. figure 9.4a). In this case the core flow (or wind)

above the BL and the pressure term within the BL equal, respectively,

Ũ = Ũ0 x−1+π/β , (9.6)

−p̃x̃/ρ̃ = (π/β −1)x−3+2π/β Ũ2
0 /L̃, (9.7)

where Ũ0 is a constant velocity magnitude. If the wind is parallel to the horizontal plate, i.e.

β = π , the FS BL is reduced to the PB one.

Thus, one obtains the following system of the dimensionless BL equations for the momentum

(FS)

Ψξ ξ ξ +ΨΨξ ξ +(2− γ)
(
1− (Ψξ )

2)= 0, (9.8)

Ψ(0) = 0, Ψξ (0) = 0, Ψξ (∞) = 1, (9.9)

and the energy

Θξ ξ +Pr ΨΘξ = 0, (9.10)

Θ(0) = 0, Θ(∞) = 1. (9.11)
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FIGURE 9.2: (a) Dependence on γ (9.15) of the viscous BL thickness δ with respect to the similarity
variable ξ (9.12), as obtained from the numerical solutions of (9.8) and (9.9) (—), and
its approximation δappr (9.19) (..). (b) Limiting cases Pr� 1 (..) and Pr� 1 (—) of the
rescaled temperature profiles (9.23) and (9.24) in the FS ansatz, for any angle β .

For the similarity variable ξ , the stream function Ψ and the dimensionless temperature Θ the

following expressions hold

ξ ≡ γ
−1/2 Re1/2

0 yx−1+1/γ , (9.12)

Ψ ≡ γ
−1/2 Re−1/2

0 x−1/γ
ν̃
−1

Ψ̃, (9.13)

Θ ≡ 2(T̃b− T̃ )/∆̃. (9.14)

Here, Re0 ≡ L̃Ũ0/ν̃ is the Reynolds number based on the wind magnitude and

γ ≡ 2β/π. (9.15)

With respect to the similarity variable ξ , the thickness of the viscous BL equals

δ =
(

Ψξ

∣∣
ξ=0

)−1
(9.16)

and can be determined by solutions of the system (9.8) and (9.9). δ depends on γ and, hence, on

the angle β . Taking ξ = δ , y = δ̃u/L̃, where δ̃u is the thickness of the viscous BL in physical

space, from (9.12) one obtains

δ̃u/L̃ = δ γ
1/2 Re−1/2

0 x1−1/γ . (9.17)

From (9.6), (9.15), and (9.16) it follows that

δ̃u/L̃∼
√

x/Re, (9.18)
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where the Reynolds number Re is based on the wind Ũ (9.6). Relation (9.18) holds for general

Falkner–Skan BLs and thus also for the special case of Prandtl–Blasius BLs, i.e. γ = 2. The

proportionality of the relative thickness of the boundary layer and the inverse square-root of

the Reynolds number, commonly known as Prandtl–formula, is one of the basic assumptions in

the Grossmann–Lohse (GL) theory [50, 51, 134], for the case of non-turbulent BLs. The latter

theory estimates the dependence of the mean heat flux, expressed by the Nusselt number, on

Ra and Pr. Since the more general case of the Prandtl-formula (9.18) still holds for arbitrary γ ,

the scaling exponents in the theoretical estimates should remain unchanged, while considering

Falkner–Skan BLs instead of Prandtl–Blasius BLs. Nevertheless, further estimates, which

are based on the balance between the thermal and viscous BLs, may change when applying

Falkner–Skan BLs, as we will elaborate below.

The dependence of the viscous BL δ on γ is obtained by solving numerically the system of

FS equations (9.8) and (9.9) for 0≤ γ ≤ 2, i.e. for all angles 0≤ β ≤ π (see e.g. [160], section

14.2). The result is presented in figure 9.2. It can be well approximated by

δ ≈ δappr ≡C1(C2− γ)−1/2 (9.19)

with C1 ≈ 0.88, C2 ≈ 2.17.

(a) (b) T̃t

T̃b

T̃

FIGURE 9.3: Time-averaged temperature field with superposed velocity vectors in the vertical (a)
LSC-plane and (b) LSC⊥-plane, as obtained in DNS of turbulent RBC for Ra = 107 and
Pr = 0.1 (see table 9.1 for the DNS details).

The temperature distributions within the BLs, i.e. the solution of the energy equations (9.10)

and (9.11) does not only depend on γ , but also on Pr. Using special similarity variables ζ as in

Shishkina et al. [119], one obtains the temperature profiles for the limiting cases Pr� 1 and

Pr� 1 which satisfy the boundary conditions

Θ|
ζ=0 = 0, Θζ

∣∣
ζ=0 = 1, Θ|

ζ=∞
= 1. (9.20)
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Thus, for the similarity variable

ζ =C3(Pr)γ−1/2Re1/2
0 yx−1+1/γ (9.21)

with

C3(Pr) =

{
21/2 π−1/2 Pr1/2, Pr� 1,

6−1/3[Γ(4/3)]−1δ−1/3Pr1/3, Pr� 1,

the limiting energy BL equations

Θζ ζ +(π/2)ζ Θζ = 0, Pr� 1, (9.22)

Θζ ζ +3Γ
3(4/3)ζ 2

Θζ = 0, Pr� 1,

have the following solution

Θ(ζ ) =
∫

ζ

0
exp(−Bχ

ω)dχ, (9.23)

with B and ω being constants defined as follows:

ω = 2, B = π/4, Pr� 1,

ω = 3, B = Γ3(4/3)≈ 0.71, Pr� 1.
(9.24)

and Γ being the gamma function. The limiting profiles (9.23), (9.24) are independent of the

angle β , i.e. they are the same as in the PB case for all β (see figure 9.2b). Further, for the

thermal BL thickness δ̃θ in physical space, from (9.20), (9.21) one obtains

δ̃θ/L̃ =C−1
3 γ

1/2 Re−1/2
0 x1−1/γ . (9.25)

The relations (9.17) and (9.25) give the ratio of the thermal to viscous BLs in the limiting cases

Pr� 1 and Pr� 1, which depends only on the angle β and Prandtl number as

δ̃θ/δ̃u = [C3(Pr)δ ]−1 (9.26)

=

{
2−1/2 π1/2 Pr−1/2δ−1, Pr� 1,

61/3Γ(4/3)Pr−1/3δ−2/3, Pr� 1.

Inserting the approximation (9.19), δappr, into the ratio (9.26), yields

δ̃θ/δ̃u ≈ C4(Pr)(C2− γ)1/ωPr−1/ω (9.27)

101



9 FURTHER EVALUATION OF THE FALKNER-SKAN ANSATZ

(a) (b)

β β

ηv

ηh

FIGURE 9.4: (a) Sketch of the corner flow with opening angle β in the FS sense. (b) Sketch of the LSC
and secondary roll within the LSC-plane near the bottom left corner of figure 9.3a. Here
ηv and ηh are the distances from the corner to the locations, where the wall shear stress
equals zero, and β is the angle at which the LSC attacks the heated bottom plate.

with

ω = 2, C4 ≈ 1.43, Pr� 1,

ω = 3, C4 ≈ 1.77, Pr� 1.
(9.28)

The derived asymptotes (9.27) and (9.28) are in excellent agreement with numerical results for

some particular values of β , reported in [119].

The change of the regime from Pr−1/2 (Pr� 1) to Pr−1/3 (Pr� 1) in (9.26) corresponds to

the critical Prandtl number Pr∗, where the two asymptotes intersect. From (9.26–9.28) we obtain

that Pr∗ can be approximated as follows:

Pr∗ ≈ 0.596−0.275γ, (9.29)

which leads to Pr∗ ≈ 0.046 for the PB flow [121] and Pr∗ ≈ 0.321 for the stagnation-point flow.

For any particular γ and not extremely small or large Pr an approximation of δ̃θ/δ̃u can be

obtained by applying a least square fit to the numerical solutions of the equations (9.8) – (9.11)

for the chosen γ and all possible Pr.

9.3 Wind in turbulent Rayleigh-Bénard convection

In the following, the results of the previous section are verified against DNS of turbulent RBC in

a cylindrical domain with a diameter-to-height aspect ratio of 1 for the Prandtl numbers Pr = 0.1,

1 and 10 and Ra up to 108. The DNS were conducted using the same finite-volume code as in

[67, 123]. The DNS details can be found in table 9.1.

In the case of turbulent RBC for large enough Ra an LSC of fluid develops (see figure 9.3).

Within the vertical LSC-plane one obtains a large roll (LSC, wind) and two secondary rolls in the

corners (figure 9.3a), while in the vertical LSC⊥-plane, which is orthogonal to the LSC-plane,

a four-roll structure develops (figure. 9.3b). From a large amount of instantaneous flow fields
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TABLE 9.1: DNS parameters for different Pr and Ra: the number of mesh nodes in Ni-direction
(i = r;φ ;z) and in the thermal and viscous BLs as used in the DNS (nT and nu) and as
estimated in [121] (ňT and ňu); Nusselt number Nu with its maximal deviation and the
number of dimensionless time units τ used for the statistical averaging.

Pr Ra Nr Nφ Nz nT ňT nu ňu Nu τ

0.1 106 48 256 96 8 7 4 3 7.34±0.10 295
107 96 256 192 9 9 4 4 13.61±0.08 506
108 192 512 384 13 13 6 5 26.37±0.64 68

1 106 48 256 96 7 2 7 2 8.60±0.09 1231
107 96 256 192 8 3 8 3 16.99±0.16 1082
108 192 512 384 11 4 11 4 32.60±0.46 228

10 106 36 128 72 6 2 3 2 8.05±0.03 3860
107 64 512 128 5 3 4 3 16.43±0.06 525
108 192 512 384 9 4 11 4 32.50±0.29 184
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FIGURE 9.5: Dimensionless time-averaged wall shear stress (a) at the bottom, τω = H̃2

Ra κ̃
〈 ∂ ṽ

∂ x̃ 〉t̃ , and (b)

left vertical wall in the LSC-plane, τω = H̃2

Ra κ̃
〈 ∂ ũ

∂ ỹ 〉t̃ , as obtained in the DNS for Pr = 1 and
106 (—), 107 (··) and Ra = 108 (- -) with ηv and ηh as in figure 9.4b.

obtained in our DNS and sampled with a frequency of three per time-unit, we extract the wind

direction. For this purpose we make use of the temperature distribution at the vertical wall at

the height H̃/2 from the bottom [19, 155]. Figure 9.4b sketches out the LSC and the secondary

roll within the LSC-plane near the bottom left corner of figure 9.3a. There β can be understood

as the angle between the wind and the heated bottom plate. The value of β is determined by

the locations, where the wall shear stress at the vertical and horizontal walls at the sides of the

corner is equal to zero (see figure 9.5). Our DNS of turbulent RBC for different Ra and Pr show
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that β varies around 0.7π ,

β =


0.69π±0.02π , Pr = 0.1,

0.71π±0.02π , Pr = 1,

0.71π±0.03π , Pr = 10,

(9.30)

and is similar to the angles obtained earlier for Pr = 0.786 and 4.38 and Ra between 107 and

109 [119].

Thus, for γ = 1.4, which corresponds to β = 0.7π , we obtain

δ̃θ

δ̃u
≈


1.25Pr−1/2, Pr < 10−4,

1.75Pr−0.395+0.017logPr, 10−4 ≤ Pr ≤ 103,

1.62Pr−1/3, 103 < Pr,

(9.31)

where log≡ log10 is the logarithm to base ten. The estimate (9.31) gives δ̃θ/δ̃u≈ 4.52 (Pr = 0.1),

δ̃θ/δ̃u ≈ 1.75 (Pr = 1) and δ̃θ/δ̃u ≈ 0.73 (Pr = 10).

We compare these predictions with the ratios 〈δ̃θ/δ̃u〉t̃ along the wind near the bottom plate,

obtained in our DNS. (Here 〈· · · 〉t̃ denotes the time averaging.) Similar to Shi et al. [118], we

consider the instantaneous LSC plane and evaluate the viscous and thermal BL thicknesses by

using the slope method [155]. The wind velocity is determined as the maximum of the radial

velocity considered at heights smaller than 2H̃/Nu(δ̃θ/δ̃u)
−1, where δ̃θ/δ̃u is estimated within

the PB ansatz (i.e. β = π).

Note that in [155] the maximum considered height for evaluating the wind magnitude was

2H̃/Nu, since there Pr was close to one and, consequently, δ̃θ/δ̃u was approximately one as

well.

The resulting ratios 〈δ̃θ/δ̃u〉t̃ are presented in figure 9.6 in dependence of the horizontal

position x/H, for different Pr and Ra, together with the estimates (horizontal lines) for β = π

(Prandtl–Blasius flow), β = π/2 (stagnation-point flow) [119] and β = 0.7π (9.31). As one can

see, the ratios remain almost constant along the path of the wind. The prediction for β = 0.7π

represents the DNS results generally better than the classical PB ansatz (β = π) [119].

However, one of the key assumptions of the developed approach is a strong enough wind, i.e.

buoyancy can be neglected within the BLs (cf. [119]). Hence, for small Prandtl numbers, the

agreement with the theory is better for larger Rayleigh numbers, when the wind dominates over

the small-scale fluctuations. This is evident from figure 9.6a for Pr = 0.1. For Ra = 106 and 107

the strong small-scale fluctuations lead to a small over-prediction of the ratio 〈δ̃θ/δ̃u〉t̃ , whereas

for Ra = 108 a fair agreement is found. For larger Prandtl numbers, as in the case of Pr = 10

displayed in figure 9.6c, the wind itself is not strong enough, hence the ratio 〈δ̃θ/δ̃u〉t̃ is slightly

under-predicted.
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together with the predictions [119] (gray horizontal lines) for β = π (Prandtl–Blasius
flow), β = π/2 (stagnation-point flow) and estimate (9.31) for β = 0.7π .

Nonetheless, the prediction given by eq. (9.31) is always in a better agreement with the DNS

data than the PB one.

9.4 Consequences for the grid resolution in DNS

In this section we discuss shortly the influence of wind angle on the required grid resolution in

DNS of turbulent thermal convection.

It is the well established criterion [121] that in DNS the (local) mesh size h̃ must not be larger

than the (local) Kolmogorov η̃K(~̃x, t) [73] and Batchelor η̃B [10] scales:

η̃K(~̃x, t̃) =
(

ν̃
3/ε̃u(~̃x, t̃)

)1/4
, (9.32)

η̃B(~̃x, t̃) =
(

ν̃ κ̃
2/ε̃u(~̃x, t̃)

)1/4
= η̃K(~̃x, t̃)Pr−1/2, (9.33)
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which are defined with the kinetic energy dissipation rate

ε̃u(~̃x, t̃)≡
ν̃

2 ∑
i

∑
j

(
∂ ũi(~̃x, t̃)

∂ x̃ j
+

∂ ũ j(~̃x, t̃)
∂ x̃i

)2

, (9.34)

where (x̃1, x̃2, x̃3)≡ (x̃, ỹ, z̃). In a horizontal plane A within the viscous BL the energy dissipation

rate ε̃u|A∈BL can be approximated as

ε̃u|A∈BL ≈ ν̃

(
Ũ/δ̃u

)2
. (9.35)

From this and (9.17), (9.19) and (9.32) we obtain the following estimate for η̃K |A∈BL:

η̃K |A∈BL

L̃
≈

(
γ

C2− γ

C2
1x

Re3

)1/4

, (9.36)

where Re≡ L̃Ũ/ν̃ is the Reynolds number based on the wind (9.6).

Therefore, for similar Reynolds numbers, near the isothermal plate, the required mesh size

h̃st.p. for the stagnation point flow (γ = γst.p. ≡ 1) is related to the mesh size h̃PB for the PB flow

(γ = γPB ≡ 2) by

h̃PB

h̃st.p.
≈
(

γPB

C2− γPB

C2− γst.p.

γst.p.

)1/4

≈ 1.93. (9.37)

This means that in DNS of turbulent thermal convection, in which the wind is not everywhere

parallel to the isothermal plate (like in RBC), an up to two times finer mesh resolution than in

the case of PB BLs is required within the BLs.

9.5 Conclusions

To describe laminar boundary layers in thermal convection, we considered a generalization of

the Prandtl–Blasius ansatz to the case of a non-horizontal free-stream flow above the viscous

boundary layer, i.e., the Falkner–Skan ansatz [119].

The asymptotes for the ratio of the thermal to viscous boundary layer thicknesses for infinite

and infinitesimal Prandtl numbers were derived as functions of the angle β between the wind

and the isothermal horizontal plate.

DNS of turbulent RBC for Pr = 0.1, 1, and 10 and Rayleigh numbers up to 108 showed that

β ≈ 0.7π for all investigated cases. The predictions for the boundary layer thicknesses for this

β and the considered Pr are found to be in better agreement with the DNS results than the

Prandtl–Blasius ones.

Since the developed approach is based on the assumption of a relatively strong wind above

106



9.5 CONCLUSIONS

the viscous boundary layer, which is compatible with the free-fall velocity, the agreement of the

theoretical estimates and the DNS results is best for relatively large Rayleigh numbers, Ra & 108,

and small Prandtl numbers, Pr . 1. For smaller Ra and higher Pr there is an apparent deviation

between theory and DNS, because this prerequisite is less valid. Nonetheless, even in those

cases the theoretical predictions based on the Falkner–Skan ansatz result in a better agreement

than those based on the Prandtl–Blasius ansatz.

It is also expected that in mixed convection with imposed free-stream flows, moderate Ray-

leigh numbers and Archimedes numbers about one, even better agreement of the theoretical

predictions and DNS or experimental results can be obtained. This and measurements [83] of

the BL thicknesses along the path of the large-scale circulation near the isothermal surfaces

might be the subject of forthcoming studies.

The authors acknowledge financial support of the Deutsche Forschungsgemeinschaft (DFG) under the grants

SH405/2, SH405/3 and SFB 963/1, project A6.
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Abstract

Direct numerical simulations (DNS) of Rayleigh-Bénard convection in a cube and a cylinder

with equal diameter and height are performed to investigate the main responses of the system,

namely heat flux and motion. Differences in the latter two quantities for the two geometries

suggest a transition between different flow states in the cube, which is not observed in the

cylinder due to its rotational symmetry. A method is introduced to analyse the flow dynamics in

the cube, which relies on the temperature distribution at the lateral walls. It reveals that above a

certain Rayleigh number the global flow structure in the cube is organized in a diagonal manner

and not longer parallel to the walls, which leads to differences in the heat flux and the kinetic

energy in the cylindrical and the cubic sample.
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10.1 Introduction

Rayleigh-Bénard convection (RBC) as a model system for many convective flow problems

occurring in nature and technology is usually studied in terms of the Oberbeck-Boussinesq (OB)

approximation [5]. Within this approximation, the flow is determined by the dimensionless

temperature gradient, Rayleigh number Ra, and a fluid parameter, Prandtl number Pr. Besides

the dynamical similarity, forced by equal Pr and Ra, flow setups must be geometrically similar

to lead to similar solutions.

The geometry is usually parameterised by one (or more) aspect ratios, e.g. diameter/height

for a cylinder. In DNS of Rayleigh-Bénard convection in cylindrical samples filled with air the

influence of the aspect ratio on the mean heat flux is reported to be small [8], while experiments

in rectangular containers filled with water do not show any significant influence [168] at all.

From two-dimensional DNS, it is known [97, 98] that the mean heat flux is significantly

influenced by changes in the global flow structure occurring for small aspect ratios. In addition,

a theoretical attempt [53] exists trying to explain the influence of the aspect ratio. The latter is

based on differences between the boundary layers attached to the vertical and horizontal walls.

These differences are discussed for different flow structures (called “plate filling” and “laterally

restricted”), but the occurrence of this flow structures are not understood and therefore, the

applicability of the theory is questionable.

The aspect ratio is of course not sufficient for describing the geometry, since e.g. a cube and a

cylinder, both with aspect ratio one, are still not similar geometries. To our knowledge, the only

study comparing the flow in different geometries in a direct way deals with a cylindrical and a

rectangular convection cell of equal volume and height, i.e. different aspect ratio, for large Ra

[39]. The comparison reveals, that the temperature and velocity fluctuations in the center of the

convection cell differ considerably, in particular, regarding the scaling with Ra. This means, that

the influence of the geometry is not negligible at all for high Ra.

In the present study, the geometry’s influence on the flow within two cavities with equal aspect

ratio is investigated. We performed direct numerical simulation (DNS) of the flow in a cube

and a cylinder with equal diameter and height (section 10.2). The main integral responses of

the system, namely the Nusselt number (vertical heat flux) and the Reynolds number (motion)

and their Ra-dependence, are compared (section 10.3.1). They show a strong influence of the

geometry especially, for small Ra. To understand these differences a method is introduced to

analyse the global flow structure and its instantaneous dynamics (section 10.3.2).

10.2 Methodology

DNS of RBC are performed in a cube and a cylinder with equal diameter and height. A fourth-

order accurate finite volume code in cylindrical [67, 123] and in Cartesian coordinates [69, 120],
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respectively, is used to solve the dimensionless governing equations in OB approximation:

∂t~u+~u ·~∇~u =−~∇p+

√
Pr
Ra

~∇2~u+θ~ez, (10.1)

∂tθ +~u ·~∇θ =

√
1

RaPr
~∇2

θ , ~∇ ·~u = 0. (10.2)

As reference quantities we use the free-fall velocity
√

αg∆H and the height H have been used.

The temperature is made dimensionless by θ = (T −TM)/∆ with TM = (Tbottom +Ttop)/2 and

∆ = Tbottom−Ttop. The boundary conditions for the considered domains are defined as follows.

Top and bottom plates are isothermal with Tbottom > Ttop, while the vertical walls are adiabatic.

Further, no-slip and impermeability conditions are set on all walls. All material properties are

considered to be constant except of the density in the buoyancy term, which is assumed to depend

linearly on the temperature. The fluid is a (heavy) gas, i.e. Pr = ν/κ = 0.786, and the Rayleigh

number Ra = αg∆H3/(νκ) is varied between 105 and 107. Here, ν is the kinematic viscosity, κ

the thermal diffusivity, α the isobaric thermal volume-expansion coefficient, g the gravitational

acceleration and H the height of the convection cell. The resolution of the simulation is chosen

according to [121] and [157].

10.3 Results

To investigate the influence of the geometry the two main responses of the system, motion and

vertical heat flux, and their dependence on Ra are investigated. A further analysis of the flow

structure in the cube is performed and the obtained results are compared to the flow structure in

the cylinder.

10.3.1 Integral Responses of the System

The two main responses of the system, motion and heat flux from bottom to top, can be expressed

by integral quantities, namely, the Reynolds number Re and the Nusselt number Nu. The latter is

the ratio of the integral vertical heat flux of the system and the heat flux which would occur in a

solid body under the same conditions. It reads in dimensionless formulation

Nu =

〈√
PrRauzθ −

∂θ

∂ z

〉
Az,t

, (10.3)

where Az is the area of the cross-section orthogonal to the z−direction.

For natural convection the definition of the Reynolds number Re is more complex, since

the choice of the characteristic velocity and length are rather arbitrary. For convenience, we

choose the height H as reference length and calculate a reference velocity from the volume- and
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FIGURE 10.1: Ra-dependence of (a) the reduced Nusselt number NuRa−0.3 and (b) the reduced Reynolds
number ReRa−0.5 for cube and cylinder (with equal diameter and height) and Pr = 0.786.

time-averaged kinetic energy of the flow, i.e.

Re =

√
Ra
Pr

√
〈~u2〉V,t . (10.4)

For both quantities, Nu and Re, a large variety of results from DNS and measurements exist

to which good agreement is found [71, 155]. Further, there are different theories to describe

their dependence on Ra and Pr, among which the theory by Grossmann & Lohse [50] should be

mentioned here. However, none of the theories sufficiently consider the geometry of the sample.

The comparison of Nu and Re obtained in the cube and in the cylinder in our DNS are shown

in figure 10.1. For clarity, both quantities are reduced by a certain power of Ra. Deviations

between the cube and the cylinder case up to 10% for Nu and even up to 60% for Re are found.

For small Ra, the cube case is characterised by larger Nu and Re, while for larger Ra it is vice

versa. Nevertheless, the scaling with Ra is found to be similar for large Ra. This tendency is also

correct for even larger Ra as it is pointed out in [71]. Further, there is no universal scaling law

Nu∼ Raα with constant α (and for Re as well) (cf. [155]). This is explained in theory [50] by a

change between different regimes. Nevertheless, the steep drop in Re and Nu for the cube for

Ra≈ 106 must be studied in more detail. To do so, in the next subsection the flow structure in
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FIGURE 10.2: Time-averaged temperature distribution (red warm, blue cold, white arithmetic mean

temperature) on the vertical walls of the cube for (a) Ra = 105, (b) Ra = 106 and
Pr = 0.786. The circled numbers mark the corners for the instantaneous analysis.

the cube is further analysed.

10.3.2 Flow Structure

As it has been shown previously [155], the structure of the global flow in a cylindrical sample

with aspect ratio one is not much influenced by an increase in Ra. Further, the transition from a

stationary equilibrium to an instationary one takes place between Ra = 105 and Ra = 3×105.

This leads to a steep increase in the reduced Nusselt and Reynolds number (cf. figure 10.1). The

latter is also obtained for the cubic sample, but for Ra around 106, both quantities decrease.

To analyse this drop, a method already used for the cylinder [155] is adopted to the cube. When

warm fluid is rising close to the vertical wall, this leaves a temperature footprint on the wall, as

shown in figure 10.2 for the time-averaged temperature. If the height z0, at which the arithmetic

mean temperature (of top and bottom plate) is reached, is located close to the top plate, warm

fluid is moving upward close to this wall, and if it is located close to the bottom plate, cold fluid

is moving downwards. This information is available in instantaneous temperature fields as well.

The latter are saved for the whole domain four times per dimensionless time unit H/
√

αg∆H.

For all corners ( 1© : x = 0,y = 0), ( 2© : x = 0,y = H), ( 3© : x = H,y = H),( 4© : x = H,y = 0)

the height z0 is identified in the instantaneous temperature fields. The four time-series z0(t)

reflect the global flow structure in the cube and its development in time. The time-series, for

the Ra-interval in which the drop in Nu and Re appears, are displayed in figure 10.3b,d,f.1

1It should be noted that for symmetry reasons the corners can be interchanged by rotating and mirroring the domain.
This has been done to simplify the comparison between the different Ra.

113



10 INFLUENCE OF THE SHAPE OF THE DOMAIN

(a) (b)

0
0.2
0.4
0.6
0.8

1

z 0
(t
)/

H

900 950 1000 1050 1100
time t (arb. origin)(c) (d)

0
0.2
0.4
0.6
0.8

1

z 0
(t
)/

H

750 800 850 900 950
time t (arb. origin)(e) (f)

0
0.2
0.4
0.6
0.8

1

z 0
(t
)/

H

900 1000 1100 1200 1300
time t (arb. origin)1©

2© 4©

FIGURE 10.3: Isosurfaces of the time-averaged temperature (red warm, blue cold) and corresponding
time-histories of the height z0 as defined in the text (blue: corner 1© , green: corner 2© ,
red: corner 3© , black: corner 4© ), for (a),(b) Ra = 105, (c),(d) Ra = 3×105 and (e),(f)
Ra = 106, Pr = 0.786. Note that in figure 10.3b the blue and red lines are not visible
because they collapse with the green and black line, respectively.

Additionally, the corresponding isosurfaces of the time-averaged temperature are presented in

figure 10.3a,c,e. Both reveal a change in the global flow structure from a flow approximately

parallel to the vertical walls (Ra = 105) to a flow which is organised in a diagonal manner

(Ra = 106). As a consequence, the flow for Ra = 105 is rising at the corners 1© and 2© and

between them as figure 10.2a and figure 10.3a reveal. The other limit is reached for Ra = 106

for which the warm fluid rises in the corner 2© and cold fluid is moving downward in the corner
4© (cf. figure 10.2b and figure 10.3e). In between, for Ra = 3×105, the global flow structure is

oriented already slightly diagonal but still shows a large component in direction parallel to the

walls.

Of course, this information is not only visible in the temperature field but also, in more detail

in the time-averaged velocity field. In figure 10.4, the time-averaged velocity field in the vertical

slice at the height of the averaged thickness of the thermal boundary layer zslice/H = (2Nu)−1
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FIGURE 10.4: Horizontal slice at height zslice/H = (2Nu)−1 of the time-averaged vertical velocity
(colour coded) with superimposed velocity vectors within this plane for (a) Ra = 105 and
(b) Ra = 106, Pr = 0.786.

close to the bottom plate is depicted. In colour the magnitude of the vertical velocity is shown,

while the superimposed vector-field displays the velocity components within the slice. It becomes

obvious that the flow fields are more complicated than it seems from the temperature distribution.

For Ra = 105, the flow is mainly pointing from the right to the left (cf. figure 10.4a), while

for Ra = 106 it is spreading over the whole area but has a dominant diagonal component. This

means that the length corresponding to the large scale flow for the diagonal flow is rather
√

2H

(diagonal of the bottom plate) than simply H. This leads to an effective aspect ratio larger than

one, while for the flow parallel to the walls it is one.

The results for a cylindrical sample [8] reveal that Nu for Ra ∈ [107,109] is decreasing

when the aspect ratio is increased above one. In an experimental study [168] using water (i.e.

5.18≤ Pr ≤ 7.03) Nu is found to be independent of the aspect ratio larger than one. Since the

dependence on the aspect ratio seems to be more pronounced for smaller Pr, as two-dimensional

simulations suggest [97], it can be suggested that the difference in Nu might be connected to this

change in the effective aspect ratio. If in addition, boundary layers of Prandtl-Blasius type are

assumed, as as it is often done for RBC in the considered Ra-range, Nu and Re are related by

Nu2 ∼ Re [121], which makes the drop of Re reasonable.

For the physical mechanism behind the decrease in Re, we find the following possible expla-

nation: When the global flow is changing to a diagonal structure, the warm fluid rises in the
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corner of the cube. There, the fluid is slowed down by the action of viscous forces present in the

boundary layers at two sidewalls.2 Contrary, for the cylindrical sample and for the global flow in

the cube with a structure parallel to the walls, the warm fluid is rising mainly close to one wall,

which might lead to a higher Re. To separate the effect of different effective aspect ratios from

the influence of corner effects, further simulations are required.

10.4 Summary

DNS of RBC have been performed in a cylindrical container with equal height and diameter

and in a cubic container, for Pr = 0.786 and Ra ∈ [105,107]. The main responses of the system,

motion and heat flux, expressed by Nu and Re have been evaluated and compared. Large

differences between the two geometries in absolute values as well as in their scaling with Ra

have been found. Most interesting is a drop of Nu and Re around Ra = 106 in case of the cube.

While both quantities are larger for the cube for Ra = 105, it is vice versa for Ra = 107. This drop

seems to correspond to a change in the global flow structure in the cube, which does not occur

in case of the cylinder. The main feature of the cubic geometry in the contrast to the cylindrical

one is the presence of two characteristic lengths, namely the side length and the length of the

diagonal of the plates. While for smaller Ra the flow is organized parallel to the vertical walls, it

is organized in a diagonal manner for larger Ra.

It is further found that the scaling of Nu and Re is similar for larger Ra, eventhough the absolute

values differ. This remaining difference might be caused by the arbitrary choice of geometries,

and in particular the choice of the cube’s aspect ratio. For large Ra rather the diagonal of the

cube’s bottom plate is characteristic for the flow. Thus, for future studies a comparison of a

cylinder and a box-shaped container, with equal effective aspect ratio based on this characteristic

length, seems reasonable.

The authors would like to thank Matthias Kaczorowski and Tomasz Czarnota for updating the computational code

in Cartesian coordinates and acknowledge support by the Deutsche Forschungsgemeinschaft (DFG) under grant

SH405/3-1.

2In the original paper it was argued here, that “This means that the viscous boundary layers close to two walls are
dissipating kinetic energy of the rising fluid.” This argument was not completely correct, as in the Oberbeck-
Boussinesq approximation the process of dissipation of kinetic energy and its regain as thermal energy is not fully
covered. This goes back to one of the basic assumptions of the Oberbeck–Boussinesq approximation, namely
that of a small Eckert number [113].
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Abstract

We report on a numerical study of the aspect-ratio dependency of Rayleigh-Bénard convection,

using direct numerical simulations. The investigated domains have equal height and width while

the aspect ratio Γ of depth per height is varied between 1/10 and 1. The Rayleigh numbers Ra

for this study variate between 105 and 109, while the Prandtl number is Pr = 0.786. The main

focus of the study concerns the dependency of the Nusselt number Nu and the Reynolds number

Re on Ra and Γ. It turns out that due to Γ, differences to the cubic case (i.e., Γ = 1) in Nu of up

to 55% and in Re of up to 97% occur, which decrease for increasing Ra. In particular for small

Γ sudden drops in the Ra-scaling of Nu and Re appear for Ra ≈ 106. Further analysis reveals

that these correspond to the onset of unsteady motion accompanied by changes in the global
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flow structure. The latter is investigated by statistical analysis of the heat flux distribution on the

bottom and top plates and a decomposition of the instantaneous flow fields into two-dimensional

modes. For Ra slightly above the onset of unsteady motion (i.e., Ra≈ 106) for all considered

Γ≤ 1/3 a four-roll structure is present, which corresponds to thermal plumes moving vertically

through the domain’s center. For Ra≥ 107, also for small Γ, a single-roll structure is dominant,

in agreement with two-dimensional simulations and experiments at larger Ra and Pr.

11.1 Introduction

A fluid confined between a heated bottom and cooled top plate at rest reacts on the temperature

gradient parallel to gravitational acceleration by the onset of motion and the occurrence of an

increased heat flux in comparison to a solid body, if this temperature gradient is large enough.

This phenomenon is known as Rayleigh-Bénard convection (RBC). As a model system for

many convective flow problems occurring in nature and technology, RBC has been studied for

more than a century [5, 32, 84]. In the last decade the scaling of motion, i.e. Reynolds number

Re, and heat flux, i.e. Nusselt number Nu, with the two non-dimensional parameters Rayleigh

number Ra and Prandtl number Pr has been investigated extensively in experiments, numerical

simulations and theory. The influence of the geometry as an additional parameter is thereby less

good understood.

Generally the geometry can be expressed by an aspect ratio as the ratio of the container’s

horizontal extend and its height. The studies of this aspect ratio’s influence can be separated in

two parts: for aspect ratios (much) larger than one and those smaller than one. From experiments

with water it was obtained that for the large aspect ratio case Nu slightly decreases with increasing

aspect ratio until a saturation takes place at about aspect ratio five [5, 46]. In Direct Numerical

Simulations (DNS) of convection in air a non-monotonic dependency was found [8]. It is

connected to the existence of multiple horizontally aligned convection rolls. The number of rolls

is thereby determined by the aspect ratio and influences Nu. For small aspect ratio the situation

is similar, but here the rolls are vertically stacked. The number of rolls influences Nu. States with

different amount of rolls can coexist and the way of their mixing depends on Ra [159, 163]. In

particular two-dimensional (2D) simulations reveal, that the change between the different states

happens quite rapidly [97, 98]. Theoretical approaches modeling the influence of the aspect

ratio are quite limited [34, 53] and none of the theories describing the scaling of Nu with Ra and

Pr includes the aspect ratio or any further description of the geometry, so far [50, 65, 128].

In case of Re the geometry influence is even less studied. For the two-dimensional steady case,

an increase of Re with the aspect ratio is obtained, while the scaling of Re with Ra is unchanged

[34].

In the present study we investigate RBC by means of three-dimensional (3D) DNS for

Pr = 0.786 and Ra between 105 and 109. To exclude the effect of multiple convection rolls,
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we leave the height and width of the container equal, while the depth is decreased. The latter

configuration, i.e. a box with equal height and width but a rather short depth, is motivated

by a series of experimental studies using e.g. two-dimensional particle image velocimetry

[167, 172, 174]. The flow in such a domain is thereby assumed to be quasi two-dimensional,

which justifies the two-dimensional measurements. The nearby walls confine the large-scale

flow and thus suppress horizontal reorientations, which occur for example in cylindrical domains

[19]. This advantage simplifies also the analysis of the numerical data. Since DNS are feasible

only for rather small Ra, due to high computational effort [121], a larger influence of the nearby

walls than in the experiments at higher Ra is expected, which might lead to a strong geometry

dependency. Instead of using such a quasi two-dimensional domain, it would be possible to

perform 2D DNS. Since for small Pr differences between 2D and 3D DNS results exist even

for integral quantities like Nu and Re [114], 3D DNS are required in particular for quantitative

studies.

Besides the scaling of Nu and Re with Ra and the aspect ratio, we analyze the geometry’s

influence on the global flow structure by means of a mode decomposition. The latter one has

been already applied to 2D DNS in order to study flow reversals [28, 29]. Special emphasis

is set on aspect ratio (depth/height) one fourth, since it was used in many above mentioned

experiments.

The paper is organized as follows. In section 11.2 we describe the numerical method and give

the simulation parameters. The integral system responses, i.e. Nu and Re and their dependences

on Ra and the aspect ratio of the domain are discussed in section 11.3 together with a statistical

analysis of related local quantities like the distribution of kinetic energy and local heat flux in

section 11.4. To understand the aspect ratio dependence of Nu and Re we analyze in section 11.5

the dynamics of the flow and the global flow structure. This is accompanied by a comparison

with results obtained in a cylinder with equal diameter and height and an outlook to larger Ra up

to 109 in section 11.6. The paper is closed by a summary in section 11.7.

11.2 Numerical Method and Simulation Parameters

A fourth order accurate finite volume method [120] working in box-shaped domains is used to

solve the equations describing the conservation of mass, momentum and energy in Oberbeck-

Boussinesq approximation. They read in non-dimensional form

∂~u
∂ t

+~u ·~∇~u =−~∇p+

√
Pr
Ra

~∇2~u+T~ez,

∂T
∂ t

+~u ·~∇T =

√
1

PrRa
~∇2T, ~∇ ·~u = 0,
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FIGURE 11.1: Sketch of the computational domain with nomenclature and coordinate system.

where~u is the velocity, p is the pressure, T is the temperature and~ez is the unit vector in vertical

direction. The dimensionless parameters characterizing the fluid and the sample are the Rayleigh

number Ra = α̂ ĝ∆̂Ĥ3/(ν̂ κ̂) and the Prandtl number Pr = ν̂/κ̂ . For non-dimensionalization

the free-fall velocity
√

α̂∆̂ĝĤ and the height of the container Ĥ are used, while their ratio

is the reference for time, i.e. t̂ref =

√
Ĥ/(α̂ ĝ∆̂). The temperature is made dimensionless by

T = (T̂ − T̂M)/∆̂ with ∆̂ = T̂bottom− T̂top and T̂M = (T̂bottom + T̂top)/2. Here, the hat denotes

dimensional quantities and ν̂ is the kinematic viscosity, κ̂ the thermal diffusivity, α̂ the isobaric

thermal expansion coefficient and ĝ the gravitational acceleration. The simulations are initialized

by a fluid at rest and a linear temperature gradient superposed by a small disturbance to accelerate

the onset of convection.

No-slip and impermeability conditions are set on all walls, the vertical walls are adiabatic and

the bottom and top plates isothermal with T̂bottom > T̂top. The width Ŵ of the domain is chosen

equal to the height Ĥ and the aspect ratio ratio Γ = depth/height = D̂/Ĥ is varied between 1/10

and 1 (cf. figure 11.1).

The Rayleigh number is varied between 105 and 109, while the Prandtl number is kept constant

at Pr = 0.786. In the appendix in table 11.1 these and further simulation parameter like the

spatial resolution are collected. The latter has been chosen according to Shishkina et al. [121]

to fulfill the resolution requirements for a DNS. Since this estimate for the resolution inhibits

assumptions on the boundary layer structure, the spatial resolution close to the walls has been

further increased and was checked a posteriori by using time-averaged kinetic dissipation rates.

Besides time-averaged fields also instantaneous fields have been collected with a sampling

frequency of four per time-unit. This allows a posteriori analysis of the flow fields [155].

In particular for small Ra up to Ra ≈ 107, the sampling rate is large enough to resolve even

Kolmogorov time-scales η̂t = (ν̂/ε̂u)
1/2, with the kinetic dissipation rate ε̂u. For the latter the
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FIGURE 11.2: Reduced Nu vs. Ra (a) and reduced Re vs. Ra (b) for different Γ =depth/height, Pr =
0.786.

analytical relation 〈ε̂u〉t,x,y,z = Ĥ−4ν̂3(Nu−1)RaPr−2 holds, where 〈·〉φ denotes an average with

respect to φ and Nu is the dimensionless heat flux as defined in the next section. Thus it follows

for the ratio of η̂t and the time unit t̂ref, that η̂t/t̂ref =
√

Pr/(Nu−1) & 1/4 for Ra ≤ 107 and

Pr = 0.786. For larger Ra this sampling is still sufficient, since the main interest of the analysis

lies in large-scale properties which take place on time-scales much larger than η̂t .

11.3 Main system responses

Motion and increased heat flux characterize thermal convection. The motion can be expressed by

the Reynolds number Re =
√

Ra/PrU based on the height of the container and on the velocity

U =
√
〈~u2〉x,y,z,t . Of course other choices of the velocity are possible. This particular choice has

on the one hand the advantage, that it does not require analysis of the flow structure, while on

the other hand the comparison with experiments is difficult, since the velocity magnitude can

be hardly measured in the whole domain at an instant. In the next section we will compare this

choice of the velocity with two other possibilities.

The dimensionless heat flux is set in relation to the heat flux of a solid body with the same

thermal diffusivity κ̂ by the Nusselt number Nu = 〈
√

RaPr uzT −∂zT 〉x,y,t . Here ∂z denotes the

partial derivative with respect to z. For the chosen set of boundary conditions it can be derived

analytically that Nu is independent of z for infinitely long averaging time. Thus the deviation of

Nu in vertical direction can be used as a measure for statistical convergence of the results. The

largest deviation from the mean value 〈Nu〉z is given for all unsteady simulations in table 11.1

(in the appendix) together with Nu and Re and the averaging time for the unsteady simulations.

The scalings of these quantities with Ra and the influence of the aspect ratio Γ are studied in

the following. To highlight the differences in the scaling of Re and Nu with Ra, they are presented

in a reduced form, i.e. NuRa−3/10 and ReRa−1/2, respectively.

Figure 11.2, which shows the Ra-scaling for different Γ, reveals the following: First, for the
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FIGURE 11.3: Reduced Nu vs. Γ (a) and reduced Re vs. Γ (b) for different Ra on a double logarithmic
scale, Pr = 0.786.

constant Ra differences to the case Γ = 1 in Nu of up to 55% and in Re of up to 96% are obtained.

These large differences occur for small Ra and decrease with increasing Ra. For Ra = 107 Nu

becomes Γ-independent if Γ ≥ 1/4. For Re the differences remain even for large Ra but the

scaling with Ra becomes similar for all Γ≥ 1/4. In between those two extreme cases, for Ra

around 106, a non-monotonic Γ-dependence is found for Nu and Re. It is accompanied by sudden

drops in Nu and Re for certain Ra. Such drops seem to be special for this box-shaped domains,

as they are for example not present in cylindrical domains with equal diameter and height [155].

Since the drops take place within a third of a decade, they differ from the changes in the scaling

obtained in cylindrical domains. The latter are due to changes between different flow regimes

[50] and take place over several decades in Ra (see also section 11.6). The rapid changes in

Nu are known from 2D DNS with small aspect ratio and are explained by changes in the flow

structures, which take place at certain Ra [97, 98]. There the flow organizes in a set of vertically

stacked rolls, which number depends on Ra and the aspect ratio. Vertically stacked rolls are

not expected for the present three-dimensional domains, but similar changes between different

flow states might cause the rapid changes in Nu and Re. Therefore the global flow structures and

related flow characteristics are studied in the next sections.

To understand the Γ-influence in more detail and to figure out, whether a fundamental scaling

law with Γ exists, in figure 11.3 the reduced Nu and Re are plotted against Γ on a double

logarithmic scale. In case of Re a Ra-independent Γ-dependence is found as soon as a critical

aspect ratio ΓC is reached. Thereby ΓC grows with decreasing Ra, e.g. ΓC ≈ 1/4 for Ra = 107,

while ΓC ≈ 1/2 for Ra = 105. Above ΓC the reduced Re collapse for all Ra and shows a weak Γ

dependence of about Re∼ Γ3/20 (indicated by a dashed line in figure 11.3(b)).

For Nu the situation is more complicated (c.f. figure 11.3(a)). Similar to the case of Re the

differences between the graphs for different Ra become quite small above a critical Γ′C. This Γ′C
seems to be slightly larger than ΓC in case of Re. Nevertheless the graphs for different Ra agree
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FIGURE 11.4: (a) Time-averaged probability density function of Relocal for different Γ and (b) Γ-
scaling of the Reynolds number based on different velocities as defined in the text,
Ra = 107, Pr = 0.786.

not as good as in case of Re, which might be connected to the fact Γ′C > ΓC. Roughly one might

conclude that above Γ′C Nu depends only weakly on Γ.

11.4 Statistical analysis

In order to highlight further the differences but also similarities of different aspect ratio cases, we

perform a statistical analysis of some quantities, which are closely related to Nu and Re. Thereby

we use a large amount of instantaneous flow fields as described in section 11.2.

For detailed information about the velocity field, i.e. Re, we evaluate the local instantaneous

velocity magnitude in the whole domain, which can be expressed as a local Reynolds number

Relocal =
√

Ra/Pr |~u|. The time-averaged probability density functions (p.d.f.) of the latter

quantity for different Γ and Ra = 107 are depicted in figure 11.4(a). For all different Γ the

structure of the p.d.f. is thereby similar: it consists of two parts, a strongly Γ-dependent part for

low velocities which we relate to the processes in the viscous boundary layer (BL) and for larger

velocities a part with a Gaussian shape, which is associated with the bulk flow. This second

part is for Γ ≥ 1/4 only weakly Γ-dependent. With increasing Γ the tails of this part of the

distribution are slightly shifted to larger velocities. This is in good agreement with the tendency

that was observed for Re in figure 11.3(b). In particular if the most probable Relocal, called Remp,

is compared to Re the similarities become obvious as shown in figure 11.4(b). Note that in the

case of Γ = 1/10 the local maximum of the Gaussian-like part is considered and not the peak

close to Relocal = 0. For completeness also the Reynolds number based on the maximal vertical

velocity Remax =
√

Ra/Pr 〈max(|uz|)〉t is added to this graph. We find that Remax ≈ 2.7Re and

Remp ≈ 0.76Re for Γ≥ 1/4. As already observed in figure 11.3(b), a scaling of about Re∼ Γ3/20

is obtained. This is a quite weak dependence, which is suprising. Since Re is calculated as a

volume-integral, it includes also the viscous BLs with rather small velocity magnitudes. In a
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domain with smaller Γ the contribution of the BLs to the total volume is expected to be larger in

comparison with a larger Γ (for fixed Ra and Pr). For geometrical reasons this would lead to

a stronger Γ-dependence, which is not obtained. Since also Remax scales in a similar way, the

reason for this cannot only be a decreased BL thickness for small Γ, which would be related to a

larger Remax as a characteristic velocity of the large scale flow. This issue is further addressed in

section 11.4 by an analysis of the global flow structure.

To quantify the variability of the turbulence in dependence of the aspect ratio Γ, we consider

profiles of the velocity and temperature fluctuations in y direction, as depicted in figure 11.5.

Several observations can be made: First, the difference between Γ = 1/10 and larger Γ, as

discussed above, is also visible in the fluctuations of T , ux, uz. While for Γ≥ 1/4 the mentioned

fluctuations are very similar in the bulk region 0.3≤ y/D≤ 0.5, the case Γ = 1/10 shows larger

temperature and smaller velocity fluctuations. Further, in the case of uz the profiles of the

fluctuations have a local maximum in the vicinity of the wall at y = 0 only for Γ ≥ 1/4. The

distance from the wall of the local maximum is considered as the thickness of the viscous BL.

Thus the non-existence of the maximum in case of Γ = 1/10 can be interpreted as a merging of

the BLs attached to the walls at y = 0 and y = D. The temperature fluctuations reflect a similar

effect, since they are much more homogeneous for Γ = 1/10 than for larger Γ. The strongest

influence of the aspect ratio can be observed for the fluctuations of uy. There an decreased aspect

ratio leads to smaller fluctuations in the bulk region and thus a suppression of the turbulent

motion as a three-dimensional phenomenon. The supression of motion in y-direction can be also

interpreted as a change in the global flow structure to a quasi 2D one for small Γ. This issue is

discussed in the next section.

Before that, we study the Γ-dependence of Nu by a statistical analysis similar to the one for

Relocal. We evaluate the local heat flux on the bottom and top plates Ωz =−∂zT from instanta-

neous flow fields and depict the results as time-averaged p.d.f.s for Ra = 107 (cf. figure 11.6).

First of all the similarity of all the p.d.f.s except of the one for Γ = 1/10 becomes obvious.

This is in good agreement with the fact that Nu, i.e. the first moment of the p.d.f., is almost

Γ-independent for Γ≥ 1/4 as shown in figure 11.2(a). In particular those p.d.f.s collapse at two

points (Ωz ≈ 7 and Ωz ≈ 22). This is also correct for the other investigated Γ, which are omitted

in the plot for clarity. Furthermore, the spread of the p.d.f.-tails is larger for small Γ, which

means, that for small Γ extremely low/high heat fluxes are more probable compared to the larger

Γ cases. This might be again connected to the global flow structure, since large Ωz appear where

hot/cold plumes penetrate the top/bottom boundary layers. The localization of regions where the

appearance of such plumes is very probable depends on the global flow structure, which might

depend on Γ.

To investigate, where large Ωz appear at the plates, we extract the positions at the top/bottom

plates, where the maxima of the instantaneous Ωz are achieved. These positions for the whole

time series are depicted in figure 11.7 as a two-dimensional histogram. Black means a high
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FIGURE 11.5: Horizontal fluctuation profiles of (a) the temperature T and (b),(c),(d) the veloc-
ity components ux, uy, uz, respectively, in dependence of the aspect ratio Γ for
Ra = 107, Pr = 0.786.

probability and white a low one. For symmetry reasons the results for the whole plates are

collapsed on one fourth of the plate (c.f. the axis labeling). Note that the histograms look noisy

since the very fine computational meshes are used for binning. From figures 11.7(a),(b) it

becomes obvious that for small Γ the largest Ωz occurs mainly at the center of the plate, i.e. the

upper right corner in the plots. For large Γ, it occurs apart from the center and rather close to the

lateral walls, i.e. close to the lower and left edges of figures 11.7(c),(d).

In the following we want to discuss shortly, why larger Ωz are obtained for thermal plume

movement through the center of the domain (case I, figure 11.8(a)) compared to the plumes

movement along the vertical walls (case II, figure 11.8(b)). In the former case, the plumes hit

the horizontal wall almost at a right angle. If the plumes move along the sidewall (case II) they

detach due to secondary roll structures appearing in the corners. See also the experimental

visualizations by Xi et al. [161]. Due to the solid walls the plumes are decelerated when

approaching the plate. How deep the cold plume can penetrate the warm boundary layer depends

on the vertical component of the plumes’ momentum. Since the driving of the plumes is
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FIGURE 11.6: Time-averaged probability density function of the local instantaneous heat flux on the
bottom and top plates Ωz for different Γ and Ra = 107, Pr = 0.786.

determined by Ra, which is kept constant in this argumentation, we can assume that the size of

the vertical component of the momentum depends only on the angle between the plume-velocity

and the horizontal plate. In case I it is by the above argumentation larger than in case II, and

therefore a larger Ωz is more probable if the plumes move through the domain’s center.

Since for Γ≥ 1/4 the first moment of the p.d.f.s, i.e. Nu, is independent of Γ, the large Ωz

occurring for small Γ need to be accompanied by smaller ones, which thus leads to a larger

spreading of the p.d.f.-tails in this case.

For all Γ it is observed that the largest Ωz does not occur closer than about H/10 to the

sidewall. This fits also to the argumentation, stating that if plumes fall/rise close to the vertical

walls, they detach from the wall and cannot reach the bottom plate close to it. This is obtained

also in cylindrical domains, where the largest mean heat flux at the heating plate is obtained at

about 0.9R, where R is the radius of the domain [155]. Further studies show that apart from the

horizontal plates, the largest heat flux is also located close to but directly at the vertical walls

[80, 124].

11.5 Global flow structure and dynamics

In the the present section we give insight in the global flow structure and the dynamics of the

flow. Since in RBC in many cases slow transients exist, e.g. flow reversals or reorientations [19],

it is insufficient to study time-averaged flow fields. In particular the mentioned slow processes

occur on time-scales which are of the order of the simulated time [139]. Thus an analysis of

instantaneous fields is required, which inhibits the information about the slow transients and

offers the opportunity to separate them from the faster ones [155]. Here the main focus of the
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FIGURE 11.7: Histogram of the localization on the bottom/top plate of max(Ωz) at an instant for (a)
Γ = 1/10, (b) Γ = 1/4, (c) Γ = 1/2, (d) Γ = 1. Black corresponds to a large probability
and white to small one. For symmetry reasons the plots are reduced to the distribution
within one fourth of the bottom plate. Ra = 107, Pr = 0.786.
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FIGURE 11.8: Sketches of cold thermal plumes arriving at the hot boundary layer (indicated by the
horizontal dotted line), which is attached to the heating plate. (a) The thermal plume
falls almost vertically in the domain’s center, penetrates the boundary layer, which leads
to a large local heat flux Ωz at the center of the plate (case I). (b) The thermal plume falls
near the vertical wall, detaches to avoid the corner, which leads to a large Ωz close to but
not directly at the vertical wall (case II).

study is set on the small Γ cases, to investigate the differences between them and to explain

the rapid changes which occur in the Ra-scalings of Nu and Re. Furthermore, for Ra = 107

differences between Γ = 1/10 and all larger Γ cases are present. This requires further analysis,

which is feasible by using instantaneous flow fields. Since the results strongly depend on whether

the flow is steady or unsteady, we first discuss the equilibrium state of the flow.

11.5.1 Onset of unsteady motion

If a critical RaC is reached, RBC becomes unsteady and for larger Ra even chaotic or turbulent.

The onset of this unsteady motion has been studied widely in larger aspect ratio domains, for

which the influence of the side-walls is intentionally kept small. As soon as the aspect ratio

becomes smaller, the influence of the sidewalls is increasing and it is expected that larger RaC are
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FIGURE 11.9: State of the equilibrium (steady/unsteady) in dependence of Ra and Γ, Pr = 0.786.

required for the onset of unsteady motion, due to a damping of disturbances close to the walls

[2, 25, 60, 76]. From a previous study in a cylindrical domain with equal diameter and height

we expect the onset of unsteady motion to take place in such a domain between Ra = 105 and

Ra = 3×105 for Pr = 0.786 [155]. Note that besides the geometry of course also Pr influences

this onset. Nevertheless, in case of glycerol (Pr = 2547.9) this transition takes place between

Ra = 105 and Ra = 106 as well, which means that the dependence on Pr is rather weak [67].

To determine, whether the equilibrium is steady or unsteady, time-series of the heat flux

entering/leaving the the sample through the bottom/top plate Nubottom/top(t) = 〈−∂zT 〉x,y|z=0/z=1

are studied. If for a combination of Ra and Γ the latter quantities do not vary in time with

an amplitude larger than 10−10, the case is called “steady”. In practice this criterion is quite

sensitive for our set of parameters, since in unsteady cases amplitudes of order 10−1 are obtained.

This significant differences might be caused by the relatively large differences between the

discussed Ra. In figure 11.9 the results are collected in a single diagram.

When comparing the sudden drops in the Ra-scalings of Nu and Re (figure 11.2) with fig-

ure 11.9, it turns out that up to Γ = 1/3 the drops correspond to the transition to time-dependent

flow. This was also reported for large aspect ratio experiments, in which modifications in the

Ra-scaling of Nu appeared due to the onset of time-dependent flow [25]. From the assumption,

that the boundary layers are of Prandtl-Blasius-Pohlhausen type, a strong dependence of Nu and

Re follows [121]. This clarifies that the drops in Nu and Re occur simultaneously.

When studying figure 11.9, it becomes obvious that there is no monotonic dependence of RaC

and Γ. In particular for Γ = 1/10 we obtain RaC ≈ 106 while for Γ = 1/4 we find RaC ≈ 3×106.

Apart from these single anomalies, the general tendency is obtained that with decreasing Γ the

required RaC increases. As expected from the large aspect ratio studies [2, 60], between an
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FIGURE 11.10: Time-series Nubottom/top(t) for (a) Γ = 1/10 and (c) Γ = 1/3 and corresponding time-
spectra (b) and (d), respectively. Ra = 106, Pr = 0.786.

unsteady equilibrium and a one with a chaotic time-dependence we obtain quasi periodic flows

for certain combintations of Γ and Ra. We did not obtain those periodic flows for all Γ, since

only a few Ra have been studied in the DNS. Therefore the periodic state might appear between

two investigated Ra. Our study does not reveal, whether such quasi periodic states exist for all Γ.

In experiments it was found, that the aspect ratio might have influence on this [2].

Since the present study focuses on the aspect ratio dependence of heat flux and motion but

not on the transition to turbulence, we leave the investigation of these periodic states, that were

found accidentally, beyond the scope of the present work. Nevertheless we want to discuss two

particular cases, since they point out the differences between Γ = 1/10 and slightly larger Γ

cases. In figure 11.10 short intervals of the time-history Nubottom/top(t) for Ra = 106 and Γ = 1/3

and Γ = 1/10 are depicted together with corresponding time-spectra. The time-histories show

a significant difference: While for Γ = 1/3 Nubottom/top(t) oscillate in phase, they do not for

Γ = 1/10. As it is quite obvious the time-series for Γ = 1/10 is not perfectly periodic, which

we ascribe to a slightly too large Ra for the perfectly periodic case. This aperiodicity is of

course also expressed as noise in the spectrum. Besides this difference the spectra show that the

dominant frequency is in case of Γ = 1/10 only about half of that for Γ = 1/3. The absolute

values of the main frequencies are thereby of the order of the turnover frequency ft , which can

be approximated as ft =
√

Ra/Pr(Re/L), where L is the path length corresponding to a turnover

and is usually between 2H and 4H [90].

When looking at the flow (cf. the supplementary material [151] and the instantaneous flow
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FIGURE 11.11: Vertical slices at half depth of instantaneous temperature fields (red warm, blue cold)

with superposed velocity vectors. (a) For Γ = 1/10 the dynamics take place in the
domain’s center where hot and cold plumes rise and fall almost vertically. (b) In
contrary the flow for Γ = 1/3 consists of a single roll, i.e. warm and cold structures are
located close to vertical walls, while the center region is almost not moving and has
mean temperature (white), Ra = 106, Pr = 0.786.

fields in figure 11.11) it becomes obvious that these two cases have a completely different

dynamics caused only by the different Γ. For Γ = 1/3 a single convection roll filling the whole

box with a superposed horizontal twisting of the bulk region is present. In case of Γ = 1/10

the large-scale flow consists of large plume-like structures moving vertically through the center

of the domain with alternating vertical direction. This fits quite well to what is presented in

figure 11.7. As discussed at the end of section 11.4, the localization of large heat fluxes at the

center of the bottom plates for small Γ, corresponds to a global fluid motion through the box

center. Those two types of dynamics can be understood as different modes which might be

stronger or less strong for different Ra and Γ. This can be studied in particular for small Γ by a

decomposition in several two-dimensional modes, as discussed in the next sub-section.

11.5.2 2D mode decomposition

For small aspect ratio Γ, i.e. Γ≤ 1/3, the flow can be considered as quasi two-dimensional [167].

Therefore it is meaningful to use a 2D technique and analyze a vertical slice of the flow field at

half depth. We want to investigate in dependence of Ra and Γ the contributions of a four-roll state

(as for Ra = 106, Γ = 1/10, figure 11.11(a)) and a single-roll state (as for Ra = 106, Γ = 1/3,

figure 11.11(b)). Thus we conduct a decomposition of the flow in several multi-roll states, as

it was done to investigate flow reversals in 2D DNS [28, 29]. Therefore, we use the sets of

instantaneous flow fields mentioned earlier, and extract the components of the velocity field
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FIGURE 11.12: Sketch of the first four modes~vm,n for m, n ∈ {1,2} as defined in the text.

(a)

3×105 106 3×106 107

Ra

0

0.05

0.1

0.15

M
m
,n

m = 1, n = 1
m = 2, n = 1
m = 1, n = 2
m = 2, n = 2

(b)

3×105 106 3×106 107

Ra

(c)

3×105 106 3×106 107

Ra

FIGURE 11.13: Contributions of the different modes Mm,n (as defined in the text) in dependence of
Ra for (a) Γ = 1/10, (b) Γ = 1/4 and (c) Γ = 1/3. The vertical dashed lines indicate
roughly the onset of unsteady motion. Pr = 0.786.

within the vertical slice at half depth, i.e. ux and uz. The latter ones are projected on modes

vm,n
x = 2sin(mπx)cos(nπz)

vm,n
z =−2cos(mπx)sin(nπz)

where we consider for simplicity only m,n ∈ {1,2}. In figure 11.12 those four modes are

sketched (see also the paper by Chandra & Verma [28]). The projection is done component-wise

by a scalar product in the L2-space of our two-dimensional sub-domain. Thus we obtain time

series Am,n
x (t) = 〈ux(t)v

m,n
x 〉x,z and Am,n

z (t) = 〈uz(t)v
m,n
z 〉x,z.

Besides the orientation of the flow given by the sign of Am,n
x (t) and Am,n

z (t), they inhibit

the contributions of the different modes in a given time-interval. These (scalar) contributions

Mm,n, called for simplicity as “modes” in the following, are calculated from the time-series by

Mm,n =
〈√

Am,n
x (t)2 +Am,n

z (t)2
〉

t
. We expect for the case Γ = 1/10 in figure 11.11 the mode

M2,2 to be largest, while for Γ = 1/3 we suppose that mode M1,1 is dominant.

In figure 11.13 we compare the contributions Mm,n for different Γ in dependence of Ra. A

vertical dashed line indicates roughly the onset of unsteady motion. It turns out, that as soon

as Ra is large enough for unsteady flow, the mode M2,2 gets stronger, which is connected to
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plumes moving through the center of the domain, as discussed before. Besides mode M2,2 also

the contributions of the two unsymmetric modes M2,1 and M1,2 grow, but they never become

dominating. This is contrary to 2D DNS [29], in which for Pr = 1 between Ra = 106 and

Ra = 107 a flow structure similar to mode M1,2 is found. How strong mode M2,2 gets depends

on Γ and on the mode distribution for the steady case. While for Γ = 1/10 mode M2,1 is the

strongest in the steady case (i.e. a mode for which motion through the center-region is already

important), in case of Γ = 1/4 and Γ = 1/3 mode M1,1 dominates in the unsteady flow. If Ra

is increases further above the onset of unsteady flow, the contribution of M1,1 is increasing

(c.f. section11.6 for case Γ = 1/4). Roughly speaking, for increasing Γ the critical Ra for the

M1,1 dominance decreases. In the limit of large Ra of about 1010 (and larger Pr) as in the

experiments [167], it can be expected that M1,1 is dominating for all considered Γ.

Looking from this point view, one concludes that for small Γ (and sufficiently large Ra)

the occurrence of flow reversals [139] becomes more probable, since they are related to the

appearance of mode M2,2 in the 2D case [29]. This might explain also the experimental results

[147] obtained in similar domains with water at Ra ≈ 5× 109, where flow reversals are also

very probable in case of small aspect ratio. In addition it has been obtained experimentally in a

domain with Γ≈ 3/10 and Pr = 5.7, that flow reversals become less probable with increasing Ra

[139]. This agrees quite well with the results obtained here, stating that for Ra above the onset of

unsteady motion the contribution of M2,2 decreases with increasing Ra (see also section 11.6).

Furthermore, as we have seen in figure 11.11(a) the mode M2,2 is connected to plumes

moving across the center of the domain. Thus we can understand that flow reversals, which

are sometimes interpretated as slow changes of the flow structure with growing corner vortices

[29], might be also interpreted as the occurrence of thermal plumes in the domain’s center. This

allows to explain, why flow reversals can take place also for free-slip walls, where slow changes

of the flow structure are not possible due to missing corner vortices [18].

The occurrence of such plumes, which rise and fall in the center, is especially for small Γ

quite reasonable. Due to the fact that the viscous boundary layers attached to all walls fill (in

particular for small Ra) the region in which three vertical walls are located very closely. Thus,

plume motion is "easier" apart from that region, i.e. in the center. For larger Ra the boundary

layers become thinner and the plumes smaller, which then leads to the case of plumes rising

closer to the walls. This seems to be the preferred flow structure in all kind of (small aspect

ratio) domains for Pr about one [71, 155].

The fact that the onset of unsteady motion corresponds to a drop in Nu and a change of the

contributions of the different modes agrees also quite well. As reported in the literature, during

a flow reversal, i.e. mode M2,2 becomes more important than M1,1, Nu is varying strongly [29].

In addition the global flow structure in general is connected to Nu [97]. Thus we can conclude

that the observed drops in Nu are not only related to a change to a time-depending flow, but

in addition to a change in the global flow structure. We expect that the remaining differences
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FIGURE 11.14: Comparison between the box with Γ = 1/4, a cylinder with equal diameter and
height [155] and the estimate by the Grossmann-Lohse (GL) theory [134] of the
Ra-dependence of (a) the reduced Nu and (b) Re and the reduced Re (inset), Pr = 0.786.

between Γ = 1/10 and larger Γ will decrease as soon as similar global flow structures are present.

This means that M1,1 is strong, which is presumably the case for larger Ra.

11.6 Comparison of box and cylinder

To close this study, we want to extend the investigation of Γ = 1/4 to higher Ra up to Ra = 109,

since this particular Γ is chosen for quasi 2D experiments.[167] In the following we call this

geometry as "box" for simplicity. Further we want to compare the results for this domain, with

the results for a cylinder with equal diameter and height [155], since this type of container is

widely used [5].

Similar to section 11.3 we start the comparison with the integral quantities defined before.

In figure 11.14 the Ra dependence of Nu and Re for the box and the cylinder is depicted for Ra

between 106 and 109. Further the theoretical estimate by the Grossmann-Lohse (GL) theory

[134] is added. Note that this theory only allows Ra and Pr as parameters and does not include

any geometrical properties.

At first it should be mentioned that due to the different axis-scale the drops of Nu and Re,

which happen at the onset of unsteady motion in the box as discussed before, seem much more

pronounced here than in figure 11.2. It is further obtained that up to Ra≈ 107, Nu is smaller in

the box, while for larger Ra it is vice versa. For the cylinder the reduced Nu is decreasing for

Ra≥ 106, which is also in good agreement with other DNS and experiments as well as the GL

theory [155]. A similar decrease cannot be found in case of the box, eventhough for Ra > 108

the reduced Nu is slightly decreasing. This leads at Ra = 109 to very similar Nu in the box and

the cylinder, which suggests that for large Ra the shape of the container does not have a strong

influence on Nu. A similar result was also found in section 11.3 when comparing different Γ.

The result of Nu being independent of the geometry for large Ra cannot be necessarily

generalized to other characteristics of the flow. When considering for example the temperature
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FIGURE 11.15: Contributions of the different modes Mm,n (as defined in the text) in dependence of Ra
for Γ = 1/4 up to Ra = 109 for Pr = 0.786.

and velocity fluctuations in the domains center, significant differences between a box-shaped

and a cylindrical geometry have been obtained experimentally [39].

But even for integral quantities like Re differences between box and cylinder remain. While

a slight decrease in the reduced Re is found for the cylinder, it is slowly increasing with Ra

in case of the box. The additional differences in the absolute values might be explained as

before (cf. section 11.3): due to a larger volume of the cylinder, the boundary layers (with

smaller velocities) have a smaller contribution to the volume integral for calculating Re. Thus

we find already for geometrical reasons larger Re in the cylinder than in the box. There is also

reasonable agreement with the GL theory when comparing Re. The predicted effective scaling

exponent (here Re∼ Ra4/9) seems to be slightly smaller than the one for the DNS results. The

gauge-freedom of the theory lets us adjust the absolute value of Re by multiplying it with a

constant without changing Nu or the Ra-dependence. Thus comparing the absolute values of Re

from the DNS and the theory is not reasonable here.

When considering the contributions of the different modes Mn,m as discussed in the previous

section, the expected tendencies are realized. As depicted in figure 11.15, the contribution of

the mode M1,1 is increasing with Ra after the transition to an unsteady flow. In particular for Ra

larger than 108 the single roll state M1,1 contributes at most, while the contributions of the other

modes are decreasing with Ra.

The occurrence of different modes in dependence of Ra is one of the major differences

between the box and the cylinder. While in the cylinder the global flow structure remains the

same between Ra = 105 and 109 for Pr≈ 1 and is similar to mode M1,1 in the azimuthal plane of

the LSC [155], it shows around the onset of unsteady motion a complicated mixture of different

modes in case of the box.
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These different modes might also cause differences in the scaling of Nu and Re. Since for

similar Ra also the transition to a bulk dominated flow takes place, the mentioned effects are

difficult to separate. Perhaps in case of even larger Ra, for which it is expected that the global

flow structure remains the same also in the box, the differences between cylinder and box become

easier to analyse. Due to very high computational effort [121] we leave this point open for future

studies.

11.7 Summary

DNS of RBC in box-shaped containers have been conducted in order to investigate the influence

of the aspect ratio Γ (depth/height) for equal length and height of the box. Main focus of the

study has been set on the influence of Γ on Nu and Re and the connection to the global flow

structure.

It is shown that, in particular for small Ra, the Γ-influence is strong and leads to a decrease

in Nu of up to 55% and in Re of even up to 97% in comparison to the cubic case, respectively.

With increasing Ra the Γ−influence decreases leading at Ra = 107 to similar Nu for Γ ≥ 1/4.

Differences in Re remain even at large Ra resulting in a scaling Re∼ Γ3/20 for large Ra.

The study further reveals for small Γ sudden drops in Nu(Ra) and Re(Ra). These drops occur

at Ra slightly above the unset of unsteady motion, which is found to depend strongly and in a

non-monotonic way on Γ. A decomposition of instantaneous flow fields into two-dimensional

states with different amounts of rolls reveals, that this onset of unsteady motion is accompanied

by a change to a four-roll structure which corresponds to a plume-movement through the domains

center. For Ra much larger than the onset of unsteady motion, the flow is in a single roll state

even for small Γ, which is in good agreement with experiments at even larger Ra showing the

single roll state [167].

A comparison of the case Γ = 1/4 and a cylinder with equal diameter and height, which are

both types of domains used frequently in experiments, points out that for Ra . 5×107 a smaller

heat flux is obtained for the box, while for larger Ra both, box and cylinder geometries, lead to

similar Nu. The scaling of the reduced Nu with Ra differs significantly in the cylinder and the

box, which we ascribe to changes in the global flow structure that occur only in case of the box.

One can conclude, that eventhough RBC flows in the box with small Γ are simpler to analyse

and they demonstrate their “quasi two-dimensionality” in experiments at large Ra, these flows

can have much more complicated structures for lower Ra and show interesting features which

should be further investigated.
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Appendix

TABLE 11.1: List of simulation parameters: Ra, Γ governing parameters, Ni number of nodes in
direction i, nT , nu number of nodes in the thermal/viscous boundary layer [121], ñT , ñu

estimates [121] for the required number of nodes in the boundary layers, τ amount of
time-units used for averaging in case of unsteady flow, Nu Nusselt number and deviation
in the vertical direction, Re Reynolds number based on mean kinetic energy, Pr = 0.786.

Ra Γ Nx×Ny×Nz nT nu ñT ñu τ Nu Re

105 1/10 64×32×64 20 18 2 1 — 1.91 11.52

1/4 64×32×64 14 13 2 2 — 2.99 33.38

1/3 64×32×64 13 13 2 2 — 3.10 38.44

1/2 64×64×64 12 11 2 2 — 3.63 55.29

3/4 64×64×64 11 11 2 2 — 3.92 57.96

1 64×64×64 11 10 2 2 — 4.22 62.96

3×105 1/10 96×32×96 27 26 2 2 — 3.22 30.43

1/4 96×32×96 22 21 2 2 — 4.73 72.36

1/3 96×32×96 21 20 2 2 — 5.36 86.20

1/2 96×64×96 20 19 2 2 400 5.73 ±0.01 96.69

3/4 96×96×96 20 19 2 2 — 5.61 101.9

1 96×96×96 20 19 2 2 500 5.96 ±0.01 111.4

8×105 1/3 96×32×96 17 16 3 2 — 7.89 152.8

106 1/10 96×32×96 24 23 2 2 1435 4.18 ±0.02 64.35

1/4 96×32×96 17 16 3 3 — 7.99 153.5

1/3 96×32×96 16 15 3 3 250 8.44 ±0.01 170.8

1/2 96×64×96 16 15 3 3 740 8.74 ±0.01 182.9

3/4 96×96×96 16 15 3 3 754 8.14 ±0.02 177.0

1 96×96×96 16 15 3 3 458 8.28 ±0.02 189.6

2×106 1/10 96×32×96 20 19 2 2 2105 5.58 ±0.04 106.1

1/4 96×32×96 14 14 3 3 — 10.16 224.8

1/3 96×32×96 15 14 3 3 2215 9.58 ±0.02 213.5

1/2 96×64×96 14 13 3 3 1048 10.78 ±0.02 256.3

3/4 96×96×96 14 14 3 3 486 10.18 ±0.04 253.7

1 96×96×96 14 13 3 3 649 10.20 ±0.02 265.9

3×106 1/10 192×64×192 26 25 2 2 250 6.64 ±0.05 140.9

1/4 192×64×192 18 17 3 3 486 10.42 ±0.04 248.7

1/3 192×64×192 18 16 3 3 487 11.00 ±0.03 262.2

1/2 192×128×192 17 16 3 3 222 11.69 ±0.10 299.4
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3/4 192×192×192 17 16 3 3 133 11.37 ±0.06 306.1

1 192×192×192 17 16 3 3 264 11.53 ±0.04 326.7

107 1/10 192×64×192 16 15 3 3 879 12.15 ±0.03 308.6

1/4 192×64×192 13 12 4 3 1772 16.37 ±0.06 468.7

1/3 192×64×192 13 12 4 3 888 16.56 ±0.08 498.1

1/2 192×128×192 13 12 4 3 800 16.40 ±0.05 534.2

3/4 192×192×192 13 12 4 3 516 16.32 ±0.06 563.2

1 192×192×192 13 12 4 3 480 16.25 ±0.08 601.1

108 1/4 384×128×384 15 14 5 5 382 32.34 ±0.24 1553

109 1/4 768×256×768 11 10 7 6 194 63.27 ±0.39 4995
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Abstract

Direct numerical simulations (DNS) of turbulent thermal convection in a boxed-shaped domain

with rough heated bottom and cooled top surfaces are conducted for Prandtl number Pr = 0.786

and Rayleigh numbers Ra between 106 and 108. The surface roughness is introduced by

four parallelepipedal obstacles equidistantly distributed attached to the bottom plate, and four

obstacles located symmetrically at the top plate. By varying Ra and the height and length of

the obstacles, we investigate the influence of the regular wall roughness on the turbulent heat

transport measured by the Nusselt number Nu. An empirical function to estimate the increase of

Nu due to the roughness is presented, which agrees well with the DNS results. The exponent in

the Nu vs. Ra scaling changes from about 0.31 for smooth walls to about 0.37 in the studied cases

of rough walls. We show that the mean secondary flow in the cavities between the obstacles is

related to the wind that develops in the core part of the domain which is always stronger than the

secondary flows and can be influenced by the geometry of the regular roughness in such a way

that the strengthening (weakening) of one of them leads to the weakening (strengthening) of the
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other. Generally, an increase in the roughness height leads to stronger flows both in the cavities

and in the bulk region, while an increase of the width of the obstacles strengthens only the large

scale circulation of the fluid and weakens the secondary flows. An increase in Ra always leads

to stronger flows, both in the cavities and in the bulk.

12.1 Introduction

Turbulent thermal convection is a process occurring widely in nature and technology. Its

fundamental mechanisms have been studied for more than a century for the simplified case

of a fluid layer heated from below and cooled from above, i.e. Rayleigh–Bénard convection

(RBC) (cf. the reviews by Ahlers et al. [5], Chillà & Schumacher [32], Lohse & Xia [84]).

In classical RBC, smooth heating and cooling plates are considered and in experiments much

effort is spent to realise this ideal case, while in most applications roughness plays an important

role. On the one hand, rough surfaces reflect realistic configurations, e.g. convection in the

atmosphere is influenced by the roughness of the earth’s surface. On the other hand, in many

industrial applications surface roughness is used in order to increase the heat transport, e.g. in

heating/cooling devices. Thus, the consideration of the roughness of the heating and cooling

plates in numerical studies has the following two advantages: It connects the simplified smooth

case with more realistic configurations and allows of separating the influence of the roughness

from the usual mechanisms of turbulent thermal convection, owing to the existing knowledge

about the smooth case.

Most of the studies considering RBC with rough walls are experimental ones, so far: the heat

flux and related quantities for a fixed roughness type and varying Rayleigh number Ra are usually

measured. This is mainly due to the fact that changing the roughness configuration requires

expensive constructions of multiple heating and cooling plates. There have been different results

with respect to the scaling of the integral heat flux, i.e. the Nusselt number Nu, as a power law

Nu = αRaβ in these experimental studies. In the experiments by Shen et al. [117] an increase

of the prefactor α of about 20% was reported, occurring only if the height of the obstacles is

larger than the mean thickness of the thermal boundary layer (BL) δT . In another study, Du

& Tong [40] found a stronger increase if the height of the obstacles is increased. A somewhat

different result was obtained in the experiments by Roche et al. [108], who found an increase of

the exponent β . Since the resulting β was about 1/2, this was interpreted as a triggering of the

ultimate regime proposed by Kraichnan [74], at Ra far below that found and explained for the

case of smooth plates [55, 62]. Recent experiments performed by Tisserand et al. [146] in a cell

with smooth cooling and rough heating plate corroborate this increase of β to about 1/2, but

their analysis yielded that it is not caused by increased turbulence, i.e. the ultimate regime. A

much weaker increase of β was reported by Qiu et al. [105]. Ciliberto & Laroche [35] found a

difference between periodic roughness and a power-law distributed one. Only in the case of the
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power-law distributed roughness was an increase in the exponent β obtained.

This result was supported by Villermaux [150], who developed a model explaining the heat

flux enhancement in the case of a wide spectrum of typical roughness length scales. It is based

on the assumption that the heat flux is proportional to the total covering area of the surface and

describes an increase of the scaling exponent β of up to 10% depending on the surface’s fractal

dimension. In case the roughness is introduced uniformly by obstacles of the same height, the

model predicts that β remains unchanged.

In numerical simulations Stringano et al. [138] found, similar to some of the experimental

results, a weak increase of the scaling exponent β .

The differences in the results obtained in particular experiments are usually explained by

different types of roughness. Here one distinguishes the roughness introduced by a set of

roughness elements of different sizes from that introduced by single-sized elements. In the latter

case, the uniform distribution of the elements leads to the so-called regular roughness. Another

important issue is whether the roughness height is smaller or larger than the typical boundary

layer thicknesses. Even in the case of a high regular roughness, the experimental results might

differ, and this is usually explained by the different shapes of the roughness elements. Thus,

Ciliberto & Laroche [35] used spheres, Shen et al. [117] pyramids with square cross-sections,

and Roche et al. [108] V-shaped grooves. Connected to this is the result by Du & Tong [40] and

Stringano et al. [138], stating that the edges of the roughness elements are the most active places

of plume emission. All these facts lead to the conclusion that the effect of a rough surface on the

heat transport cannot be fully explained by a single geometrical characteristic of the roughness,

such as the covering area of the rough surface.

A first step in developing a model that takes the geometrical characteristics of the roughness

elements into account has been made by Shishkina & Wagner [125] for the case of relatively

high and regularly distributed roughness elements. The model decomposes the heat flux from the

rough surface into several contributions from separate parts of the roughness elements. These

contributions are estimated by applying the Prandtl–Blasius–Pohlhausen theory of laminar BLs.

This model is in good agreement with two-dimensional direct numerical simulations (DNS) in

which the roughness is realised by rectangular obstacles. Since on the one hand discrepancies

between two-dimensional (2D) and three-dimensional (3D) RBC are present in particular for

small Prandtl numbers Pr [114], and on the other hand deviations of the theory of laminar BLs

and DNS results have been obtained [e.g. 155], the comparison of the model with 3D DNS and

further model advancement are required. Furthermore, as mentioned earlier, parametric studies

of different roughness configurations can hardly be done in experiments, but are required, e.g.

during the design process of heat exchangers, where the parameter ranges of Ra and Pr are fixed

while the roughness is optimised.

In the present paper we report on DNS results obtained in a rectangular domain with equal

length and height and a depth equal to one-fourth of the height for Pr = 0.786 and Ra between
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106 and 108. The DNS results for this special geometry with smooth plates (also for other

aspect ratios depth/height and in comparison with a cylindrical geometry) have been published

earlier [152]. The surface roughness in the present DNS is realised by attaching four box-shaped

obstacles to the heating as well as the cooling plate. Besides varying Ra, the height and length of

the obstacles are also varied.

In Section 12.2 the numerical method and the general setup are described. The numerical

results about the global heat transport are given in Section 12.3 and compared in detail with the

predictions of a two-dimensional model in Section 12.4. In Section 12.5 a further analysis of the

DNS data with respect to the global flow structures and velocity distributions in the convection

cells with rough heated and cooled plates is presented. Finally, the paper is closed by presenting

some conclusions in Section 12.6.

12.2 Numerical methodology and setup

A fourth order accurate finite-volume code working in Cartesian coordinates [120] has been

used to solve the dimensionless equations describing the conservation of mass, momentum and

energy in the Oberbeck–Boussinesq approximation, i.e.

∂~u
∂ t

+(~u ·~∇)~u =−~∇p+

√
Pr
Ra

~∇2~u+T~ez, (12.1)

∂T
∂ t

+(~u ·~∇)T =

√
1

PrRa
~∇2T, ~∇ ·~u = 0. (12.2)

Here ~u denotes the velocity, t time, p pressure, T temperature and~ez is the unit vector in the

vertical direction. For nondimensionalisation, the free-fall velocity
√

α̂ ĝ∆̂Ĥ and the height

Ĥ have been used. Further, the temperature is nondimensionlised as T = (T̂ − T̂M)/∆̂, where

dimensional quantities are marked with a hat and T̂M = (T̂bottom + T̂top)/2 and ∆̂ = T̂bottom− T̂top.

As usual for the Oberbeck–Boussinesq approximation, the kinematic viscosity ν̂ , the thermal

diffusivity κ̂ , the thermal expansion coefficient α̂ , the gravitational acceleration ĝ and the density

ρ̂ are assumed to be constant. To allow buoyant motion, a linear temperature dependence of the

density only on the buoyancy term is assumed. Under these conditions, the dynamics of the flow

is governed by the Rayleigh number Ra = α̂ ĝ∆̂Ĥ3/(ν̂ κ̂) and the Prandtl number Pr = ν̂/κ̂ . The

latter we fix to Pr = 0.786 in all our simulations.

The domain’s height H and length L are chosen equal, while the depth D is one-fourth of the

height. The top and bottom plates are isothermal with Tbottom > Ttop, the vertical sidewalls are

adiabatic and on all surfaces the velocity vanishes due to the no-slip condition. To simulate the

influence of the surface roughness of the top and bottom plates, four obstacles with height h

and length ` are placed equidistantly on each of these plates (see also the sketch in figure 12.1a

and the visualisation of the flow in figure 12.2). These obstacles have temperatures Ttop, Tbottom,
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FIGURE 12.1: (a) Sketch of the domain with coordinate system and nomenclature. (b) Distribution
of mesh spacing

√
∆x∆z (black small, white large) in the x–z-plane (at arbitrary y) for

a certain shape of obstacles, where ∆x, ∆z are the mesh spacings in the x, z direction,
respectively.

respectively, as do the surfaces they are attached to.

(a) (b) (c) (d)

FIGURE 12.2: Instantaneous temperature isosurfaces (red = warm, blue= cold) for smooth plates (a)
and rough plates with (b) h = 0.125H, ` = 0.025L, (c) h = 0.025H, ` = 0.125L and
(d) h = 0.125H, `= 0.125L for Ra = 107, Pr = 0.786.

To allow effective direct numerical simulations (DNS) in such a complicated domain, the

capacitance matrix technique has been used for a non-iterative calculation of the pressure field.

For a further decrease of the computational effort, the extend of the obstacles in the y-direction

is restricted to be equal to the domain’s depth D. Thus the non-equidistant mesh-spacing in the x-

and z-directions is independent of y, i.e. the y-direction is regular. This method has been applied

previously to the investigation of mixed [9, 126] and forced [72] convection in complicated
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12 HEAT FLUX INCREASE DUE TO ROUGH HEATING AND COOLING PLATES

domains.

The spatial resolution has been chosen according to Shishkina et al. [121]. Considering

the boundary layer structure analysis by Wagner et al. [155] and the improved boundary layer

structure model by Shishkina et al. [119, 127], the boundary layer resolution has been further

refined. Between the obstacles, the mesh has been chosen fine enough to resolve also any

flow separation that might occur at the edges of the obstacles. In figure 12.1b the mesh in the

x–z-plane is visualised for a single roughness configuration. This and further different roughness

configurations and the corresponding amounts of computational nodes are given in Table 12.1.

12.3 Heat flux enhancement by roughness

The effect of the roughness on the global heat flux is discussed in two ways. First, the influences

of different roughness configurations are compared at constant Ra. A previous numerical study

in 2D revealed that the heat flux enhancement by roughness cannot be parametrised only by

the covering area, the volume of the obstacles, or similar quantities [125]. It rather depends on

more complicated combinations of the height of the obstacles h, the length `, and Ra. In the

present study we thus vary h and ` independently and similarly to the 2D study (see Table 12.1

for details).

Second, the roughness configuration is fixed, while Ra is varied. The latter allows a comparison

with experimental and numerical results from the literature.

12.3.1 Heat flux for different roughness configurations

As usual in RBC, we consider the heat flux~q by convection and conduction in relation to the heat

flux for a fluid at rest. In our units, this is~q =
√

RaPr~uT −~∇T . From equation (12.2) one can

derive that for adiabatic vertical sidewalls, the Nusselt number Nu(z) = 〈~q ·~ez〉t,As is independent

of the vertical position z for h≤ z≤ H−h and infinite averaging time. Here, 〈 f 〉t,As denotes the

average of the quantity f over time and the horizontal cross-section As of the domain, i.e. the

covering area of the smooth bottom plate. Furthermore, the integral heat flux Q = A〈~q ·~n〉t,A
entering/leaving the fluid through the bottom/top plates, respectively, must be equal to NuAs.

Here~n is the (local) normal vector of the rough surface and A = D(L+8h) is the covering area

of the rough top or bottom surface. Thus in the following we will only discuss Nu = Q/As and

compare it with the Nusselt number of the smooth case Nus.

In figure 12.3a, the heat flux ratio Nu/Nus is plotted against the relative covering area A/As.

This means that the height of the obstacles h is varied for particular values of the length `. (See

also the additional abscissa for the corresponding obstacle height at the top of the plots.) We

observe that the Nu-scaling never reaches the line Nu/Nus = A/As (the black dotted line in

figure 12.3a), which would indicate that Nu/Nus is directly proportional to A/As. Furthermore,
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12.3 HEAT FLUX ENHANCEMENT BY ROUGHNESS

TABLE 12.1: Simulation parameters in addition to Pr = 0.786: the Rayleigh number Ra, the width of
the obstacles (`), height (h) and distance (dx) between the roughness elements, the number
of computational nodes Ni in the i-direction (i = x,y,z), the amount of time units τ used
for averaging and the Nusselt number Nu with estimated uncertainty, the relative increase
of the plates covering area (A/As) and of the Nusselt number (Nu/Nus) in comparison
with the smooth case.

Ra `/L dx/L h/H Nx×Ny×Nz τ Nu A/As Nu/Nus

106 0.025 0.18 0.125 200× 64×128 700 10.66±0.03 2 1.33
0.125 0.1 0.125 200× 64×128 700 9.39±0.05 2 1.17

3×106 0.025 0.18 0.125 200× 64×128 300 16.63±0.09 2 1.60
0.025 0.1 0.125 200× 64×128 300 15.05±0.10 2 1.45

107 0.025 0.18 0.025 282× 64×192 300 18.04±0.05 1.2 1.10
0.05 282× 64×192 300 21.17±0.06 1.4 1.29
0.075 282× 64×192 300 23.26±0.08 1.6 1.42
0.1 282× 64×192 300 25.29±0.06 1.8 1.54
0.125 282× 64×192 300 27.00±0.05 2 1.65
0.15 282× 64×224 300 28.43±0.05 2.2 1.73
0.2 282× 64×224 300 30.61±0.17 2.6 1.87
0.25 282× 64×224 300 33.84±0.16 3 2.06

0.075 0.14 0.025 280× 64×192 300 18.13±0.07 1.2 1.11
0.075 280× 64×192 300 22.85±0.13 1.6 1.39
0.125 280× 64×192 300 25.09±0.32 2 1.53
0.2 280× 64×224 300 28.34±0.08 2.6 1.72

0.125 0.1 0.025 270× 64×192 300 18.07±0.14 1.2 1.10
0.05 270× 64×192 300 21.03±0.19 1.4 1.28
0.075 270× 64×192 300 22.35±0.13 1.6 1.36
0.1 270× 64×192 300 23.93±0.10 1.8 1.46
0.125 270× 64×192 300 24.41±0.13 2 1.49
0.2 270× 64×224 300 26.02±0.13 2.6 1.59

3×107 0.025 0.18 0.125 282× 64×224 300 39.49±0.14 2 1.72
0.125 0.1 0.125 282× 64×224 300 34.78±0.18 2 1.51

108 0.025 0.18 0.125 398×128×384 250 58.65±0.22 2 1.81
0.125 0.1 0.125 398×128×384 325 51.97±0.19 2 1.60
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FIGURE 12.3: Influence of the configuration of the obstacles on the relative increase of the Nusselt
number from the smooth case, Nu/Nus. The same numerical data for Ra = 107 is
presented in two different ways: (a) The height of the obstacles h is varied for different
obstacle widths `, which corresponds to an increase of the plates’ covering area A
compared to the smooth case As. The black dotted line indicates the case Nu/Nus = A/As,
while the empirical functions (12.4) for different ` are shown as solid lines. A vertical
black dashed line indicates the thickness of the thermal boundary layer in the smooth
case. (b) For different obstacle heights, the width of the obstacles is varied, which can
be also understood as a varying distance dx between the obstacles. Solid lines represent
(12.4) for different h.

the larger h and ` get, the stronger is the deviation from this line. This does not mean that

Nu ≥ Nus(A/As) is impossible. For example, in their experiments Du & Tong [40] obtained

for A/As = 1.41 a relative increase of the heat flux of Nu/Nus = 1.76. The experiments were

conducted in a cylindrical container filled with water for 5×108 . Ra . 1011 and with v-shaped

grooves in the heating and cooling plates.

The main focus of the present paper is on the influence of regularly distributed obstacles with

a height h larger than the mean thickness of the thermal boundary layer, which can be defined

for the smooth case as δT,s ≡ H/(2Nus). Since for Ra = 107 we find Nus = 16.4 [152] and thus

δT,s ≈ 0.03H, apart from h = 0.025H the tips of the obstacles are not hidden in the thermal

boundary layer. For clarity we have marked δT,s in figure 12.3a by a vertical black dashed line.

Similarly to Shishkina & Wagner [125] we conclude that the covering area A is not a universal

characteristic for describing the heat flux increase; otherwise all the graphs in figure 12.3a would

collapse. Further, figure 12.3 reveals that for small A/As the Nusselt number increases almost

linearly with the covering area. For A larger than a critical value Acrit (or h larger than a certain

critical height), deviations from this linear dependence become apparent. Thereby Acrit seems to

decrease with increasing `, therefore for large A the graphs for different ` do not collapse. For a

fixed covering area and fixed number of obstacles, the largest heat flux enhancement is obtained

for small `, i.e. a large distance dx between the obstacles. This result is also supported by

figure 12.3b, in which for particular values of h the relative heat flux increase is plotted against
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12.3 HEAT FLUX ENHANCEMENT BY ROUGHNESS

the length of the obstacles `. We observe that especially for large h, the heat flux decreases with

increasing `, while the covering area of the surface remains constant. To achieve a large heat

flux, it is thus not sufficient to have a large covering area: there must also be enough space dx

between the obstacles. For a fixed covering area and increasing obstacle height, larger dx is

required to obtain the maximum heat flux.

Based on the analysis of the DNS data presented in figure 12.3, we have built an approximation

of the relative heat flux deviation due to the regular roughness.

As one can see in figure 12.3a, at least for small obstacle height h, the relative heat flux

increases proportionally to h and almost independently of the obstacle width `. With further

increase in the obstacle height, a certain dependency on the obstacle width ` becomes apparent.

Therefore, we seek an approximation of the form

Nu/Nus = 1+ c1(h/H)+ c2(h/H)2 f (`/L) (12.3)

where c1 and c2 are constants and the function f depends only on the obstacle width `. It turns

out that the function f can be well approximated by an exponential function.

The constants c1,c2 and the details of the function f are determined by fitting the DNS data,

which leads to the following empirical function describing the heat flux increase by roughness

in the considered parameter range

Nu/Nus ≈ 1+5.84(h/H)−5.87 exp(7.42`/L)(h/H)2

= 1+0.73r−0.0917 exp(7.42`/L)r2.
(12.4)

Here the heat flux increase can be also expressed as a function of the relative increase of

the surface area due to the roughness r ≡ (A−As)/As. Equation (12.4) is evaluated for the

considered ` and plotted in figures 12.3a and 12.3b with solid lines. Note that the obtained

approximation has an unphysical global maximum outside the considered h-range. This could

be circumvented by a more sophisticated ansatz also valid for even larger h.

A lower heat flux increase due to roughness, i.e. below the limit Nu/Nus = A/As, can be

understood as an increased mean thickness of the thermal boundary layer δT in the rough case

compared to the smooth case. For the smooth case we defined above δT,s ≡ H/(2Nus). To

get a consistent definition for the rough cases δT,rough, we have to keep in mind that we used

the horizontal cross-section of the domain As = DL for the definition of Nu and not the actual

covering area of the rough surface. Thus, we define

δT,rough ≡ (H/(2Nu))(A/As), (12.5)

so that only for Nu/Nus = A/As are the mean thicknesses of the thermal boundary layer in the
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FIGURE 12.4: Comparison of the mean thickness of the thermal boundary layer δT,rough (for definition,
see text) for different roughness configurations and Ra = 107. The black dashed line
indicates the smooth case and the black dotted line the limiting approximation (12.6) for
extremely wide obstacles.

rough and smooth cases equal. Since we find for all roughness configurations that Nu/Nus <

A/As, we can deduce that roughness influences the increase of the mean thickness of the thermal

boundary layer. Thus, δT,rough increases for both increasing obstacle height h and width `.

In figure 12.4, besides the results for δT,rough, an estimate for wide obstacles is also plotted: for

obstacles of width `= 0.25L no space between the obstacles remains. Therefore, the fluid is no

longer confined between plates of distance H but between plates of distance H−2h. This leads

to an effective Rayleigh number Raeff = (1−2h/H)3Ra≤ Ra. Thus, when assuming that Nus ∼
Ra0.3, which is roughly valid in the considered parameter range [152], we find for the limiting

case for extremely wide obstacles with `= 0.25L that Nu/Nus ≈ (Raeff/Ra)0.3 = (1−2h/H)0.9

and thus

δT,approx ≈ δT,s(1−2h/H)−0.9. (12.6)

We observed that indeed the DNS results tend to this estimate for growing `. Nevertheless, the

estimate does not work as a strict upper bound for the thickness of the thermal BL. The reason

for this might be the fact that in the cavities, the relation δT = H/(2Nu) is only an approximation

for the thickness of the thermal boundary layer, and thus it cannot be expected to perfectly

represent all the intermediate steps between a smooth plate and obstacles of width `= 0.25L.

To understand the processes leading to the above results in more detail, we decompose the

total heat flux entering the container through the heated rough bottom plate Q = A〈~q ·~n〉t,A into
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bottom
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FIGURE 12.5: Two-dimensional sketch and nomenclature for the different contributions to the total
heat flux Nu entering the fluid at the rough bottom plate.

three contributions Qi:

Q = ∑
i

Qi = Qbottom +Qtop +Qside. (12.7)

The three contributions correspond to different parts of the rough surface as sketched in fig-

ure 12.5.

Qbottom is the heat flux entering the fluid through the horizontal surfaces between the obstacles,

while Qtop is the contribution from the horizontal surfaces and Qside from the vertical surfaces of

the obstacles. From these three contributions, we calculate the local Nusselt numbers, defined as

Nui ≡
Qi

Ai
with Ai ≡


4` D, for i = top,

5dxD, for i = bottom,

8h D, for i = side.

(12.8)

These Nui can be used to define the thermal boundary layer’s local thickness δT,i ≡ H/(2Nui).

Since the heat flux enhancement by an increased covering area of the rough surface can be

well understood when considering the integral heat flux contributions Qi, we discuss here both

Qi and δT,i. They are plotted in figure 12.6 against the relative increase of the covering area

A/As, for different heights h and widths ` of the obstacles.

We observe that the global heat flux increase over the smooth case is mainly determined

by Qside, which for small h increases almost linearly with A/As. Similarly to the case of Nu

in figure 12.3a, deviations from the linear trend are more pronounced for larger h and ` (cf.

figure 12.6b,c). These deviations are accompanied by a decrease in Qbottom with growing `,

while Qbottom is almost independent of h. This can be understood as an effect of the stagnation of

warm fluid in the cavities between the heated obstacles. (For the sake of simplicity, we discuss

only the heating plate, since the cooling plate leads, by symmetry, to equivalent results.) This

warm fluid covers the horizontal surfaces between the obstacles and the lower part of the vertical

surfaces of the obstacles. Roughly speaking, figure 12.6 reveals that as soon as dx is smaller than
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FIGURE 12.6: (a),(b),(c) The different contributions Qi to the global heat flux Q from the top and side
surfaces of the obstacles and from the bottom surface between the obstacles. (d),(e),(f)
The mean thickness of the thermal boundary layer δT,i at different positions of the
rough surface, as defined in the text. For comparison, δT,s for the smooth case is
given as a horizontal solid black line. Besides the surface area A (or the height of the
obstacles), also the obstacle width ` is varied: (a),(d) `= 0.025L, (b),(e) `= 0.075L and
(c),(f) `= 0.125L. Ra = 107, Pr = 0.786.

the obstacle height, Qbottom starts to decrease.

We further consider the thickness of the thermal boundary layer at different parts of the

rough surface δT,i. The BL thicknesses δT,bottom and δT,side are larger than those in the case of a

smooth heating plate (δT,s). Only on top of the obstacles is a much smaller thickness δT,top of

the thermal boundary layer observed. Since the BL thickness increases along a flat plate [155], it

is especially small for slender obstacles (figure 12.6d). For a fixed ` and increasing h, it slightly

decreases until a certain threshold is reached, above which δT,top remains almost constant. This

threshold is reached when the height of the obstacles and the horizontal distance between them

are approximately equal.

From this we can deduce that the increase of the mean thickness of the thermal boundary

layer δT,rough (cf. figure 12.4) is mainly caused by the stagnating hot fluid between the obstacles.

Thus we describe the heat flux increase due to roughness (cf. equation (12.4)) in two steps.
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FIGURE 12.7: (a) Comparison of Ra-scaling of Nu for the smooth case and rough cases with obstacle
widths `= 0.025L and `= 0.125L for obstacle height h = 0.125H and (b) Nu reduced
by Ra0.3 for a more detailed view. The lines represent linear fits.

First, the contribution from the vertical walls of the obstacles leads to an almost linear and

`-independent increase with the obstacle height h. Second, for large h, an `-dependent deviation

from this trend takes place, which becomes stronger for larger `, i.e. a small distance dx between

the obstacles. This leads to differences between the heat flux from rough surfaces with equal

covering areas as already shown in igure 12.3.

As a consequence, the largest heat flux increase for a fixed number of obstacles and fixed

covering area can be achieved for very slender obstacles, i.e. a large distance dx between them.

In this case, the heat flux in comparison with a smooth plate increases almost linearly with h

even for very large h and thus the optimal heat flux for a given covering area can be reached.

12.3.2 The influence of roughness on the Ra-dependence of the heat flux

Besides the influence of different roughness configurations, we want to compare our results

with those from the literature regarding changes in the Ra dependence of Nu due to surface

roughness. For this comparison, we chose two roughness configurations: rather high and slender

obstacles (h = 0.125H, `= 0.025L), and wider obstacles with the same height (h = 0.125H,

`= 0.125L). For both configurations, the covering area of the rough plates is twice as big as

that of the smooth plates. In Section 12.3.1 we have already obtained for Ra = 107 an increase

in Nu of about 65% for the slender obstacles and only about 49% for the wider ones. We vary

Ra between 106 and 108 and expect thicknesses of the thermal boundary layers δT,s ≡ H/(2Nus)

between 0.015H (Ra = 108) and 0.065H (Ra = 106). Thus for all considered Ra, the roughness

height h is at least twice as large as δT,s. Since in the literature a transition from a smooth Nu

vs. Ra scaling to a rough one for obstacle heights h of the order of the thickness of the thermal

boundary layer δT,s has been reported, we do not expect to find such a transition in the scalings

of our numerical results due to larger heights h considered in our DNS.

In figure 12.7a we compare the Ra-dependences of the smooth [152] and two rough cases. A
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linear fitting reveals, for the smooth case, an average scaling Nus = 0.116×Ra0.307, while for the

slender obstacles we obtain Nu = 0.065×Ra0.371 and for the wider ones Nu = 0.061×Ra0.368.

Thus both roughness configurations lead to slightly increased scaling exponents, which is in

good agreement with the numerical study by Stringano et al. [138], measurements by Qiu

et al. [105] and the two-dimensional numerical investigation by Shishkina & Wagner [125].

Contrary to the experimental studies by Roche et al. [108] and Tisserand et al. [146], the scaling

exponent is not increased to 0.5. This result is so far interesting, since Tisserand et al. [146]

used rectangular roughness elements, i.e. rather similar to ours, while Stringano et al. [138]

considered v-shaped grooves and Qiu et al. [105] used square based pyramids. In all these cases

a cylindrical domain and larger Ra were investigated. Thus we conclude that similar results

can be obtained even though the roughness configurations are very different. Further, not only

the roughness configuration but also Ra and Pr determine the changes of the heat flux due to

roughness. Understanding the Pr-dependence goes beyond the scope of the present paper; here

we focus only on the Ra-dependence.

The resulting scaling exponent obtained in our DNS is very similar for both roughness

configurations. To get a more detailed view of this, we consider in figure 12.7b Nu reduced

by the scaling in the smooth case, i.e. Ra0.3. Here it becomes obvious that the power law fits

reflect only an average scaling for the considered Ra-range. For Ra≤ 107, we find an even larger

scaling exponent: Nu ∼ Ra0.4—for larger Ra, the graphs become flatter and, in particular, for

wider obstacles, the scaling seems to saturate, with an exponent equal to that of the smooth case,

i.e., around 0.3. This means that for a given type of roughness, the influence of that roughness

on the scaling exponent becomes weaker with increasing Ra.

In most of the experiments, which obtained significantly larger exponents, higher Ra were

investigated, e.g. Tisserand et al. [146] had 4×1011 ≤ Ra≤ 3×1015, therefore the above result

seems to depend strongly on the roughness configuration (and Pr).

So far, we have considered Ra based on the distance H between the smooth plates. This choice

is somewhat arbitrary, since the consideration of the roughness involves an additional reference

length dz, which in the case of grooved roughness might be the tip-to-tip distance between the

rough top and bottom. Such an interpretation leads to different definitions of Nu and Ra as

Nudz = Nu(dz/H) and Radz = Ra(dz/H)3 (as long as the aspect ratio influence is weak, which is

the case for small h [168]). Since the height of the obstacles is equal for both our configurations,

the tip-to-tip distance dz cannot cause a better agreement of the results, but instead a reference

length depending on the obstacle width ` seems to be a more reasonable choice. Here, we make

use of the so-called “equivalent-smooth-wall height” Hesw, which was introduced by Nikuradse

[91], and successfully applied to channel and pipe flows with rough walls by Herwig et al. [63].

The idea is the following: the height Hesw is chosen in such a way that the volume of the domain

with smooth walls and height Hesw is equal to the volume of the domain with rough walls. Thus,
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FIGURE 12.8: Comparison of Ra-scalings for the smooth case and the rough cases with `= 0.025L, h=
0.125H and ` = 0.125L, h = 0.125H for Ra based on different heights: the usual
distance between the smooth plates H and the “equivalent smooth wall height” Hesw
considered by Herwig et al. [63] and Nikuradse [91].

in our case we obtain (cf. figure 12.5)

HesqLD !
= HDL−8`hD =⇒ Hesw = H−8h`/L. (12.9)

In figure 12.8, the results from figure 12.7b are plotted together with Nuesw = Nu(Hesw/H)

against Raesw = Ra(Hesw/H)3.

It becomes obvious that even though the obstacles are rather high, a different choice of the

reference length does not influence the general scaling. This was also pointed out by Du & Tong

[40] and Stringano et al. [138], who in the case of much smaller roughness elements estimated

the influence of the choice to be on the order of the experimental and numerical accuracy,

respectively. Therefore it is reasonable to use in our further discussions only the height H as the

reference distance both for rough and smooth walls.

To get further insight into the influence of the roughness on the scaling, we discuss, as

in Section 12.3.1, the local thickness of the thermal boundary layer δT,i at different parts of

the obstacles. In figure 12.9, the Ra-scaling of δT,i for the two roughness configurations in

comparison to the smooth case is presented. First of all, we observe that on top of the obstacles

δT,top is the smallest and in particular it is smaller than that in the smooth case. Further, δT,bottom

is larger than δT,s in the smooth case. This is in good agreement with the experimental results by

Salort et al. [109]. Further, for the slender obstacles, δT,top is smaller than for the wider ones.

This is reasonable since the thermal boundary layer thickness increases along the wind path (e.g.

Wagner et al. [155]) and thus on average δT,top is expected to be smaller for slender obstacles

with less distance along the wind on the obstacle’s top (cf. figure 12.6d,e,f). Similarly, δT,bottom

is larger for the wider obstacles, but here the explanation is different: wider obstacles lead to

smaller distances dx between the obstacles, which makes it more difficult to wash out the warm
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FIGURE 12.9: Ra-dependence of the thermal boundary layer thickness δT,i at different parts of the rough
surfaces (cf. text and figure 12.5) for roughness configurations h = 0.125H, `= 0.025L
(filled symbols, solid lines) and h = 0.125H, `= 0.125L (open symbols, dotted lines)
in comparison with the smooth case (crosses, dashed line).

fluid between the wider heated obstacles.

Most interesting for understanding the influence of the roughness on the Ra-dependence of Nu

is the fact that δT,top and δT,side scale similarly to the thermal boundary layer thickness δT,s in

the smooth case, and only the scaling of δT,bottom differs. This allows the interpretation that the

ability of the flow to wash the warm fluid out of the cavities between the obstacles increases with

increasing Ra. The reason for this might be the fact that the typical size of the flow structures

decreases with increasing Ra, which makes it possible for the smaller structures to enter the

cavities.

Further, for increasing Ra, the thickness of the boundary layers decreases and thus the core

part of the cavities enlarges, which eases the washing-out. Thus, exactly how the roughness

influences the Ra-scaling of Nu depends on the combination of the size of the typical structures,

determined by Ra and Pr, and the roughness configuration, i.e. the distance between the obstacles

and the shape of the obstacles. Also, of course, the global flow structure, which depends on the

geometry of the enclosure [152], might have an influence.

Thus we have found that the Ra-scaling is similar for slender and wide obstacles (cf. fig-

ure 12.7a), which can be explained by the similarity of the two investigated configurations. In

the case of an even smaller distance between the obstacles (as in most experimental studies), the

influence of the roughness might be much more strongly dependent on Ra, since, e.g., for small

Ra the warm fluid may completely remain in the cavities. We leave this issue open for future

investigations, since the main focus of the present study is on the influence of the roughness

configuration for fixed Ra.
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12.4 Comparison with theoretical predictions

Here we want to compare the obtained results with the those from the model in Shishkina &

Wagner [125] for the heat flux enhancement due to distinct regularly distributed obstacles. The

main idea of that model is the decomposition of the total heat flux into the three contributions

Qtop, Qbottom, Qside introduced above, which are modelled separately. The main assumptions

of this model are stationary boundary layers, which can be well described by the theory of

Prandtl–Blasius and Pohlhausen [see e.g. 121], and obstacles which are much larger than the

thermal boundary layer thickness H/(2Nus). The model is two-dimensional by construction and

shows good agreement with DNS results of 2D RBC for Pr = 1 and Ra ∈ {107, 5×107, 108}
and roughness configurations similar to those in the present study.

Due to the fact that the obstacles in the present paper are uniform in the y-direction, i.e. the

additional direction compared to the 2D study, the model can be also verified against our 3D

DNS results. For the special case of four obstacles, the estimate for Nu is

Nu =
∑i Qi

As
≈ Nus

(
1
4
+

3
4

Hesw

H︸ ︷︷ ︸
bottom & top

+

(
ξ

2

)1/4 8h
L

(
h
H

)3/4

︸ ︷︷ ︸
side

)
(12.10)

where Hesw = H−8`h/L is the “equivalent-smooth-wall height” introduced in Section 12.3.2,

and

ξ =

bdx/h, for bdx/h < 1,

1, otherwise,
(12.11)

is the obstacle rarity coefficient with 0 < ξ ≤ 1 and b≈ 0.3 an empirical parameter.

First of all it should be pointed out that the model does not describe any changes in the Ra

dependence of Nu due to roughness. This becomes quite obvious when writing the model in a

simplified way as Nu = G(h, `)Nus, where G(h, `) describes the roughness configuration. Thus,

for fixed roughness, the model predicts that Nu can be obtained from Nus by multiplication by a

constant. Thus the 2D model cannot predict the increased scaling exponent due to roughness,

which is observed in particular for Ra≤ 107. Since the scaling exponent seems to saturate for

very large Ra to the scaling observed in the smooth case, the model may perform better at that

point when considering Ra� 108.

In figure 12.10, the heat flux predictions of the model for the horizontal (Qtop +Qbottom) and

vertical surfaces (Qside) are compared with the 3D DNS results for Ra = 107.

As depicted in figure 12.10a, the model can not reproduce more than the correct order of

magnitude of the deviation from the smooth case (indicated by a horizontal dotted line) when

comparing the contributions from the horizontal surfaces. With respect to Qside in figure 12.10b,
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FIGURE 12.10: Comparison of the predictions by Shishkina & Wagner [125] with the DNS results for
the heat flux from (a) the horizontal surfaces Qtop+Qbottom and (b) the vertical surfaces
Qside for Ra = 107. The solid lines represent the model predictions for different widths
of the obstacles `.

the model strongly underestimates the DNS results, which in total leads then to a strongly

underpredicted total heat flux enhancement by the roughness.

The reason for this underestimation might be the assumption of the Pohlhausen theory for

infinite vertical heated surfaces [82, 99]1, which neglects the occurrence of thermal plumes.

The latter are present in particular at the obstacles edges [40, 138]. Furthermore, uplift next

to the obstacles’ vertical walls is expected to be only caused by buoyancy, i.e. driven by the

temperature gradient next to the vertical wall. This estimate might lead to velocities that are far

too small, since the flow between the obstacles is also partly driven by the large-scale circulation

in the full cell. Further, the global flow structures in the core parts of the convection cells differ

in the 2D and 3D cases, which also influences the processes of washing-out of the fluid from the

cavities between the isothermal roughness elements. These issues are further discussed in the

next section.

12.5 Flow structure and velocity statistics

It is well known that in turbulent thermal convection of a fluid with Pr . 1 and large enough

Rayleigh number, a large-scale circulation (wind) of the fluid develops in the bulk, i.e. the core

part of the convection cell. This holds for both types of convection cells, with smooth and rough

walls (see figure 12.2). The wind direction and its magnitude influence the flows that develop

in the cavities between the isothermal roughness elements. In this section we discuss in more

detail the wind and the cavity flows and related time-averaged characteristics, and analyse how

they are influenced by a particular roughness geometry.

In RBC, the large-scale circulation of the fluid may reverse its direction [139] on time-scales

1By mistake in the original paper the wrong reference “Pohlhausen [100]” was used.
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of the order of the simulated time. If such a process takes place, time-averaged fields are strongly

influenced and no longer represent the flow structure. To circumvent this, we consider only

time-intervals for averaging without such flow reversals. The latter information is obtained from

instantaneous flow fields, saved with a sampling rate of four per time-unit (Ĥ/(α̂ ĝ∆̂))1/2. The

instantaneous velocity field at half depth is decomposed into several modes, as described in

detail by Wagner & Shishkina [152] and similarly by Chandra & Verma [29]. The time-histories

of the contributions of these modes is then used to evaluate the direction of the large scale flow.

In figure 12.11 the time-averaged temperature distributions with superposed velocity vectors

are presented for two particular roughness configurations: h = 0.125H and ` = 0.025L or

`= 0.125L, as they were obtained in the 2D DNS for Pr = 1, Ra = 108 [125] and in the present

3D DNS for Pr = 0.786, Ra = 107, in the central vertical cross-section. In the two-dimensional

case (figure 12.11a,c) one observes an almost circular movement of the fluid, while in the three-

dimensional case (figure 12.11b,d) the wind exhibits its three-dimensional spiral structure. Thus

in the 3D case the fluid can move along the length of the obstacles, in the direction orthogonal to

the cross-sections presented in figure 12.11b,d. Such a fluid movement eases the emission of the

thermal plumes from the heated surfaces of the roughness elements, and as a result the wind can

remove more heat from these surfaces than in the 2D case.

To analyse the effect of the regular roughness on the large-scale circulation and the flows

between the obstacles, we evaluate the time-averaged vertical profiles of the velocity magnitude,

which are presented in figure 12.12. Close to the bottom plate, for z ≤ h, the averaging is

performed only for the fluid regions, while above the roughness elements, for z > h, the profiles

are averaged over the whole horizontal cross-section. Figure 12.12a,b,c reveals that the wind

is always stronger than the mean secondary flow in the cavities between the obstacles. If for a

fixed Rayleigh number a certain change of the geometry (the obstacle height or width) leads to

a decrease (or increase) in the velocity magnitude of the secondary flow, then in contrary, the

magnitude of the wind increases (or decreases).

From the comparison of the profiles for Ra = 107 in the cases of slender obstacles (fig-

ure 12.12a, `= 0.025L) and wide obstacles (figure 12.12b, `= 0.125L), we conclude that the

secondary flow is generally stronger if the distance between the roughness elements is large

enough, i.e. the obstacles are slender, while the wind close to the upper boundaries of the

obstacles is stronger for wide obstacles. This is consistent with the fact that in turbulent thermal

convection, the wind accelerates along its path, close to the heated surfaces [70, 155], therefore

the presence of wide roughness elements generally leads to a stronger wind above them.

If the Rayleigh number and the height of the regular roughness are fixed and the width of the

obstacles is varied, the mean vertical profiles of the velocity magnitude reveal three main regions

of the dominance of different tendencies activated by the roughness, as depicted in figure 12.12c.

In the first region, within the cavities between the obstacles, the mean flow is stronger for slender

obstacles that retain enough space between the roughness elements. The second region, which
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(a) (b)

(c) (d)

FIGURE 12.11: Time-averaged temperature distributions with superposed randomly distributed velocity
vectors for different roughness configurations: (a, b) h = 0.125H, `= 0.025L; (c, d)
h = 0.125H, `= 0.125L as obtained in (a, c) 2D DNS for Ra = 108, Pr = 1 [125], and
(b, d) 3D DNS for Ra = 107, Pr = 0.786, in the vertical slice at a half depth. Colour
scale goes from blue (T̂top) to red (T̂bottom) and the length of the vectors represents the
magnitude of the in-plane velocity at the arrows’ tails.

extends from the upper boundaries of the obstacles to about one-third of the convection cell, the

wind is stronger for wider roughness elements. Finally, in the core region of the convection cell,

the wind is generally stronger for slender obstacles.

It should be noted that for the nondimensionalisation, the reference velocity
√

α̂ ĝ∆̂Ĥ ∼
√

Ra

has been used. Thus, when comparing the results for different Rayleigh numbers in figure 12.12d,

the increase in all regions means that the velocities increase more rapidly than
√

Ra.

The above described tendencies are also supported by the analysis of the time-averaged
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FIGURE 12.12: Vertical profiles of the time and spatially averaged velocity magnitude
√
〈~u2〉x,y,t . For

z≤ h the averaging in the x-direction is performed only over the fluid regions, which
leads to discontinuities at z = h. Profiles for (a) ` = 0.025L and (b) ` = 0.125L and
different h and (c) for h = 0.125H and different `, with Ra = 107. (d) Ra-dependence
of the profiles for h = 0.025H and `= 0.125L.

probability density functions of the local instantaneous velocity magnitude |~u|. The probability

density functions are evaluated separately for the cavity regions between the obstacles and the

remaining core part of the convection cell, as presented in figure 12.13. For a fixed Rayleigh

number and fixed width of the roughness elements (figure 12.13a, Ra = 107, `= 0.025L) the

most probable velocity increases both in the cavity and in the bulk, if the height of the obstacles is

increased. In the case of a fixed Rayleigh number and fixed height of the roughness elements and

varying obstacle width (figure 12.13b, Ra = 107, h = 0.125H), the tendencies in the cavities and

in the bulk are the opposite: with increasing l, the most probable velocity in the cavities decreases,

while that in the bulk increases. As already discussed above, an increase in the obstacle width

impedes the development of strong secondary flow structures between the roughness elements

but favours the acceleration of the wind above the obstacles. Finally, an increase in the Rayleigh

number (figure 12.13c) always leads to an increase in the most probable velocity, both in the

cavity and in the bulk regions.
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FIGURE 12.13: Probability density function of the velocity magnitude in comparison with the smooth
case [152] for (a) different obstacle heights and `= 0.025L, Ra = 107; (b) h = 0.125H
and different `, Ra = 107; (c) h = 0.125H, `= 0.025L and different Ra. For the rough
cases, the PDFs are taken separately for the bulk region, i.e. h < z < H− h and the
cavity region, i.e. 0≤ z≤ h and h−H ≤ z≤ H.

12.6 Conclusions

Direct numerical simulations (DNSs) of the turbulent thermal convection in parallelepipedal

domains with rough heated and cooled surfaces were conducted, in which the length, height

and depth of the domains are related as 1:1:0.25. In all the simulations, the Prandtl number is

equal to Pr = 0.786, while the Rayleigh number Ra varies between 106 and 108. The surface

roughness is introduced by four box-shaped equidistantly distributed obstacles attached to the
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heating bottom plate and four obstacles located symmetrically on the cooled top plate.

The effect of the roughness was investigated in two ways: first, for a fixed Rayleigh number

(Ra = 107) and changing roughness configurations and, second, for fixed roughness types, while

varying the Rayleigh number.

As in the 2D study of [125], we obtained that a relative increase in the covering area of the

heated/cooled surfaces is not a universal parameter that determines the relative change of the

mean heat flux measured by the Nusselt number. Our 3D DNS showed that if the distance

between the obstacles is large enough, an almost linear increase of the Nusselt number with the

covering area remains longer for slender obstacles, which helps the fluid stagnating between the

isothermal obstacles to be washed out from the cavities from time to time. Our DNS results in

the considered parameter range are well represented by the empirical function (12.4) presented

in this paper to estimate the heat flux increase due to roughness.

The analysis of the local thermal boundary layer thicknesses showed that the thinnest boundary

layer develops at the top of the obstacles, and for similar Ra and Pr it is always smaller than the

BL thickness in the case of a smooth heated/cooled surface. The thickness of the thermal BL at

the top of the obstacles is especially small for slender roughness elements. In contrast to the

BLs attached to the obstacles’ top, the boundary layers near the bottom or vertical sides of the

obstacles are always thicker than those in the case of a smooth heated/cooled surface.

For two particular roughness configurations, with slender and wide obstacles but the same

covering area of the surfaces (`= 0.025L, h = 0.125H and `= 0.125L, h = 0.125H), the effect

of the roughness on the Nu vs. Ra scaling was investigated. It was obtained that the scaling

exponent changes from about 0.31 for smooth walls to about 0.37 for both types of rough walls.

Again, the strongest effect was observed for the slender roughness elements. A closer look

showed that the largest value of the exponent, about 0.40, corresponds to smaller Rayleigh

numbers, about Ra ≈ 106, while for Ra > 107 it reduces and thus the difference between the

scaling exponents for Ra ≈ 108 in the cases of the rough and smooth walls becomes smaller,

especially for wide roughness elements. The analysis of the Nu vs. Ra scaling with respect to the

so-called “equivalent-smooth-wall height” Hesw led to the same result. The thicknesses of the

thermal boundary layer at different parts of the roughness elements scale generally in a similar

way, both for rough and smooth surfaces. Only near the bottom between the obstacles is the

scaling different for small Rayleigh numbers, for which the bottom and two vertical thermal BLs

in the cavities between the isothermal obstacles merge, almost fill the cavities, and thus impede

the development of a strong enough flow in the cavities.

The 3D DNS results were also compared with the 2D model [125] and agreed well with the

2D DNS for a similar roughness structure. In case of the 3D DNS, large deviations from the 2D

model were observed. They are mainly due to a strong underestimation of the heat flux from

the vertical walls. The obtained deviation is explained by the essential three-dimensionality

of turbulent convective flows, which was not taken into account by the model, and by the fact
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that the flows in the cavities between the isothermal obstacles are caused not only by buoyancy

but also by the large-scale circulation of the fluid in the core part of the convection cell. For

similar configurations of regular roughness, the structure of the large-scale circulation in the

two-dimensional and three-dimensional convective flows are also different: in the 3D case the

wind exhibits a 3D spiral-like structure, which eases the heat transport from the rough surfaces.

A comparison of the time-averaged vertical profiles of the kinetic energy for different rough-

ness configurations showed that the mean secondary flow in the cavities between the obstacles

and the wind, which is always stronger than these secondary flows, are related and can be influ-

enced by the geometry of the regular roughness in such a way that the strengthening (weakening)

of one of them leads to the weakening (strengthening) of the other. Thus, wide obstacles impede

the flow between them but contribute to the acceleration of the large-scale circulation.

Generally, the growth of the roughness height leads to stronger flows both in the cavities

and in the bulk region, while an increase in the obstacle width accelerates only the large scale

circulation of the fluid and decelerates the secondary flows between the roughness elements.

Any increase in the Rayleigh number leads to stronger flows, both in the cavities and in the bulk.

Further investigations of the influence of regular roughness on the heat and mass transfer

in natural convection is needed, in particular issues related to the dependencies on the Prandtl

number and the Rayleigh number for large Ra. The development of a model to predict the heat

flux enhancement due to regular wall roughness that takes into account the three-dimensionality

of the flows and the influence of the wind on the secondary flows between the obstacles should

also be addressed in the future.

The authors acknowledge support by the German Research Foundation (DFG) under grant SH405/3-1.
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13 Summary

Within seven publications the boundary layers and the global flow structure of turbulent

Rayleigh–Bénard convection (RBC) in finite size containers were studied by means of Di-

rect Numerical Simulations (DNSs). As the single publications are closed each by detailed

conclusions, only a broad overview connecting the publication’s outcome is given here.

Methods for the extraction of the wind in cylindrical containers and the corresponding bound-

ary layer structure close to the heated bottom plate were introduced and tested (cf. chapter 6).

One of the main difficulties of the above mentioned DNS study was, that for the considered

Rayleigh numbers in a cylindrical domain the global flow performs azimuthal reorientations and

similar transient processes. To separate such transient processes from the remaining dynamics

of the flow, knowledge about the instantaneous temperature and velocity field is required. For

this purpose, about 80 instantaneous three-dimensional temperature and velocity fields were

saved in each turnover of the global flow, which allowed an a posteriori analysis. This idea of

saving all the information is applied throughout the whole results part of the thesis. As discussed

in section 11.2 this sampling rate is sufficient for resolving the large scale dynamics but is not

sufficient for resolving the Kolmogorov time scale for the largest considered Rayleigh numbers.

Nevertheless, this technique of saving all the instantaneous information requires enormous

amounts of memory. This limits the feasibility of DNS at large Rayleigh numbers in accordance

to the large required computational power (cf. chapter 4).

The boundary layer structure obtained in the DNSs for different Rayleigh numbers Ra was

compared to the commonly used theoretical description by Prandtl–Blasius–Pohlhausen (PBP).

In the latter theory laminar boundary layers caused by a constant wind, which passes by a

semi-infinite flat plate, are considered. The comparison revealed various disagreements in

particular with respect to the spatial development of the boundary layer thickness and the ratio of

the thicknesses of the thermal and viscous boundary layers. Those disagreements were attributed

to violations of the basic assumptions of this theory, namely the neglection of fluctuations,

buoyancy and pressure gradients. Perhaps most crucial is the fact that the wind along the bottom

plate was found to be not constant but varing in a parabolic way along the plate. A reasonable

extension of the PBP approach was therefore the consideration of a pressure gradient, since

it does not vanish for flows approaching a flat plate under a certain angle of attack. Such an

angle of attack is present in RBC as the flow falls or rises close to the vertical sidewalls and is

redirected when approaching the horizontal plates. The boundary layer equations were extended
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with respect to such a pressure gradient resulting in a velocity boundary layer equation of

the Falkner–Skan (FS) type allowing the solution by a similarity ansatz (cf. chapter 8). The

temperature boundary layer equation remained unchanged and was thus of the Pohlhausen type.

The angle of attack of the flow approaching the horizontal plates was found to be independent

of the Rayleigh number for 106 ≤ Ra ≤ 108 and the Prandtl number for 0.1 ≤ Pr ≤ 10 (cf.

chapter 9). Considering this constant angle of attack, the agreement between DNS and the

boundary layer theory was significantly improved with respect to the ratio of the thicknesses of

the thermal and viscous boundary layers. Apart from this ratio, for example when considering

the temperature profiles in the boundary layer region, the disagreement between DNS and theory

was found to be still present. Those remaining discrepancies of the theory manifest the fact that

buoyancy and fluctuations remained neglected. Furthermore, in a finite box the flow structure

and thus also the pressure gradients are much more complicated than considered in theory.

In the context of DNS an important application of boundary layer theory is the estimation of

the required spatial resolution. It was found that the estimates based on the PBP theory [121]

strongly underestimate the required boundary layer resolution, which means that the estimates

are not restrictive enough (cf. chapter 7). Most crucial for building this estimate is the ratio of

the thicknesses of the thermal and viscous boundary layer. Since the improved boundary layer

theory was found to be in better agreement with the DNS results with respect to this quantity,

it was reasonable to build new estimates based on this theory. As discussed in chapter 9, the

consideration of an angle of attack in the boundary layer theory also significantly improves the

estimation of the required boundary layer resolution.

To avoid the mentioned transient processes occurring in a cylinder, the containers geometry

was changed to a box-shaped one for further studies. This idea was persued in chapters 10

and 11, in which results for cubic and quasi two-dimensional containers were compared with

previous results obtained in a cylinder. In the cubic container, the global flow structure changed

for a Rayleigh number of about 106 from a flow parallel to two opposite sidewalls to a compli-

cated diagonal flow. This change led to drops in the mean heat flux, and in the mean kinetic

energy below the corresponding results obtained in a cylinder (cf. chapter 10). In analogy

to experiments in water at Rayleigh numbers up to 1012 [167], such a diagonal flow can be

avoided by considering quasi two-dimensional RBC in a domain of equal height and length but

rather small depth. It was therefore studied if the aspect ratio of depth per height influences

the flow structure, the mean heat flux and the mean kinetic energy (cf. chapter 11). The global

flow structure was analyzed by a decomposition of instantaneous flow fields into predefined

two-dimensional modes. This analysis revealed that in the considered Rayleigh number range, a

single roll state, i.e. a quasi two-dimensional flow, was present for the aspect ratio of one fourth

at sufficiently large Ra. For lower Ra and smaller aspect ratio a mixture of different modes was

obtained. In particular it was found that a four-roll structure, which was connected to movement

through the centre of the box, dominated as soon as the flow was unsteady. Furthermore, the
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mean heat flux reached the values for the cylindrical container for high Rayleigh numbers of

about 108. This allowed the conclusion that quasi two-dimensional RBC can be studied also in

DNSs, even though the Rayleigh numbers are some decades smaller than in the corresponding

experiments.

Furthermore, RBC was investigated for such a container with additional rough heating and

cooling plates (cf. chapter 12). Ordered roughness was introduced by equidistantly spaced

obstacles, which have the same temperature as the surface they are attached to. The number of

obstacles on each plate was fixed to four and the vertical and horizontal extent of the obstacles as

well as the Rayleigh number were varied. These were so far the only three-dimensional DNSs,

in which the influence of different roughness configurations was studied. The investigations

confirmed experimental results stating that the size of the covering area of the rough surfaces

is not sufficient to describe the heat flux increase caused by the roughness. For fixed Rayleigh

number of 107, an empirical function was given describing this heat flux increase in dependence

of the obstacles height and width. It further revealed that for constant covering area, the largest

heat flux can be achieved for slender obstacles, i.e. large space between the obstacles. In contrast

to some of the experiments it was shown, that for none of the considered configurations the

relative heat flux increase was larger than the ratio of the rough and the smooth covering areas. In

terms of the Rayleigh number dependence of the heat flux, the study showed, that the roughness

causes an increased effective scaling exponent as it was also obtained in some of the experiments.

A closer look revealed that for the largest studied Rayleigh numbers the scaling saturates to the

one for the smooth plates.
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Even though Rayleigh–Bénard convection (RBC) has been investigated for more than a century,

there are still many open questions in particular about the turbulent state. Apart from all the

questions, which cannot be answered within this thesis e.g. because of the small accessible

parameter range, there are open questions, which are directly connected with the presented

results.

Boundary layer analysis In chapter 6 the wind and the boundary layers close to the heated

bottom plate were analysed. For symmetry reasons, it is expected that similar results can be

also obtained, when considering the cooled top plate. But, as figures 8.9 and 9.5 indicate, at the

vertical sidewall the situation is different due to the corner roll, connected with the redirection of

the flow. As proposed by Grossmann & Lohse [53], a different scaling of the viscous boundary

layer thickness at the horizontal and the vertical wall with the Rayleigh number, may lead to

differences in the heat flux. Therefore, a further study of the viscous boundary layer close to the

vertical wall, seems to be reasonable.

Due to the adiabaticity of the vertical sidewall, a thermal boundary layer is not present there.

Nevertheless, the presence of the sidewall might be visible in the distribution of the thermal

dissipation rates, which can be analyzed by the dissipation layer ansatz recently introduced

by Petschel et al. [96]. The thickness of the dissipation layers is thereby defined similar to

the boundary layer thickness as in section 6.5.1; instead of the horizontal velocity and the

temperature, the viscous and thermal dissipation rates are considered. The dissipation layers

close to the heated plate show quantitative difference to the boundary layers considered in

chapter 6, but have also similarities. Most crucial is the fact reported by Petschel et al. [96], that

the viscous boundary layer can never become thicker than the thermal one, even for very large

Prandtl numbers. Contrary, the thickness of the viscous dissipation layer, becomes larger than

the thermal one for a Prandtl number of about one. Understanding the relation between these

two types of layers and the consequences for the boundary layer theory in particular for different

Prandtl numbers is an open question for future research.

Boundary layer theory In chapters 8 and 9 the boundary layer theory of Prandtl–Blasius–

Pohlhausen was extended to non-vanishing pressure gradients parallel to the heated plate. Even

though this led to strongly improved estimates for the ratio of the thermal and viscous boundary
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layer thicknesses, in particular for large Prandtl numbers there was still an apparent difference

between theory and DNS results. The boundary layer theory is only an approximation of the

full set of equations (2.1). Three assumptions seem to be thereby the most questionable: the

neglection of buoyancy and fluctuations and the simplification of the geometry. In section 8.3

it was argued that buoyancy can be neglected, as long the large scale flow is much faster than

the purely buoyant one, which is correct for Prandtl numbers of order one. Nevertheless, for

large Prandtl numbers, this assumption may not longer hold, and the boundary layer structure

may approach the limit considered by Stewartson [137]. In between these two extreme cases,

a mixture of the model by Stewartson [137] and the model presented here may be a better

description of the boundary layers in turbulent RBC, but the existence of a similarity solution, as

in the single cases, should be investigated.

A more realistic geometry (e.g. a square box in two-dimensions) should be also considered,

which may lead to a more complicated pressure distribution, e.g. as obtained in the DNSs by Shi

et al. [118]. Without a similarity solution, the boundary layer equations may be difficult to solve

analytically, but a numerical solution could clarify the influence of the geometry.

Quasi two-dimensional RBC In chapter 11, the influence of the aspect ratio (of depth per

height for a box with equal heigh and length) on the mean heat flux was studied, amongst

others. For a Prandtl number of about 0.8 and Rayleigh numbers between 105 and 107 a decrease

of the heat flux with the aspect ratio was found. Only a few weeks after the publication of

this paper ([152]), Huang et al. [68] reported on a similar study for Prandtl number 4.3 and

Rayleigh numbers up to 2.5×109. Their experiments and DNSs revealed a heat flux increase

for decreasing aspect ratio, which is contrary to the results presented here. Most interesting is

the fact, that they also found changes in the global flow structure and thermal plumes rising

and falling in the center of the domain (and not close to the walls as expected). They described,

that this change is responsible for the increased heat flux, while in chapter 11 it was argued,

that such a global flow structure may cause a decreased mean heat flux. As they used the same

numerical method and the spatial resolution was also similar, the disagreement of the results

can only be be caused by the different Rayleigh and Prandtl numbers. Some recent results,

which are not presented here, for Prandtl number 0.8, larger Rayleigh numbers also up to 109

as in their DNSs, and even smaller aspect ratios still do not show any significant heat flux

increase. Therefore the Prandtl number is expected to be the crucial parameter. Perhaps a more

sophisticated investigation of the heat transport processes, which take place in the center of the

domain for small aspect ratio, can shed more light on this issue.

Roughness In chapter 12 the results of the first DNS study of RBC with different roughness

configurations were given. Many of the experimental studies in the literature disagree with

respect to the heat flux increase, which can be achieved by rough heating and cooling plates
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in comparison to smooth ones. One of the reasons commonly given for this disagreement is

the fact, that different roughness configurations are used. In the presented DNS study, regular

roughness consisting of four obstacles attached to the heating and cooling plates, respectively,

was investigated. Even though already there the strong influence of the roughness configurations

was found, these results could not fully explain the differences in the results of the experimental

studies. Further investigations with roughness configurations, more similar to the ones in the

experiments, are required. They are so far difficult to realize, due to the large computational

effort, which is required for simulations with a large number of obstacles of complicated shape

as in the experiments.

Furthermore, in the experiments with rough plates usually higher Rayleigh numbers are studied

than it is feasible in DNSs. Therefore general information is required how roughness configura-

tions from experiments can be scaled to the lower Rayleigh number cases in DNSs. A general

idea is, that the ratio of obstacle height to the thickness of the thermal boundary layer must be

equal, but this is not fully understood. One way to get a deeper insight is modelling the influence

of roughness of the mean heat flux by using the boundary layer theory. An existing model from

the literature [125], which works well in case of two-dimensional convection, strongly underpre-

dicts the heat flux increase, which can be obtained in three-dimensional convection (as shown in

section 12.4). This model is based on the boundary layer theory by Prandtl–Blasius–Pohlhausen,

which was found to be a not perfect approximation of the boundary layers in RBC (cf. chapter 6).

Thus, a new model is required for the three-dimensional case.
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