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Summary

The focus of this thesis is on the extension of mathematical models in population genetics
in order to capture the effects of highly skewed offspring distributions or of strong selection
on the genetic variation within a population. The population models which are considered
in this work in particular include the biological phenomenon called recombination. Roughly
speaking, recombination corresponds to a split and subsequent reassembly of the genome
during reproduction due to which a new configuration of genes appears in the offspring. The
specific interest was to study neutral gene genealogies where the considered genes are in the
vicinity of a genetic locus experiencing high selective pressure. The main results of this thesis
therefore add to the understanding of the dependence structure of many partially linked loci
on the same chromosome when one of them carries a highly advantageous gene.
In the main part of this thesis, Chapter 2, we consider the partition of a sample taken from
a population at the end of a so-called selective sweep. More precisely, we approximate the
distribution of the ancestral relationships of neutral genetic loci which are partially linked
to one locus under selection. The evolution of the population is here described by a Moran
model with selection and recombination. After explaining our model in detail, we proceed
with presenting the main result, an approximate distribution for the partition of a sample
after such a sweep. The order of the error term in the derived approximation is the recip-
rocal of the logarithm of the population size. This result is an extension of the findings of
Schweinsberg and Durrett [36] towards the multi-locus case and gives insight into the precise
dependencies of two neutral loci on the same chromosome as the locus under selection. In
a related work, Pfaffelhuber and Studeny [31] studied the same three-locus geometry, how-
ever, their analysis was based on a different model which requires to first take the limit for
infinitely large population sizes meaning that the resulting approximation only allows for a
vague interpretation of its actual accuracy. Further, in contrast to them, we here present the
sampling formula which can be used in order to construct a typical sample.
In the subsequent Chapter 3 we present joint work with Charline Smadi from CMAP, École
Polytechnique, Paris-Saclay. The research question was basically the same as in Chapter 2,
namely to approximate the distribution of the neutral genealogies of a sample taken from a
population at the end of a selective sweep. Here however, we modeled the evolution of the
population by a birth and death process with varying population size and transition rates
depending on the genetic types of the individuals and the current state of the population.
This model mirrors the influences on a population more realistically and allows to incorporate
several biological parameters, such as the influence by competition. This work relies strongly
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on the results presented in Chapter 2 and further benefits from the findings of Charline Smadi
in [38].
Chapter 4 focuses on two aspects of so-called Λ-coalescent processes which arise as the limit
genealogies for large populations with more variable offspring distributions. By means of
a genetic data set from a population of Pacific oysters, Eldon and Wakeley showed in [16]
that the classical coalescent approach does not capture the reproduction behavior of these
marine organism. Their work revealed that there are reproduction events where a significant
proportion of a new generation of the population consists of offspring of one single individual
and hence a description by a binary coalescent is not suitable. The motivation for the study
of Λ-coalescent processes in this present work results from questions in the field of animal
breeding as such skewed offspring distributions can also arise when only a few breeding bulls
account for most offspring in the total cattle population. We therefore seek to better under-
stand processes with a large variance in the number of offspring per individual and which
at the same time incorporate more complex biological processes such as recombination. It
is essential to fully understand the dynamics of such processes in order to develop statistical
methods which help to determine which processes and distributions best describe the evolu-
tion of the population given the genetic data.
In this last chapter, we first give a formula of recursive nature for the expected height of a
coalescent tree for a general measure Λ. For particular cases such as the Kingman or the
star-shaped coalescent, this quantity is derived easily. For a general measure however, there
is no closed formula so that investigations in this area have so far focused on the study of dual
processes where asymptotics for the height and length of the process are known. In addition
to the formal statement, we provide a MuPAD algorithm which calculates the expectation
for measures Λ = δa for some a ∈ (0, 1]. Second, we describe a spatial algorithm on how to
generate an ancestral recombination graph for these more general coalescent processes. This
is an extension of the spatial algorithm of Wiuf and Hein [41] who only considered populations
whose evolution can be well described by the Kingman coalescent.
In the following Chapter 1 we will give a broad introduction into stochastic population mod-
els which helps to understand the concepts that are developed in the later chapters. We will
focus mostly on models with constant population size and only in the end describe a birth and
death process modeling a population of varying size. We start with defining a general model
for generating new generations which was first introduced by Cannings in [12]. Here, we also
state specific examples for different offspring distributions leading to well-known models such
as the Wright-Fisher or the Moran model. Further, we investigate the limit behavior for large
population sizes which leads to the introduction of coalescent processes. A core part of the
introductory chapter will be the description of how biological features such as selection and
recombination can be included into the population models since the main results of this thesis
are based on the study of exactly these more complex models.



CHAPTER 1
An introduction into models in population genetics

Before we start with the introduction of some mathematical models which are used to describe
the evolution of populations through time we will briefly list some definitions of biological
terms and processes which are needed along the way.
A population, that is, an aggregation of individuals, is said to be panmictic, if all individuals
have the same probability of mating with each other (so-called random mating). This means,
that neither genetic properties nor physical appearance, nor any sort of environmental or
social aspects influence the mating and reproduction ability of an individual.
The genotype, that is, the genetic information of an individual is stored in the DNA which
consists of coding parts, called genes, and non-coding parts. A gene can have different vari-
ants, the alleles, and the different alleles of one gene can lead to different phenotypic traits,
that is, a different appearance such as eye color. We call a part in the DNA which encodes a
gene a locus, with plural loci.
In organisms whose cells contain a nucleus, so-called eukaryotes, the DNA is organized in
chromosomes. Each chromosome consists of two identical chromatids which are connected
with each other through the centromere (see Figure 1.0.1). The number of chromosomes
varies amongst the different species.

centromere
chromatids

Figure 1.0.1: Schematic drawing of a chromosome.

An organism is called haploid, if its cells have a single set of chromosomes, whereas it is
diploid, if the cells have a double set of chromosome. In this case, generally a maternal and
a paternal chromosome build a pair of so-called homologous chromosomes. These have the
same genes at the same loci but not necessarily the same alleles as they are inherited from
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different individuals.
In case of sexual reproduction, special cells, so-called gametes, are formed which fuse with
the gametes of the partner during fertilization. In diploid individuals the gametes are formed
during a cell-division process called meiosis, where the double set of chromosomes is reduced
to a haploid one.

1.1 Cannings Model

Throughout this section we will study panmictic haploid populations with fixed population
size N over time. We will first define a stochastic population model with well-defined non-
overlapping generations in a general form.

Definition 1.1 (Cannings Model). Label the individuals from 1 to N and define for i ∈
[N ] := {1, 2, . . . , N} and t ∈ N0 the random variables

νti := # offspring produced by individual i from generation t.

A population model with an offspring mechanism νt := (νt1, . . . , νtN ) fulfilling the following
properties is called a Cannings Model:

1. (Equilibrium, Markov property) For different t the variables νt1, . . . , νtN are independent.

2. (Exchangeability) For each t the vector (νt1, . . . , νtN ) is exchangeable, that is,

(νt1, νt2, . . . , νtN ) ∼ (νtπ(1), ν
t
π(2), . . . , ν

t
π(N))

for any permutation π on [N ].

3. (Constant population size) For each t we have

N∑
i=1

νti = N.

Many of the classical population models can be defined within the above framework.

Example 1.2 (Wright-Fisher Model). In a Wright-Fisher model, a new generation is created
by sampling from the previous generation, independently and with replacement. The number
of times an individual is drawn corresponds to its number of offspring. In the formulation of
a Cannings model, we have ν = (ν1, . . . , νN ) ∼ Mult

(
N, 1

N , . . . ,
1
N

)
. An alternative interpre-

tation is obtained by considering the process backwards in time: each offspring chooses its
parent uniformly at random out of the previous generation, independently of the others. See
Figure 1.1.1 for a graphical representation of this model.
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1 2 3 4 5 6

1 2 3 4 5 6

1 2 3 4 5 6

1 2 3 4 5 6gen. 1

gen. 2

gen. 3

gen. 4

Figure 1.1.1: Four generations under a Wright-Fisher Model.

♦

Example 1.3 (Moran Model - discrete generation version). In one step of the Moran model,
a pair of individuals is chosen uniformly at random, the first one reproduces and has one
offspring, the second one dies, all other individuals just persist. A generation in the sense
of the Cannings Model thus corresponds to the reproduction of only one individual. We
therefore speak of steps in the Moran model rather than generations. If we define

P210 := {PN · (2, 1, . . . , 1, 0)T | PN a N ×N permutation matrix}.

then the offspring distribution ν = (ν1, . . . , νN ) ∼ U (P210) describes the evolution of the
population under a Moran Model.
A version of the Moran Model is obtained when drawing twice from the population with

1 2 3 4 5 6

1 2 3 4 5 6

1 2 3 4 5 6

1 2 3 4 5 6step 1

step 2

step 3

Figure 1.1.2: Three steps of a Moran Model.

replacement. Then however, the offspring distribution is different as the vector (1, 1, . . . , 1)
has positive probability.
The classical Moran model is defined by the same reproduction mechanism but with expo-
nentially distributed random times between two events. More precisely, each individual i has
a clock which rings with rate 1, that is, after a time ti ∼ Exp(1), independently of all other
clocks. When this clocks rings, individual i is replaced by an offspring of a uniformly chosen
individual from the population (including i itself). This implies that in a population of size
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N , an event happens after a time t ∼ Exp(N). As this rate does not change the reproduction
mechanism and is constant over time, we can impose the specific event times afterwards and
stick with the definition of the discrete time Moran model. ♦

Example 1.4 (Modified Moran model with skewed offspring distribution (cf. [16])). We can
generalize the above defined Moran Model towards a skewed offspring distribution with higher
variance. This can be realized by choosing a random number of individuals which are replaced
by the offspring of only one individual: we here first choose randomly the number U − 1 of
killed individuals and then uniformly at random the labels of the corresponding individuals.
The variable U can have any distribution on the set {0, 1, 2, . . . , N}. As an example, we
restate the distribution from [16]:

PU (u) =


1−N−γ if u = 2
N−γ if u = Nψ

0 otherwise,

with constants γ > 0 and ψ ∈ (0, 1) which control the frequency and the extent of larger
merging events, respectively. Conditional on U = u, the offspring vector then is in the set

Pu10 := {PN · (u, 1, . . . , 1︸ ︷︷ ︸
N−u

, 0, . . . , 0︸ ︷︷ ︸
u−1

)T | PN a N ×N permutation matrix}.

1 2 3 4 5 6

1 2 3 4 5 6

1 2 3 4 5 6

1 2 3 4 5 6step 1

step 2

step 3

Figure 1.1.3: Three steps under the modified Moran Model.

♦

In these population models with exchangeable offspring distribution, it is easy to impose
different, neutral genotypes on the individuals of the first generation. We can then study the
evolution of the number of a given type over time, assuming that an offspring always copies
the type of its parent. By neutral we mean, that no type has any advantage over any other
type (otherwise, the exchangeability would not hold anymore). By definition of the Cannings
model we can see that the process X = (Xt)t∈N which indicates the proportion of individuals
with the distinguished type at each time step t is a Markov chain with transition rates
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determined by the offspring distribution. If we continued in this direction, an appropriate
time scaling of the process allows us to set up the generator of the corresponding continuous-
time Markov process. This combined with taking the limit of large population sizes shows
that the frequency of alleles of a given type can be described by a diffusion process given
through the following stochastic differential equation:

dXt =
√
Xt(1−Xt)dBt, (1.1)

with Bt a standard Brownian motion. As the focus of this thesis lies on different aspects,
namely genealogies rather than frequencies, we do not go into details regarding the derivation
of the above equation or results which have been obtained by this approach. We will only
later, in Chapter 2 compare our findings with the results from [31] obtained by the study of
this so-called diffusion approximation.
At this point, we pursue another approach motivated by the following observation: when
looking at the above realizations of the population models, we notice that not all individuals
from the starting generation will have passed on their genetic material to an individual from
the last/present generation. Consider as an example the ancestral lineages of generation 4 in
the Wright-Fisher Model from Figure 1.1.1:

1 2 3 4 5 6

1 2 3 4 5 6

1 2 3 4 5 6

1 2 3 4 5 6gen. 1

gen. 2

gen. 3

gen. 4

Figure 1.1.4: Ancestral lineages in a Wright-Fisher Model.

Already those four generations indicate that by simulating the evolution of a population
forwards in time, we create lots of genetic material which is not relevant for any individual
living at the present time. Therefore, depending on the aspects that we want to study, it
may be more efficient to consider a population backwards in time, and generate its genealogy
starting with the individuals from the present generation. Whenever two or more individuals
are offspring from the same parent in the forward-in-time population model, they find a
common ancestor in the backward-in-time model and their ancestral lineages merge into one.
This is one of the reasons for the analysis of so-called coalescent processes in the field of
population genetics.
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1.2 The limit of large populations - coalescent processes

The great strength of the above formulation of the Cannings Model is the related theory
concerning the limit behavior for large populations. We will shortly introduce coalescent
processes as a self-contained concept and then draw the connection to population models in
general and in particular to the discrete models introduced above. For further details on
exchangeable random partitions and general coagulation processes see [33, 5].

Definition 1.5. Denote with PN the space of all partitions of N, and analogously P[n] =: Pn
the space of all partitions of the set [n]. The number of blocks of a partition ξ ∈ PN , for
N ∈ {N, [n]}, is denoted by |ξ|. We further define the following relations for ξ, η ∈ Pn:

ξ ⊂ η if η can be created from ξ by merging blocks of ξ,

ξ
k
≺ η if ξ ⊂ η and η is created from ξ by merging exactly

k blocks of ξ into 1 block, |ξ| = |η|+ (k − 1),

(1.2)

where we will write ≺ instead of
2
≺.

Definition 1.6. We call a continuous-time process ΠN := (ΠNt )t>0, with values ΠNt in PN ,
N ∈ {N, [n]} a coalescent process if

1. ΠN is a Markov process,

2. the transition rates qξη are positive if and only if ξ ⊂ η,

3. ΠN is exchangeable: Π[n] is called exchangeable if any partition of [n] into k 6 n blocks
of sizes b1, . . . , bk has the same probability, independent of the contents of the blocks but
only dependent on the number of blocks and their sizes. ΠN is called exchangeable if the
restriction to [n] given by Π[n] is exchangeable for all n ∈ N.

We further call ΠN consistent if for any k with [k] ⊂ N its projection onto the smaller set
[k] is again a coalescent process where the probabilities of a certain partition can be derived
as marginal probabilities from the original process.

The name coalescent process is motivated by the dynamics of such a process: we only observe
the merging or coalescence of blocks. An event where such a fusion of blocks occurs is called
a coalescent event.

Remark 1.7. As we can identify every partition in Pn with an equivalence relation on [n]
and vice versa, we also denote the set of all equivalence relations on [n] by Pn.

Obviously, once the coalescent process reaches the state where there is only one block left, it
never leaves it again. In terms of genealogies, this motivates the following definition:
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Definition 1.8. The first time when Π[n] is equal to the trivial partition with one block,

TΠ[n]
mrca := inf

{
t > 0 :

∣∣Π[n]
t

∣∣ = 1
}

(1.3)

is called the time to the most recent common ancestor. It is the first time that all sampled
lineages can be traced back to the same ancestor and thus, it is the height of the coalescent
tree (see also Definition 1.13).

We can analogously define this height for coalescent processes on PN but then TΠN
mrca is not

necessarily finite, depending on the rates qξη of that process (see [35] for a necessary and
sufficient condition for this property, which is called coming down from infinity). In this
work, we only consider genealogies of finite samples out of a population.
We will now define two specific coalescent processes which are widely known in the setting of
population genetics. The first one is the well-studied Kingman coalescent where coalescent
events always involve exactly two blocks, the second one the more recently studied and more
flexible Λ-coalescent process, introduced by Pitman in [32] and Sagitov in [34].

Definition 1.9 (Kingman coalescent). The Kingman coalescent process ΠK := (ΠK
t )t>0

is a consistent coalescent process with values in PN and initial partition ΠK
0 = ∆N :={

{1}, {2}, {3}, . . .
}
, the partition of N into singletons. Furthermore, for ξ 6= η, the tran-

sition rates fulfill

qξη =
{

1 if ξ ≺ η
0 otherwise.

(1.4)

In other words, there are only binary mergers and no simultaneous coalescent events. In
particular, the rates do not depend on the sizes of the blocks in ξ.
The Kingman n-coalescent process ΠK,n := (ΠK,n

t )t>0 for n ∈ N is the projection of ΠK on
[n].

The concept of partitions may be rather abstract, alternatively, we can keep the following
image in mind when it comes to coalescent processes on Pn:

Remark 1.10. Start drawing a mathematical tree with n leaves which represents the starting
configuration ∆n. The rates of the Kingman n-coalescent process stated in (1.4) indicate that
any specific pair of lines starting from the n leaves merges with rate one. Therefore, with
k 6 n lines present, the time until the next merger happens is distributed exponentially with
parameter

(k
2
)
. As the process is exchangeable, each pair has the same probability of being

chosen at the time of an event, and due to the Markov property of the process, the time until
the next merging event is independent of all previous times. As the process stops when there is
only one line (or block) left, we obtain a graphical representation as shown in Figure (1.2.1a).
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Definition 1.11 (Λ-coalescent). Let Λ be a finite measure on [0, 1]. The Λ-coalescent process
ΠΛ := (ΠΛ

t )t>0 is a consistent coalescent process with values in PN and initial partition ΠΛ
0 =

∆N, the partition of N into singletons. Furthermore, for ξ 6= η, the transition rates fulfill

qξη =


∫

[0,1] x
k−2(1− x)|ξ|−kΛ(dx) if ξ

k
≺ η

0 otherwise.
(1.5)

Put differently, there are no simultaneous coalescent events and if the process is in state
ξ with |ξ| = b, any k-tuple of blocks of ξ merges together to one block with rate λb,k :=∫

[0,1] x
k−2(1− x)b−kΛ(dx). The consistency of the process holds due to the following property

of those rates:

λb,k = λb+1,k + λb+1,k+1.

The Λ-n-coalescent process ΠΛ,n := (ΠΛ,n
t )t>0 for n ∈ N is the projection of ΠΛ on [n].

We can think of the Λ-n-coalescent in the same way as described in Remark 1.10 for the
Kingman n-coalescent. The only differences are that in one merging event more than two
lines may coalesce, and that the times between events are distributed with a different rate,
according to the measure Λ. We only list some examples at this point and will discuss the
properties of these coalescent processes in detail in Section 4.1 where we in particular give an
intuition on the structure of the rates from (1.5).

Example 1.12 (Examples of Λ-coalescent processes). 1. The Kingman coalescent is identical
to a Λ-coalescent with Λ = δ0, the Dirac measure at zero.
2. If Λ = δ1, we call the process a star-shaped coalescent as in case of a merging event, all
blocks coalesce into one.
3. The coalescent with Λ(dx) = dx, the uniform measure on the interval [0, 1] is called the
Bolthausen-Sznitman coalescent, introduced in [10].

If we consider a coalescent process in reversed time, that is, starting with only the root, it is
nothing else than a pure birth process in continuous time.

Definition 1.13. For a coalescent process Π[n] define the times of coalescent events recursively
for 1 6 k 6 n− 1 by

T̃Π[n]
0 = 0,

T̃Π[n]
k = inf

{
t > 0 :

∣∣Π[n]
t

∣∣ < ∣∣Π[n]
T̃k−1

∣∣} if
∣∣Π[n]

T̃k−1

∣∣ > 1, and

T̃Π[n]
k = T̃Π[n]

k−1 if
∣∣Π[n]

T̃k−1

∣∣ = 1.

(1.6)
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(a) A Kingman coalescent tree.

1 2 3 4 5 6 7 8 9 10 11 12
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T̃0

T̃1

T̃2

T̃3

T̃4

T̃5

T̃6

T7 = . . . = T̃11

N1 = 11
N2 = 10

N3 = 9

N4 = 5
N5 = 3

N6 = 2
N7 = 1

T6

T4

(b) A Λ-coalescent tree.

Figure 1.2.1: Coalescent trees.

Further, denote the number of blocks Π[n] has after the k-th jumps by

NΠ[n]
k =

∣∣Π[n]
T̃k

∣∣, (1.7)

and define the duration of time Π[n]
t spends in one state by

TΠ[n]
k = T̃Π[n]

k − T̃Π[n]
k−1 . (1.8)

We denote by

HΠ[n] = T̃Π[n]
n−1 =

n−1∑
k=1

TΠ[n]
k

(
= TΠ[n]

mrca

)
(1.9)

the height of the coalescent tree corresponding to Π[n] and by

LΠ[n] =
n−1∑
k=1

NΠ[n]
k−1 · TΠ[n]

k (1.10)

the (branch) length of the coalescent tree. Whenever there is no ambiguity, we omit the
superscript Π[n] or replace it by an n in order to ease notation.

Both quantities, HΠ[n] and LΠ[n] play an important role in the investigation of biological
processes: if for example mutations happen on the same time scale then their impact will be
visible in a sample from the population (see Sections 1.3.2 and 4.2).
Note that in case of the Kingman coalescent all states from n to 1 will be attained, that is,
we indeed have n − 1 coalescent events and the T̃k’s are all distinct. This is not necessarily
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the case for a Λ-coalescent where the number of blocks can decrease by more than one at
a time. However, in any case we have T̃Π[n]

n−1 = TΠ[n]
mrca. An example of the times T̃ and the

corresponding block sizes is given in Figure 1.2.1b.
We will now turn back to the population setting and consider the situation where we want
to trace back the ancestry of a sample containing a fixed number n of individuals out of
a (infinitely) large population. In this case, there exist some very nice convergence results
which in particular show the universality of the Kingman coalescent: many of the standard
population models will in fact converge to the same limit object. Although this latter aspect
was introduced by Kingman in [27, 26] we here follow the formulation by Möhle, [28]. In his
work he considered an even more general population model, a Cannings model with varying
population size for the different generations. Here, we will restate his result only in the case
where the population size is constant over time and where the distribution of the offspring
mechanism νt is independent of the generation t. Recall Remark 1.7 where the correspondence
between partitions and equivalence relations was addressed.

Theorem 1.14 (Theorem 3.1 (Remark), [28], Kingman). Consider some Cannings model
given through ν with νt identically distributed for all t and constant population size N as
introduced in Definition 1.1. Fix a sample size n ∈ N and denote by

(
Πν,n
m

)
m∈N the process

with values in Pn which is created by the following equivalence relation:

i ∼Πν,nm j :⇔ i and j have a common ancestor m generations backward in time

under a realization of ν,
(1.11)

and Πν,n
0 = ∆n. Define

cN := 1
N − 1E(ν1(ν1 − 1)). (1.12)

If the below stated conditions (1)-(3) are satisfied, the time-changed process
(
Πν,n
bt/cN c

)
t>0 con-

verges weakly in DPn([0,∞)) to the Kingman n-coalescent process for N →∞:

(1) lim
N→∞

cN = 0,

(2) lim
N→∞

1
N3cN

N∑
i=1

E(νk+1
i (νi − 1)) = 0, for all k ∈ N,

(3) lim
N→∞

1
N4cN

N∑
i,j=1

E(νi(νi − 1)ν2
j ) = 0.

Here, DPn([0,∞)) is the Skorokhod space on [0,∞), that is, the space of all càdlàg (right
continuous with left limits) functions on [0,∞) with values in Pn.

In the following remark we give an intuition on the conditions (1) to (3) from above.
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Remark 1.15. Note that we needed to speed up time by the factor 1/cN in order to see
convergence to the Kingman n-coalescent. The value cN defined in (1.12) is the probability
of the event A, that two individuals picked at random from the population find a common
ancestor in the previous generation:

P(A) = E(1{A}) = E(E(1{A}|ν))

= E
( N∑
i=1

νi
N

νi − 1
N − 1

)
= 1
N − 1

1
N

N∑
i=1

(
E(ν2

1)− E(ν1)
)

= E
(
ν1(ν1 − 1)
N − 1

)
= cN .

Thus, the new time scale is such that we expect to see one merging event in the sample in one
time unit.
The conditions (2) and (3) on the offspring distribution ν stipulate that neither the probability
for a parent to have more than two offspring nor the probability of two different parents
producing offspring in the same generation is big enough for an occurrence of these events in
the limit process.

Lemma 1.16. The Wright-Fisher model as introduced in Example 1.2 and the Moran model
from Example 1.3 both fulfill the conditions (1)-(3) and thus converge weakly to the Kingman
coalescent as N tends to infinity.

Proof. The proof can be done by straightforward calculations and we will therefore not state
it here but only derive the value of cN for both offspring distributions as it also gives insight
in the needed time-change.
For the first introduced formulation of the Moran model we have E(ν1) = 2/N+(N−2)/N = 1
and E(ν2

1) = 4/N + (N − 2)/N = 1 + 2/N and thus cN = 2/(N(N − 1)).
In the Wright-Fisher model, each νi is distributed binomially with parameters N and 1/N .
Hence, E(ν1) = 1, E(ν2

1) = 2− 1/N and thus cN = 1/N .

As we will later focus on Λ-coalescents, we here state a more general convergence result as it
was formulated by Schweinsberg in [37]:

Proposition 1.17 (Proposition 3, [37]). Suppose

lim
N→∞

cN = 0 and lim
N→∞

E
[
(ν1(ν1 − 1) · ν2(ν2 − 1)

]
N2cN

= 0. (1.13)

Also, assume that for some probability measure Λ on [0, 1], we have

lim
N→∞

N

cN
P(ν1 > Nx) =

∫ 1

x
y−2Λ(dy) (1.14)

for all x ∈ (0, 1) at which the limit function is continuous. Fix a sample size n ∈ N and
denote by

(
Πν,n
m

)
m∈N the process with values in Pn which is created by the equivalence relation
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given in (1.11) with Πν,n
0 = ∆n. Then, as N → ∞, the process (Πν,n

bt/cN c)t>0 converges to
(ΠΛ,n

t )t>0 which has the same law as the restriction to [n] of a Λ-coalescent.

The moment condition stated in (1.13) can be interpreted as follows: in the limit of large
populations and with respect to the new time scale, the probability that two individuals
reproduce at the same time should be negligible. This implies that we will see no simultaneous
mergers in the limit process. Again, the time change is given through cN .

Example 1.18. Let us resume the example of the modified Moran model introduced in
Example 1.4 and consider different values for the parameter γ which regulated the occurrence
of a multiple merger. For γ > 2, the authors from [16] showed that the limit process is indeed
a Kingman coalescent. However, as observed in [16], if γ < 2, the probability for a merging
event with more than two lineages is high enough such that those events can not be ignored in
the limit process. We will here apply Proposition 1.17 in order to reach the same conclusion.
Let 0 < γ < 2 and ψ ∈ (0, 1).

cN =
E
[
E[ν2

1 − ν1 | U ]
]

N − 1 =
E
[
E[U2

N + 1− U
N − 1]

]
N − 1 = 1

N(N−1)
[
2(1−N−γ) + ψN1−γ(ψN − 1)

]
,

and thus cN → 0 as N → ∞ (holds true for all γ > 0). Further, the discrete model does
not allow for simultaneous mergers and thus E[ν1(ν1 − 1) · ν2(ν2 − 1)] = 0. Now we want to
look for a measure Λ which might fulfill (1.14). By definition of the distribution of U we find
P(ν1 > Nx) ≡ 0 for all x ∈ (0, 2

N ) ∪ [ψ, 1). Now, for x ∈ [2/N,ψ), we have

N

cN
P(ν1 > Nx) = N

cN
E
[ 1
N

1{U=Nψ}
]

= 1
cN
N−γ = 1

1
N(N−1)

(
2(Nγ − 1) + ψN(ψN − 1)

)
→ 1

ψ2 , N →∞, as γ < 2.

Hence, for Λ = δψ, the Dirac measure at ψ, the equality in (1.14) holds true for all x ∈
(0, 1). With time scaled by 1/cN , the ancestral process of an n-sample following the offspring
distribution ν therefore converges to (Πδψ ,n

t )t>0 as N →∞. In particular, for 0 < γ < 2, the
two-mergers will not occur in the limit process.
As mentioned by Eldon and Wakeley, the case γ = 2 is special in the sense that both kind of
mergers will be seen in the limit process. This can be deduced from the following calculation:

N

cN
P(ν1 > Nx) = 1

cN
N−2 = 1

1
N(N−1)

(
2(N2 − 1) + ψN(ψN − 1)

) → 1
2 + ψ2 , N →∞,

and hence, Λ = 2
2+ψ2 δ0 + ψ2

2+ψ2 δψ fulfills (1.14) for x ∈ (0, 1). ♦

With this theory of convergence at hand, there are now two possible ways to reflect the
evolution of a population for large, constant population sizes. On the one hand, we can
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study the discrete-time model and specify in every detail how the reproduction mechanism
is supposed to work. On the other, we can first take the limit for infinite populations and
then work with the limit process. Often, the latter is chosen since the analysis of coalescent
processes is usually simpler and by now there is a vast variety of theoretical work to rely on.
In addition, many discrete models actually converge to the same limit and hence, the study
of the one limit object allows to draw conclusions for several schemes.

1.3 Biological complications: recombination, mutation and se-
lection

In this section, we want to introduce some biological processes which influence the evolution
of a population and which we have ignored up to this point. We will consider the discrete
population models introduced before and also show how these biological complications can
be incorporated into processes in continuous time. We will in particular introduce and study
the impact of recombination as this mechanism is one of the key aspects of this work.

1.3.1 Recombination

In contrast to Section 1.1, we will first explain recombination for diploid populations, that
is, populations where the individuals have a double chromosome set. In the models which
are introduced later we however consider the framework of sexually reproducing haploid
populations, that is, we consider a gene pool of single chromosomes and disrespect the diploid
pairing. For a rigorous mathematical model for diploid individuals see for example [8].

Definition 1.19. Recombination denotes the chromosomal crossover (or crossing-over) which
may happen during the meiosis when the parental gametes are formed. Before the cell division
starts, each chromosome is duplicated and during this process the two chromosomes of one
parent can entangle and thus interchange genetic material. The resulting chromatids after
meiosis then are not a simple copy of one parental chromatid but are a unique combination
of genetic material from both of the parental chromosomes.

Remark 1.20. 1. If we go back to the level of one chromosome, we see that in contrast to
the previously described models it can have up to two parent chromosomes, while each locus
is still copied from exactly one individual. Note that in particular in the case of a double (or
multiple) crossover as shown in Figure 1.3.1b, the offspring’s chromosome still only copied
material from the two maternal (or paternal) chromosomes.
2. When we later, in Chapter 2, indeed restrict ourselves to the chromosomal level, we will
consider population models where the two parents of an offspring are drawn randomly from
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t

(a) Single crossover.

t

(b) Double crossover.

Figure 1.3.1: A pair of homologous chromosomes of the offspring.

all the individuals in the population. We have to keep in mind though that this is only an
approximation. In the diploid scenario, the second parent of the newborn’s chromosome is
known to be the second homologous chromosome of the first parent and not some randomly
chosen partner.

Let us now consider different ways of modeling the evolution of a population when taking care
of the phenomenon of recombination. We will give an example of a discrete time model in a
similar spirit as in the Examples 1.31 and 1.32 and then introduce two different approaches
of modeling the process in continuous time.

Definition 1.21. Consider a neutral, discrete-in-time model with constant population size
2N . In each individual, the genealogical relationships of l ∈ N distinguished loci are con-
sidered. At each locus Lj, an individual can have one of nj possible alleles. We study the
alignment L1 − L2 − · · · − Ll and assume that during a reproduction event, a recombination
happens (independently of everything else) between each adjacent pair of loci Lj and Lj+1 with
probability rj, j = 1, 2, . . . , l − 1. A new generation at time t+ 1 is then created as follows:

• each individual i from generation t has νi offspring, where
∑2N
j=1 νj = 2N and ν follows

some distribution (as in Definition 1.1)

• independently for each offspring, the number and places of recombinations are given by
the outcome of l − 1 independent Bernoulli random variables B1, . . . , Bl−1 with Bj ∼
Bernoulli(rj),

• define the recombination points m1,m2, . . . by m1 := min{k > 1 : Bk = 1} and for j > 1
mj := min{k > mj−1 : Bk = 1}

• if there is no recombination (all Bj ≡ 0), the offspring copies all alleles from the parent,

• if there is at least one recombination, a second parent is chosen uniformly at random
from all individuals of the t-th generation and the offspring copies the alleles from both
its parents as follows:
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– the alleles at the loci 1, 2, . . . ,m1,m2 + 1, . . . ,m3,m4 + 1, . . . are copied from the
first parent

– the alleles at the remaining loci (m1 + 1, . . . ,m2,m3 + 1, . . . ,m4,m5 + 1, . . .) are
copied from the second parent

Figure 1.3.2: Example of the offspring’s alleles for
l = 7.

• parent’s alleles: ,

• second parent’s alleles:

• (B1, . . . , B6) = (1, 0, 0, 1, 0, 1)

⇒ offspring’s alleles:

For a better understanding, we will exemplarily describe a Moran model with two loci and
two alleles in the next example.

Example 1.22. For a population size of now 2N individuals, we use the offspring distribu-
tion from Example 1.3 in which the Moran model was introduced. Let us consider l = 2 loci,
with possible alleles A, a at L1 and B, b at L2. Recall that one step of this model consists of
uniformly choosing one individual which reproduces and one individual which is replaced by
the offspring of the former. Here, with probability r1, the offspring copies the allele at L2 not
from the parent but from an again uniformly chosen individual of the parental generation. If
for example we have drawn an (A,B)-individual as the parent and an (A, b)-individual as the
second parent, the offspring is of type (A,B) with probability 1− r1 and of type (A, b) with
probability r1. See Figure 1.3.3 for an illustration.

A

A

A

A

A

A

A

A

B

B

B

B

B

B

B

B

a

a

a

a

a

a

b

b

b

b

b

ba b

A ?

r11− r1

Figure 1.3.3: A step in a Moran model with recombination, 2N = 8,
type of offspring at second locus depends on whether there is a recombination.

♦

In continuous time, one would like to generate an analog to a coalescent tree in order to de-
scribe the genealogy of a sample (or the whole population). Trying to interpret the genealogy
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of some group of individuals by means of a coalescent brings problems as soon as a recombi-
nation causes one chromosome with two parents. Such ancestry can no longer be described
by a tree but we need a graph in order to capture the different ancestral paths of the different
parts of one chromosome. The resulting construction is then called an ancestral recombination
graph, or short, ARG. As already mentioned in Remark 1.20, each single locus in the genome
can still be traced back to exactly one individual from each previous generation, although
the whole chromosome may have two ancestors. Thus, we can indeed build a coalescent tree
for each locus of the present population. However, all those coalescent trees will be highly
correlated as neighboring loci are inherited together if there is no recombination. As pointed
out in Durrett [14], it is rather hard to obtain analytical results considering the properties of
genealogical processes which account for recombination. While there are explicit formulas for
the covariance of the coalescent trees for partially linked loci in case of a sample size of two
individuals, most other results for a higher number of individuals are of a recursive nature.
Instead of reproducing known analytic results here, we concentrate on the algorithmic con-
struction of processes with recombination.
However, before we do so, we need to think about the correct time scaling of the recombina-
tion probability, similar to the line of thought from the previous Section 1.2.
In Theorem 1.14 and Proposition 1.17 we saw that, for constant population size 2N , we need
to scale time in the discrete process by a factor of 1/c2N in order to obtain convergence to
a coalescence process. In the discrete model with recombination, each individual recombines
(independent of all others and previous events) with probability r within the time span of
one generation. Thus, during 1/c2N generations the expected number of recombinations for
an individual is r/c2N . Inspired by this, define the scaled recombination rate (also called the
population recombination rate)

ρ

2 := r

c2N
, (1.15)

and denote by T c and T d the time until a recombination happens in one ancestral lineage
with respect to the continuous and the discrete process, respectively. Then, if T c is greater
than t time units, T d needs to be greater than t/c2N time units. This implies:

P(T c > t) = P(T d > t/c2N ) = (1− r)t/c2N

=
(
1− r/c2N

1/c2N

) t
c2N =

[(
1− ρ/2

1
c2N

) 1
c2N
]t
→ exp

(
− ρt/2

)
,

(1.16)

which is the probability that an Exp(ρ/2)-distributed random variable exceeds t. Hence, for
the rescaled process in continuous time, the time until one lineage experiences a recombination
is distributed exponentially with parameter ρ/2, which is in general assumed to be finite.
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Remark 1.23. In biology and as well in mathematical models describing biological processes,
often we do not measure the length of some DNA sequence with respect to the physical dis-
tance between the endpoints or the number of base pairs included in the sequence. Instead,
the length is expressed in the expected number of recombination points along the sequence.
A unit of that length measure is called a centimorgan, or a map unit. More precisely, one
centimorgan (cM) is equal to that distance between positions on the chromosome in which the
expected number of recombinations per generation is equal to 0.01.
The existence of so-called recombination hotspots on the genome implies that those two dis-
tance measures, number of base pairs and centimorgan, are in general not directly proportional
to each other.

In the following we will measure distances between genetic loci in the expected number of
recombinations occurring between them.

Remark 1.24. Recall Definition 1.21 and assume that the probability to recombine is identical
between all loci, that is, r1 = r2 = . . . = rl−1 = r. Then the number of recombinations on one
sequence in one step is binomially distributed:

P(# recombinations = n) =
(
l − 1
n

)
rn(1− r)l−1−n.

As each generation is created through the same mechanism, this can be extended to the fol-
lowing thought: suppose we are interested in the number of recombinations in a genealogy of
time length 1/c2N (keep in mind that we will scale time by 1/c2N ). Then,

P(# recombinations during time 1/c2N = n)

=
(

(l − 1)/c2N
n

)
rn(1− r)(l−1)/c2N−n.

If we assume the following limit behavior,

1/c2N →∞, l→∞, r → 0 such that r · (l − 1)/c2N → ρ/2,

then, by the Poisson limit theorem, we get

P(# recombinations during time 1/c2N = n)→ exp(−ρ/2)(ρ/2)n

n! . (1.17)

Thus, the number of recombinations in 1 unit of the new time is Poisson distributed with
parameter ρ/2.

Note particularly that in the rescaled process with time sped up, there are almost surely no
simultaneous recombination and coalescence as both events can be modeled by Poisson Point
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processes (with intensity proportional to the Lebesgue measure).

The construction of an ancestral recombination graph (ARG)

We will now describe two possible algorithms for the construction of an ARG and focus here
on Kingman coalescents with binary mergers only, as defined in Definition 1.9. An algorithm
for the ARG in case of a more general Λ-coalescent is then given in Section 4.3.

The ARG as a birth and death process. The first approach, as described by Griffiths [20],
Griffiths and Marjoram [21], is to directly generate a graph starting at time 0 with the current
sample of individuals and going back in time until all loci in the sample have found a common
ancestor. The genealogical line of an individual then can split whenever a recombination
produces two different ancestors of the genetic material of that individual, or the line merges
with another lineage in a coalescent event. We will here only consider a two-locus version with
a one-step recombination probability of r between those two loci. This model however can be
extended straightforwardly towards multiple loci with different strength of linkage between
them.

Algorithm 1.25 (cf.[20],[21]). The ARG can be constructed as a birth and death process
where the rates depend on the number of ancestral lineages present at a given time. If we use
the scaled recombination rate from (1.15), the rates of the process are as follows:

birth rate = kρ/2, death rate =
(
k

2

)
,

in case there are k lines present in the graph. A birth corresponds to a recombination of the
affected lineage, a death to the coalescence of two lineages. ♦

Note that the death rate is quadratic in k compared to the linear birth rate, which implies
that the process will almost surely reach the state where there is only one line left in the
graph. Although the process could be continued from that time on (as the birth rate is
positive) we stop the process at the first time it reaches one line as no further information on
the genealogy is gained from that point on.
The death rate is known from Remark 1.10, the birth rate follows the intuition from Equation
(1.16). For a better understanding of the shape of such a process, see Figure 1.3.4 in which we
consider a two-locus model and recombinations are illustrated by stars. We further indicated
the embedded coalescent tree which describes the history of the rightmost locus by slightly
shifted orange lines. The leftmost locus only finds a common ancestor when the whole graph
reaches the state of one line.
This straightforward construction however can lead to the creation of edges in the graph
which contain no genetic material ancestral to the sample, such as for example the dashed
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t

Figure 1.3.4: Ancestral recombination graph as a birth- and death process.

line in Figure 1.3.4, a result of two successive recombinations. The true time until the most
recent common ancestor of all sampled genetic material is found can therefore be smaller
than the generated height of the graph. This is an important difference between ancestral
recombination graphs and the coalescent trees from Section 1.2.
As we will later focus only on the second possibility to construct the ancestral recombination
graph, we will give no further detail to the properties or extensions of the above birth- and
death process but continue with the definition of a spatial algorithm.

A spatial algorithm for the construction of the ARG. The second idea was introduced by
Wiuf and Hein in [41], and can be thought of as “walking along the genome” instead of going
back in time. In this algorithm, each sampled sequence is taken from the same part of the
genome for all individuals and the sequences are thought of as a continuous interval rather
than a discrete alignment of loci. The basic idea is to first generate a coalescent tree which
models the ancestry of the leftmost point in the observed part of the gene sequences. Then,
in order to check whether this tree also describes the history of the neighboring parts, we
need to define a process which defines the number, point and time of the next recombination
event. Here, “next” is meant with respect to the spatial position in the genome, independent
of time. If there is a recombination, we adapt the existing coalescent in a specific way and
subsequently continue this process for all successive loci, each time based on the most recent
coalescent tree.
We borrow the notation from [41], where the authors start from a constant population size
model for N diploid individuals, each with two sequences which consist of L nucleotides. The
next generation is then formed by sampling with replacement N pairs, that is 2N sequences,
of the previous generation and allowing the pairs to recombine between any two nucleotides
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with probability r. Similar as described in Remark 1.24, the limit of large populations is then
taken as follows:

time is measured in 1/c2N = 2N generations and

N →∞, L→∞ and r → 0 such that 2NLr → ρ/2.
(1.18)

This way, the authors measure the sequence length in expected number of recombinations per
2N generations (cf. Remark 1.23). The findings from Remark 1.24 and in particular (1.17)
then justify the following, which is stated in Section 1 in [41]: let X be the sequence length
until a recombination occurs, and b the total branch length of the complete genealogy, then

P(no recombination in the genealogy | b) = exp(−bρ/2),

and for x < ρ/2 we have P(X > x | b) = exp(−bx),

that is, X given b is exponentially distributed with parameter b, truncated at ρ/2. As all
generations are constructed in the same way and the individuals are exchangeable, the re-
combination event takes place uniformly at random over all ancestral lineages: denote by T
the location of the event on the graph, then T ∼ U(0, b).
It is helpful to define the concept of a local tree before we continue.

Definition 1.26. Let L be the length of each of the sampled sequences, and p ∈ [0, L] a
position in the genome (which can be either a point or be identified with a gene). Then the
local tree at p, denoted by T (p), is the coalescent tree which describes the genealogy of the
sample with respect to the point p.

We can now state a pseudo-code of the spatial algorithm.

Algorithm 1.27 (cf. [41]). Assume the model from [41] as described above with limit
behavior of the parameters as stated in (1.18). Each of the (finitely many) sampled sequences
is thus identified with the interval [0, ρ/2].

1. Generate a local (Kingman) coalescent tree T (0) for position 0.

2. Determine the total branch length b(0) of T (0) (as defined in Definition 1.13).

3. Put B0 = b(0), P0 = 0 and G0 = T (0) and repeat the next steps for i = 1, 2, . . . while
Pi−1 6 ρ/2:

4. Choose the next recombination point Pi on the sequence through pi ∼ Exp(Bi−1) and
then Pi = Pi−1 + pi. Break if Pi > ρ/2.

5. Draw the location (time and lineage) via ti ∼ U(0, Bi−1).



1.3 Biological complications: recombination, mutation and selection 21

6. Split the concerned line a position ti in two and thus create a new edge ei.

7. Coalesce the new recombined edge ei to the graph Gi−1 according to the rates of a
Kingman coalescent: if there are k lines present in Gi−1, the rate for coalescence of ei
to the graph is equal to k (as we have a pair coalescence rate of 1 and there are k pairs
of ei and one other line of the graph). The edge ei starts at ti and ends at the point
where it coalesces with the previous graph.

8. Set Gi = Gi−1 ∪ ei and Bi the total branch length of Gi.

♦

We will look at an example in a more complex context in Chapter 4 and finish this section
on recombination with a few remarks on the spatial algorithm.

Remark 1.28. 1. Bi is strictly greater than Bi−1 but not necessarily equal to Bi−1 + |ei|.
It may happen that the new edge coalesces only with the root, thus the height of the ancestral
coalescence graph can increase.
2. As the branch length is strictly increasing, the recombination points will be closer on the
sequence the further the algorithm advances. However, many of them will fall at a position t
on some edge e of the graph where there is no ancestral material affected by a recombination
at a breaking point p, as the edge e might only describe the ancestry of positions p̃ < p. We
still have to continue the algorithm in those cases as it might happen that later, a new edge
coalesces with that edge e and endows it with ancestral material which is indeed affected by a
recombination at p. Only in the very end we can delete edges (and recombinations on them)
which have no influence on the ancestry of the sample.
3. The authors of [41] show that their graph is embedded in the graph resulting from Algorithm
1.25 and thus the algorithm as described above will indeed stop after a finite time almost surely.
4. We need to keep track of the whole graphs Gi and can not formulate the algorithm as a
Markov process on the set of local trees {T (p), p ∈ [0, ρ/2]}. This can be seen by the example
given in Figure 1.3.5 where in the graph construction, the positions (y, ρ/2] on the sequences
find a common ancestor at the same point A as positions [0, x]. Now, if we only kept track of
the last local tree, T ((x, y]), the event that the tree for (y, ρ/2] indeed has the same shape as
the tree for [0, x] would have probability zero, in contrast to the positive probability obtained
in the graph construction.

In Chapter 4 we will see which changes are necessary in order to adapt this algorithm for the
use in the context of Λ-coalescents.

1.3.2 Mutations

As this thesis focuses mainly on the impact of recombination and selection on the genealogy of
a sample, we will only briefly discuss the process of mutation. So far, the offspring’s genome
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Figure 1.3.5: A counterexample.

was an exact copy of the DNA of its parent(s). In real life, this copying process holds the
risks of errors which can lead to a mutation.

Definition 1.29. The word mutation is a generic term for any event that leads to changes
in the DNA sequence of an individual. This could be for example a transversion or transition
of one nucleotide to another, such as the substitution of a G by an A, or the insertion or
deletion of parts of the DNA. We speak of synonymous or silent mutations if the change in
the DNA does not lead to a change of the thus coded protein.

For an extensive list of the different types of mutations, see for example Chapter 5 of [22].
We will here consider only neutral mutations which lead to no advantage or disadvantage of
the affected individual. Only in the next section, where we introduce the concept of selection,
we discuss some models which take care of the influence of advantageous gene mutations. As
neutral mutations do not change the character of the underlying population model, it is very
easy to include them into our theory for Cannings models and the coalescent.
Regardless of the exact effect of the mutation, we can incorporate this biological process into
the discrete time models by allowing each offspring to mutate with a certain probability u,
independently of all others. As in Section 1.3.1, we can define the scaled mutation rate

θ

2 := u

cN
, (1.19)

and can determine the probability of witnessing a certain number of mutations in the corre-
sponding continuous time process in the same way as in Remark 1.24. By the Poisson limit
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theorem we get

P(# mutations in 1/cN generations = m)

=
(

1/cN
m

)
um(1− u)1/cN−m → exp

(
− θ/2

)( θ2)m
m! ,

which implies that for a coalescent tree with total branch length b we can uniformly distribute
a Poisson(bθ/2)-distributed number of mutations on the tree. This is one of the reasons why
it is interesting to consider the height and in particular the length of coalescent processes.

Depending on the point of interest, we can choose between two different types of models, both
introduced by Kimura in [25] and [24]: the first is the so-called infinite alleles model (IAM),
the second is called the infinite sites model (ISM).
For the IAM we assume that every new mutation leads to a different characteristic of the con-
cerned gene, that is, each mutation leads to a new allele. This makes it rather simple to model
the allele types of individuals sampled from a present population as only the first encountered
mutation, when following the ancestry back in time, is relevant and fully determines the type
of the individual.

1 2 3 4 5 6 7 8 9

1 2 3 4 5 6 7 8 9

1 2 3 4 5 6 7 8 9

1 2 3 4 5 6 7 8 9gen. 1

gen. 2

gen. 3

gen. 4

Figure 1.3.6: Wright-Fisher Model with mutation, IAM; different mutations
in different colors; sample from present time in gray box.

The importance of the second model, the ISM, increased substantially when the newer se-
quencing methods led to a finer decoding of the DNA, enhancing the demand for a more
accurate model which can capture sequences of mutations. As the name suggests, we here
assume an infinite number of sites in the considered sequences which implies that every new
mutation hits a new site with probability 1. The present generation from the example in
Figure 1.3.6 then could be represented as shown in Figure 1.3.7

There exists a vast amount of literature concerning these two different models, which also
gives theoretical answers about the distribution of types in a sample. As this topic is not
within the scope of this work, we continue with the concept of selection.
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1 2 3 4 5 6 7 8 9

Figure 1.3.7: Sample from present time under the IAM; different mutations
in different colors, all mutations recorded.

1.3.3 Selection

When recalling the Definition 1.1 of a Cannings model, we see that we might run into problems
when adding the concept of selection to the reproduction process. Even if the assumption
of constant population size can be met approximately, the request for exchangeability clearly
contradicts the idea of selection, which is, that some individuals have a higher chance of repro-
ducing than others. We will therefore not try to fit models with selection into the Cannings
framework.
Within this thesis we will only consider non-spatial models and assume that selection is ex-
pressed only through the genotype of an individual and not by its phenotype or environmental
properties. In order to study the impact of different selection mechanisms we therefore label
all individuals in the population with respect to their genotype. We will in particular focus
on a so-called one-locus-two-allele model where each individual has either the allele A or the
allele B at some distinguished locus in the genome. Based on this simple model one can
then add more loci, more possible alleles or other structures, such as interactions between the
different allele combinations at a number of loci.
Let us first consider only one locus. If the gene expression at the locus is not neutral, it has
some influence on the fertility or lethality of an individual and hence, it exerts some kind of
selective pressure. This pressure can either be negative or positive and leads to so-called di-
rectional selection. In this directional selection, one genotype is favored over the other which
leads to fixation of the advantageous genotype and thus at the same time to extinction of the
other type. Here, the process of favoring one allele can be expressed by different mechanisms.
Either, an individual having the favorable allele is less likely to die than an individual with the
other type, or the probability to produce offspring is higher, or else, the number of offspring
produced by an individual with the advantageous type is higher. Before we give an example
of a population model with directional selection we introduce the notion of relative fitness
and the selection coefficient for a population with two possible genotypes A and B.

Definition 1.30 (see Chapter 6 in [22]). Let NG(t) be the number of individuals in the
population with type G ∈ {A,B} at time t. We suppose that the growth rate of the population
is genotype specific and that those rates λG for G ∈ {A,B} do not change over time. Then
λG is said to be the absolute fitness of the genotype G and

NG(t+ 1) = λG ·NG(t), G ∈ {A,B}.
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λG can therefore be understood as the average number of offspring produced by an individual
of type G. The relative fitness wBA of the genotype B with respect to the genotype A is given
through the fraction of the absolute fitnesses, wBA = λB/λA, and the selection coefficient is
then defined by

sB := 1− wBA , sA := 1− wAB.

Note that sG can be positive or negative, depending on which allele is favored over the other.
We will later drop the type-dependent sub- and superscripts whenever the reference is clear.

Example 1.31 (Wright-Fisher model with selection). Recall the Example 1.2 of the Wright-
Fisher model and let s > 0. Selection in a two-allele model where individuals with allele A
have relative fitness (1 + s) : 1 with respect to type-B-individuals, can be expressed through
a change in the probability of sampling an individual with a specific genotype from the
generation at time t to be a parent of an individual from generation t+ 1:

P(A-individual is sampled) = NA(t)(1 + s)
(1 + s)NA(t) +NB(t) ,

P(B-individual is sampled) = NB(t)
(1 + s)NA(t) +NB(t) .

Note that we could have replaced NB(t) by N − NA(t) here as the Wright-Fisher model
assumes constant population size N . ♦

Example 1.32 (Moran model with selection). We here present two different ways of con-
structing a Moran model with selection where the relative fitness of the A-allele is 1 + s.
The first version is taken from [40] and very much like the above Wright-Fisher model with
selection whereas the second example is introduced (with different parameter and additional
complication) in [36]. Recall that a step in the Moran model is equivalent to choosing one
individual which reproduces and one individual which dies.
Model 1. We assume that the selective pressure acts through the choice of the parent,
whereas the killed individual is chosen independently of the genotype. Suppose, NA(t) = k

and hence NB(t) = N − k. Then the following transition probabilities follow for the process
NA(t):

P(k → k + 1) = k(1 + s)
k(1 + s) + (N − k)

N − k
N

P(k → k − 1) = N − k
k(1 + s) + (N − k)

k

N

P(k → k) = k(1 + s)
k(1 + s) + (N − k)

k

N
+ N − k
k(1 + s) + (N − k)

N − k
N

= 1− (2 + s)k(N − k)
N − ks

,
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thus the ratio of the absolute fitnesses is indeed

P(k → k + 1)
P(k → k − 1) = k(1 + s)(N − k)

(N − k)k = 1 + s

1 .

Model 2. In this version, we suppose that both parent and killed individual are chosen
uniformly at random regardless of their types. However, whenever the parent is of type B
whereas the killed individual has the advantageous type A, the whole event is declined with
probability s/(1 + s) (in [36] this probability is set to be s, resulting in a relative fitness of
1 : (1− s)). We get the following transition probabilities:

P(k → k + 1) = k

N
· N − k

N

P(k → k − 1) = N − k
N

· k
N
·
(
1− s

1 + s

)
P(k → k) = N − k

N
· k
N
· s

1 + s
+ k2

N2 + (N − k)2

N2 = 1−
2+s
1+sk(N − k)

N2 .

The calculation of the relative fitness results again in 1 + s, as in the first version. However,
despite the fact that in both cases we considered a Moran model with two types and relative
fitness 1 + s, we get two different models as we have different transition probabilities. Note
that in the first model, the selection clearly acted through a higher birth rate of A-individuals.
In the second model, the interpretation is not that easy as both parent and dying individual
are chosen uniformly at random. The decline of a proposed replacement can either mean that
we reject the death of an A-individual, and thus selection acts through survival probabilities,
or that we reject the birth of a B-individual, which would imply a higher fertility of the A-
individuals compared to the B-individuals. A further discussion of this aspect is postponed
to Section 3. ♦

There are different possibilities to describe a process with selection in the limit of large
population sizes. On the one hand, there is the so-called ancestral selection graph, which was
rigorously introduced by Krone and Neuhauser in [29] and [30]. It is similarly constructed as
the ancestral recombination graph, only that in this case a branching backwards in time is
interpreted as a selection event rather than a recombination.
On the other hand, one can also include selection into the diffusion approximation. Coming
from a discrete process such as the Wright-Fisher model with selection, we obtain a different
stochastic differential equation than (1.1) for the frequency process of the advantageous type.
Assuming a scaling s = α/N of the selection coefficient and rescaling time appropriately, we
obtain in the limit of N →∞

dXt =
√
Xt(1−Xt)dBt + αXt(1−Xt)dt. (1.20)
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As both approaches are not pursued within this work and only used as a reference during a
comparison of our results with related work in Section 2.3.2, we do not go into further details
here.

1.4 The evolution of a population of varying size as a birth
and death process

So far, we have focused on populations with constant size over time. In this last introduc-
tory section we want to briefly mention another possible way to describe the evolution of a
population to which we will go back in Chapter 3. For once, our focus does not lie on the
determination of the genealogies of individuals of the present time but we consider a forward
in time model capturing the number of individuals of a certain type which are present in the
population at a time. The evolution through time is assumed to be a Markovian birth and
death process: each individual of the population gives birth or dies at a certain rate which
may depend on the genotype of the individual and can further include dependencies on the
current state of the population expressed through a competition kernel which acts within the
total death rate of an individual. Such an approach is called a model for Darwinian evolution,
as it assumes type-dependent reproduction- and survival success including competition. Its
mathematical properties were in particular rigorously studied in Fournier and Méléard [19]
and Champagnat, [13]. We will here define a simple model for an asexual haploid popula-
tion without recombination or mutation and later, in Chapter 3, consider a more advanced
adaptation of it. Further, we will state, without proof, some results from [13] which help to
understand the underlying dynamics of the model which will be studied in Chapter 3.

Notation and Population dynamics

We suppose that each individual has some genotype α from a type space A which is supposed
to be finite. In this simple case, we consider A = {A, a}. The following microscopic biological
parameters define the dynamics of the population process:

Definition 1.33 (cf. page 3 (1129) in [13]). For α, α′ ∈ A let

b(α) ∈ R+ be the rate of birth from an individual of type α,

D(α) ∈ R+ be the rate of natural death of an individual of type α,

C(α, α′) ∈ R+ be the competition kernel evaluated at (α, α′). It

defines the pressure felt by an individual of type α

from an individual of type α′.

(1.21)
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Further,K ∈ N is a parameter which rescales the competition kernel C. The scaling parameter
K reflects the ability of the habitat to nourish and accommodate a population and is often
referred to as the carrying capacity.
At each time, the state of the (finite) population scaled by the parameter K can be described
by a finite point measure νKt on A. Let Nα(t) denote the number of individuals of type
α present in the population at time t (note that in the varying population size model we
actually need to keep track of both values NA and Na over time). If there are in total
N(t) = NA(t) +Na(t) individuals present, we have

νKt = 1
K

N(t)∑
i=1

δαi = 1
K

[
NA(t)δA +Na(t)δa

]
, (1.22)

where αi denotes the type of the i-th individual. The death rate of an individual of type α
is composed of the rate for natural death and competition and it can be calculated by using
(1.22):

d(α) = D(α) +
∫
A
C(α, α′)νKt (dα′) = D(α) + C(α,A)NA(t)

K
+ C(α, a)Na(t)

K
. (1.23)

We can now define a birth and death Markov process as follows:

Definition 1.34 (Definition 1(b), [13]). Let K > 1. Using the notation from Definition 1.33
we denote by

Q(K) = Q(K)(b(A), b(a), D(A), D(a), C(A,A), C(A, a), C(a,A), C(a, a), N (K)
A (0), N (K)

a (0))
(1.24)

the law of the birth and death Markov process

N (K) = (N (K)
A , N (K)

a ) =
(
N

(K)
A (t), N (K)

a (t)
)
t>0, with(

N
(K)
A (t), N (K)

a (t)
)

=
(NA(t)

K
,
Na(t)
K

)
.

(1.25)

N (K) has values in
[
N
K

]2
, initial value (N (K)

A (0), N (K)
a (0)) and transition rates as follows:

with rate nAb(A) from (nA/K, na/K) to ((nA + 1)/K, na/K),

with rate nab(a) from (nA/K, na/K) to (nA/K, (na + 1)/K),

with rate nA(D(A) + C(A,A)nA/K + C(A, a)na/K) from (nA/K, na/K)

to ((nA − 1)/K, na/K),

with rate na(D(a) + C(a, a)nA/K + C(a,A)na/K) from (nA/K, na/K)

to (nA/K, (na − 1)/K).

(1.26)
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Results for the limit of large carrying capacities

Define

n̄α = b(α)−D(α)
C(α, α) . (1.27)

We now state a Proposition from [13] which describes the behavior of the process defined in
(1.25) in the limit of K → ∞. It can be proven by applying results from Chapter 11.1 and
11.2 in [18].

Proposition 1.35 (Proposition 2(b), [13]). Recall (1.22) and (1.25) and assume ν(K)
0 =

N
(K)
A (0)δA +N

(K)
a (0)δa. Then, for any t > 0, ν(K)

t = N
(K)
A (t)δA +N

(K)
a (t)δa and N (K)

A from
(1.25) has the law Q(K) as defined in (1.24). Assume that

N
(K)
A (0)→ nA(0), and N (K)

a (0)→ na(0) in probability for K →∞. (1.28)

Then, for any T < ∞, (N (K)
A , N

(K)
a ) converges for K → ∞ in probability on [0, T ] in the

uniform norm to the deterministic solution (nA, na) of the system

ṅA =
[
b(A)−D(A)− C(A,A)nA − C(A, a)na

]
nA,

ṅa =
[
b(a)−D(a)− C(a, a)na − C(a,A)nA

]
na

and initial condition (nA(0), na(0)).

(1.29)

The system (1.29) has at least three steady states (0, 0) (unstable), and (n̄A, 0), (0, n̄a) with
n̄α from (1.27).

System (1.29) is composed of two logistic differential equations, known as the competitive
Lotka-Volterra equations for two species. The proposition tells us that, in contrast to the
limit processes from Section 1.2, the scaled birth and death Markov process converges (under
certain conditions) to a deterministic process if we consider the limit K →∞.
It is however not sufficient to only study the deterministic process in order to gain insight
in the structure of a population which experiences the intrusion of a mutant. As Barton al-
ready pointed out in [2], random effects have a non-negligible influence as the ancestral lines
strongly interfere with each other when the frequency of the mutant population is small. This
is reflected in the condition (1.28) which says that the convergence to the deterministic system
only holds for sufficiently large starting configurations of the number of a- and A-individuals.
Champagnat showed in [13] that, in the case where one sufficiently advantageous mutant a
enters a monomorphic A-population, we can divide the invasion process in three phases with
different dynamics considering the behavior of the populations of distinct types: an initial
phase in which the fraction of a-individuals does not exceed a fixed value ε > 0 and where
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the dynamics of the wild-type population is nearly undisturbed by the invading type. A
second phase where both types account for a non-negligible percentage of the population and
where thanks to the result from Proposition 1.35 the evolution of the population can be well
approximated by the deterministic competitive Lotka-Volterra system (1.29). And finally a
third phase where the roles of the types are interchanged and the wild-type population is near
extinction such that we can no longer apply the above proposition. The durations of the first
and third phases of the selective sweep are of order logK whereas the second phase only lasts
an amount of time of order 1. We will return to the ideas developed throughout this section
in Chapter 3.
We will now interpret the expression sufficiently advantageous in terms of the model param-
eters. We say that a population is in its genetic equilibrium, if the allele frequencies do not
change from one generation to the next. Motivated by the statement of the above Proposi-
tion 1.35, n̄α is called the equilibrium density of a monomorphic type α-population. Define
the so-called invasion fitness of a mutant individual of type α′ who enters a monomorphic
α-population at equilibrium as

S(α′, α) = b(α′)−D(α′)− C(α′, α)n̄α. (1.30)

The name of this quantity is explained by the following proposition which states a criterion
as to which of the equilibrium states is taken in the limit.

Proposition 1.36 (Proposition 3,[13]). Recall the definition of the invasion fitness S(α′, α)
from (1.30). If the rates from Definition 1.33 fulfill

S(a,A) < 0, (1.31)

then (n̄A, 0) is a stable steady state of (1.29). If the rates are such that

S(a,A) > 0 and S(A, a) < 0, (1.32)

then (n̄A, 0) is an unstable steady state, (0, n̄a) is a stable steady state, and any solution to
(1.29) with initial state in R2

>0 converges to (0, n̄a) for t→∞.

The sign of the invasion fitness therefore is crucial for the limit state of a population which
experiences the intrusion of a new mutant allele. Further, the proposition tell us that even
if we considered a starting configuration for a population with only one mutant individual
whose allele a is sufficiently more successful compared to the wild-type A, that is, the rates
are such that (1.32) holds true, then Proposition 1.36 says that in the limit K → ∞ the
mutant allele will fix in the population and fully replace the wild-type. We will come back to
the here presented results in Chapter 3.



CHAPTER 2
The partition of a sample at the end of a selective sweep

In this chapter, we study the influence of an advantageous gene mutation on the genealogy
of neighboring loci in a population model with recombination. Precisely, we consider a so-
called hard selective sweep where at some time in the past an advantageous mutation B
appears in one individual of the otherwise monomorphic diploid population with wild-type b.
Conditioning on the fixation of this new allele means conditioning on the completion of a so-
called selective sweep after which each individual of the population has type B at the selected
locus (SL) and thus, with respect to that locus, all ancestral lineages will go back to the
first mutant. In contrast, the genealogy for neighboring loci may differ due to recombination.
We here approximate the distribution of the ancestral partition of a sample after a selective
sweep from the point of view of two partially linked neutral loci in order to gain insight in
the haplotype structure after a selective sweep. By ancestral partition we mean that we can
distribute the neutral loci of all individuals into equivalence classes defining whether their
alleles share a common ancestor at the beginning of the sweep or not. In addition we will
mark that equivalence class which contains loci who are descendants from the first, hence we
consider marked partitions.
Our results generalize the first approximation of Schweinsberg and Durrett in [36] for one
neutral locus partially linked to a selected locus. There the evolution of the population was
modeled by a generalized Moran model with selection and recombination, a combination of
the model from Example 1.22 and Model 1 from Example 1.32. In the main theorem in [36] a
simple approximation for the ancestral partition with respect to the neutral loci was obtain:

Theorem 2.1 (Theorem 1.1, [36]). Fix a sample size n ∈ N. Let α = r log(2N)/s, where
r 6 C/ log(N) is the recombination probability in one reproduction event and the selection
coefficient s ∈ (0, 1) is independent of N . Let p = e−α and let Θ denote the true partition of
the sample. Then there exists a positive constant C such that for all marked partitions π of
the set [n] we have

∣∣P(Θ = π)−Qp(π)
∣∣ 6 C/ log(N).

Here, Qp is the distribution of a so-called p-partition on [n] which is obtained as follows: mark
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every element in the set [n] independently with probability p. All marked elements are in the
marked block, every non-marked element forms its own equivalence class (where it is the only
element).

We will show that we can obtain a similar, but more complex structure in the case that each
individual has not one but two neutral loci linked to the locus under selection. In the next
section we will give a rigorous description of our three-locus version of the generalized Moran
model. Throughout this chapter, we will in detail consider the case where the two neutral
loci N1 and N2 are situated to the right of the SL,

SL−N1−N2 (G1)

and describe the model, results and proofs with respect to this alignment. Based on this
we then also briefly discuss the partition in case of the other possible geometric alignment
(assuming the exchangeability of the two neutral loci):

N1− SL−N2. (G2)

Whereas many results can be easily extended to the two- or multiple locus case, the relation-
ship between the neutral loci of one individual has to be studied in detail as they are highly
dependent in the sense that in the case of (G1), a recombination between SL and N1 also has
an impact on the ancestry of N2.
In the case of two neutral loci next to a locus under selection the partition of a sample at
the end of a selective sweep was already studied in [31] and later in [39]. However, different
assumptions on the model were imposed and the results are based on the diffusion approx-
imation rather than the precise discrete model. We will discuss in detail the impact of the
different approaches on the possible ancestral relationships in a sample in Section 2.3.2 and
emphasize the benefits of our result. The remainder of this chapter is organized as follows:
we give a rigorous definition of our model in Section 2.1 and subsequently present the main
results in Section 2.2. In Section 2.3 we state a number of results which address the main
issues throughout the proof of the approximation result, followed by a brief discussion of the
most interesting aspects of all obtained results in 2.3.2, as well as the actual proof of the
result. The remaining part of this chapter is then devoted to the proofs of the auxiliary
propositions.

2.1 Model and Notation

Recall the Moran model which was introduced in Example 1.3 and again considered in Exam-
ples 1.22 and 1.32. We here consider a multi-locus version of the Moran model in continuous
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time with selection and recombination which was introduced in [36]. As a simplification
we model the evolution of N diploid individuals by 2N haploid individuals (each can be
thought of as one chromosome) where in each step each individual gets assigned a label
i ∈ [2N ] := {1, 2, . . . , 2N} and an allelic type at the selected locus, B or b. A reproduction
event happens with rate 2N and consists in drawing three individuals at random with re-
placement where one of them will be replaced by the offspring of the other two in the next
step. In case of no recombination the offspring is an identical copy of the first parent.
The selective advantage of type B individuals is modeled similar as in Example 1.32: if the
parent is of type b and the killed individual is of type B we reject the reproduction event
with probability s, where s is independent of the population size N . The parameter s is the
selection coefficient and models the higher fitness of type B individuals.
In case of a recombination event the offspring copies one or two neutral alleles from the second
parent. A recombination happens independently of all other events during reproduction. In
the alignment (G1), such a break in the genome happens with probability r1 between SL and
N1 and r2 between N1 and N2. Whenever a recombination happens, the locus or loci which
are separated from the selected locus by this break are copied from the second parent. In
case of two recombinations, only the middle part, that is, N1, does not descend from the first
parent but is inherited from the second parent.
For the second geometric alignment, (G2), a recombination happens with probability rj be-
tween SL and Nj, j = 1, 2. Again, the allele at the neutral locus which separates from the SL
due to the recombination is copied from the second parent, whereas the other neutral locus
and the selected locus get copies from the first parent’s alleles. If two recombinations happen
in one reproduction event, both neutral loci are copied from the second parent.

s

Figure 2.1.1: A declined
replacement of a B-individual (red)

by a b-individual (blue).

Figure 2.1.2: A recombination which
connects N2 to a b-individual, while N1
and SL are copied from the first parent.

If the type at the selected locus to which a neutral locus is linked changes due to a recombi-
nation event from B to b when looking one step in the past, we say that the locus recombined
or migrated into the b-population (and analogously for a change from b to B), or that the
locus changed its background. If a locus descended from an individual of type b from the
beginning of the sweep, it is also said that this locus escaped the sweep.
For both geometric alignments we assume that the recombination probabilities are bounded
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by a constant over log(N) which is inspired by the order O(log(N)) of the expected time
duration (with exponentially distributed times between any two events) of the sweep (see
for example Theorem 6.3 in [14]). Both assumptions on the parameters are essential for our
results and are summarized as follows:

Assumption 2.2. We assume that s ∈ (0, 1), a constant independent of N , and further

rj 6
Cj

log(2N) , j = 1, 2, for some constants C1, C2.

For simplification, we study the propagation of the B-alleles with time parameter t ∈ N0, in
contrast to the continuous time Moran model. We can however easily replace the discrete time
steps with independent Exp(2N)-distributed random times in order to transfer the results to
continuous time. The time-discrete jump chain of the number of B alleles present at a certain
time step is denoted by X := (Xt)t>0, where

Xt := #{ individuals with type B in the population at time t }. (2.1)

Define the number of steps it takes the beneficial allele to fix or to be extinct in the population
as

τ := inf{t : Xt ∈ {0, 2N}} (2.2)

and further let

τm := inf{t : Xt > m} (2.3)

be the first time that there are m B-individuals in the population. Similarly, denote the time
of the last visit to m of the walk X by

τ∗m := sup{t : Xt 6 m}. (2.4)

In the following, we will always condition on the event of a selective sweep:

Definition 2.3. The measure P is the probability measure of the above Moran model condi-
tioned on X0 = 1 and Xτ = 2N (the same holds for E). The unconditioned measure will be
denoted by P′.

We will mostly consider the backwards-in-time process: when stating that some event E
happened before an event F we mean that for tE the time E happened and tF the time F
happened, we have tE > tF .
We use the same evolution describing random variables as in [36] except that we additionally
need an indicator for a possible second recombination event:



2.1 Model and Notation 35

• It,1 ∼ U
(
[2N ]

)
is the label of the individual which will be replaced at time t

• It,2 ∼ U
(
[2N ]

)
is the label of the parent of the new individual at time t

• It,3 ∼ U
(
[2N ]

)
is the label of the other parent of the new individual at time t

• It,4 ∼ Bernoulli(s) is Bernoulli-s distributed and determines whether a replacement of
a B-individual by a b-individual is rejected (It,4 = 1) or not (It,4 = 0)

• It,5 ∼ Bernoulli(r1) indicates if a recombination between SL and N1 takes place (and
the event It,5 = 1 implies a recombination)

• It,6 ∼ Bernoulli(r2) indicates if a recombination between N1 and N2 takes place (again
It,6 = 1 implies a recombination)

Note that the It,j are all independent of each other and that It,1, It,2, It,3 refer to the labels
of individuals from the previous time unit t− 1.
In the end, we want to describe the ancestral relationships of all sampled neutral loci and
denote with (i, j) the j-th neutral locus from the i-th individual. Analogously to [36] we
introduce variables which indicate ancestry and type of the allele at a neutral locus at a
certain time during the sweep:

• Aut (i, j) ∈ [2N ] is the label of the individual living at time u from which the j-th locus
of the i-th individual at time t originates, 0 6 u 6 t− 1,

• Bt(i) ∈ {0, 1} is the allelic type at the selected locus of the i-th individual at time t: a
1 stands for type B at the SL, a 0 for b.

With this notation, Bt(Atτ (i, j)) specifies the type at the SL of that individual living at time
t from which the locus (i, j), sampled at time τ , the end of the sweep, originates.
We can now define a process in discrete time M = (Mt)t>0, where each array

Mt ∈
(
[2N ]t × {0, 1}

)4N
contains the information about the ancestry up to time t of both neutral loci of all 2N
individuals (where time is running forward, starting with t = 0) and the type at the SL to
which the neutral loci are connected to at that time:

Mt = (Mt(1, 1),Mt(1, 2), . . . ,Mt(2N, 1),Mt(2N, 2)), with

Mt(i, j) = (A0
t (i, j), . . . , At−1

t (i, j), Bt(i)), t > 0, and

M0(i, j) = (B0(i)), i ∈ [2N ], j ∈ {1, 2}.
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To illustrate this notation, we list the possible event types in one step of the population model
and give the adjustments for the process M . Note that across all the possible events, the
construction ofMt fromMt−1 only differs in the coordinates which relate to the new offspring
replacing the killed individual It,1. That is, independent of the event which happens, we set
for all i 6= It,1:

Bt(i) := Bt−1(i), At−1
t (i, j) := i,

Aut (i, j) := Aut−1(i, j), 0 6 u 6 t− 2, j = 1, 2.
(2.5)

The entries describing the ancestry of the offspring are constructed as follows:

1. a reproduction event with no recombination happens: It,5 = 0 = It,6, It,1 6= It,2 and the
event is not rejected, i.e. either It,4 = 0 or (Bt−1(It,1), Bt−1(It,2)) 6= (1, 0).

Bt(It,1) := Bt−1(It,2), At−1
t (It,1, j) := It,2,

Aut (It,1, j) := Aut−1(It,2, j), 0 6 u 6 t− 2, j = 1, 2.

2. a proposed replacement is rejected: It,4 = 1 and (Bt−1(It,1), Bt−1(It,2)) = (1, 0). Then
we adjust M as stated in (2.5), for all i ∈ [2N ].

3. one recombination happens between SL and N1: It,5 = 1, It,6 = 0.

Bt(It,1) := Bt−1(It,2), At−1
t (It,1, j) := (It,3, j),

Aut (It,1, j) := Aut−1(It,3, j), 0 6 u 6 t− 2, j = 1, 2.

4. one recombination happens between N1 and N2: It,5 = 0, It,6 = 1.

Bt(It,1) := Bt−1(It,2),

At−1
t (It,1, 1) := (It,2, 1), Aut (It,1, 1) := Aut−1(It,2, 1), 0 6 u 6 t− 2,

At−1
t (It,1, 2) := (It,3, 2), Aut (It,1, 2) := Aut−1(It,3, 2), 0 6 u 6 t− 2.

5. two recombinations happen: It,5 = It,6 = 1. This means that the allele at N2 is
again inherited from the first parent as in this case we have a double crossover of the
chromosomes.

Bt(It,1) := Bt−1(It,2),

At−1
t (It,1, 1) := (It,3, 1), Aut (It,1, 1) := Aut−1(It,3, 1), for u = 0, . . . , t− 2,

At−1
t (It,1, 2) := (It,2, 2), Aut (It,1, 2) := Aut−1(It,2, 2), for u = 0, . . . , t− 2.
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As an example, the event described in 4. can be illustrated as follows:

1 12 2

1 2

S S

S

It,2 It,3

offspring

Figure 2.1.3: Event 4, a recombination between N1 and N2 leads to a new
composition of alleles in the offspring.

While the offspring copies the type at the SL and the allele at N1 from the parent, It,2, the
ancestral line of the allele at N2 now is identical to the line of the second neutral locus of the
second parent, It,3.

2.2 The distribution of the partition of a sample

In this section we will state the main results of this thesis. In general, our aim is to approx-
imate the partition Θ describing the ancestral relationships of the set of all sampled neutral
loci,

[n; 1, 2] :=
{
(i, 1), (i, 2), i ∈ [n] := {1, . . . , n}

}
. (2.6)

Definition 2.4. With our notation, the partition Θ = Θ
(
[n; 1, 2]

)
is defined through

(i, ji) ∼Θ (m, jm) :⇔ A0
τ (i, ji) = A0

τ (m, jm), for i,m ∈ [n], ji, jm ∈ {1, 2}.

That is, two neutral loci (i, ji) and (m, jm) are in the same block (equivalence class) of that
partition if and only if they descend from the same individual at the beginning of the sweep.
As we want to distinguish the loci which are descendants of the first mutant we mark the block
{(i, ji) | B0(A0

τ (i, ji)) = 1} by a ∗.

Consider Figure 2.2.1 as an exemplary partition of a group of six individuals sampled at the
end of a selective sweep.
A block of the partition which contains only one element (one locus {(i, j)}) is called a
singleton. We call a block which consists of exactly two elements a double-singleton. The two
loci of the double-singletons which appear in the below stated result will necessarily come
from the same individual.
Before stating the main result we introduce the notion of a marked p̄-partition (inspired by
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2N
τ

0

1 5432

(3,2) (5,1)(4,2)(4,1) (2,1) (5,2)

1

1

1

1

1

2

2

2

2

2

SL - N1 - N2

6

(6,1),(6,2)

Figure 2.2.1: Partition for 6 individuals sampled at the end of the selective sweep:{
{(1, 1), (1, 2), (2, 2), (3, 1)}∗, {(2, 1)}, {(3, 2)}, {(4, 1)}, {(4, 2)}, {(5, 1)}, {(5, 2)}, {(6, 1), (6, 2)}

}

the definition of a p-partition in [36]) for a d-dimensional vector p̄ ∈ [0, 1]d, for some finite d.
In this work, we are interested in the case d = 5.

Definition 2.5. Let q̄ = (q0, q1, . . . , q4), with 0 6 qk 6 1 for all k = 0, . . . , 4 and |q̄| =∑4
k=0 qk = 1. Let ξ1, . . . , ξn be independent and identically distributed random variables with

P(ξi = k) = qk, for k = 0, . . . , 4, ∀i ∈ [n].

We call a marked q̄-partition of [n; 1, 2] the random partition where

(i, 1) and (i, 2) are both in the marked block if ξi = 0,

(i, 1) is in the marked block whereas (i, 2) is a singleton if ξi = 1,

(i, 2) is in the marked block whereas (i, 1) is a singleton if ξi = 2,

{(i, 1), (i, 2)} is an unmarked double-singleton if ξi = 3 and

{(i, 1)} and {(i, 2)} are both unmarked singletons if ξi = 4.

We denote with Qq̄ the distribution of a marked q̄-partition of [n; 1, 2].

Note that in a q̄-partition the only unmarked blocks are singletons {(i, ji)} or double-singletons
{(i, 1), (i, 2)} where the two elements are the two neutral loci of one individual i ∈ [n]. There
are no unmarked blocks with loci from different individuals.
Formally, the main result of this paper then reads as follows:
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Theorem 2.6. Fix n ∈ N and suppose that Assumption 2.2 holds true. Let

p1 = 1− exp
(
− r1

s
log(N)

)
, p2 = 1− exp

(
− r2

s
log(N)

)
. (2.7)

Define q̄G1 = (q0, q1, . . . , q4) with

q0 = (1− p1)(1− p2)(1− p1p2), q1 = (1− p1)p2[1 + p1(1− p2)],

q2 = p1p2(1− p1)(1− p2), q3 = (1− p2)2p1,

q4 = p1p2[1 + p1(1− p2)].

(2.8)

For the alignment (G1) there exists a positive constant C such that

|P(Θ = π)−Qq̄G1(π)| 6 C/(logN),

for all π ∈ P∗[n;1,2], the set of marked partitions of [n; 1, 2], and the true partition Θ as defined
in Definition 2.4.

The result can be interpreted as follows: up to an error of order 1/ log(N), the typical partition
of a sample of individuals taken at the end of a selective sweep has the same structure as a
q̄G1-partition. In particular, this implies that the ancestral relationships of the two neutral
loci of a single individual arise nearly independently of all other sampled loci. Furthermore,
the only block in the partition which contains loci of different individuals will be the marked
block. Hence, no neutral loci will find a common ancestor outside the mutant’s family. For a
better perception of this result, we have displayed a possible structure of a sample in Figure
2.2.2. In Section 2.3.2, we will discuss in detail the partition structure and also the order of
approximation obtained in this theorem. Further, we give an intuition on the structure of the
probabilities from q̄G1.

chromosomes

marked block singletons

N1

N2

Figure 2.2.2: An exemplary partition of a sample taken at the end of a selective sweep.

For the geometric alignment (G2) we get a simpler structure of the sample.

Theorem 2.7. Fix n ∈ N and suppose that Assumption 2.2 holds true. Let p1, p2 be as in
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(2.18) in Theorem 2.6 and define q̄G2 = (q0, q1, . . . , q4) with

q0 = (1− p1)(1− p2), q1 = (1− p1)p2,

q2 = p1(1− p2), q3 = 0, q4 = p1p2.
(2.9)

In the case that we consider the alignment (G2) there exists a positive constant C such that

|P(Θ = π)−Qq̄G2(π)| 6 C/(logN),

for all π ∈ P∗[n;1,2], the set of marked partitions of [n; 1, 2].

Note that this Theorem shows that (up to the approximation order) an individual’s two
neutral loci aligned as in (G2) behave independently in the sense that whether one of them
escapes the sweep or not has no influence on the ancestry of the other locus. Furthermore,
there are no double-singletons {(i, 1), (i, 2)} as the probability that both loci migrate at the
same time is negligible, in the same way as the probability that two escaped lines find a
common ancestor in the b-population.

Unless stated otherwise, we will from now on only consider the alignment (G1) and only
briefly go back to (G2) when giving the proof of the above Theorem in Section 2.3.3.

2.3 Preparatory results and proof of the main theorems

The main theorem comprises three kinds of assertions: first, there are no other than the five
different block types for the two neutral loci of all sampled individuals. For this, we have
to show that events leading to unmarked blocks with loci from different individuals have
probabilities of order less than or equal to 1/ log(N).
The second statement of the Theorem is that the claimed marking probabilities are the
correct probabilities for all respective block types. For this, we need to consider all sequences
of events which would lead to a specific ancestral relationship and determine their probability.
Fortunately, we can exclude many events beforehand by applying results from Schweinsberg
and Durrett, [36]. Lastly, we need to show that we can label the individuals independently
from each other, that is, that the partition approximately has the structure of a marked
q̄G1-partition.

2.3.1 Notation and auxiliary results

We introduce some characteristic times which help us to describe important events during
the sweep:

Definition 2.8. Define the following times of events:
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(i) Denote the first time the j-th locus of the i-th individual migrates into the b-population
with

R(i, j) := sup{t > 0 : Bt(Atτ (i, j)) = 0}. (2.10)

(ii) The first time that individuals i and m find a common ancestor with respect to their ji
and jm-locus, respectively, is defined as

Gji,jm(i,m) := sup{t : Atτ (i, ji) = Atτ (m, jm)}. (2.11)

Whenever we address the same neutral locus j in the individuals i and m, we write
Gj(i,m).

(iii) Define the first time that the genealogies of the two neutral loci of lineage i go back to
different B-individuals

Rrec
B (i) := sup{t > 0 : Atτ (i, 1) 6= Atτ (i, 2) and Bt(Atτ (i, 1)) = 1 = Bt(Atτ (i, 2))}. (2.12)

(iv) Similarly, the first time that the two neutral loci of lineage i split within the b-population
and go back to different b-individuals is defined through

Rrec
b (i) := sup{t > 0 : Atτ (i, 1) 6= Atτ (i, 2) and Bt(Atτ (i, 1)) = 0 = Bt(Atτ (i, 2)),

At+1
τ (i, 1) = At+1

τ (i, 2)}.
(2.13)

(v) Last, we define the first time that a double-recombination in one reproduction event leads
to the escape of the first neutral locus into the b-population while the second neutral locus
stays in the B-population:

R2rec
bB (i) := sup{t > 0 : Bt(Atτ (i, 1)) = 0, Bt(Atτ (i, 2)) = 1, and

At+1
τ (i, 1) = At+1

τ (i, 2), Bt+1(At+1
τ (i, 1)) = 1}.

(2.14)

We here use the usual convention that sup∅ = −∞.

Furthermore, we will use the following notation:

r(j) := r1 + 1{j=2} · (r2 − r1r2), r∗(j) := r1 + 1{j=2} · (r2 − 2 · r1r2), j = 1, 2. (2.15)

Here, r(2) is the probability to have a recombination in front of either neutral locus, whereas
r∗(2) gives the probability to have exactly one recombination in front of the first or in front
of the second neutral locus. Note that r(1) = r∗(1) = r1.
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First of all we state the proposition which tells us that a split within the B-population of some
sampled lineage i will most likely occur before any neutral locus of some other individual m
recombines into the b-population.

Proposition 2.9. For all i,m ∈ [n], i 6= m and all j = 1, 2, the probability to see a locus
migrating into the b-population before (seen backwards in time) the two neutral loci of another
individual split within the B-population, can be bounded as follows:

P(R(m, j) > Rrec
B (i) > 0) 6 C

log(N) . (2.16)

More precisely, it holds that

P(R(m, j) > τN ) 6 C

log(N) , and

P(0 6 Rrec
B (i) < τN ) 6 C

log(N) .
(2.17)

This proposition is a key result as it allows us to consider the event of a separation within
the B-population separately of events which influence the escape of any locus into the b-
population. All calculations which deal with the escape of neutral loci into the b-population
when following the ancestral lines backwards in time will then only assume that either
Rrec
B (i) > τN or Rrec

B (i) = −∞ and will not distinguish between the concrete event time
of Rrec

B (i) in the former case. Precisely, we will consider the time intervals [0, τN ) and [τN , τ ]
separately and hence only have to consider those times where the Markov chain X is less than
or equal to N in all calculations concerning migration events. The separation of the two time
intervals will again be of great use when we prove the multinomial character of the partition
of a sample.
The following propositions are concerned with the structure of possible partition elements,
that is, they bound the probabilities of events during the sweep which would lead to other
than the claimed block types. With the first proposition we bound the probability that a
double recombination in one reproduction event leads to the escape of the first neutral locus.

Proposition 2.10. The probability to witness a double recombination during the sweep can
be bounded as follows:

P
(
R2rec
bB (i) > 0

)
6 C/ log(N),

for all i ∈ [n].

The Proposition below states that we will indeed not see a back recombination into the the
B-population. Hence, once a lineage or a locus migrates into the b-population it escapes the
sweep. Here, the proof is the same as in [36] and will not be given here.
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Proposition 2.11 (cf. Prop. 2.1, [36]).

P
(
Bt(Atτ (i, j)) = 1 for some t : t 6 R(i, j)

)
6 C(j)/(log(N))2.

where C(j) fulfills r(j)2/s2 6 C(j)/(log(N))2.

This proposition combined with the statement from Proposition 2.10 implies that the only
way to have an unmarked singleton {(i, 1)} while (i, 2) is in the marked block, is a split of the
two neutral loci within the B-population prior (seen backwards) to a migration of (i, 1) into
the b-population and combined with the event that the ancestral line of (i, 2) never escapes
the sweep.
Further, note that for i = m, the probability of the event {R(m, j) > Rrec

B (i) > 0} can be
bounded by c/(log(N))2 by the definition of the time Rrec

B (i) and the above Proposition 2.11.
The following result bounds the probability that a coalescence which involves an individual
of type b can be witnessed during the sweep.

Proposition 2.12 (cf. Prop. 2.3, [36]).

P
(
Gji,jm(i,m) > 0 and BGji (i,m)+1(AGji (i,m)+1

τ (i, ji)) = 0
)
6 C(logN)/N.

The proofs for this and the following proposition can be taken from [36] and are not repeated
here. We only need to adapt the recombination and coalescence probabilities to match the
three-locus model (see Lemmas 2.25 and 2.26).
In this next proposition, we bound the probability of the event that a coalescence precedes
a migration into the b-population which then would lead to a bigger family of a wild-type
b-individual.

Proposition 2.13 (cf. Prop. 2.4, [36]).

P(0 6 R(i, ji) 6 Gji,jm(i,m)) 6 C/(logN) .

Before we formulate the auxiliary propositions which concern the success probabilities from
q̄G1 in (2.8), we define two quantities which appear in the proofs and also the statements of
those propositions:

q(j) = 1− exp
(
− rj
s

N∑
k=1

1
k

)
, j = 1, 2. (2.18)

In the main result, the q(j) are approximated by the probabilities p1 and p2 from (2.7) (as we
can approximate the harmonic sum by the logarithm).
Let us now consider the separation of the two neutral loci of one individual within the B-
population. Here we know from Proposition 2.9 that we only need to consider times t ∈ [τN , τ ].
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Proposition 2.14. Let

qBBJ := 1− exp
(
− r2

s

2N−J∑
k=1

1
k

)
, and qBB := qBB1 . (2.19)

With τJ as defined in (2.3) we have for any J = 1, 2, . . . , 2N − 1:

P(Rrec
B (i) > τJ) = qBBJ +O

( 1
log(N)

)
.

In particular, with p2 from (2.7) in Theorem 2.6, we get

qBB = qBBN +O
(
1/ log(N)

)
and

qBB = p2 +O
(
1/ log(N)

)
, that is, P(Rrec

B (i) > τN ) = p2 +O
(
1/ log(N)

)
.

We here introduced the notation qBB in order to better understand which effect adds in which
way to the marking probabilities. In the end, we will of course replace qBB with p2 thanks
to the last equation in the above Proposition 2.14.
Next, we consider the probability that a locus recombines into the b-population after a certain
time τJ for some J ∈ [N ]. For J = 1 this corresponds to the escape probability if we can
exclude a back-recombination into the B background. Note that this proposition does not give
a joint statement for the two loci and thus the proof can be taken from [36] when replacing
their recombination probability r with r∗(j) as reasoned in the next section. Since in addition
we will later recapitulate the main ideas during the proofs of other results, we refrain from
giving a proof of this proposition.

Proposition 2.15 (cf. Prop. 2.2, [36]). Let q(j)
J = 1− exp

(
− r∗(j)

s

∑2N
k=J+1

1
k

)
and recall the

stopping time τJ from (2.3). Then

P(R(i, j) > τJ) = q
(j)
J +O

( 1
(logN)2 + 1

(logN)
√
J

)
.

We denote the possible ancestral relations which the two neutral loci of one individual can
take at the end of the sweep as follows:

A0 = (i, 1), (i, 2) are both in the marked block,

A1 = (i, 1) in the marked block, (i, 2) descends from a b-individual,

A2 = (i, 2) in the marked block, (i, 1) originates from a b-individual,

A3 = (i, 1) and (i, 2) are descended from the same b-individual,

A4 = (i, 1) and (i, 2) originate from two different b-individuals.

(2.20)

Note that the formulation here is different from the block types listed in the Definition 2.5,
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as we do not specify whether an escaped neutral locus is a singleton or not. With this, we
can now state the probabilities for each of the Ai:

Proposition 2.16. Recall q(1), q(2) from (2.18) and qBB from (2.19). We have the following
marking probabilities:

P(A1) = (1− q(1))[q(1)qBB(1− q(2)) + q(2)] +O(1/ log(N)),

P(A2) = qBBq(1)(1− q(1))(1− q(2)) +O(1/ log(N)),

P(A3) = (1− qBB)(1− q(2))q(1) +O(1/ log(N)),

P(A4) = q(1)[q(1)qBB(1− q(2)) + q(2)] +O(1/ log(N)),

(2.21)

and P(A0) = 1−
∑4
j=1 P(Aj) +O(1/ log(N)).

As the proof of this proposition is rather long we devote the whole Section 2.4.3 to it.
With the above statement we have shown that the probabilities stated in the definition of
q̄G1 indeed hold for one individual. What is left to show is that the probabilities for one
individual still hold true when considering jointly all n > 1 sampled individuals. This is
covered by the following Propositions which show the approximate multinomial structure of
the sample. To emphasize this again: for proving the main result we need to make sure that
we can mimic a sample by marking each lineage approximately independent of the others
in order to determine which of its loci escaped the sweep and which not. This is analogous
but more involved than the statement of Proposition 2.6 from [36] because we here have five
different possible states for each individual and hence need the multinomial rather than the
binomial approximation.
The idea is to make use of Proposition 2.9 and give separate statements on the one hand
for the number of individuals who experience a split within the B-population at some time
t with τN 6 t 6 τ , and on the other hand for some sample taken at time τN . We will
show that the latter is approximately distributed as a multinomial random variable with
four different categories. If we apply this multinomial statement to a sample from time τN
which consists of 2k individuals, half of them with only locus N1 and half of them with
only locus N2 ancestral to a sample from time τ then we can deduce probabilities for the
multinomial distribution concerning those individuals whose neutral loci separated within
the B-population. Combining both results for the first phase of the sweep with the result on
the BB-split for the second phase will then lead to an overall multinomial statement with the
correct probabilities as given in the vector q̄G1. The statement of Proposition 2.9 is again
crucial in order to be able to consider the time intervals separately.
Before we state the result on the binomial behavior of the number of individuals whose neutral
loci split toward the end of the sweep we need a statement which guarantees that a coalescence
prior to such a split is unlikely, similar as the statement from Proposition 2.13.
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Proposition 2.17. For any i,m ∈ [n], j = 1, 2 we have

P(0 6 Rrec
B (i) 6 Gj(i,m)) 6 C/ log(N),

for some constant C.

Further, we will need the following statement which is similar to Proposition 2.5 in [36] but
considers a different time interval. The proof is however identical and therefore omitted here.

Proposition 2.18 (cf. Proposition 2.5, [36]). We have the following bound on the probability
that two sampled individuals will coalesce with respect to any of their neutral loci after time
τN :

P(Gji,jm(i,m) > τN ) 6 C log(N)/N.

Now we can turn to the number of individuals whose neutral loci separate within the B-
population.

Proposition 2.19. Define for τN 6 t 6 τ

KBB
t := #{i ∈ [n] : Rrec

B (i) > t}. (2.22)

Then for any J > N it holds that

∣∣P(KBB
τJ

= d)−
(
n

d

)
(qBBJ )d(1− qBBJ )n−d

∣∣ 6 C/ log(N),

for some constant C and qBBJ as in (2.19). In particular,

∣∣P(KBB
τN

= d)−
(
n

d

)
(q(2))d(1− q(2))n−d

∣∣ 6 C/ log(N),

with q(2) from (2.18).

Note that Proposition 2.9 tells us that with high probability, KBB
τN

is indeed the total number
of sampled individuals whose neutral loci separated within the B-population during the whole
sweep.
Define the event that the two neutral loci of an individual i split within the B-population,
that is,

Si := {Rrec
B (i) > τN}, (2.23)

and similarly to the definition of the ancestral relations A1, . . . ,A5 from (2.20) define further
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the following events for an individual i which is sampled at time t:

Ãt0(i) = (i, 1), (i, 2) never leave the B-population during times 0 and t,

Ãt1(i) = all ancestors of (i, 1) are of type B, whereas (i, 2) descends from a

b-individual at some time t′, 0 6 t′ 6 t,

Ãt2(i) = all ancestors of (i, 2) are of type B, whereas (i, 1) descends from a

b-individual at some time t′, 0 6 t′ 6 t,

Ãt3(i) = (i, 1) and (i, 2) have a common ancestor of type b at some time t′,

0 6 t′ 6 t, and do not find different ancestors within the b-population,

Ãt4(i) = {(i, 1)} and {(i, 2)} originate from two different b-individuals

at some time in the past t′, 0 6 t′ 6 t.

(2.24)

The difference to (2.20) is that we only consider times t′ with 0 6 t′ 6 t and do not make any
statement about events which may happen after that specific time t′ where a Ã is fulfilled.
We will now formulate a result for the multinomial character of a sample of nBB individu-
als taken from the population at time τN . Note that we will later choose this number nBB

depending on the number of individuals whose neutral loci originate from two different indi-
viduals living at time τN , that is, nBB can be interpreted as a placeholder for n−KBB

τN
here.

The proposition however makes a statement for the ancestry of all 2 · nBB neutral loci from
the sample drawn at time τN .

Proposition 2.20. Define for fixed sample size nBB ∈ N the random vector

D := (D0, D1, D2, D3, D4), (2.25)

where Dj equals the number of individuals from τN whose neutral loci fulfill the relationship
ÃτNj (i),

Dj = #
{
i ∈ [nBB] : ÃτNj (i)

}
, j = 0, . . . , 4.

Let

q̄DG1 := ((1− q(1))(1− q(2)), (1− q(1))q(2), 0, q(1)(1− q(2)), q(1)q(2)), (2.26)

with q(1), q(2) as in (2.18) and further

D̃ = (D̃0, D̃1, D̃2, D̃3, D̃4) ∼ Mult
(
nBB,q̄DG1

)
. (2.27)

Then, for any d = (d0, d1, d2, d3, d4) with d0, . . . , d4 ∈ [nBB] and |d| =
∑4
j=0 dj = nBB we
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have

∣∣P(D = d)− P(D̃ = d)
∣∣ 6 C/ log(N),

for some constant C.

Note that we did not indicate the dependence of D on the parameter nBB in the notation.
We will clarify this dependence by writing D(nBB) whenever there is a possible ambiguity.
Here, D̃2 = 0 almost surely reflects the fact, that with high probability we will not see a
singleton (i, 1) while (i, 2) is in the marked block as we only consider times between 0 and τN
and thus all events which would cause such a relationship have only small probability.

Proposition 2.20 implies that, approximately, each individual sampled at τN takes one spe-
cific ancestral relation for its two neutral loci, independent of the others. This allows us to
conclude a similar multinomial structure of the random vector which describes the relation
of the neutral loci if they separated within the B-population at some time t > τN . We will
abuse notation here in the sense that we still use the formulation of the relationships from
(2.24) although we assume that (i, 1) and (i, 2) reside in different individuals at the time τN
where the sample is taken. We can make this slightly more rigorous by using the notation
ÃτNj (AτNτ (i, 1), AτNτ (i, 2)) and replacing (i, ji) by (AτNτ (i, ji), ji) in the definition (2.24) for
every ji = 1, 2.

Corollary 2.21. Define for fixed sample size KBB ∈ N the random vector

D̄ := (D̄0, D̄1, D̄2, D̄3, D̄4), (2.28)

where the coordinate D̄j equals the number of individuals from τN whose neutral loci fulfill
the relationship ÃτNj (AτNτ (i, 1), AτNτ (i, 2)), j = 0, . . . , 4, assuming that all 2KBB neutral loci
reside in different individuals at time τN . Let

q̄D̄G1 := ((1− q(1))2(1− q(2)), (1− q(1))[q(1) + q(2) − q(1)q(2)], q(1)(1− q(1))(1− q(2)),

0, q(1)[q(1) + q(2) − q(1)q(2)]),
(2.29)

with q(1), q(2) as in (2.18) and

˜̄D = ( ˜̄D0, ˜̄D1, ˜̄D2, ˜̄D3, ˜̄D4) ∼ Mult
(
KBB; q̄D̄G1

)
. (2.30)

Then, for any d = (d0, d1, d2, d3, d4) with d0, . . . , d4 ∈ [KBB] and |d| =
∑4
j=0 dj = KBB we

have

∣∣P(D̄ = d)− P( ˜̄D = d)
∣∣ 6 C/ log(N),
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for some constant C.

Note that ˜̄D3 = 0 almost surely as, with high probability, we will not see a double-singleton
{(i, 1), (i, 2)} if the two loci already separated within the B-population. Corollary 2.21 follows
directly from the above Proposition 2.20. We will nevertheless briefly state the idea of the
proof in Section 2.4.4.
The result for the whole sample which follows from Propositions 2.19 and 2.20 and the above
Corollary 2.21.

Proposition 2.22. For fixed sample size n ∈ N define the process

D∗ := (D∗,0, D∗,1, D∗,2, D∗,3, D∗,4), (2.31)

whose coordinate D∗,j equals the number of individuals at the end of the sweep whose loci
fulfill the relationship Ãj, for j = 0, . . . , 4. Let

D̃∗ = (D̃∗,0, D̃∗,1, D̃∗,2, D̃∗,3, D̃∗,4) ∼ Mult
(
n; q̄G1), (2.32)

with q̄G1 = (q0, q1, . . . , q4) as in (2.8). Then, for any d = (d0, d1, d2, d3, d4) with d0, . . . , d4 ∈
[n] and |d| =

∑4
j=0 dj = n we have

∣∣P(D∗ = (d0, d1, d2, d3, d4))− P(D̃∗ = (d0, d1, d2, d3, d4))
∣∣ 6 C/ log(N),

for some constant C.

Before we apply all of these statements in order to prove the main Theorems 2.6 and 2.7, we
will point out several aspects of the main results and also of the above preparatory statements.

2.3.2 Discussion of the main result

As the true partition can be approximated by a marked q̄G1-partition, which comprises the
multinomial structure from D∗, we know that we can mimic a sample by taking n individuals
and deciding independently for each individual in which relationship the alleles at its two
neutral loci were at the beginning of the sweep. Moreover, the statements of Propositions
2.19, 2.20 and Corollary 2.21 allow an easy construction of a typical sample taken after a
selective sweep. Consider three marking processes as follows:

• a mark M0 stands for a recombination within the B-population between the neutral
loci N1 and N2 at a time t ∈ (τN , τ),

• a markM1 stands for a recombination between SL and N1 and an escape of the locus
N1 into the b-population,
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• a markM2 stands for a recombination between N1 and N2 and an escape of the locus
N2 into the b-population.

First, we mark each individual with a markM0 with probability p2 from (2.7), independently
of all others in the sample. Subsequently, we perform two independent rounds of marking,
where the probabilities for the marks depend on the outcome of the first round. In detail:
all individuals with an M0-mark are marked independently of each other with M1 with
probability p1, as in (2.7), and independent of the outcome there, with a mark M2 with
probability 1− (1−p1)(1−p2) = p1(1−p2)+p2. On the other hand, all individuals which did
not receive anM0-mark get anM1-mark with probability p1, and again independent of the
outcome and independent of each other, they get anM2-mark with probability p2. For each
individual, the vector (m0,m1,m2) ∈ {0, 1}3 which indicates the absence (0) or presence (1)
of a markM0,M1 andM2, respectively, then fully determines its ancestry. As an example,
the vector (0, 1, 1) corresponds to an individual whose alleles are inherited by two different
b-individuals, (1, 1, 0) means that N2 is copied from the mutant while N1 originates from
some b-individual.
The interesting aspect of this marking model is that conditional on the outcome of a first
binomial experiment, we conduct two independent binomial trials in order to model the escape
or captivity of each neutral locus separately. Thus, from the time τN on up to the beginning
of the sweep, we can decide independently for each neutral locus of each individual whether
it originates from the mutant or not, even in the case of the geometric alignment (G1).
This simple structure suggests that the result of the Theorems 2.6 and 2.7 can actually be
transfered to the multiple locus case. The calculations for the ancestral relation of the neutral
loci of one individual should be of the same nature, only with more cases to distinguish.
Let us now focus on the block types and the order of approximation of our result. Projecting
our result to either the first or the second neutral locus gives again the result from Theorem
1.1, [36]. In the second approximation by Schweinsberg and Durrett which results in their
Theorem 1.2, the authors show that in the case of one neutral locus, a typical partition may
in addition consist of bigger families different from the mutant’s family. This statement then
holds true up to terms of order 1/(logN)2. From the results obtained here, it is not clear if
the methods which were used to obtain this second approximation will allow us to make a
similar statement with the same accuracy in the case of two neutral loci in geometry (G1).
This will in particular depend on whether it is possible to improve the result of Proposition
2.14, the probability of a split within the B-population, using the methods from the second
part of [36].
We will now compare our results to the approximate partition derived by Pfaffelhuber and
Studeny in [31] where the authors generalized the work from Etheridge, Pfaffelhuber and
Wakolbinger [17] towards the two-locus case. In [31] the authors considered first the diffusion
limit of the population process, resulting in (1.20), and subsequently studied large selection
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coefficients α ∝ sN . Whereas this diffusion approximation adds additional uncertainty on the
error made for large N in comparison to the underlying discrete model, the results presented
here in Chapter 2 enable a clear interpretation of the error term. Theorem 1 in [31] says
that up to an error of order 1/(logα)2, the partition of a sample will consist of blocks of the
above type and again bigger families different from the mutant’s family, as in Theorem 1.2
from [36]. This additional block type is non-negligible in their approximation as the partition
of the sample results from a marked Yule tree where recombination marks may hit already
coalesced lineages. The phenomenon of a separation of the two neutral loci within the B-
population is modeled by generating a refined starting partition for the Yule tree construction:
with a certain probability the two neutral loci of one individual split towards the very end
of the sweep. This probability indeed equals our probability p2 (qBB). Furthermore, the
probabilities for the different recombination marks and thus block types from Table 1 in
[31] show a similar pattern as the above claimed q̄-structure, in particular when focusing
on events which happen between time 0 and τN . Thus our results are consistent with the
ones obtained from the diffusion approximation. However, in [31] the impact of the marks
distributed according to these probabilities depends on the realization of the Yule tree. This
makes it difficult to derive an explicit sampling formula (which is thus omitted in [31]). As
the authors point out, however, their construction still lends itself to simulations with fast
algorithms, though more complicated than the above proposed marking model with marks
M0,M1 andM2.

2.3.3 Proofs of the main results

The proof of the main Theorem 2.6 uses the propositions from Section 2.3.1 which deal
with the three different aspects of the theorem, as described in the beginning of Section
2.3: the exclusion of improbable block types, the marking probabilities and the independent
evolution of the individuals. Although the ingredients are all at hand, the formal statement
of the proof is rather cumbersome. As we considered the time intervals [0, τN ) and [τN , τ ]
separately, we need to rigorously formulate a suitable resampling mechanism for time τN in
order to guarantee that we can combine the results for both time intervals to a joint statement
concerning the whole sweep. We will use a similar idea as Schweinsberg and Durrett in their
second approximation, as stated in Section 2.3, [36].

Proof of Theorem 2.6. We proceed in four steps. First define the marked partition Θ1 on
[n; 1, 2] as follows:

(i, ji) ∼Θ1 (m, jm) :⇔ R(i, ji) < τN , R(m, jm) < τN and A0
τ (i, ji) = A0

τ (m, jm);

mark the block {(i, ji) : R(i, ji) < τN and B0(A0
τ (i, ji)) = 1}.
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We have Θ = Θ1 unless there exists some (i, ji) 6= (m, jm) ∈ [n; 1, 2] with either

R(i, ji) > τN and (i, ji) ∼Θ (m, jm) or

R(i, ji) > τN and B0(A0
τ (i, ji)) = 1.

By Proposition 2.9 these events are bounded even in the case i = m such that we obtain

∣∣P(Θ1 = π)− P(Θ = π)
∣∣ 6 C/ log(N)

for every partition π ∈ P∗[n;1,2]. (Note that for i 6= m we have a bound of order at least
1/(logN)2.) For the second step consider the population at time τN and let

nBB = n+KBB
τN

6 2 · n (2.33)

be the (random) number of individuals at time τN which corresponds to the number of
individuals carrying genetic material which is ancestral to the sample from time τ . Precisely,
there are n−KBB

τN
individuals at time τN where both neutral loci are the ancestors of both

neutral loci of a single sampled individual from τ and there are 2 ·KBB
τN

individuals who carry
the genetic ancestor of either the first or the second locus of an individual sampled at time τ .
For each possible value ` 6 2n of nBB we define a new marked partition Ψ` on [`; 1, 2] as
follows: first let

σ` : [`]→ {i : BτN (i) = 1}

be an injective random map where each of the
(N
`

)
· `! possibilities are equally likely. In that

way, σ`(1), σ`(2), . . . , σ`(`) is a random sample from all N B-individuals living at time τN .
With this define

(i, ji) ∼Ψ` (m, jm) :⇔ A0
τN

(
σ`(i), ji

)
= A0

τN

(
σ`(m), jm

)
;

mark the block {(i, ji) : B0
(
A0
τN

(
σ`(i), ji

))
= 1}.

Note that the partition Ψ` is defined with respect to time τN rather than τ .
We now define two maps which ensure a random choice of the labels of the ancestors living
at time τN of sampled loci from time τ . First, let f1 be a random bijective map

f1 : [n]→ [n],

where again all n! possibilities for f1 have equal probability. Then, suppose KBB
τN

= k and
define for each possible k ∈ {0, 1, 2 . . . , n} a surjective map f2

k which assigns a name i ∈ [n+k]
to a locus (i, ji) in that way that for exactly n − k individuals the two neutral loci get the
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same label, and for all others, the two neutral loci get different labels in [n+ k]:

f2
k : [n; 1, 2]→ [n+ k], f2

k (i, ji) =


i if i 6 n− k,
i if i > n− k and ji = 1,
i+ k if i > n− k and ji = 2.

In the following we will consider f2
KBB
τN

(
f1(i), ji

)
. Define a new marked partition using Ψ`, f1

and f2
k as follows: let Θ2 be a random partition on [n; 1, 2] with

(i, ji) ∼Θ2 (m, jm) :⇔ R(i, ji) < τN , R(m, jm) < τN and(
f2
KBB
τN

(f1(i), ji), ji
)
∼Ψ

nBB

(
f2
KBB
τN

(f1(m), jm), jm
)
;

mark the block {(i, ji) : R(i, ji) < τN and f2
KBB
τN

(f1(i), ji) is in the

marked block of ΨnBB}.

For a comparison of Θ1 and Θ2 consider the following arguments: we have

(
f2
KBB
τN

(f1(i), ji), ji
)
∼Ψ

nBB

(
f2
KBB
τN

(f1(m), jm), jm
)

⇔ A0
τN

(
σnBB

(
f2
KBB
τN

(f1(i), ji)
)
, ji
)

= A0
τN

(
σnBB

(
f2
KBB
τN

(f1(m), jm)
)
, jm

)
.

The criterion for the equivalence with respect to Θ as given in Definition 2.4 can be rewritten
as follows:

A0
τ (i, ji) = A0

τ (m, jm) ⇔ A0
τN

(
AτNτ (i, ji), ji

)
= A0

τN

(
AτNτ (m, jm), jm

)
.

By Proposition 2.18 it is unlikely that any two sampled individuals will have found a common
ancestor at some time t > τN . Therefore, we know that with probability 1 − O(1/ log(N))
the equality AτNτ (i, ji) = AτNτ (m, jm) implies i = m. Further, Proposition 2.9 states that with
high probability no neutral locus from the sample will have found an ancestor outside the
mutant population, again up to terms of order 1/ log(N). That ensures that the considered
resampling by f1 and f2

KBB
τN

indeed only needs to consider the current B-population of N
individuals at time τN . In addition, Proposition 2.18 states that we will have nBB different
individuals at time τN who are ancestral to the sample, n −KBB

τN
of them with two neutral

loci and 2 ·KBB
τN

with one neutral locus.
Since τN is a stopping time and the process which describes the evolution of the population
is strong Markov, we know that events happening in (τN , τ ] are independent of events in
[0, τN ), given the current state at time τN . The last argument is that by construction of the
Moran model all individuals within one background, B or b, are exchangeable. From these
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observations it follows that

∣∣P(Θ2 = π)− P(Θ1 = π)
∣∣ 6 C/ log(N).

The next step of the proof is to compare the partition ΨnBB with a marked partition defined
entirely through the characteristic times from Definition 2.8 with respect to a sample of size
nBB from time τN . Define the marked partition ΥnBB on [nBB; 1, 2] as follows:

• For i,m ∈ [nBB], i 6= m and ji, jm ∈ {1, 2},

(i, ji) ∼Υ
nBB

(m, jm) :⇔ R(i, ji) = R(m, jm) = −∞.

• For i ∈ [nBB],

(i, 1) ∼Υ
nBB

(i, 2) :⇔ R(i, 1) = R(i, 2) and Rrec
b (i) = −∞.

• Mark the block containing {(i, ji) : R(i, ji) = −∞}.

The partition ΥnBB then consists of one marked block which contains all those neutral loci
which were never connected to a b-individual at any point in the past, and otherwise only
singletons with one neutral locus or double-singletons composed of the two neutral loci of one
individual. For a comparison of ΥnBB and ΨnBB consider the following for the time interval
[0, τN ):

• Proposition 2.12 implies that the probability of a coalescence within the b-population
is small enough to be ignored.

• Proposition 2.13 says that we can ignore the event that two lineages recombine into the
b-population after they have coalesced.

Hence, with high probability, we will not see unmarked blocks with loci from different indi-
viduals in ΨnBB . By definition, the same holds true for ΥnBB and thus with high probability,
namely 1−O(1/ log(N)), the block types of both partitions coincide.
Further, Proposition 2.11 says that with high probability there is no back-recombination of
any locus into the B-population. Therefore, we only have to consider the event that a locus
(i, ji) migrates at all into the b-population (alone or jointly with its counterpart (i, j′i), j′i 6= ji).
This corresponds exactly to the above definition of ΥnBB and hence we know that the latter
produces the same blocks as ΨnBB . For any marked partition π ∈ P∗[nBB ;1,2] we therefore get

∣∣P(ΥnBB = π)− P(ΨnBB = π)
∣∣ 6 C/ log(N). (2.34)
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Further, from Proposition 2.20 it follows that with q̄DG1 as in (2.26)

∣∣P(ΥnBB = π)−Qq̄DG1
(π)
∣∣ 6 C/ log(N),

where Qq̄DG1
is the distribution of a marked q̄DG1-partition on [nBB; 1, 2] and hence by the

Triangle inequality

∣∣P(ΨnBB = π)−Qq̄DG1
(π)
∣∣ 6 C/ log(N).

It remains to draw the connection to Θ2. For this, we need to define another random marked
partition which mimics the separation within the B-population. We pursue a similar idea as
in Definition 2.9 in [36]. Let Qq

BB

q̄DG1
be the distribution of a random marked partition Π∗ on

the set [n; 1, 2] obtained as follows: let ζ1, . . . , ζn ∼iid Bernoulli(qBB) with qBB from (2.19).
Further consider a random marked q̄DG1-partition ΠD and a random marked q̄D̄G1-partition ΠD̄,
with q̄DG1 defined in (2.26) and q̄D̄G1 as in (2.29). Then define

(i, ji) ∼Π∗ (m, jm) :⇔ (i, ji) ∼ΠD (m, jm) and ζi = 0, or

(i, ji) ∼ΠD̄ (m, jm) and ζi = 1;

mark the block {(i, ji) : (i, ji) is in the marked block of ΠD or ΠD̄}.

By Propositions 2.19 and 2.20, Corollary 2.21 and the construction of Θ2 it now follows that

∣∣P(Θ2 = π)−Qq
BB

q̄DG1
(π)
∣∣ 6 C/ log(N)

and finally by Proposition 2.22 we get the statement

∣∣QqBB
q̄DG1

(π)−Qq̄G1(π)
∣∣ 6 C/ log(N).

Applying the Triangle inequality finishes the proof.

Proof of Theorem 2.7. The proof of this theorem essentially uses the same ingredients as
the proof of Theorem 2.6. Here however, the construction of the discrete model implies
that a recombination which separates one neutral locus from the selected locus does not
change the ancestry of the other neutral locus of that individual in this particular step. In
addition, the probability for two recombinations in the same reproduction event is again
bounded by 1/(logN)2. Hence, for the events happening before time τN , in the interval
[0, τN ), it is irrelevant whether the neutral loci separated within the B-population before.
The statement of this theorem thus follows similarly as Corollary 2.21 only with simpler
recombination probabilities as in the alignment (G2) the second neutral locus only escapes
due to a recombination between the SL and N2. This indeed gives us the entries of the vector
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p̄G2 as stated in (2.9).

2.4 Proofs of the auxiliary statements

First of all note that the background Markov chain X defined in (2.1) is the same here as it
is in Schweinsberg and Durrett, [36]. This implies that all results concerning this walk, such
as the expected number of up-jumps, holds and down-jumps, still hold true when following
two or more neutral loci back in time. This will be the argument for referring to [36] for the
proofs of the Propositions 2.15, 2.11, 2.12 and 2.13. In the following part we will restate some
results from [36] concerning the properties of the Markov chain X.

2.4.1 Properties of the Random Walk

By definition of the Moran model, we have the following transition probabilities with respect
to the unconditioned measure (cf. Equations (3.1) to (3.3) in [36]).

P′(Xt = k + 1|Xt−1 = k) = 2N − k
2N

k

2N ,

P′(Xt = k − 1|Xt−1 = k) = k

2N
2N − k

2N (1− s),

P′(Xt = k|Xt−1 = k) = (2N − k)2 + k2 + (2N − k)ks
(2N)2 = 1− (2− s)k(2N − k)

(2N)2 .

Define for k, j ∈ {1, . . . , 2N − 1} and τj as in (2.3):

number of up-jumps: Uk,j = #{t > τj | Xt = k and Xt+1 = k + 1},

number of down-jumps: Dk,j = #{t > τj | Xt = k and Xt+1 = k − 1},

number of holds: Hk,j = #{t > τj | Xt = k and Xt+1 = k},

with Jk ≡ Jk,1 for J = U,D,H.

Then Lemma 3.2 from [36] states the following:

Lemma 2.23 (Lemma 3.2, [36]). Suppose j, k ∈ [2N − 1]. Define

p(a, b, k) = P′(inf{s > t : Xs = b} < inf{s > t : Xs = a} | Xt = k), (2.35)

with P′ the unconditioned measure. Let q0 = 1 and

qk = p(k, 2N, k + 1)
p(0, 2N, k + 1) = s

(1− (1− s)2N−k)
(1− (1− s)2N )
(1− (1− s)k+1) > s.
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Further define r0,j = 0 and rk,j = 1 for j 6 k. If j > k, let

rk,j = 1− p(k, 2N, j)
p(0, 2N, j) = 1− (1− (1− s)j−k)

(1− (1− s)2N−k)
(1− (1− s)2N )
(1− (1− s)j) 6 (1− s)j−k.

and let

βk := k(2N − k)
k2 + (2N − k)2 + sk(2N − k) . (2.36)

Then

E(Uk,j) = rk,j
qk

,

E(Dk,j) = 1
qk−1

− 1 , for k > j, E(Dk,j) = rk−1,j
qk−1

, for k 6 j,

E(Hk,j) = E(Uk,j +Dk,j) ·
1

2− s ·
k2 + (2N − k)2 + sk(2N − k)

k(2N − k)

6 min{(1− s)j−k, 1} · 1
sβk

.

(2.37)

Further, the following relations hold in case of fixation:

Dk,j = Uk−1,j , if k 6 j, Dk,j = Uk−1,j − 1, if k > j. (2.38)

We will state here only the idea on how to show the statements concerning Uk,j and Dk,j , as
we will pursue a similar idea in the proof of Lemma 3.11 (see Appendix B), and refer to [36]
for the remaining ideas of the proof.

Proof. The essential idea is to firstly show that the number of up-jumps is in fact geometrically
distributed and secondly, to find relations between the number of up-jumps and the number
of down-jumps and holds.
Consider the variable Uk,j . As we condition on fixation we know that in the case j 6 k, X
will necessarily jump from k to k + 1 for some t > τj . Once it has reached the state k + 1
we can determine the probabilities for the complementary events that X will go back to k
or that X will reach its final state 2N without returning to k. We can deduce that Uk,j
is indeed geometrically distributed and that the probability of the latter event corresponds
to the success probability and hence parameter of the distribution. We can express this
probability of no return to k by using the definition of p(a, b, k) from (2.35) with respect to
the unconditioned measure P′ and get with the identity

P(Xτ = 2N) = p(0, 2N, 1) = s

1− (1− s)2N
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and using Bayes’ formula the equality

P(Xs > k ∀s > t | Xt = k + 1) = p(k, 2N, k + 1)
p(0, 2N, k + 1) = qk.

For j > k, Uk,j = 0 with probability

P(Xt > k ∀t > τj) = p(k, 2N, j)
p(0, 2N, j) = 1− rk,j

and Uk,j is only positive on the event {Tk,j > 1}. Conditional on this event, which has
probability rk,j , the same calculations as above lead to the conclusion that again Uk,j ∼
Geometric(qk) and both observations together result in the claim for E(Uk,j).
The results for Dk,j and in particular (2.38) follow easily as an up-jump from k to k + 1 can
only occur after a down-jump from k+ 1 to k, except for the first up-jump starting in k.

Applying Lemma 2.23 we can easily calculate expressions for the following expected values
which will be needed later:

Corollary 2.24.

E(U2N−k−1,2N−l) = r2N−k−1,2N−l
q2N−k−1

=



(1−(1−s)k+1)(1−(1−s)2N−k)
s(1−(1−s)2N ) , k 6 l − 1

(1−(1−s)k+1)(1−(1−s)2N−k)
s(1−(1−s)2N ) − (1−(1−s)k−l+1)(1−(1−s)2N−k)

s(1−(1−s)2N−l) , 2N − 1 > k > l − 1

0, k = 2N − 1

E(H2N−k,2N−l) = E(U2N−k,2N−l +D2N−k,2N−l) · 1
2−s ·

1
βk

= 1
βk
·


(1−(1−s)k)(1−(1−s)2N−k)

s(1−(1−s)2N ) , k 6 l

(1−(1−s)k)(1−(1−s)2N−k)
s(1−(1−s)2N ) − (1−(1−s)k−l)(1−(1−s)2N−k)

s(1−(1−s)2N−l) , k > l.

Further, the following bounds hold for k > l:

E(U2N−k−l,2N−l) 6
(1− s)k−l+1

s
, E(H2N−k,2N−l) 6

(1− s)k−l

sβk
.

These expressions come in handy when we use the symmetry of the Markov chain X condi-
tioned on fixation, as it was mentioned in [36] in the proof of their Proposition 2.1.
We will now define the probabilities that specific lines coalesce in one step, and that one line
experiences a particular type of a recombination. Note that in some cases, when the individ-
uals have the same background, we calculate the values of these probabilities without asking
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for It,1 and It,2 (or It,2 and It,3) to be different individuals. However, we can satisfy ourselves
that the error thus made is small enough as it is not likely to draw the same individual twice
for N large.
Define for k ∈ [2N − 1] and l, i,m ∈ [2N ] such that |k − l| 6 1 and i 6= m the probabilities
for a coalescence of individuals i and m with respect to their j-th locus conditional on the
transition of the Markov chain and their background:

pc,jBB(k, l) := P(At−1
t (i, j) = At−1

t (m, j) | Xt−1 = k,Xt = l, Bt(i) = 1 = Bt(m)),

pc,jbb (k, l) := P(At−1
t (i, j) = At−1

t (m, j) | Xt−1 = k,Xt = l, Bt(i) = 0 = Bt(m)),

pc,jBb(k, l) := P(At−1
t (i, j) = At−1

t (m, j) | Xt−1 = k,Xt = l, Bt(i) = 1, Bt(m) = 0).

(2.39)

Lemma 2.25 (cf. Lemma 4.1, [36]). We have

pc,jBB(k, k − 1) = pc,jbb (k, k + 1) = 0,

pc,jBB(k, k + 1) = 2
k(k + 1)

[
1− r∗(j)(2N − k)

2N
]
, pc,jBB(k, k) = 2βk

k(2N − k)
[
1− r∗(j)(2N − k)

2N
]
,

pc,jbb (k, k − 1) = 2
(2N − k)(2N − k + 1)

[
1− r∗(j)k

2N
]
, pc,jbb (k, k) = 2βk

k(2N − k)
[
1− r∗(j)k

2N
]
,

pc,jBb(k, k + 1) = r∗(j)
2N(k + 1) , pc,jBb(k, k) = r∗(j)βk

k(2N − k) , pc,jBb(k, k − 1) = r∗(j)
2N(2N − k + 1) .

Proof. The derivations are straightforward and we refer to [36]. We only have to replace
their recombination probability r with our r∗(j) from (2.15). Here we need r∗(j) for j = 2
as a double recombination would cause the second neutral locus to have the same parent as
the selected locus. This is favorable in the coalescence events within the same background
but would prevent a coalescence of lineages with respect to N2 when we consider mixed
backgrounds.

We further calculate the probability of the event that a lineage (or one locus of a lineage)
changes background due to a recombination. For k ∈ [2N − 1], j = 1, 2 and l, i ∈ [2N ] such
that |k − l| 6 1 let

p
r∗(j)
B (k, l) := P(Bt−1(At−1

t (i, j)) = 0 | Xt−1 = k,Xt = l, Bt(i) = 1),

p
r∗(j)
b (k, l) := P(Bt−1(At−1

t (i, j)) = 1 | Xt−1 = k,Xt = l, Bt(i) = 0),

p
r2(1−r1)
B (k, l) := P(Bt−1(At−1

t (i, 2)) = 0, Bt−1(At−1
t (i, 1)) = 1 | Xt−1 = k,Xt = l, Bt(i) = 1),

pr1r2B (k, l) := P(Bt−1(At−1
t (i, 1)) = 0, Bt−1(At−1

t (i, 2)) = 1 | Xt−1 = k,Xt = l, Bt(i) = 1).



60 The partition of a sample at the end of a selective sweep

Lemma 2.26 (cf. Lemma 3.3, [36]). For r ∈ {r∗(j), r2(1− r1), r1r2} we have

prB(k, k − 1) = prb(k, k + 1) = 0,

prB(k, k + 1) = r(2N − k)
2N(k + 1) , prb(k, k − 1) = rk

2N(2N − k + 1) ,

prB(k, k) = prb(k, k) = rβk
2N .

Proof. Again, see [36]. Note that N2 also changes background if a recombination between SL
and N1 causes the migration. However, when two recombinations happen at the same time,
N2 stays with the SL in the former background. Therefore, we have to use the recombination
probability r∗(j) from (2.15).

In the setting of two neutral loci we also need to consider the following event: a recombination
between the two neutral loci N1 and N2, where both parents are of type b.
Define for any i ∈ [2N ], t ∈ {1, . . . , τ}

pr2bb(k, l) := P(It,1 = i, Bt−1(It,2) = 0 = Bt−1(It,3), It,6 = 1 | Xt−1 = k,Xt = l, Bt(i) = 0).

This is exactly the probability for a recombination event between N1 and N2 (It,6 = 1)
where parent and second parent have the b-type at the SL (Bt−1(It,2) = 0 = Bt−1(It,3)) and
where a particular individual (the i-th individual), conditioned to have the b-type in the next
generation t, is the newborn (It,1 = i). Note that this probability is different from zero only
if l = k, k − 1 as otherwise the parent cannot be of type b.

Lemma 2.27. We have for l, k ∈ [2N − 1] and |k − l| 6 1

pr2bb(k, l) =


r2
2N

(2N−k)2

k2+(2N−k)2+sk(2N−k) = r2
2N

(2N−k)βk
k l = k

r2
2N ·

2N−k
2N−(k−1) l = k − 1

0 else.

(2.40)

We here give a very detailed proof in order to give an example of how to calculate the
probabilities stated in Lemma 2.25 and Lemma 2.26.

Proof. First of all note that by construction of the model, the outcome of It,6 is independent
of all other events. In addition, the value of Bt−1(It,3) here only depends on the number of B
individuals in generation t− 1. Thus,

pr2bb(k, l) = P(It,6 = 1) · P(Bt−1(It,3) = 0 | Xt−1 = k,Xt = l)

· P(It,1 = i, Bt−1(It,2) = 0 | Xt−1 = k,Xt = l, Bt(i) = 0)
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= r2 ·
2N − k

2N · P(It,1 = i, Bt−1(It,2) = 0 | Xt−1 = k,Xt = l, Bt(i) = 0).

With Bayes’ formula we can rewrite the last factor:

P(It,1 = i, Bt−1(It,2) = 0 | It,1 = i,Xt−1 = k,Xt = l, Bt(i) = 0)

= P(Bt(i) = 0, Bt−1(It,2) = 0 | It,1 = i,Xt−1 = k,Xt = l) · P(It,1 = i | Xt−1 = k,Xt = l)
P(Bt(i) = 0 | Xt−1 = k,Xt = l)

=
P(Bt(i) = 0, Bt−1(It,2) = 0 | It,1 = i,Xt−1 = k,Xt = l) · 1

2N
2N−l
2N

.

Distinguishing between the cases l = k and l = k − 1 yields the following:

P(Bt(i) = 0, Bt−1(It,2) = 0 | It,1 = i,Xt−1 = k,Xt = k) = (2N − k)2

k2 + (2N − k)2 + sk(2N − k)
P(Bt(i) = 0, Bt−1(It,2) = 0 | It,1 = i,Xt−1 = k,Xt = k − 1) = 1.

Recalling the definition of βk in (2.36) this implies,

P(It,1 = i, Bt−1(It,2) = 0 | It,1 = i,Xt−1 = k,Xt = k,Bt(i) = 0) =
βk

2N−k
k · 1

2N
2N−k

2N
= βk

k ,

P(It,1 = i, Bt−1(It,2) = 0 | It,1 = i,Xt−1 = k,Xt = k − 1, Bt(i) = 0) =
1 · 1

2N
2N−(k−1)

2N
= 1

2N−(k−1) ,

and putting all together gives the result.

Analogously to the above, we here also need to calculate the probability that the two neutral
loci split within the B-population:

pr2BB(k, l) := P(It,1 = i, Bt−1(It,2) = 1 = Bt−1(It,3), It,6 = 1 | Xt−1 = k,Xt = l, Bt(i) = 1).

Lemma 2.28. For l, k ∈ [2N − 1] and |k − l| 6 1,

pr2BB(k, l) =


r2
2N · βk ·

k
2N−k l = k

r2
2N ·

k
k+1 l = k + 1

0 else.

(2.41)

Proof. The proof is very similar to the above, we will therefore leave out the details.

pr2BB(k, l) = P(It,6 = 1) · P(Bt−1(It,3) = 1 | Xt−1 = k,Xt = l)

· P(Bt(i) = 1, Bt−1(It,2) = 1 | It,1 = i,Xt−1 = k,Xt = l) · P(It,1 = i | Xt−1 = k,Xt = l)
P(Bt(i) = 1 | Xt−1 = k,Xt = l)
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= r2 ·
k

2N ·
P(Bt(i) = 1, Bt−1(It,2) = 1 | It,1 = i,Xt−1 = k,Xt = l) · 1

2N
l

2N

= r2
2N

k

l
· P(Bt(i) = 1, Bt−1(It,2) = 1 | It,1 = i,Xt−1 = k,Xt = l).

A distinction of cases results in

P(Bt(i) = 1, Bt−1(It,2) = 1 | It,1 = i,Xt−1 = k,Xt = k) = k2

k2 + (2N − k)2 + sk(2N − k) ,

P(Bt(i) = 1, Bt−1(It,2) = 1 | It,1 = i,Xt−1 = k,Xt = k + 1) = 1,

and using (2.36) and plugging in ends the proof of the lemma.

2.4.2 Proofs of the auxiliary propositions

With the above lemmas and the remarks concerning the background Markov chain, we can
cite [36] as a reference for the proofs of Propositions 2.11, 2.12, 2.13 and 2.15. We just
have to insert our probabilities for coalescence and recombination from Lemma 2.25 and
2.26 into the calculations from [36] in order to receive the same bounds. All remaining
ideas and calculations can be transfered straightforwardly. Instead of restating the proofs of
those statements here, we recapitulate many of the ideas and calculations used in [36] in the
following proofs of Propositions 2.9 and 2.10 and in the next section which deals with the
proof of Proposition 2.16.
Throughout this section, we will denote by c, c′, C, C ′ constants which are independent of N
and which may vary from line to line.
In order to prove Proposition 2.9, we first restate (without proof) a bound on the probability
that the Markov chain X is in a certain state at recombination events of interest.

Lemma 2.29 (cf. Lemma 3.4, [36]). We have for i ∈ [n], j = 1, 2 and k ∈ [2N ]

P(XR(i,j) = k) 6 r∗(j)
sk

, (2.42)

Further we state a result from [36], which was obtained in the proof of their Proposition 2.1.
For T = R(i, j), Gj(i,m) or T = τJ , τ

∗
J with i,m ∈ [n], j = 1, 2, J ∈ [2N ], we have

E
[
#{t < T : Xt = k and Xt+1 = k + 1 | XT = j

]
= E

[
U2N−k−1,2N−j

]
,

E
[
#{t < T : Xt = k and Xt+1 = k − 1 | XT = j

]
= E

[
D2N−k+1,2N−j

]
,

E
[
#{t < T : Xt = k and Xt+1 = k | XT = j

]
= E

[
H2N−k,2N−j

]
.

(2.43)

These relations, which are explained by a symmetry argument and the strong Markov property
of X, will be used in many proofs throughout this whole section.
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We start with giving a proof of Proposition 2.9 following similar ideas as the ones which are
used in the proof of Proposition 2.4 in [36] in order to reach the statement given in Equation
(2.16).

Proof of Proposition 2.9. We start with the first statement:

P(R(m, j) > Rrec
B (i) > 0) =

2N−1∑
k=1

2N−1∑
l=1

P(R(m, j) > Rrec
B (i) > 0, XR(m,j) = k,XRrec

B (i) = l)

=
2N−1∑
k=1

2N−1∑
l=1

P(R(m, j) > Rrec
B (i) > 0, XRrec

B (i) = l | XR(m,j) = k) · P(XR(m,j) = k).

In order to bound the first probability, we apply the symmetry argument from (2.43) and do
not take into account that Rrec

B (i) is actually the first time a BB-split happens.

P(R(m, j) > Rrec
B (i) > 0, XRrec

B (i) = l | XR(m,j) = k)

6 pr2BB(l, l) · E(H2N−l,2N−k) + pr2BB(l, l + 1) · E(U2N−l−1,2N−k)

6
r2
2N

l

2N − lβl ·
min{(1− s)l−k, 1}

sβl
+ r2

2N
l

l + 1
min{(1− s)l−k+1, 1}

s

6
r2
s

min{(1− s)l−k, 1} · l + 2N − l
2N(2N − l) = r2

s
· min{(1− s)l−k, 1}

2N − l .

Together with (2.42) from Lemma 2.29,

P(R(m, j) > Rrec
B (i) > 0) 6

2N−1∑
k=1

2N−1∑
l=1

r2
s
· min{(1− s)l−k, 1}

2N − l · r
∗(j)
sk

= r∗(j) · r2
s2

2N−1∑
k=1

1
k
·
{ k∑
l=1

1
2N − l +

2N−1∑
l=k+1

(1− s)l−k

2N − l
}

6
r∗(j) · r2

s2

2N−1∑
k=1

1
k
·
{ k

2N − k +
∞∑
l=0

(1− s)l
}
6 c · r∗(j) · r2 ·

2N−1∑
k=1

1
k
6

C

logN ,

as both recombination probabilities can be bounded by a constant over log(N).
The first line of (2.17) follows from Proposition 2.15 as

∑2N
k=N+1

1
k 6 1 for all N . This implies

P(R(m, j) > τN ) = 1− exp
(
− r∗(j)

s

2N∑
k=N+1

1
k

)
+O

(
C

log(N)

)

= 1−
∞∑
l=0

1
l!
(
− r∗(j)

s

)l
︸ ︷︷ ︸
=O(1/(logN)l)

[ 2N∑
k=N+1

1
k︸ ︷︷ ︸

61

]l
= 1−

[
1−O

(
1

log(N)

)]
6

C

log(N) .

For the second bound from (2.17) we sum over the possible states of the Markov chain X at
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the time of the separation and translate the event {Rrec
B (i) = t} for some t into the variables

which describe the ancestry of the loci during the evolution of the population:

P(0 6 Rrec
B (i) < τN ) =

N−1∑
l=1

P(0 6 Rrec
B (i) < τN , XRrec

B (i) = l)

=
N−1∑
l=1

∑
|k−l|61

∞∑
t=0

P(Atτ (i, 1) 6= Atτ (i, 2), Bt(Atτ (i, 1)) = 1 = Bt(Atτ (i, 2)),

∀t′ > t : At′τ (i, 1) = At
′
τ (i, 2), Bt′(At

′
τ (i, 1)) = 1 = Bt′(At

′
τ (i, 2)), t 6 τN , Xt = l,Xt+1 = k)

=
N−1∑
l=1

∑
|k−l|61

∞∑
t=0

P(t 6 τN , Xt = l,Xt+1 = k) · P(Atτ (i, 1) 6= Atτ (i, 2), Bt(Atτ (i, 1)) = 1,

Bt(Atτ (i, 2)) = 1 | ∀t′ > t : At′τ (i, 1) = At
′
τ (i, 2), Bt′(At

′
τ (i, 1)) = 1 = Bt′(At

′
τ (i, 2)),

t 6 τN , Xt = l,Xt+1 = k)

· P(∀t′ > t : At′τ (i, 1) = At
′
τ (i, 2), Bt′(At

′
τ (i, 1)) = 1 = Bt′(At

′
τ (i, 2)) | t 6 τN , Xt = l,Xt+1 = k)︸ ︷︷ ︸

61

6
N−1∑
l=1

[
pr2BB(l, l)

∞∑
t=0

P(t 6 τN , Xt = l,Xt+1 = l)

+ pr2BB(l, l + 1)
∞∑
t=0

P(t 6 τN , Xt = l,Xt+1 = l + 1)
]

6
N−1∑
l=1

[
pr2BB(l, l) · E(Hl) + pr2BB(l, l + 1) · E(Ul)

]
6

N−1∑
l=1

[ r2βll

2N(2N − l) ·
1
βls

+ r2
2N ·

1
s

]

= r2
s

N−1∑
l=1

l + 2N − l
2N(2N − l) = r2

s

N−1∑
l=1

1
2N − l 6

r2
s

N − 1
2N − (N − 1) 6

r2
s

6
C

log(N) .

Note that we also could have derived the first inequality in (2.17) in the same way.

Proof of Proposition 2.10. The idea of the proof here is very similar to the one for the second
line of (2.17) (see proof above).

P(R2rec
bB (i) > 0) =

2N∑
l=1

∞∑
t=0

P(R2rec
bB (i) = t,Xt = l, t < τ)

=
2N∑
l=1

∞∑
t=0

P(t < τ,Xt = l,∀t′ > t : At′τ (i, 1) = At
′
τ (i, 2) and Bt′(At

′
τ (i, 1)) = 1,

Bt(Atτ (i, 1)) = 0, Bt(Atτ (i, 2)) = 1)

=
2N∑
l=1

∞∑
t=0

∑
k=l,l+1

P(Bt(Atτ (i, 1)) = 0, Bt(Atτ (i, 2)) = 1 | t < τ,Xt = l,Xt+1 = k,

∀t′ > t : At′τ (i, 1) = At
′
τ (i, 2) and Bt′(At

′
τ (i, 1)) = 1) · P(t < τ,Xt = l,Xt+1 = k)
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· P(∀t′ > t : At′τ (i, 1) = At
′
τ (i, 2) and Bt′(At

′
τ (i, 1)) = 1 | t < τ,Xt = l,Xt+1 = k)︸ ︷︷ ︸

61

6
2N∑
l=1

[
pr1r2B (l, l)

∞∑
t=0

P(t < τ,Xt = l = Xt+1) + pr1r2B (l, l + 1)
∞∑
t=0

P(t < τ,Xt = l,Xt+1 = l + 1)
]

=
2N∑
l=1

[
pr1r2B (l, l) · E(Hl) + pr1r2B (l, l + 1) · E(Ul)

]

6
2N∑
l=1

[r1r2βl
2N · 1

βl
+ r1r2(2N − l)

2N(l + 1) · 1
s

]
6 r1r2 + r1r2

s

2N∑
l=1

1
l

= O
(

1
log(N)

)
.

2.4.3 Calculation of the success probabilities for the different block types

Before we now come to the proofs regarding the marking probabilities we will first state
the following Lemma which is used for many essential simplifications throughout the whole
section.

Lemma 2.30. For r, s ∈ (0, 1), r 6 r̃/ log(2N), r < s and M ∈ [2N ] we have

r

s

M∑
l=1

1
l + 1 exp

(
− r

s

M∑
k=l+1

1
k

)
= 1− exp

(
− r

s
·
M∑
k=1

1
k

)
+O

( 1
log(N)

)
.

A proof of this lemma can be found in the Appendix A. Here we continue with proving the
result for the probability of the event {Rrec

B (i) > τJ}. The proof follows the steps of the proof
of Proposition 2.2 in [36]. As we will repeat the same ideas in different contexts throughout
this whole section, we will briefly summarize the idea beforehand.
The aim is to show that we can approximate the probability P(C) of an event of interest C by
a value exp(−E[η̃XC ]).
In a first step we consider C conditional on the Markov chain X and perform a Poisson
approximation (see Lemma A.2 and the comment in the proof below) such that we can
express the desired probability through some exponential exp(−ηXC ) with ηXC chosen such
that the error made by the approximation is small. The expression η̃XC is chosen such that it
is close to the argument ηXC in the sense that the expectation of their difference is small. With
the Triangle inequality and the Mean Value theorem applied to the exponential function we
first get

∣∣P(C | X)− exp(−η̃XC )
∣∣ 6 ∣∣P(C | X)− exp(−ηXC )

∣∣+ ∣∣ exp(−ηXC )− exp(−η̃XC )
∣∣

6
∣∣P(C | X)− exp(−ηXC )

∣∣+ ∣∣ηXC − η̃CX ∣∣.
Then the aimed approximation fulfills the following inequality by taking expectations in the
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above and applying the Jensen inequality:

∣∣P(C)− exp(−E[η̃XC ])
∣∣ 6 ∣∣P(C)− E

[
exp(−η̃XC )

]∣∣+ ∣∣E[ exp(−η̃XC )
]
− exp(−E[η̃X ])

∣∣
6 E

∣∣P(C | X)− exp(−ηXC )
∣∣+ E

∣∣ηXC − η̃XC ∣∣+ E
∣∣η̃XC − E[η̃XC ]

∣∣. (2.44)

We aim at bounding the right-hand side: the first term can be small if the ηXC obtained by
the Poisson approximation has suitable properties. The second term then depends on the
choice of η̃XC and hence can be made small with the right pick. The last term is equal to the
square root of the variance of η̃XC . In the next proof we will see that the most evolved part is
actually to prove a sufficient bound for the latter.

Proof of Proposition 2.14. We will follow the above described path. Let θBBt := pr2BB(Xt−1, Xt).
Then Rrec

B (i) < τJ for some i ∈ [n] if in all steps from τ up to τJ , this line was never the
newborn of two B-individuals when the reproduction event included a recombination be-
tween the two neutral loci. Conditional on X, the complementary event P(Rrec

B (i) > τJ) =
1− P(Rrec

B (i) < τJ), then can be written as follows:

P(Rrec
B (i) > τJ | X) = 1−

τ∏
t=τJ+1

(1− θBBt ). (2.45)

Theorem 3.6.1 in [15], a limit theorem in the context of Poisson Convergence, now states that
for ηBBJ :=

∑τ
t=τJ+1 θ

BB
t the following holds true:

∣∣∣1− τ∏
t=τJ+1

(1− θBBt )− (1− exp(−ηBBJ ))
∣∣∣ 6 τ∑

t=τJ+1
(θBBt )2,

We will give a short proof of this statement in Lemma A.2. After taking expectations, the
above reads

∣∣∣P(Rrec
B (i) > τJ)− (1− E[exp(−ηBBJ )])

∣∣∣ 6 E
[ τ∑
t=τJ+1

(θBBt )2
]
.

In the next steps we follow the recipe from page 65: first, we bound the expectation on the
right-hand side, then we calculate E[η̃BBJ ] for η̃BBJ :=

∑τ
t=τJ+1 θ

BB
t 1{Xt−1>J} and show that

E[η̃BBJ − ηBBJ ] 6 c/ log(N). Last, we bound the variance of η̃BBJ in order to approximate
E[exp(−η̃BBJ )] by exp(−E[η̃BBJ ]).

E
[ τ∑
t=τJ+1

(θBBt )2
]
6

2N−1∑
l=1

{
(pr2BB(l, l))2E(Hl) + (pr2BB(l, l + 1))2E(Ul)

}

6
2N−1∑
l=1

{
r2

2l
2

(2N)2
1
s

[ βl
(2N − l)2 + 1

(l + 1)2

]}
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= r2
2
s

{ 2N−1∑
l=1

l2

(2N)2
l

(l2 + (2N − l)2 + sl(2N − l))(2N − l) +
2N−1∑
l=1

l2

(2N)2(l + 1)2

}

6
r2

2
s

{ 2N−1∑
l=1

1
2N +

2N−1∑
l=1

1
(2N)2

}
6

C

(log(N))2 , (2.46)

and thus,

∣∣∣P(Rrec
B (i) > τJ)− (1− E[exp(−ηBBJ )])

∣∣∣ 6 C

(log(N))2 . (2.47)

For η̃BBJ defined as above, we have

E[ηBBJ − η̃BBJ ] 6 E
[ τ∑
t=τJ+1

θBBt 1{Xt−1<J}
]

=
J−1∑
l=1

[
pr2BB(l, l)E(Hl,J) + pr2BB(l, l + 1)E(Ul,J)

]

6
J−1∑
l=1

[ r2l

2N(2N − l)
(1− s)J−l

s
+ r2

2N
(1− s)J−l

s

]

6
r2
s

N∑
l=1

(1− s)J−l

2N + r2
s

J−1∑
l=N+1

(1− s)J−l

2N − l + c

N log(N)

6
c

N log(N) +
c′1{J>N}

(2N − J + 1) log(N) 6
C

log(N) , (2.48)

and hence we can work with η̃BBJ instead of ηBBJ . Let us calculate the expectation of η̃BBJ :

E[η̃BBJ ] =
2N−1∑
l=J

[
pr2BB(l, l)E(Hl) + pr2BB(l, l + 1)E(Ul)

]
(2.49)

=
2N−1∑
l=J

[ r2βll

2N(2N − l)
(1− (1− s)2N−l)(1− (1− s)l)

sβl(1− (1− s)2N )

+ r2l

2N(l + 1)
(1− (1− s)2N−l)(1− (1− s)l+1)

s(1− (1− s)2N )
]

= r2
s

2N−1∑
l=J

(1− (1− s)2N−l)
(1− (1− s)2N )

[ l(1− (1− s)l)
2N(2N − l) + (1− (1− s)l+1)

2N
]

+O
(

1
N log(N)

)
.
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As in [36] we can approximate the above expression in three steps:

(1) r2
s

2N−1∑
l=J

[
1− (1− (1− s)2N−l)

(1− (1− s)2N )
]
·
[ l(1− (1− s)l)

2N(2N − l) + (1− (1− s)l+1)
2N

]

6
r2
s

2N−1∑
l=J

(1− s)2N−l 2
2N − l 6

c

log(N) ,

implying that we can replace the fraction by 1,

(2) r2
s

2N−1∑
l=J

[(1− (1− s)l+1)
2N − (1− (1− s)l)

2N
]

= r2
s

2N−1∑
l=J

s(1− s)l

2N 6
c

N log(N) ,

implying that we can substitute 1− (1− s)l+1 by 1− (1− s)l,

(3) r2
s

2N−1∑
l=J

[1− (1− (1− s)l)] l + 2N − l
2N(2N − l) = r2

s

2N−1∑
l=J

(1− s)l 1
2N − l 6

c

log(N) ,

implying that we can substitute 1− (1− s)l by 1,

(2.50)

and make an error of at most order 1/ log(N). Hence,

E[η̃BBJ ] = r2
s

2N−1∑
l=J

1
2N − l +O

(
1

log(N)

)
= r2

s

2N−J∑
l=1

1
l

+O
(

1
log(N)

)
. (2.51)

With the Mean Value theorem and Jensen’s Inequality we get as in (2.44)

∣∣E(exp(−ηBBJ ))− exp(−E(η̃BBJ ))
∣∣ 6 E

∣∣ exp(−ηBBJ )− exp(−E(η̃BBJ ))
∣∣ 6 E

∣∣ηBBJ − E(η̃BBJ )
∣∣

= E
∣∣ηBBJ − η̃BBJ + η̃BBJ − E(η̃BBJ )

∣∣ 6 E
∣∣ηBBJ − η̃BBJ

∣∣+ (Var(η̃BBJ ))1/2

6
C

log(N) + (Var(η̃BBJ ))1/2

and the last step is therefore to bound the variance of η̃BBJ . By (2.49) and (3.13) from [36]
we have

Var(η̃BBJ ) 6 4r2
2 max

{
Var

[ 2N−1∑
l=J

1
r2
pr2BB(l, l)Hl

]
,Var

[ 2N−1∑
l=J

1
r2
pr2BB(l, l + 1)Ul

]}
, (2.52)

and thus it suffices to bound each of the inner variances by a constant. Define

aBBl := 1
r2
pr2BB(l, l + 1) = l

2N(l + 1) <
1

2N ,

bBBl := 1
r2
pr2BB(l, l) = βll

2N(2N − l) 6
l2

4N3 .

Then, (3.17) in [36] gives us a bound on the covariance of the number of up-jumps and similar
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as in (3.18), [36], we deduce

Var
[ 2N−1∑
l=J

1
r2
pr2BB(l, l + 1)Ul

]
=

2N−1∑
l=J

2N−1∑
k=J

aBBl aBBk Cov(Ul, Uk)

6
s
√

2
s2

2N−1∑
l=J

2N−1∑
k=l

1
(2N)2 (1− s)(k−l)/2 6

c

N
.

The bound on the covariance of Hl in [36] reads

Cov(Hl, Hk) 6 c
(1− pl)(1− pk)

plpk
(1− s)(k−l)/2, (2.53)

for l 6 k and with pl = P(Xt 6= Xt−1 | Xt−1 = l) = l(2N − l)(2− s)/(2N)2. As

bBBl (1− pl)
pl

= βll

2N(2N − l)
l(2N − l)
(2N)2βl

(2N)2

l(2N − l)(2− s) = l

2N(2N − l)(2− s) 6
l

2N(2N − l)

this fraction increases with l and we derive similar as in (3.19),[36]:

Var
[ 2N−1∑
l=J

1
r2
pr2BB(l, l)Hl

]
=

2N−1∑
l=J

2N−1∑
k=J

bBBl bBBk Cov(Hl, Hk)

6 2c
2N−1∑
l=J

2N−1∑
k=l

bBBl (1− pl)
pl

bBBk (1− pk)
pk

(1− s)(k−l)/2

6 2c
2N−1∑
l=J

2N−1∑
k=l

l

2N(2N − l)
k

2N(2N − k)(1− s)(k−l)/2

= 2c
2N−1∑
l=J

l

2N(2N − l)(1− s)l/2
2N−1∑
k=l

k

2N(2N − k)(1− s)k/2. (2.54)

The straightforward attempt to bound this double sum leads to an upper bound of order
O(log(N)) instead of O(1). We therefore need to do more evolved calculations. Let g :=
(1 − s)1/2, then g < 1 as 0 < s < 1. Consider first the inner sum over the k. We will treat
it as a lower sum in the context of Riemann integration (see the proof of Lemma 2.30 in the
Appendix for more details concerning this topic) and bound it by an integral.

2N−1∑
k=l

kgk

2N(2N − k) 6 g2N−1 +
2N−2∑
k=l

gk

2N − k 6 g2N−1 +
∫ 2N−1

l

gx−1

2N − x dx.

The integral then can be calculated using substitution and integration by parts:

∫ 2N−1

l

gx−1

2N − x dx = g2N−1
∫ 2N−l

1

g−y

y
dy = g2N−1

{[ −g−y
y log g

]2N−l

1
−
∫ 2N−l

1

g−y

y2 log g dy
}
.
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Keep in mind that g < 1 and thus − log(g) > 0. For 1 6 y 6 2N − l, the function f :
y 7→ g−y/y2 is always bounded by g−2N+l/(2N − l)2 as, on the one hand, it is monotonously
increasing for all y > 2/(− log g):

f ′(y) = − log(g)g−y

y2 − 2g−y

y3 = −g
−y

y2

(
log(g) + 2

y

)
> 0 ⇔ y >

2
− log(g) ,

and on the other hand, f ′(y) < 0 for all 1 6 y 6 2/(− log g) with f(1) = 1/g. Consequently,

∣∣∣ 2N−1∑
k=l

k

2N(2N − k)g
k
∣∣∣ 6 g2N−1

∣∣∣∣1 +
[ −g−y
y log g

]2N−l

1
+ (2N − l) g−2N+l

(2N − l)2 log g

∣∣∣∣
= g2N−1

{
1 + g−2N+l

(2N − l) log g + 1
g log g + g−2N+l

(2N − l) log g
}
6

2
log(g)

{ gl−1

2N − l + g2N−2
}
.

Inserting this in the sum over all l from (2.54) gives us the following:

2N−1∑
l=J

l

2N(2N − l)gl
2

log(g)
{ gl−1

2N − l + g2N−2
}
6

2N−1∑
l=J

{ 2
(2N − l)2g log(g) + 2g2N−l−2

(2N − l) log(g)
}

6
2

g log(g)

2N−J∑
l=1

1
l2

+ 2g−2

log(g)

2N−J∑
l=1

gl 6 C,

for some constant C as we have 1/l2 in the first sum and g < 1 in the second. As a result,
the variance in (2.54) can be bounded by a constant:

Var
[ 2N−1∑
l=J

1
r2
pr2BB(l, l)Hl

]
6 2c

2N−1∑
l=J

l

2N(2N − l)gl
2N−1∑
k=l

kgk

2N(2N − k) 6 C ′.

With the factor r2
2 in front of the maximum in (2.52), we therefore get

Var(η̃BBJ ) 6 c

(logN)2 ,

and hence, together with (2.48):

∣∣E(exp(−ηBBJ ))− exp(−E(η̃BBJ ))
∣∣ 6 c

log(N) .

Using the above and the result from (2.51) in (2.47) ends the proof of the first statement.
The second equation follows from the first when considering J = 1 and using the result from
(A.1) in the proof of Lemma 2.30.

Recall the notation Si from (2.23) which denoted the event that the two neutral loci of
individual i separated within the B-population, with complement Sci . Due to Proposition 2.9,
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we do not have to worry about any chronological overlapping of a migration event and Si.
From now on,

PSi(·) = P(· | Si), and PS
c
i (·) = P(· | Sci ).

and all calculations will consider only times t 6 τN . We will describe for all of the five poten-
tial block types the possible (and probable) events leading to the particular ancestral relation
of the two neutral loci of an individual i. A key argument for the exclusion of many event
types will be that by Proposition 2.11, a recombination from the b- back into the B-population
only happens with a probability smaller than c/(log(N))2. Hence, once the ancestral line of
some locus goes back to a b-individual, it will never connect to a B-individual again.
Likewise important is that, as a consequence of Proposition 2.13, once the event Si holds
true, the lineages of (i, 1) and (i, 2) will never coalesce again, except if they both stay in the
mutant population during the whole sweep.
In the following list, which refers to the ancestral relationships as defined right before Propo-
sition 2.16, we will ignore events which have probability 6 C/ log(N) for some constant C.

1. A0: this happens only if R(i, 1) = R(i, 2) = −∞, independent of whether Si or Sci holds
true. However, the probabilities differ depending on the value of Rrec

B (i).

2. A1: again, independent of Si or Sci , we need R(i, 1) = −∞ and R(i, 2) > 0, but again,
the probabilities differ depending on the value of Rrec

B (i).

3. A2: by Propositions 2.10 and 2.11, the event Si is necessary for this relation of the two
neutral loci. Further, we need that R(i, 2) = −∞ and R(i, 1) > 0.

4. A3: in contrast to A2 we here, by Proposition 2.13, necessarily need Sci to be true. In
addition it is necessary that R(i, 1) = R(i, 2) > 0 and Rrec

b (i) = −∞.

5. A4: either (i, 1) and (i, 2) recombine into the b-population at different times, R(i, 1) >
R(i, 2) > 0 (only in case of Si) or vices versa, or they recombine together, that is,
R(i, 1) = R(i, 2) > 0, and in addition Rrec

b (i) > 0.

We will focus on calculating the probability of A4 (corresponds to (i) of Proposition 2.16),
and deduce the other statements through easy adaption.

Probability of the ancestral relation A4.

Let us first consider A4 conditional on the event that the two loci of individual i are still
connected to the same individual at time τN . By Propositions 2.10 and 2.13, there are now
exactly two ways for the N1 and N2 locus to appear as two unmarked singletons in the
partition of the sample. Note again that we only consider the time span [0, τN ] here.
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e1) R(i, 2) > R(i, 1) > 0: first (i, 2) recombines into the b-population, then (i, 1) recombines
into the b-population (and connects to a different individual than (i, 2)). This event
will be called [2, 1]recb,i .

e2) R(i, 2) = R(i, 1) > Rrec
b (i) > 0: the tuple (i, 1), (i, 2) recombines into the b-population,

afterwards a second recombination splits them and (i, 2) is attached to another b-
individual. This event is denoted by [12, 2]recb,i .

As we know from Propositions 2.11 and 2.12 the events which would annihilate the singleton
status after an event of type e1) or e2) are of order at most 1/ log(N)2 and hence we do not
need to account for them. All in all,

P(A4 | Sci ) = PS
c
i ([2, 1]recb,i ) + PS

c
i ([12, 2]recb,i ) +O(1/ log(N)).

If the two loci of an individual i split within the B-population, that is, if Si is true, then the
chronological order of the migration of the loci into the b-population is not important. Thus,
the event [2, 1]recb,i is again one possibility, in the same way as the following:

e3) First (i, 1) recombines into the b-population, then (i, 2) recombines into the b-population
(and connects to a different individual than (i, 1)). This event will be called [1, 2]recb,i .

In this case, we get

P(A4 | Si) = PSi([2, 1]recb,i ) + PSi([1, 2]recb,i ) +O(1/ log(N)),

and hence in the end we have

P(A4) = PSi(A4) · P(Si) + PS
c
i (A4) · P(Sci )

=
(
PSi([2, 1]recb,i ) + PSi([1, 2]recb,i )

)
· P(Si)

+
(
PS

c
i ([2, 1]recb,i ) + PS

c
i ([12, 2]recb,i )

)
· P(Sci ) +O(1/ log(N)).

(2.55)

We start with the case of Sci , and first consider the event from e2), then e1) and finally add
them up. In the following calculations we will assume that i was sampled at τN and hence,
by definition its two neutral loci are still linked to each other at that time, which enables us
to use the measure P instead of PSci .

Lemma 2.31. With the notation from e2) we get

P([12, 2]recb,i ) =
N∑
l=1

{r1(1− r2)
s

· exp
(
− r(2)

s

N∑
m=l+1

1
m

)
(1− (1− s)l+1) · 1

l + 1
}

·
{

1− exp
(
− r2

s
·

l∑
k=1

1
k

)}
+O

( 1
logN

)
.
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Proof. Recall the definition of Rrec
b (i) from (2.13) and note that by Proposition 2.12 we have

that

P(Rrec
b (i) > 0) = P(R(i, 1) = R(i, 2) > 0, Rrec

b (i) > 0) +O
(

log(N)
N

)
.

With this, we get

P([12, 2]recb,i ) = P(R(i, 1) = R(i, 2) > 0, Rrec
b (i) > 0) +O

(
log(N)
N

)
=

2N∑
l=1

P(Rrec
b (i) > 0 | R(i, 1) = R(i, 2) > 0, XR(i,2) = l)

· P(R(i, 1) = R(i, 2) > 0, XR(i,2) = l) +O
(

log(N)
N

)
.

We will abbreviate the event considered in the second probability by

R(i; l) := {R(i, 1) = R(i, 2) > 0, XR(i,2) = l}, l ∈ [N ]. (2.56)

The following Lemma states the result of the calculation of P(Rrec
b (i) > 0 | R(i; l)).

Lemma 2.32. Recall the notation from Lemma 2.27, the times τl and τ∗l defined in (2.3)
and (2.4), respectively, and define

θbbt := pr2bb(Xt, Xt+1), and ηl :=
τl−1∑
t′=1

θbbt′ , η
∗
l :=

τ∗l −1∑
t′=1

θbbt′ , η̃l :=
τ∗l −1∑
t′=1

θbbt′ 1{Xt′6l}.

Then we have the following statements, where C is some constant which may vary from line
to line:

1. P(Rrec
b (i) > 0 | R(i; l)) > 1− E

(
e−ηl

)
+ C

(log(N))2 ,

P(Rrec
b (i) > 0 | R(i; l)) 6 1− E

(
e−η∗l

)
+ C

(log(N))2 .

2. E(η̃l − ηl) 6
C

l log(N) , E(η∗l − η̃l) 6
C

l log(N) .

3. E(η̃l) = r2
s

l∑
k=1

1
k

+O
(

1
log(N)

)
.

4.
∣∣∣E(e−η̃l)− e−E(η̃l)

∣∣∣ 6 C ′/ log(N).
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From this it follows that

P(Rrec
b (i) > 0 | R(i; l)) = 1− exp

(
− r2

s

l∑
k=1

1
k

)
+O(1/ log(N)).

The proof follows the recipe described on page 65 and uses essentially the same methods as
were presented throughout the proof of Proposition 2.14. However, the proof here is more
delicate as we have the additional information that XR(i,2) = l. This makes it necessary to
perform two Poisson approximations, one as a lower and one as an upper bound, as stated
in 1. of Lemma 2.32, as we only know that we are in state l but not that it is the first time.
Hence we make the detour via the bounds with the first and last time the state l was visited
by X. Claim 2. however says that both approximations can again be approximated using the
same exponent η̃.

Proof. With pr2bb(k, k′) from (2.40) we have a lower and upper bound as follows:

1−
τl∏
t=1

(1− θbbt−1) 6 P(Rrec
b (i) > 0 | R(i; l), X) 6 1−

τ∗l∏
t=1

(1− θbbt−1).

After taking expectations, the above reads as follows

1− E
( τl∏
t=1

(1− θbbt−1)
)
6 P(Rrec

b (i) > 0 | R(i; l)) 6 1− E
( τ∗l∏
t=1

(1− θbbt−1)
)
, (2.57)

1. Consider first a Poisson approximation of the lower bound. Applying the limit theorem
from [15] which is stated in Lemma A.2 yields

∣∣∣1− τl∏
t=1

(1− θbbt−1)−
(
1− e−ηl

)∣∣∣ 6 τl−1∑
t′=1

(
θbbt′
)2
.

Taking expectations and using the results from Lemma 2.27 as well as (2.37) from Lemma
2.23, this inequality gives us

∣∣∣1− E
( τl∏
t=1

(1− θbbt−1)
)
−
(
1− E

(
e−ηl

))∣∣∣ 6 E
( τl−1∑
t′=1

(
θbbt′ )2

)
6 E

( τ∑
t′=1

(
θbbt′
)2)

=
2N−1∑
k=1

E
(
Dk · pr2bb(k, k − 1)2 +Hk · pr2bb(k, k)2)

=
2N−1∑
k=1

E
(
Dk

)
· (r2)2

(2N)2
(2N − k)2

(2N − k + 1)2 + E
(
Hk

)
· (r2)2

(2N)2
(2N − k)2β2

k

k2

)
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6
2N−1∑
k=1

(r2)2

(2N)2
1
s

( (2N − k)2

(2N − k + 1)2︸ ︷︷ ︸
61

+βk
(2N − k)2

k2︸ ︷︷ ︸
6(2N)2 1

k2

)

6
r2

2
s

2N−1∑
k=1

( 1
(2N)2 + 1

k2

)
︸ ︷︷ ︸

6c

6
C

(log(N))2 . (2.58)

For the upper bound note that we can again use the sum from 1 to τ as a bound.

∣∣∣1− E
( τ∗l∏
t=1

(1− θbbt−1)
)
−
(
1− E

(
e−η∗l

))∣∣∣ 6 τ∗l −1∑
t′=1

E
((
θbbt′
)2)

6
τ∑

t′=1
E
((
θbbt′
)2)

6
C

(logN)2 .

Both lower and upper bound in (2.57) can therefore be approximated by 1 − E
(
e−µ

)
with

µ = ηl or µ = η∗l , respectively.
2. Next, we show that both ηl and η∗l can be approximated by η̃l. Indeed, on the one hand
we have

E(η̃l − ηl) = E
( τ∗l −1∑
t′=τl

θbbt′ 1{Xt′6l}
)
6

l∑
k=1

{
pr2bb(k, k)E(Hk,l) + pr2bb(k, k − 1)E(Dk,l)

}

6
l∑

k=1

{ r2
2N

(2N − k)βk
k

· (1− s)l−k

sβk
+ r2

2N
2N − k

2N − k + 1 ·
(1− s)l−k+1

s

}

6
r2
s

l∑
k=1

(1− s)l−k

k
= r2(1− s)l

s

l∑
k=1

1
k

1
(1− s)k 6

r2(1− s)l

s

c

l

1
(1− s)l

6
C

l log(N) ,

where we used Lemma A.1 (Lemma 3.5 in [36]) in order to bound the sum. On the other
hand it holds that

E(η∗l − η̃l) = E
( τ∗l −1∑
t′=1

θbbt′ 1{Xt′>l}
)

6
2N∑

k=l+1

{
pr2bb(k, k)E(H2N−k,2N−l) + pr2bb(k, k − 1)E(D2N−k+1,2N−l)

}

6
2N∑

k=l+1

{ r2
2N

(2N − k)βk
k

· (1− s)k−l

sβk
+ r2

2N
(1− s)k−l

s

}

6
r2
s

2N∑
k=l+1

(1− s)k−l

k
6

r2
s(l + 1)

∞∑
k=0

(1− s)k 6 C

l log(N) .
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3. In the third step, we calculate the expected value of η̃:

E(η̃l) = E
( τ∗l −1∑
t=1

θbbt 1{Xt6l}
)

=
l∑

k=1

{
pr2bb(k, k)E(Hk) + pr2bb(k, k − 1)E(Dk)

}

= r2
s

l∑
k=1

(1− (1− s)k)
{(2N − k)

2Nk
1− (1− s)2N−k

1− (1− s)2N + 2N − k
2N(2N − k + 1)

1− (1− s)2N−k+1

1− (1− s)2N

}

− r2
2N

l∑
k=1

2N − k
2N(2N − k + 1)

= r2
s

l∑
k=1

(1− (1− s)k)(2N − k)
2N

{2N − k + 1 + k

k(2N − k + 1)
}

+O
(

1
log(N)

)

= r2
s

l∑
k=1

1− (1− s)k

k
+O

(
1

log(N)

)
= r2

s

l∑
k=1

1
k

+O
(

1
log(N)

)
.

Here we used similar simplifying approximations as in (2.50).
4. In order to show the last inequality, we have to bound the variance of η̃l. Analogously to
the proof of Proposition 2.14, we define

ak := 1
r2
pr2bb(k, k − 1) = 2N − k

2N(2N − k + 1) 6
1

2N ,

bk := 1
r2
pr2bb(k, k) = (2N − k)2

2N(k2 + (2N − k)2 + sk(2N − k)) 6
(2N − k)2

4N3 .

Note that the here defined ak is smaller than the corresponding ak from Schweinsberg and
Durrett. From equation (3.13) of [36] we have

Var(η̃l) 6 4r2
2 max

{
Var

( l∑
k=1

ak Dk︸︷︷︸
=Uk−1

)
,Var

( l∑
k=1

bkHk

)}

= 4r2
2 max

{
Var

( l∑
k=1

akUk
)
,Var

( l∑
k=1

bkHk

)}
.

Thus, as the ak are bounded uniformly by 1/2N , the variance in the first argument can be
treated in the exact same way and with the same result as in [36]:

Var
( l∑
k=1

akUk
)
6 Var

( 2N−1∑
k=1

akUk
)
6 C.

For bounding the variance in the second argument, consider the following:

Var
( l∑
k=1

bkHk

)
=

l∑
k=1

l∑
k′=1

bkbk′Cov(Hk, Hk′) 6 2 ·
l∑

k=1

l∑
k′=k

bkbk′Cov(Hk, Hk′)
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6 C ·
l∑

k=1

l∑
k′=k

bkbk′
1

pkpk′
(1− s)(k′−k)/2,

where we used (2.53) which states a bound on the covariance of the number of holds from
[36]. Here pk = k(2N−k)(2−s)

(2N)2 thus

bk
pk

6
(2N − k)2

4N3
(2N)2

k(2N − k)(2− s) = 2N − k
N(2− s)k 6

1
(2− s) ·

2
k
.

With this we can bound the variance of the holds by some constant:

Var
( l∑
k=1

bkHk

)
6 C

l∑
k=1

l∑
k′=k

bkbk′

pkpk′
(1− s)(k′−k)/2 6

4c
(2− s)2

l∑
k=1

l∑
k′=k

1
kk′

(1− s)(k′−k)/2

= 4c
(2− s)2

l∑
k=1

1
k

l−k∑
k′=0

1
k′ + k

(1− s)(k′)/2

︸ ︷︷ ︸
6 1
k
·c′

6 C ′ ·
l∑

k=1

1
k2 6 C.

As r2
2 is bounded by a constant times 1/(log(N))2, statement number three follows from the

Mean Value Theorem and Jensen’s inequality as described on page 65:

∣∣∣E(e−η̃l)− e−E(η̃l)
∣∣∣ 6 E

∣∣∣(e−η̃l − e−E(η̃l)
∣∣∣ 6 E

∣∣∣(η̃l − E(η̃l)
∣∣∣ 6 (Var(η̃l))1/2 6

C

log(N) . (2.59)

Combining the statements from steps 1. to 4. and recalling (2.44) results in

∣∣∣P(Rrec
b (i) > 0 | R(i; l))−

(
1− exp

(
− r2

s

l∑
k=1

1
k

))∣∣∣ 6 C

log(N) .

It remains to calculate P(R(i; l)) for an individual i sampled at time τN .

Lemma 2.33.

P(R(i; l)) = r1(1− r2)
s

(1− (1− s)2N−l

1− (1− s)2N

)
exp

(
− r(2)

s

N∑
m=l+1

1
m

)
[(2N − l)(1− (1− s)l+1)

2N(l + 1) + exp
(
− r(2)

s

1
l

)1− (1− s)l

2N
]

+O
( 1

(l + 1) · logN
)
.

Proof. By decomposing the event and conditioning appropriately we get

P(R(i; l)) =
∞∑
t=0

P(R(i, 2) = t 6 τN , and Xt = l, R(i, 1) = R(i, 2))



78 The partition of a sample at the end of a selective sweep

=
∞∑
t=0

∑
k=l,l+1

P(t 6 τN , Xt = l,Xt+1 = k, ∀t′ > t : Bt′(At
′
τN

(i, 2)) = 1 = Bt′(At
′
τN

(i, 1)),

Bt(AtτN (i, 2)) = 0 = Bt(AtτN (i, 1)))

=
∞∑
t=0

∑
k=l,l+1

P(Bt(AtτN (i, 2)) = 0 = Bt(AtτN (i, 1)) | t 6 τN , Xt = l,Xt+1 = k,

∀t′ > t : Bt′(At
′
τN

(i, 1)) = 1 = Bt′(At
′
τN

(i, 2))) · P(t 6 τN , Xt = l,Xt+1 = k)

· P(∀t′ > t : Bt′(At
′
τN

(i, 1)) = 1 = Bt′(At
′
τN

(i, 2)) | t 6 τN , Xt = l,Xt+1 = k)

=
∞∑
t=0

∑
k=l,l+1

p
r1(1−r2)
B (l, k) · P(t 6 τN , Xt = l,Xt+1 = k)

· P(∀t′ > t : Bt′(At
′
τN

(i, 1)) = 1 = Bt′(At
′
τN

(i, 2)) | t 6 τN , Xt = l,Xt+1 = k)︸ ︷︷ ︸
=:P t

k
.

(2.60)

As before, the idea is to do a Poisson approximation for P tk. Thus, we condition on the
Markov chain X and get a lower and upper bound as follows

τN∏
t′=τk

(
1− pr(2)

B (Xt′−1, Xt′)
)

6 PX,tk := P(∀t′ > t : Bt′(At
′
τN

(i, 1)) = 1 = Bt′(At
′
τN

(i, 2)) | t 6 τN , Xt+1 = k,X)

= P((i, 1), (i, 2) do not migrate into the b-population during steps

at times t+ 1, t+ 2, . . . , τ | t 6 τN , Xt+1 = k,X)

6
τN∏
t′=τ∗

k

(
1− pr(2)

B (Xt′−1, Xt′)
)
.

As not only the idea but also the calculations are very similar to the ones in the proof of
Proposition 2.14 and Lemma 2.32 we will not give many details here. Define

η−k :=
τN∑
t′=τk

p
r(2)
B (Xt′−1, Xt′), η+

k :=
τN∑
t′=τ∗

k

p
r(2)
B (Xt′−1, Xt′), and

η̃k :=
τN∑
t′=τk

p
r(2)
B (Xt′−1, Xt′)1{Xt′>k}.

Then, the statement for the Poisson approximation implies that

∣∣∣E[ τN∏
t′=τk

(
1− pr(2)

B (Xt′−1, Xt′)
)]
− E

[
exp

(
η−k
)]∣∣∣ 6 E

[ τN∑
t′=τk

(
p
r(2)
B (Xt′−1, Xt′)

)2]

6
2N−1∑
k=1

[
E
[
Uk
]
· (r1 + r2)2

(2N)2
(2N − k)2

(k + 1)2 + E
[
Hk

]
· β2

k

(r1 + r2)2

(2N)2

]
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6
(r1 + r2)2

s

2N−1∑
k=1

[ 1
(k + 1)2 + 1

(2N)2

]
6

C

(log(N))2 , (2.61)

and analogously,

∣∣∣E[ τN∏
t′=τ∗

k

(
1− pr(2)

B (Xt′−1, Xt′)
)]
− E

[
exp

(
η+
k

)]∣∣∣ 6 C

(log(N))2 .

Furthermore, by applying (2.37) from Lemma 2.23 and Corollary 2.24 we first get

E(η−k − η̃k) = E
( τN∑
t′=τk

p
r(2)
B (Xt′−1, Xt′)1{Xt′<k}

)

6
k−1∑
m=1

{
E(Um,k)p

r(2)
B (m,m+ 1) + E(Hm,k)p

r(2)
B (m,m)

}

6
k−1∑
m=1

(1− s)k−m

s

((r(2)(2N −m)
2N(m+ 1) + r(2)

2N
)
6
Cr(2)
k

6
C

k log(N) ,

and similarly, by using the argument from (2.43),

E(η̃k − η+
k ) = E

( τ∗k−1∑
t′=τk

p
r(2)
B (Xt′−1, Xt′)1{Xt′>k}

)

6
2N∑
m=k

{
E(U2N−m−1,2N−k)p

r(2)
B (m,m+ 1) + E(H2N−m,2N−k)p

r(2)
B (m,m)

}

6
2N∑
m=k

(1− s)k−m

s

((r(2)(2N −m)(1− s)
2N(m+ 1) + r(2)

2N
)
6

C

k log(N) .

Both η−k and η+
k can therefore be approximated by η̃k. The expectation of η̃k is obtained

using very similar approximations as stated in (2.50) in the proof of Proposition 2.14 and as
done in the proof of Lemma 3.8 in [36]. Note however, that we only consider times up to τN
and that the following holds true for any l = 1, 2, . . . , N :

∞∑
t=0

P(t 6 τN , Xt = l = Xt+1) = E
[ τN∑
t=0

1{Xt=l=Xt+1}
]

= E(Hl)− E(Hl,N ). (2.62)

By (2.37) we can bound E(Hl,N ) by (1− s)N−l/(sβl). Both considerations can be transfered
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to
∑∞
t=0 P(t 6 τN , Xt = l,Xt+1 = l + 1) and the number of up-jumps. We obtain

E(η̃k) =
N∑

m=k

[
E
[
Um − Um,N

]
· r(2)(2N −m)

2N(m+ 1) + E
[
Hm −Hm,N

]
· βm

r(2)
2N

]

=
N∑

m=k

[
E
[
Um
]
· r(2)(2N −m)

2N(m+ 1) + E
[
Hm

]
· βm

r(2)
2N

]
+O

(
1

k logN

)

= r(2)
s

N∑
m=k+1

1
m

+O
(

1
N + 1

k logN

)
,

(2.63)

where the error in the second line is due to E(Hm,N ) and E(Hm,N ) and follows from the
formula of geometric sums and the bound on r(2). Further, we use the result from Lemma
3.10 in [36] (obtained by similar calculations as performed in step 3 of the proof of Lemma
2.32) in order to bound the variance of η̃k,

Var
(
η̃k
)
6

C

k(logN)2 .

Finally, by the same calculation as in (2.59) we obtain

Pk := P tk = exp
(
− r(2)

s

N∑
m=k

1
m

)
+O

(
1

(logN)2 + 1√
k logN

)
.

We finish the calculation with the Lemma 2.23 and using again the equality stated in (2.62):

P(R(i; l)) = Pl · p
r1(1−r2)
B (l, l) ·

∞∑
t=0

P(t 6 τN , Xt = l = Xt+1)

+ Pl+1 · p
r1(1−r2)
B (l, l + 1) ·

∞∑
t=0

P(t < τ,Xt = l,Xt+1 = l + 1)

= r1(1− r2)
2N

(1− (1− s)l)(1− (1− s)2N−l)
s(1− (1− s)2N ) · exp

(
− r(2)

s

2N∑
m=l

1
m

)

+ r1(1− r2)(2N − l)
2N(l + 1)

(1− (1− s)l+1)(1− (1− s)2N−l)
s(1− (1− s)2N ) · exp

(
− r(2)

s

2N∑
m=l+1

1
m

)
+O

(
1

(l+1)·logN

)
+O

(
1

l·(logN)3 + 1
l
3
2 ·(logN)2

)
= r1(1− r2)

s
·
(1− (1− s)2N−l

1− (1− s)2N

)
· exp

(
− r(2)

s

2N∑
m=l+1

1
m

)
·
[(2N − l)(1− (1− s)l+1)

2N(l + 1)

+ exp
(
− r(2)

s

1
l

)
· 1− (1− s)l

2N
]

+O
(

1
(l+1)·logN

)
.
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Combining both results now yields the statement of Lemma 2.31.

P([12, 2]recb,i ) =
N∑
l=1

P(R(i; l)) · P(Rrec
b (i) > 0 | R(i; l))

=
N∑
l=1

{r1(1− r2)
s

· 1− (1− s)2N−l

1− (1− s)2N · exp
(
− r(2)

s

N∑
m=l+1

1
m

)
·
[(2N − l)(1− (1− s)l+1)

2N(l + 1)

+ exp
(
− r(2)

s

1
l

)
· 1− (1− s)l

2N
]

+O
(

1
(l+1)·logN

)}
·
{

1− exp
(
− r2

s

l∑
k=1

1
k

)
+O

(
1

logN

)}

=
N∑
l=1

{r1(1− r2)
s

· exp
(
− r(2)

s

N∑
m=l+1

1
m

)
(1− (1− s)l+1) · 2N + 1

2N(l + 1)

+O
(

1
(l+1)·logN

)}
·
{

1− exp
(
− r2

s

l∑
k=1

1
k

)
+O

(
1

logN

)}
+O

(
1

N logN

)

=
N∑
l=1

{r1(1− r2)
s

exp
(
− r(2)

s

N∑
m=l+1

1
m

)
(1− (1− s)l+1) 1

l + 1
}{

1− exp
(
− r2

s

l∑
k=1

1
k

)}
+O

(
1

logN

)
.

Lemma 2.34. With the notation from e1) we get

P([2, 1]recb,i ) =
N∑
l=1

{r2(1− r1)
s

(1− (1− s)l+1) · exp
(
− r(2)

s

N∑
m=l+1

1
m

)
· 1
l + 1

}

·
{ l−1∑
k=1

r1
s
· exp

(
− r1

s

l∑
n=k+1

1
n

)
· (1− (1− s)k+1) · 1

k + 1
}

+O
( 1

(logN)
)
.

Proof. In terms of the random times R(i, 1) and R(i, 2), we have

P([2, 1]recb,i ) =
N∑
l=1

P(R(i, 1) > 0 | R(i, 2) > R(i, 1), XR(i,2) = l)

· P(R(i, 2) > R(i, 1), XR(i,2) = l).

We now consider separately the two probabilities that make up the product. Revisiting the
calculation of P(R(i; l)) in the proof of Lemma 2.33, we notice that the event R(i, 1) = R(i, 2)
only influences the recombination probability. Therefore, we only need to change pr1(1−r2)

B (l, k)
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into pr2(1−r1)
B (l, k) and get

P(R(i, 2) > R(i, 1), XR(i,2) = l) = r2(1− r1)
s

· 1− (1− s)2N−l

1− (1− s)2N · exp
(
− r(2)

s

2N∑
m=l+1

1
m

)
·
[(2N − l)(1− (1− s)l+1)

2N(l + 1) + exp
(
− r(2)

s

1
l

)
· 1− (1− s)l

2N
]

+O
(

1
(l+1)·logN

)
.

Now consider the first probability. Similar calculations as for (2.60) lead to

P(R(i, 1) > 0 | R(i, 2) > R(i, 1), XR(i,2) = l)

=
∞∑
t=0

N∑
k=1

∑
m=k,k+1

pr1B (k,m)P(Xt = k,Xt+1 = m, t < R(i, 2) | R(i, 2) > R(i, 1), XR(i,2) = l)

P(∀t′ > t : Bt′(At
′
τN

(i, 1)) = 1 | t < R(i, 2), Xt = k,Xt+1 = m,R(i, 2) > R(i, 1), XR(i,2) = l)︸ ︷︷ ︸
=:P t,(1)

k;m,l

.

The calculation of P t,(1)
k;m,l is done as in the proof of Lemma 2.33. However, we here additionally

condition on the event R(i, 2) > R(i, 1), XR(i,2) = l and thus have extra information. Keep in
mind that we know neither the number of visits of the state m before t + 1 nor the number
of visits of state l after time R(i, 2). We will use a similar idea as in the proof of Lemma 2.32
and bound the probability P t,(1)

k;m,l from above and below using at the one hand the time span
between the first visit of m and the last visit of l and on the other hand the last visit in m
and the first visit in l.
As we will see later, we only need to calculate an explicit value for the case wherem 6 l. In the
other casem > l we can bound the above probability by one and still are able to drop the terms
in question while making an error of order at most O(1/ logN). With θr1t := pr1B (Xt, Xt+1)
and assuming τ∗m < τl we can write

τ∗l −1∏
t′=τm

(
1− θr1t′

)
6 P

X,t,(1)
k;m,l := P(∀t′ > t : Bt′(At

′
τN

(i, 1)) = 1 | t < R(i, 2), Xt = k,

Xt+1 = m,R(i, 2) > R(i, 1), XR(i,2) = l,X)

= P((i, 1) does not migrate into the b-population during steps at times t+ 1,

t+ 2, . . . , τN | t < R(i, 2), Xt = k,Xt+1 = m,R(i, 2) > R(i, 1), XR(i,2) = l,X)

6
τl−1∏
t′=τ∗m

(
1− θr1t′

)
. (2.64)

We will see later that the assumption τ∗m < τl for the upper bound can be dropped by replacing
the range of the product with the minimal distance between a visit in m and a visit in l.
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The idea is to do again a Poisson approximation for both products and then to compare their
difference. We will first consider the lower bound. Define

η
(1),−,∗
m,l :=

τ∗l −1∑
t′=τm

θr1t′ , and η̃
(1),−,∗
m,l :=

τ∗l −1∑
t′=τm

θr1t′ 1{m6Xt′6l}.

Very similar to the previous proof of Lemma 2.33 and in particular by the same argument as
in the proof of Lemma 3.6 in [36] we get

∣∣∣PX,t,(1)
k;m,l − exp(−η(1),−,∗

m,l )
∣∣∣ 6 τ∑

t′=τm

(
θr1t′
)2
, and further

∣∣∣P t,(1)
k;m,l − E(exp(−η(1),−,∗

m,l ))
∣∣∣ 6 E

( τ∑
t′=1

(
θr1t′
)2)

6
C

(logN)2 , (2.65)

for some constant C. We will now show that the expectation of the difference between η(1),−,∗
m,l

and η̃(1),−,∗
m,l is small enough.

E
(
η

(1),−,∗
m,l − η̃(1),−,∗

m,l

)
= E

( τ∗l −1∑
t′=τm

θr1t′ ·
(
1{Xt′<m} + 1{Xt′>l}

))

6
m−1∑
k=1

(
E(Uk,m) · pr1B (k, k + 1) + E(Hk,m) · pr1B (k, k)

)

+
2N∑

k=l+1

(
E(U2N−k−1,2N−l) · pr1B (k, k + 1) + E(H2N−k,2N−l) · pr1B (k, k)

)

6
m−1∑
k=1

(1− s)m−k

s

(r1(2N − k)
2N(k + 1) + r1

2N
)

+
2N∑

k=l+1

(1− s)k−l

s

(r1(2N − k)
2N(k + 1) + r1

2N
)

6
C1r1
m− 1 + C2r1

2N + C3r1
l + 2 6

C

(m− 1) log(N) ,

where we applied (2.43) and used U2N−k−1,2N−l and H2N−k,2N−l as upper bounds for the
number of up-jumps and holds, respectively, and did not account for the fact that we only
need to count the jumps from time τm on. To receive the bounds in the last line we used on
the one hand Lemma A.1 and on the other hand the formula for a geometric sum. As we
have

Var(η̃(1),−,∗
m,l ) 6 Var

( τ∑
t′=τm

θr1t′ 1{Xt′>m}
)
,

and the latter is known to be at most of order 1/(m · (log(N))2) by Lemma 3.10, [36], we can
here as well approximate E(exp(−η̃(1),−,∗

m,l ) by exp(−E(η̃(1),−,∗
m,l )) in (2.65) and still have the
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order of approximation we need. The last thing to do is therefore to calculate the expected
value of η̃(1),−,∗

m,l .

E(η̃(1),−,∗
m,l ) = E(

τ∗l −1∑
t′=τm

θr1t′ 1{Xt′>m}1{Xt′6l})

=
l−1∑
k=m

[
E(Uk)p

(1)
B (k, k + 1) + E(Hk)p

(1)
B (k, k)

]

=
l−1∑
k=m

[r1(2N − k)
2N(k + 1)

(1− (1− s)2N−k)(1− (1− s)k+1)
s(1− (1− s)2N )

+ r1
2N

1
2− s

((1− (1− s)2N−k)(1− (1− s)k+1) + (1− (1− s)2N−k+1)(1− (1− s)k)
s(1− (1− s)2N ) − 1

)]
= r1

s

l−1∑
k=m

(1− (1− s)2N−k)
(1− (1− s)2N )

((2N − k)(1− (1− s)k+1)
2N(k + 1) + (1− (1− s)k)

2N
)

= r1
s

2N + 1
2N

l−1∑
k=m

(1− (1− s)k)
k + 1 +O

(
1
N

)
= r1

s

l−1∑
k=m

1
k

+O
(

1
m log(N)

)
.

The approximations in the last two steps of the above calculations follow the same reasoning
as stated in (2.50).
The lower bound in (2.64) can be treated just alike. We will approximate the number of
up-jumps and holds between the last hit of m and the first hit of l by the same number of
jumps as above, namely those happening between τm and τ∗l starting from a k between m

and l − 1. Define

η
(1),∗,−
m,l :=

τl−1∑
t′=τ∗m

θr1t′ , and η̃
(1),∗,−
m,l :=

τ∗l −1∑
t′=τm

θr1t′ 1{m6Xt′6l} = η̃
(1),−,∗
m,l ,

and consider the expectation of their difference. Similar calculations as for the upper bound
lead to

E
(
η̃

(1),∗,−
m,l − η(1),∗,−

m,l

)
= E

( τ∗m−1∑
t′=τm

θr1t′ 1{m6Xt′6l} +
τ∗l −1∑
t′=τl+1

θr1t′ 1{m6Xt′6l}
)
6

C

m log(N) .

From this calculations we see that regardless whether τ∗m < τl holds true we can approximate
˜̃η(1),∗,−
m,l which looks at the minimal number of steps between visits in m and l again with
η̃

(1),−,∗
m,l with the same error bound.
This shows us, that both bounds from (2.64) can be approximated by the same expression
and therefore they coincide up to terms of order less or equal to 1/(m log(N)). For m 6 l we
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get:

P
t,(1)
k;m,l = exp

(
− r1

s

l∑
n=m

1
n

)
+O

(
1

(logN)2 + 1√
m logN

)
. (2.66)

We can finish with applying again (2.43), plugging in the results from above and making
similar calculations as in the end of the proof of Lemma 2.33:

P(R(i, 1) > 0 | R(i, 2) > R(i, 1), XR(i,2) = l) =
∞∑
t=0

N∑
k=1

∑
m=k,k+1

pr1B (k,m) · P t,(1)
k;m,l

· P(Xt = k,Xt+1 = m, t < R(i, 2) | R(i, 2) > R(i, 1), XR(i,2) = l)︸ ︷︷ ︸
=P(Xt=k,Xt+1=m,t<R(i,2)|XR(i,2)=l)

=
N∑
k=1

(
pr1B (k, k) · P t,(1)

k;k,l · E(H2N−k,2N−l) + pr1B (k, k + 1) · P t,(1)
k;k+1,l · E(U2N−k−1,2N−l)

)

=
l−1∑
k=1

r1
s
· exp

(
− r1

s

l∑
n=k+1

1
n

)
· (1− (1− s)k+1) · 1

k + 1 +O
(

1
(logN)

)
,

Together with the first part of the calculation this yields

P([2, 1]recb,i )

=
N∑
l=1

P(R(i, 2) > R(i, 1), XR(i,2) = l) · P(R(i, 1) > 0 | R(i, 2) > R(i, 1), XR(i,2) = l)

=
N∑
l=1

{r2(1− r1)
s

· exp
(
− r(2)

s

N∑
m=l+1

1
m

)
·
[(2N − l)(1− (1− s)l+1)

2N(l + 1) + 1− (1− s)l+1

2N
]

+O
(

1
(l+1)·logN

)}
·
{ l−1∑
k=1

r1
s
· exp

(
− r1

s

l∑
n=k+1

1
n

)
· (1− (1− s)k+1) · 1

k + 1 +O
(

1
(logN)

)}

=
N∑
l=1

{r2(1− r1)
s

(1− (1− s)l+1) · exp
(
− r(2)

s

N∑
m=l+1

1
m

)
· 1
l + 1

}

·
{ l−1∑
k=1

r1
s
· exp

(
− r1

s

l∑
n=k+1

1
n

)
· (1− (1− s)k+1) · 1

k + 1
}

+O
(

1
(logN)

)
.

It remains to add up both probabilities given in Lemma 2.31 and Lemma 2.34. Recall that

r(2) = r1 + r2 − r1r2 = r1 + r2 +O
(
1/(logN)2) (2.67)
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and that we hence can approximate as follows:

exp
(
− r(2)

s

N∑
m=l+1

1
m

)
= exp

(
− r1 + r2

s

N∑
m=l+1

1
m

)
+O

(
1/ log(N)

)
.

With this, the sum is calculated easily using the statement of Lemma 2.30.

PS
c
i (A4) = PS

c
i ([2, 1]recb,i ) + PS

c
i ([12, 2]recb,i )

=
N∑
l=1

r2
s

1
l + 1 exp

(
− r(2)

s

N∑
m=l+1

1
m

)
·
l−1∑
k=1

r1
s

1
k + 1 exp

(
− r1

s

l∑
n=k+1

1
n

)

+
N∑
l=1

r1
s

1
l + 1 exp

(
− r(2)

s

N∑
m=l+1

1
m

)(
1− exp

(
− r2

s
·

l∑
k=1

1
k

))
+O

(
1

logN

)

= 1− exp
(
− r1 + r2

s

N∑
k=1

1
k

)
− exp

(
− r1

s

N∑
k=1

1
k

)
·
(
1− exp

(
− r2

s

N∑
k=1

1
k

))

− exp
(
− r2

s

N∑
k=1

1
k

)
·
(
1− exp

(
− r1

s

N∑
k=1

1
k

))
+O

(
1

logN

)

=
(
1− exp

(
− r1

s

N∑
k=1

1
k

))
·
(
1− exp

(
− r2

s

N∑
k=1

1
k

))
+O

(
1

logN

)
.

Let us now consider the case Si. Here, the situation is very simple as Proposition 2.20 tells
us, that the two neutral loci of one individual can be treated as two independent individuals
after they split within the B-population. We have to keep in mind though, that on the lineage
which represents the ancestor of (i, 2) also a recombination between the selected and the first
neutral locus leads to an escape of N2. A double recombination in one step however is again
not conducive. We therefore have to use r∗(2) when we apply Proposition 2.15 here.

P(A4 | Si) = PSi(R(i, 1) > 0, R(i, 2) > 0) +O(1/ log(N))

= PSi(R(i, 1) > 0) · PSi(R(i, 2) > 0) +O(1/ log(N))

=
(
1− exp

(
− r1

s

N∑
k=1

1
k

))
·
(
1− exp

(
− r1 + r2

s

N∑
k=1

1
k

))
+O

(
1

logN

)
.

Turning back to Equation (2.55) and using the definition of q(1), q(2) and qBB from Equation
(2.18) in Proposition 2.16, we get:

P(A4) = (1− qBB)q(2)q(1) + qBBq(1)[1− (1− q(1))(1− q(2))] +O(1/ log(N))

= q(1)[q(1)qBB(1− q(2)) + q(2)] +O(1/ log(N)).
(2.68)
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Probability of the ancestral relation A3.

We will briefly calculate the probability of a double-singleton, A3. As mentioned before, this
block type only has a non-negligible probability under PSci . By Proposition 2.12 we have

PS
c
i (A3)

= PS
c
i ((i, 1), (i, 2) recombine together in the b-population and do not separate) +O(log(N)/N)

=
N∑
l=1

PS
c
i (R(i, 1) = R(i, 2) > 0, Rrec

b (i) = −∞, XR(i,1) = l) +O(log(N)/N)

=
N∑
l=1

PS
c
i (Rrec

b (i) = −∞ | R(i; l)) · PSci (R(i; l)) +O(log(N)/N),

with R(i; l) as in (2.56). We now can plug in the results from the last section, make similar
approximations and use in particular (2.67) and the statement of Lemma 2.30 in order to
receive the following:

PS
c
i (A3) =

N∑
l=1

{
exp

(
− r2

s

l∑
k=1

1
k

)
exp

(
O
(

1
N

))
+O

(
logN
N

)}
·
{r1
s
· 1− (1− s)2N−l

1− (1− s)2N

· exp
(
− r(2)

s

N∑
m=l+1

1
m

)[(2N − l)(1− (1− s)l+1)
2N(l + 1) + exp

(
− r(2)

s

1
l

)
· 1− (1− s)l

2N
]

+O
(

1
(logN)2

)}

= r1
s

N∑
l=1

exp
(
− r2

s
·

l∑
k=1

1
k

)
· 1
l + 1 · exp

(
− r(2)

s

N∑
m=l+1

1
m

)
+O

(
1

logN

)

= exp
(
− r2

s
·
N∑
k=1

1
k

)
·
(
1− exp

(
− r1

s

N∑
k=1

1
k

))
+O

(
1

logN

)

The total probability of the block type described through A3 then reads

P(A3) = (1− qBB)(1− q(2))q(1) +O(1/ log(N)). (2.69)

Probability of the ancestral relation A2.

We continue with a short derivation of the block type describing A2, which we only need to
consider under PSi . Similar as for PSi(A4) we get by Propositions 2.20 and then 2.15,

PSi(A2) = PSi(R(i, 1) > 0) · PSi(R(i, 2) = −∞) +O(1/ log(N))

=
(
1− exp

(
− r1

s

N∑
k=1

1
k

))
· exp

(
− r1 + r2

s

N∑
k=1

1
k

)
+O

(
1

logN

)
.
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Thus,

P(A2) = qBBq(1)(1− q(1))(1− q(2)) +O(1/ log(N)). (2.70)

Probability of the ancestral relation A1.

For proving the result for A1 under PSci we go a bit more into detail: let i be an individual
sampled at time τN . Then,

PS
c
i (A1) = P(∃t : (i, 2) solely recombines for the first time into the b-population,

(i, 1) stays in B in (0, τN )) +O
(
1/(logN)2)

=
N∑
l=1

∞∑
t=0

P((i, 1) stays in B in (0, t) | at t, (i, 2) solely recombines for the first time into

the b-population, (i, 1) is in the B-population in [t, τN ], t 6 τN , Xt = l)

·
∑

k=l,l+1
P(at t, (i, 2) solely recombines for the first time into the b-population, (i, 1)

is in the B-population in[t, τN ], t 6 τN , Xt = l,Xt+1 = k) +O
(
1/(logN)2).

We first have a look at the last probability. Similar as before,

P(at t, (i, 2) solely recombines for the first time into the b-population,

(i, 1) is in the B-population in [t, τN ], t 6 τN , Xt = l,Xt+1 = k)

= P(Bt(AtτN (i, 2)) = 0, Bt(AtτN (i, 1)) = 1, ∀t′ > t : Bt′(At
′
τN

(i, 1)) = 1,

Bt′(At
′
τN

(i, 2)) = 1, t 6 τN , Xt = l,Xt+1 = k) +O
(
1/(logN)2)

= p
r2(1−r1)
B (l, k) · P(t 6 τN , Xt = l,Xt+1 = k) · Pk +O

(
1/(logN)2),

with Pk as in (2.60).
The first probability can be treated as follows:

P((i, 1) stays in B in (0, t) | at t, (i, 2) solely recombines for the first time into the

b-population, (i, 1) is in the B-population in [t, τN ], t 6 τN , Xt = l)

= P((i, 1) stays in B in (0, t) | (i, 1) is in the B-population in [t, τN ], t 6 τN , Xt = l) =: P 1
l ,

and we can again bound this from below and above as follows:

τ∗l −1∏
t=1

(1− pr1B (Xt, Xt+1)) 6 P 1
l 6

τl−1∏
t=1

(1− pr1B (Xt, Xt+1)).
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This inequality however corresponds to (2.64) with m = 1 and τm = τ∗m. The result therefore
follows from (2.66):

P 1
l = exp

(
− r1

s
·

l∑
k=1

1
k

)
+O

( 1
logN

)
.

With this, we can close the proof with

PS
c
i (A1) = exp

(
− r1

s

N∑
k=1

1
k

)
·
N∑
l=1

exp
(r1
s

N∑
k=l+1

1
k

)
·
{
p
r2(1−r1)
B (l, l) · Pl · E(Hl)

+ p
r2(1−r1)
B (l, l + 1) · Pl+1 · E(Ul)

}
+O

(
1/(logN)

)
,

where we again used that the terms resulting from the number of holds and up-jumps starting
from l after time τN can be bounded (see proof of Lemma 2.33). The expression in the curly
brackets is known from Lemma 2.33. With the simplifications used before we finally get

PS
c
i (A1) = exp

(
− r1

s

N∑
k=1

1
k

)
·
N∑
l=1

exp
(r1
s

N∑
k=l+1

1
k

)
·
[r2
s

1
l + 1 exp

(
− r(2)

s

N∑
k=l+1

1
k

)
+O

(
1

(logN)2

)]
+O

(
1

logN

)
= exp

(
− r1

s
·
N∑
k=1

1
k

)(
1− exp

(
− r2

s

N∑
k=1

1
k

))
+O

(
1

logN

)
.

The probability of A1 under PSi can be easily calculated by applying again Propositions 2.20
and 2.15:

PSi(A1) = exp
(
− r1

s

N∑
k=1

1
k

)
·
(
1− exp

(
− r1 + r2

s

N∑
k=1

1
k

))
+O

(
1

logN

)
.

Together,

P(A1) = (1− qBB)(1− q(1))q(2) + qBB(1− q(1))(1− [(1− q(1))(1− q(2))]) +O(1/ log(N))

= (1− q(1))[q(1)qBB(1− q(2)) + q(2)] +O(1/ log(N)). (2.71)

Probability of the ancestral relation A0.

The probability of A0 can easily be deduced from the previous calculations and in particular
by applying Proposition 2.15:

P(A0) = qBB(1− q(1))[(1− q(1))(1− q(2))] + (1− qBB)(1− q(1))(1− q(2)) +O(1/ log(N))

= (1− q(1))(1− q(2))(1− q(1)qBB) +O(1/ log(N)), (2.72)
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and a test shows that indeed,
∑4
k=0 P(Ak) = 1. Recalling that qBB = q(2) + O(1/ log(N))

(see for example Proposition 2.14) we can check that all derived probabilities correspond to
the entries in q̄G1 up to error terms of order at most O(1/ log(N)).

2.4.4 Proof of the multinomial marking property

The proof of Proposition 2.17 is very similar to the proof of Proposition 2.13 (c.f. Proposition
2.4 in [36]) which was omitted in this work.

Proof of Proposition 2.17. As in the proof of Lemma 4.2 in [36] we can derive the following
bound for the probability that a coalescence with respect to any locus j happens within the
B-population:

P(XGj(i,m) = k,BGj(i,m)+1(AGj(i,m)
τ (i, j)) = 1 = BGj(i,m)+1(AGj(i,m)

τ (m, j)))

6 P(XGj(i,m) = k | BGj(i,m)+1(AGj(i,m)
τ (i, j)) = 1 = BGj(i,m)+1(AGj(i,m)

τ (m, j)))

6 pc,jBB(k, k)E(Hk) + pc,jBB(k, k + 1)E(Uk) 6
2

k(2N − k)s + 2
k(k + 1)s 6

4N
sk2(2N − k) .

With this, we can continue as follows by making again use of the symmetry argument from
(2.43) for the first inequality:

P(0 6 Rrec
B (i) 6 Gj(i,m)) =

2N−1∑
k=1

2N−1∑
l=1

P(0 6 Rrec
B (i) 6 Gj(i,m), XGj(i,m) = k,XRrec

B (i) = l)

=
2N−1∑
k=1

P(XGj(i,m) = k,BGj(i,m)+1(AGj(i,m)
τ (i, j)) = 1 = BGj(i,m)+1(AGj(i,m)

τ (m, j)))

·
2N−1∑
l=1

P(0 6 Rrec
B (i) 6 Gj(i,m), XRrec

B (i) = l | XGj(i,m) = k,BGj(i,m)+1(AGj(i,m)
τ (i, j)) = 1,

BGj(i,m)+1(AGj(i,m)
τ (m, j)) = 1) +O(log(N)/N)

6
2N−1∑
k=1

4N
sk2(2N − k)

2N−1∑
l=1

{
pr2BB(k, k)E(H2N−l,2N−k) + pr2BB(k, k + 1)E(U2N−l−1,2N−k)

}
+O(log(N)/N)

6
2N−1∑
k=1

4N
sk2(2N − k)

2N−1∑
l=1

{ r2
2Ns

l

2N − l min{(1− s)l−k, 1}+ r2
2Ns

l

l + 1 min{(1− s)l+1−k, 1}︸ ︷︷ ︸
6

r2
2Ns min{(1−s)l−k,1} l+(2N−l)

2N−l

}

+O(log(N)/N)

6
2N−1∑
k=1

4N
sk2(2N − k)

[ k∑
l=1

r2
(2N − l)s +

2N−1∑
l=k+1

r2(1− s)l−k

(2N − l)s
]

+O
(

log(N)
N

)
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6
4r2
s2

2N−2∑
k=1

N

k2(2N − k)
[ k

2N − k + 1/s
2N − k − 1

]
+O

(
1

log(N)

)

6
4r2
s3

{ N∑
k=1

1
k2
N + 1
N − 1 +

2N−2∑
k=N+1

k + 1
k

1
(2N − k − 1)2

}
+O

(
1

log(N)

)
6 O

(
1

log(N)

)
.

Before we come to the binomial and multinomial statements, we state a coupling Lemma
which is needed in each of the following proofs and which generalizes Lemma 5.1 from [36].

Lemma 2.35. Let VN and V ′N be {0, 1, . . . , n}-valued random variables with

E(VN ) = E(V ′N ) +O(ε(N)), (2.73)

where ε(N) is a function of N with ε(N)→ 0 for N →∞. Then there exist random variables
ṼN and Ṽ ′N on some probability space such that

VN and ṼN have the same distribution,

V ′N and Ṽ ′N have the same distribution, and

P(ṼN 6= Ṽ ′N ) 6 n ·max{P(ṼN > 2),P(Ṽ ′N > 2)}+O(ε(N)). (2.74)

The proof is straightforward and follows that in [36]. We will however give more details in
order to be sure that the generalization indeed holds true.

Proof. By the general idea of coupling we can construct two random variables ṼN and Ṽ ′N on
the same probability space such that their distributions coincide with VN and V ′N , respectively.
Further, the coupling can be done in such a way that

P(ṼN = Ṽ ′N ) =
n∑
k=0

P(ṼN = Ṽ ′N = k) =
n∑
k=2

P(ṼN = Ṽ ′N = k)

+ min{P(ṼN = 0),P(Ṽ ′N = 0)}+ min{P(ṼN = 1),P(Ṽ ′N = 1)}

> min{P(ṼN = 0),P(Ṽ ′N = 0)}+ min{P(ṼN = 1),P(Ṽ ′N = 1)},

⇔ P(ṼN 6= Ṽ ′N ) 6 1−min{P(ṼN = 0),P(Ṽ ′N = 0)} −min{P(ṼN = 1),P(Ṽ ′N = 1)}. (2.75)

By standard calculations we can now derive bounds for the two minima on the right-hand
side:

E(ṼN ) =
n∑
k=0

k · P(ṼN = k) >
n∑
k=1

P(ṼN = k) = 1− P(ṼN = 0)

⇔ P(ṼN = 0) > 1− E(ṼN ); and analogously, P(Ṽ ′N = 0) > 1− E(Ṽ ′N ),
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⇒ min{P(ṼN = 0),P(Ṽ ′N = 0)} > 1−max{E(ṼN ),E(Ṽ ′N )}.

In the same way,

E(ṼN ) =
n∑
k=0

k · P(ṼN = k) = P(ṼN = 1) +
n∑
k=2

k · P(ṼN = k) 6 P(ṼN = 1) + n · P(ṼN > 2)

⇔ P(ṼN = 1) > E(ṼN )− nP(ṼN > 2); and analogously, P(Ṽ ′N = 1) > E(Ṽ ′N )− nP(Ṽ ′N > 2),

⇒ min{P(ṼN = 1),P(Ṽ ′N = 1)} > min{E(ṼN ),E(Ṽ ′N )} − nmax{P(ṼN > 2),P(Ṽ ′N > 2)}.

Both inequalities together with (2.73) give the following:

min{P(ṼN = 0),P(Ṽ ′N = 0)}+ min{P(ṼN = 1),P(Ṽ ′N = 1)}

> 1−max{E(ṼN ),E(Ṽ ′N )}+ min{E(ṼN ),E(Ṽ ′N )} − n ·max{P(ṼN > 2),P(Ṽ ′N > 2)}

= 1−O(ε(N))− n ·max{P(ṼN > 2),P(Ṽ ′N > 2)}. (2.76)

Finally, (2.76) in (2.75) gives the statement of the lemma:

P(ṼN 6= Ṽ ′N ) 6 1−
[
1−O(ε(N))− n ·max{P(ṼN > 2),P(Ṽ ′N > 2)}

]
= n ·max{P(ṼN > 2),P(Ṽ ′N > 2)}+O(ε(N)).

In the following proofs we will always define certain binomially distributed random variables,
show that we have approximate equality of appropriate expectations and that we can bound
the right-hand side of (2.74) by terms of order at most 1/ log(N) before applying the above
lemma.
We will start with proving Proposition 2.20 as it is the most involved and subsequently deduce
briefly the proofs of the remaining statements dealing with the multinomial character of the
partition of a sample.

Proof of Proposition 2.20. Suppose that we sample nBB individuals at time τN and follow
back their neutral gene genealogies. Consider for t with 0 6 t 6 τN the process

K1
t := #{i ∈ [nBB] : R(i, 1) > t}, (2.77)

with K1
τN

= 0. Then, by Proposition 2.9, K1 := (K1
t )τN>t>0 is approximately identical to the

process (Kt)τ>t>0 from [36] and therefore we have the statement from their Proposition 2.6,
that is
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Lemma 2.36 (cf. Prop. 2.6, [36]). Let q(1)
J = 1− exp(− r1

s

∑N
k=J+1

1
k ). For J ∈ [N ], it holds

∣∣∣P(K1
τJ

= d)−
(
nBB

d

)(
q

(1)
J

)d(1− q(1)
J

)nBB−d∣∣∣ 6 C

logN

for d = 0, 1, . . . , nBB.

From the proof of Lemma 5.2, [36], which leads to the above stated Proposition, we know
that K1 can be coupled with a process K̃1 such that they are almost surely equal in the limit
of N →∞. Precisely we have for any J ∈ [N ] (cf. equation (5.1), [36])

P(K1
t 6= K̃1

t for some τN > t > τJ) 6 C

logN ,

and

K̃1
τJ
| X ∼ Bin(nBB, F 1

J ), with F 1
J = 1−

τN∏
t=τJ+1

(1− θr1t ), and θr1t = pr1B (Xt−1, Xt).

Note that the statement in [36] gives a better result for J 6 CN/ log(N) for some constant
C. For our purposes, the above (which holds for all J ∈ [N ]) is sufficient.
We now define the process which counts the number of individuals whose second neutral locus
recombines into the b-population during the first half of the sweep whereas the first neutral
locus stays in the B-population,

K2
t := #{i ∈ [nBB] : R(i, 2) > t, R(i, 1) = −∞}, 0 6 t 6 τN , (2.78)

and will study its behavior conditional on X and the value K1
0 . Again, K2

τN
= 0 and K2

t only
increases if a recombination happens that strikes the N2-locus of an individual which was not
counted by the process K1. We will see that with a similar reasoning as in [36] we get the
following analogous statement:

Lemma 2.37. Define for θr2t := pr2B (Xt−1, Xt) the process

K̃2 := (K̃2
t )τN>t>0 with K̃2

τN
= 0 and

K̃2
t−1 − K̃2

t | X,K1
0 , (K̃2

u)τN>u>t ∼ Bin(nBB −K1
0 − K̃2

t , θ
r2
t ).

(2.79)

Then, for J ∈ [N ],

P(K2
t 6= K̃2

t for some t > τJ) 6 C

logN .

Proof. The proof is very similar to the one of Lemma 5.2 in [36], nevertheless we will be
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much more detailed here in order to show that the arguments can indeed be transferred to
the somewhat more delicate situation at hand.
First of all, we will check if the expected values of the differences of both processes are identical
(under some specific measure) such that we can apply the general coupling Lemma 2.35.
From (2.79) we have

E(K̃2
t−1 − K̃2

t | X,K1
0 , (K̃2

u)τN>u>t) = (nBB −K1
0 − K̃2

t )θr2t .

Let us define the set of all individuals i living at time t from which exactly k of the sampled
loci (m, 2), m ∈ [nBB], from time τN originate:

G2,k
t := {i ∈ [2N ] : AtτN (m, 2) = i for exactly k different m ∈ [nBB]},

k = 0, 1, . . . , nBB, 0 6 t 6 τN .
(2.80)

In other words, exactly k of the sampled N2-loci are descendants of an individual i ∈ G2,k
t

from time t. In particular, this implies the following identities:

nBB∑
k=1

k ·
∣∣G2,k
t

∣∣ = nBB,
n⋃
·

k=0
G2,k
t = [2N ], 0 6 t 6 τN , and G2,1

τN
= [nBB]. (2.81)

By translating the eventK2
t−1−K2

t = k into the evolution defining random variables from page
34 and applying Proposition 2.10 which bounds the probability of a double recombination we
obtain

E(K2
t−1 −K2

t | X,K1
0 , (K2

u)τNu=t) =
nBB∑
k=0

k · P(K2
t−1 −K2

t = k | X,K1
0 , (K2

u)τNu=t
)

=
nBB∑
k=0

k ·
2N∑
i=1

(
1−O

(
1

logN

))
P
(
It,1 = i, i ∈ G2,k

t , Bt(i) = 1, Bt(It,2) = 1, Bt−1(It,3) = 0, It,6 = 1,

It,5 = 0, ∀s < t : Bs(Ast (i, 1)) = 1 | X,K1
0 , (K2

u)τNu=t
)

= P(It,6 = 1)
(
1−O

(
1

logN

))
·
nBB∑
k=0

k
2N∑
i=1

P
(
Bt−1(It,3) = 0 | It,1 = i, i ∈ G2,k

t , Bt(i) = 1,

Bt(It,2) = 1, It,5 = 0,∀s < t : Bs(Ast (i, 1)) = 1︸ ︷︷ ︸
⇒ no constraint on the type of It,3

, X,K1
0 , (K2

u)τNu=t
)

· P
(
Bt(It,2) = 1, It,1 = i | i ∈ G2,k

t , Bt(i) = 1, It,5 = 0,∀s < t : Bs(Ast (i, 1)) = 1, X,K1
0 , (K2

u)τNu=t
)

· P
(
It,5 = 0 | i ∈ G2,k

t , Bt(i) = 1,∀s < t : Bs(Ast (i, 1)) = 1, X,K1
0 , (K2

u)τNu=t
)︸ ︷︷ ︸

=1−O(1/ log(N))

· P
(
i ∈ G2,k

t , Bt(i) = 1,∀s < t : Bs(Ast (i, 1)) = 1 | X,K1
0 , (K2

u)τNu=t
)
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= r2
2N −Xt−1

2N
(
1−O

(
1

logN

)) nBB∑
k=0

k
2N∑
i=1

P
(
i ∈ G2,k

t , Bt(i) = 1,∀s < t : Bs(Ast (i, 1)) = 1

| X,K1
0 , (K2

u)τNu=t
)
· P
(
Bt(It,2) = 1, It,1 = i | i ∈ G2,k

t , Bt(i) = 1, It,5 = 0,

∀s < t : Bs(Ast (i, 1)) = 1, X,K1
0 , (K2

u)τNu=t
)
.

Consider first the conditional probability that the parent is of type B and the offspring will
replace a specific individual i. This probability depends on the values of the process X and
in particular its type of transition from time t− 1 to t:

P
(
Bt(It,2) = 1, It,1 = i | i ∈ G2,k

t , Bt(i) = 1, It,5 = 0,∀s < t : Bs(Ast (i, 1)) = 1︸ ︷︷ ︸
no constraint on the choice of It,1

, X,K1
0 , (K2

u)τNu=t
)

=


Xt·1

X2
t +(2N−Xt)2+sXt(2N−Xt) = βXt

2N−Xt , Xt = Xt−1,

1
Xt
, Xt = Xt−1 + 1.

(2.82)

This can be seen as follows: if there is a hold, then there are X2
t +(2N −Xt)2 +sXt(2N −Xt)

possible combinations for It,1 and It,2. The parent is of type B if we draw one of the Xt

individuals, the offspring however needs to be one particular individual i, so there is only one
way to choose it. If the chain jumps by one in the t-th step, then the parent is necessarily
of type B, as well as the offspring. Here we have to consider the probability that the new
offspring is indeed the i-th individual, so one specific of all B-individuals in the next generation
t. Note that this probability is independent of k and i and thus can be taken out of the sum.
The statements in (2.81) let us treat the remaining part:

2N∑
i=1

nBB∑
k=0

k · P
(
i ∈ G2,k

t , Bt(i) = 1, ∀s < t : Bs(Ast (i, 1)) = 1 | X,K1
0 , (K2

u)τNu=t
)

= E
[ nBB∑
k=1

k ·
2N∑
i=1

1{i∈G2,k
t ,Bt(i)=1,∀s<t:Bs(Ast (i,1))=1} | X,K

1
0 , (K2

u)τNu=t

]

= E
[ nBB∑
k=1

k ·
∣∣{i ∈ [2N ] : i ∈ G2,k

t , Bt(i) = 1,∀s < t : Bs(Ast (i, 1)) = 1
}∣∣ | X,K1

0 , (K2
u)τNu=t

]
= E

[
nBB −K1

0 −K2
t | X,K1

0 , (K2
u)τNu=t

]
+ E

[∣∣{m ∈ [nBB] : AtτN (m, 2) ∈ G2,k
t , Bt(AtτN (m, 2)) = 1 = Bt(AtτN (m, 1)),

Bs(AsτN (i, 1)) = 0 for some t 6 s 6 τN
}∣∣ | X,K1

0 , (K2
u)τNu=t

]
= nBB −K1

0 −K2
t +O

(
1

(logN)2

)
. (2.83)

as the second expectation can be bounded by Proposition 2.11 and hence only those from the
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set G2,k
t count (k-fold) who will never leave the B-population with respect to their N1-locus

and who currently reside in the B-population.
Recall the value of θr2t = pr2B (Xt−1, Xt) given in Lemma 2.26. We see that it is exactly the
result from (2.82) multiplied by r2 · 2N−Xt−1

2N . This together with the result from (2.83) gives

E(K2
t−1 −K2

t | X,K1
0 , (K2

u)τNu=t) = θr2t
[
nBB −K1

0 −K2
t

](
1−O

(
1

logN

))
We notice that, up to terms of order at most θr2t /(logN), the above calculated expectations
are equal on the event that {K2

t = K̃2
t } and apply Lemma 2.35 in order to conclude the

statement of Lemma 2.37. Note, that we use Lemma 2.35 in the sense that the inequality
holds for each specific configuration of {X,K1

0 , (K2
u)τNu=t}.

P(K2
t 6= K̃2

t for some τN > t > τJ | X,K1
0 ) =

τN∑
t=τJ

P(K2
t 6= K̃2

t and K2
s = K̃2

s ∀s > t | X,K1
0 )

=
τN∑

t=τJ+1
E
[
P
(
K2
t−1 −K2

t 6= K̃2
t−1 − K̃2

t ,K
2
s = K̃2

s ∀s > t | X,K1
0 , (K2

u)τNu=t, (K̃2
u)τNu=t

)
| X,K1

0
]

=
τN∑

t=τJ+1
E
[
P
(
K2
t−1 −K2

t 6= K̃2
t−1 − K̃2

t | X,K1
0 , (K2

u)τNu=t, (K̃2
u)τNu=t,

K2
s = K̃2

s ∀s > t
)
· P
(
K2
s = K̃2

s ∀s > t | X,K1
0 , (K2

u)τNu=t, (K̃2
u)τNu=t

)
| X,K1

0

]
6

τN∑
t=τJ+1

E
[(
nBB ·max

{
P
(
K2
t−1 −K2

t > 2 | X,K1
0 , (K2

u)τNu=t, (K̃2
u)τNu=t,K

2
s = K̃2

s ∀s > t
)
,

P
(
K̃2
t−1 − K̃2

t > 2 | X,K1
0 , (K2

u)τNu=t, (K̃2
u)τNu=t,K

2
s = K̃2

s ∀s > t
)}

+O
(
θ
r2
t

logN

))
· P
(
K2
s = K̃2

s ∀s > t | X,K1
0 , (K2

u)τNu=t, (K̃2
u)τNu=t

)
| X,K1

0

]
6

τN∑
t=τJ+1

E
[
nBB ·

[
P
(
K2
t−1 −K2

t > 2,K2
s = K̃2

s ∀s > t | X,K1
0 , (K2

u)τNu=t, (K̃2
u)τNu=t

)
+ P

(
K̃2
t−1 − K̃2

t > 2,K2
s = K̃2

s ∀s > t | X,K1
0 , (K2

u)τNu=t, (K̃2
u)τNu=t

)]
| X,K1

0

]
+O

( τN∑
t=τJ+1

θ
r2
t

logN

)

6
τN∑

t=τJ+1
E
[
nBB ·

[
P
(
K2
t−1 −K2

t > 2 | X,K1
0 , (K2

u)τNu=t, (K̃2
u)τNu=t

)
+ P

(
K̃2
t−1 − K̃2

t > 2 | X,K1
0 , (K2

u)τNu=t, (K̃2
u)τNu=t

)]
| X,K1

0

]
+O

( τN∑
t=τJ+1

θ
r2
t

logN

)

= nBB
τN∑

t=τJ+1

[
P
(
K2
t−1 −K2

t > 2 | X,K1
0
)

+ P
(
K̃2
t−1 − K̃2

t > 2 | X,K1
0
)]

+O
( τN∑
t=τJ+1

θ
r2
t

logN

)
.

(2.84)
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From this, we can get the statement of the lemma by calculating the expectation from the
above sum. First, as mentioned above, the error term with the sum over the θr2t is bounded
by C/ log(N) from the calculations in (2.63). Next, consider the part which deals with the
process K2:

E
[ τN∑
t=τJ+1

P
(
K2
t−1 −K2

t > 2 | X,K1
0
)]

= E
[ ∞∑
t=1

1{τJ+16t6τN}E
(
1{K2

t−1−K
2
t >2} | X,K1

0
)]

= E
[
E
[ ∞∑
t=1

1{K2
t−1−K

2
t >2, τJ+16t6τN} | X,K

1
0

]]
6 E

[
nBB−K1

0
2 1{K2

t−1−K
2
t >2, for some τJ+16t6τN}

]
6
nBB

2 P
(
K2
t−1 −K2

t > 2, for some τJ + 1 6 t 6 τN
)

6
nBB

2 P
(
∃ i,m s.t. G2(i,m) > R(i, 2) > τJ

)
6 C/ log(N), (2.85)

due to Proposition 2.13. Last, by definition we have for the process K̃2 that

E
[ τN∑
t=τJ+1

P
(
K̃2
t−1 − K̃2

t > 2 | X,K1
0
)]

= E
[ τN∑
t=τJ+1

E
[
P
(
K̃2
t−1 − K̃2

t > 2 | X,K1
0 , (K̃2

u)τNu=t
)
| X,K1

0
]]

6 E
[ τN∑
t=τJ+1

E
[(nBB −K1

0 − K̃2
t

2

)
·
(
θr2t
)2 | X,K1

0

]]
6

(
nBB

2

)
E
[ τN∑
t=τJ+1

(
θr2t
)2]

6
C

(logN)2 ,

by similar calculations as for (2.61). From (2.84) we then get the statement of the Lemma:

P(K2
t 6= K̃2

t for some t > τJ) = E
[
P(K2

t 6= K̃2
t for some t > τJ | X,K1

0 )
]

6 nBB ·
( 1

logN + 1
(log(N))2

)
+O

(
1

logN

)
6

C

logN .

Lemma 2.38.

K̃2
τJ
| X,K1

0 ∼ Bin(nBB −K1
0 , F

2
J ),

with F 2
J := 1−

∏τN
t=τJ+1(1− θr2t ).

Proof. Consider the process K̄2
t := nBB −K1

0 − K̃2
τ−t. Then, K̄2

0 = nBB −K1
0 and further,

K̄2
1 ∼ Bin(K̄2

0 , 1 − θr2τ ), as only those who were not counted by K̃2
τ−1 will be a “success“ for
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the process K̄2
1 . Next, K̄2

2 | K̄2
1 ∼ Bin(K̄2

1 , 1− θ
r2
τ−1) and in general

K̄2
t | K̄2

t−1 ∼ Bin(K̄2
t−1, 1− θ

r2
τ−(t−1)), i.e. K̄2

t ∼ Bin(K̄2
0 ,

τN∏
t′=τ−t+1

(1− θr2t′ )),

by the properties of binomially distributed random variables. This implies

K̃2
t = nBB −K1

0 − K̄2
τ−t ∼ Bin(nBB −K1

0 , 1−
τN∏

t′=t+1
(1− θr2t′ )).

So far we have considered the following three groups: individuals who account for D0
0 (those

who were not counted by neither of the processes K1 or K2), individuals who add to D1
0

(counted by K2) and those who are either part of D3
0 or D4

0. It remains to distinguish
between the last two groups. This consists in deciding whether an individual who experienced
a recombination between SL and N1 experiences any recombination between N1 and N2 during
the sweep. Here, we have two possibilities to consider: either locus N2 did already recombine
into the b-population before that individual leads to an increase of the process K1. Or, the
loci recombined together into the b-population and split within this background.
Conditional on K1

0 we define the process which counts the individuals which are affected by
either event. Let 0 6 t 6 τN ,

K34
t := #{i ∈ [nBB] : At′τN (i, 1) 6= At

′
τN

(i, 2), Bt′(At
′
τN

(i, 2)) = 0 for some t′ > t, R(i, 1) > 0}.
(2.86)

If we assume that an individual’s two neutral loci, of which one already found an ancestor
of type b, will never coalesce again after separation and do not migrate back into the B-
population (approximately true thanks to Propositions 2.11 and 2.12), K34

t is exactly the
number of those lineages out of K1

0 where the two neutral loci are no longer connected within
one individual and at least the second neutral locus resides in the b-population. In any case,
K34
t is exactly the number D4

0 defined through Ã4. We will now prove the following Lemma.

Lemma 2.39. Define for θ̃34
t = pr2B (Xt−1, Xt) · 1{Xt=Xt−1+1} the process

K̃34 := (K̃34
t )τN>t>0 with K̃34

τN
= 0 and

K̃34
t−1 − K̃34

t | X,K1
0 , (K̃34

u )τNu=t ∼ Bin(K1
0 − K̃34

t , θ̃
34
t ).

Then, for J ∈ [N ],

P(K34
t 6= K̃34

t for some t > τJ) 6 C

logN .
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Proof. The proof uses the same idea as the proof of Lemma 2.37 but is more involved in the
calculation of the expectation of the difference K34

t−1 −K34
t .

Analogously to (2.80) we define

G12,k
t := {i ∈ [2N ] : AtτN (m, 1) = AtτN (m, 2) = i for exactly k different m ∈ [nBB]},

k = 0, 1, . . . , nBB, 0 6 t 6 τN .

We can proceed as follows by distinguishing between the different backgrounds of locus N2
and describing the event with the help of the variables from page 34.

E
[
K34
t−1 −K34

t | X,K1
0 , (K34

u )τNu=t
]

=
nBB∑
k=0

k · P
(
K34
t−1 −K34

t = k | X,K1
0 , (K34

u )τNu=t
)

=
nBB∑
k=0

k ·
2N∑
i=1

{
P
(
It,1 = i, i ∈ G12,k

t , Bt−1(It,3) = 0, It,6 = 1, Bt(i) = 0, Bt(It,2) = 0

| X,K1
0 , (K34

u )τNu=t
)

+ P
(
It,1 = i, i ∈ G12,k

t , Bt−1(It,3) = 0, It,6 = 1, Bt(i) = 1,

Bt(It,2) = 1, It,5 = 0,∃s < t : Bs(Ast (i, 1)) = 0 | X,K1
0 , (K34

u )τNu=t
)}
. (2.87)

We will calculate both probabilities separately.

P
(
It,1 = i, i ∈ G12,k

t , Bt−1(It,3) = 0, It,6 = 1, Bt(i) = 0, Bt(It,2) = 0 | X,K1
0 , (K34

u )τNu=t
)

= P
(
It,6 = 1

)
· P
(
Bt−1(It,3) = 0 | X

)
· P
(
i ∈ G12,k

t , Bt(i) = 0 | X,K1
0 , (K34

u )τNu=t
)

· P
(
Bt(It,2) = 0, It,1 = i | i ∈ G12,k

t , Bt(i) = 0, X,K1
0 , (K34

u )τNu=t
)

= r2 ·
2N −Xt−1

2N · P
(
i ∈ G12,k

t , Bt(i) = 0 | X,K1
0 , (K34

u )τNu=t
)

·


(2N−Xt)·1

X2
t +(2N−Xt)2+sXt(2N−Xt) = βXt

Xt
, Xt = Xt−1,

1
2N−Xt , Xt = Xt−1 − 1.

(2.88)

by similar arguments as for (2.82). The calculation of the other probability from (2.87)
involves some more thoughts. Note that the condition {∃s < t : Bs(Ast (i, 1)) = 0} does not
provide any information on the type of (i, 1) at time t− 1 if it is combined with the condition
that {It,5 = 0}.

P
(
It,1 = i, i ∈ G12,k

t , Bt−1(It,3) = 0, It,6 = 1, Bt(i) = 1, Bt(It,2) = 1,

It,5 = 0,∃s < t : Bs(Ast (i, 1)) = 0︸ ︷︷ ︸
no information on time t−1

| X,K1
0 , (K34

u )τNu=t
)

= P
(
It,6 = 1

)
· P
(
Bt−1(It,3) = 0 | X

)
· P
(
Bt(It,2) = 1, It,1 = i | i ∈ G12,k

t , Bt(i) = 1, X,K1
0 , (K34

u )τNu=t
)
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· P
(
It,5 = 0 | i ∈ G12,k

t , Bt(i) = 1,∃s < t : Bs(Ast (i, 1)) = 0, X,K1
0 , (K34

u )τNu=t
)︸ ︷︷ ︸

=1−O(1/ log(N))

· P
(
i ∈ G12,k

t , Bt(i) = 1, ∃s < t : Bs(Ast (i, 1)) = 0 | X,K1
0 , (K34

u )τNu=t
)

= r2 ·
2N −Xt−1

2N · P
(
i ∈ G12,k

t , Bt(i) = 1, ∃s < t : Bs(Ast (i, 1)) = 0 | X,K1
0 , (K34

u )τNu=t
)

·


βXt

2N−Xt , Xt = Xt−1,

1
Xt
, Xt = Xt−1 + 1,

where the last equality is true by (2.82). Using (2.88) and the above result in (2.87) gives us

E
[
K34
t−1 −K34

t | X,K1
0 , (K34

u )τNu=t
]

= r2
2N −Xt−1

2N

nBB∑
k=0

k
2N∑
i=1

{
P
(
i ∈ G12,k

t , Bt(i) = 0 | X,K1
0 , (K34

u )τNu=t
)[βXt

Xt
1{Xt=Xt−1}

+ 1
2N−Xt1{Xt=Xt−1−1}

]
+
(
1−O

(
1

log(N)

))[ βXt
2N−Xt1{Xt=Xt−1} + 1

Xt
1{Xt=Xt−1+1}

]
· P
(
i ∈ G12,k

t , Bt(i) = 1,∃s < t : Bs(Ast (i, 1)) = 0 | X,K1
0 , (K34

u )τNu=t
)}
.

Similar as in (2.83) we can now rewrite the sums over k and i. To this end, define the number

Kb,34
t := #

{
m ∈ [nBB] : Bt(AtτN (m, 1)) = 0, AtτN (m, 1) = AtτN (m, 2)

}
.

Then,

nBB∑
k=0

k
2N∑
i=1

P
(
i ∈ G12,k

t , Bt(i) = 0 | X,K1
0 , (K34

u )τNu=t
)

= E
[ 2N∑
i=1

nBB∑
k=0

k · 1{i∈G12,k
t ,Bt(i)=0} | X,K

1
0 , (K34

u )τNu=t
]

= E
[
Kb,34
t | X,K1

0 , (K34
u )τNu=t

]
,

and, by definition of K1
0 and K34

t we further have

nBB∑
k=0

k
2N∑
i=1

P
(
i ∈ G12,k

t , Bt(i) = 1,∃s < t : Bs(Ast (i, 1)) = 0 | X,K1
0 , (K34

u )τNu=t
)

= E
[ 2N∑
i=1

nBB∑
k=0

k · 1{i∈G12,k
t ,Bt(i)=1,∃s<t:Bs(Ast (i,1))=0} | X,K

1
0 , (K34

u )τNu=t
]

= K1
0 −K34

t − E
[
Kb,34
t | X,K1

0 , (K34
u )τNu=t

]
.
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Hence, letting

Eb,34
t := E

[
Kb,34
t | X,K1

0 , (K34
u )τNu=t

]
,

and consulting the values of the recombination probabilities from Lemma 2.26 and Lemma
2.27 we get

E
[
K34
t−1 −K34

t | X,K1
0 , (K34

u )τNu=t
]

= r2
2N −Xt−1

2N
{[βXt

Xt
1{Xt=Xt−1} + 1

2N−Xt1{Xt=Xt−1−1}
]
E
[
Kb,34
t | X,K1

0 , (K34
u )τNu=t

]
+
[
1−O

(
1

log(N)

)][ βXt
2N−Xt1{Xt=Xt−1} + 1

Xt
1{Xt=Xt−1+1}

]
·
[
K1

0 −K34
t − E

[
Kb,34
t | X,K1

0 , (K34
u )τNu=t

]]}
= pr2bb(Xt−1, Xt)1{Xt=Xt−1}E

b,34
t + pr2B (Xt−1, Xt)1{Xt=Xt−1+1}

[
K1

0 −K34
t − E

b,34
t

]
·
[
1−O

(
1

log(N)

)]
+ r2

2N −Xt−1
2N

[
1

2N−Xt1{Xt=Xt−1−1}E
b,34
t

+ βXt
2N−Xt1{Xt=Xt−1}

[
K1

0 −K34
t − E

b,34
t

][
1−O

(
1

log(N)

)]]
= pr2B (Xt−1, Xt)1{Xt=Xt−1+1}

[
K1

0 −K34
t

][
1−O

(
1

log(N)

)]
+
[
pr2bb(Xt−1, Xt)1{Xt=Xt−1} − p

r2
B (Xt−1, Xt)1{Xt=Xt−1+1}

]
· Eb,34

t

+O
(

1
N ·log(N)

)[
βXt1{Xt=Xt−1} + 1{Xt=Xt−1−1}

]
.

We will now show that we can define the process K̃34 as stated in Lemma 2.39, that is, in
particular independent of the unknown value of the expectation Eb,34

t and still get sufficient
correspondence in their expectations in order to be able to apply Lemma 2.35.
With θ̃34

t = pr2B (Xt−1, Xt) ·1{Xt=Xt−1+1} as defined in the statement of the Lemma the expec-
tation of the auxiliary process is

E
[
K̃34
t−1 − K̃34

t | X,K1
0 , (K̃34

u )τNu=t
]

= θ̃34
t

[
K1

0 − K̃34
t

]
= pr2B (Xt−1, Xt)1{Xt=Xt−1+1}

[
K1

0 − K̃34
t

]
,

and hence the difference in the expectations of both processes on the set {K34
u = K̃34

u , t 6

u 6 τN} is equal to the following:

ε
(
N ;X,K1

0 ,K
34
t , E

b,34
t

)
:= O

( 1
log(N)

)
pr2B (Xt−1, Xt)1{Xt=Xt−1+1}

[
K1

0 −K34
t

]
−
[
pr2bb(Xt−1, Xt)1{Xt=Xt−1} − p

r2
B (Xt−1, Xt)1{Xt=Xt−1+1}

]
· Eb,34

t

−O
(

1
N ·log(N)

)[
βXt1{Xt=Xt−1} + 1{Xt=Xt−1−1}

]
= Eb,34

t · r2
2N

2N −Xt−1
Xt

[
1{Xt=Xt−1+1} − βXt1{Xt=Xt−1}

]
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+O
( 1

log(N)
)
pr2B (Xt−1, Xt)1{Xt=Xt−1+1}

[
K1

0 −K34
t

]
−O

(
1

N ·log(N)

)[
βXt1{Xt=Xt−1} + 1{Xt=Xt−1−1}

]
, (2.89)

that is, on the set {K34
u = K̃34

u , t 6 u 6 τN} we have

E(K34
t−1 −K34

t | X,K1
0 , (K34

u )τNu=t) = E(K̃34
t−1 − K̃34

t | X,K1
0 , (K34

u )τNu=t)

−O
(
ε
(
N ;X,K1

0 ,K
34
t , E

b,34
t

))
,

and can apply Lemma 2.35 in order to get a bound on the probability that K34
t is different

from K̃34
t for some t. By proceeding similarly as in (2.84) from the proof of Lemma 2.37 this

bound reads as follows:

P
(
K34
t 6= K̃34

t for some τN > t > τJ | X,K1
0
)

6 K1
0 ·

τN∑
t=τJ+1

[
P
(
K34
t−1 −K34

t > 2 | X,K1
0
)

+ P
(
K̃34
t−1 − K̃34

t > 2 | X,K1
0
)

+ E
[
O
(
ε
(
N ;X,K1

0 ,K
34
t , E

b,34
t

))
| X,K1

0

]]
+O

(
1

log(N)

)
.

(2.90)

This inequality however will only be of use if we can show that in particular the error
term given through ε

(
N ;X,K1

0 ,K
34
t , E

b,34
t

)
will only contribute with terms of order at most

1/ log(N) even we consider its sum over all t up to τN . This statement is given in the following
Lemma.

Lemma 2.40. We have the following bound for the function ε from (2.89):

E
[ τN∑
t=τJ+1

ε
(
N ;X,K1

0 ,K
34
t , E

b,34
t

)]
6 C/ log(N).

Proof. We first observe that we know from (2.63), that the expectation of the sum over all
θr2t is bounded by a constant and hence the term in the second to last line in (2.89) only
contributes with terms of order 1/ log(N) in the end.
Even more obvious is that the term in the last line of (2.89) will as well only give terms of
order at most 1/ log(N) as we have only terms of order at most 1/(N log(N) in each summand.
It remains to bound the remaining term from ε. Consulting (2.37) and (2.38) from Lemma
2.23 , we can calculate the following expectation for k ∈ [N ]:

E
[
Uk − βkHk

]
= E

[
Uk −

Uk +Dk

2− s
]

= E
[1− s
2− s · Uk −

Uk−1 − 1
2− s

]
= [1− s][1− (1− s)k+1][1− (1− s)2N−k]− [1− (1− s)k][1− (1− s)2N−k+1] + s[1− (1− s)2N]

(2− s) · s[1− (1− s)2N ]
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= −(1− s)k+2 + (1− s)2N+2 + (1− s)k − (1− s)2N+1 − s(1− s)2N

(2− s) · s(1− (1− s)2N )

= (1− s)k(1− (1− s)2)− (1− s)2N (s+ (1− s)− (1− s)2)
(2− s) · s(1− (1− s)2N ) = (1− s)k − (1− s)2N

(1− (1− s)2N )

= (1− s)k · (1− (1− s)2N−k)
(1− (1− s)2N ) > 0. (2.91)

With this we can continue using that the unknown expectation Eb,34
t is bounded by the sample

size, that is nBB here, independent of N .

E
[ τN∑
t=τJ+1

ε
(
N ;X,K1

0 ,K
34
t , E

b,34
t

)]

= E
[ τN∑
t=τJ+1

Eb,34
t · r2

2N
2N −Xt−1

Xt

[
1{Xt=Xt−1+1} − βXt1{Xt=Xt−1}

]]
+O

(
1

log(N)

)

= E
[ τN∑
t=τJ+1

Eb,34
t

[
1{Xt=Xt−1+1}

r2(2N −Xt−1)
2NXt−1

− 1{Xt=Xt−1}βXt
r2(2N −Xt−1)

2NXt−1

]]
+O

(
1

log(N)

)

6 nBB · E
[ τN∑
t=τJ+1

r2(2N −Xt−1)
2NXt−1

{
1{Xt=Xt−1+1} − 1{Xt=Xt−1}βXt

}]
+O

(
1

log(N)

)

= nBB ·
N∑
k=J

r2(2N − k)
2Nk E

[
Uk − βkHk

]
+O

(
1

log(N)

)

= nBB · r2
2N ·

N∑
k=J

2N − k
k

(1− s)k · (1− (1− s)2N−k)
(1− (1− s)2N )︸ ︷︷ ︸

61

+O
(

1
log(N)

)
, by (2.91),

6 nBB
r2
2N

2N − J
J

·
N∑
k=J

(1− s)k +O
(

1
log(N)

)
6 nBB · r2

J
· 1
s

+O
(

1
log(N)

)
6

C

log(N) .

Returning to (2.90) it remains to bound the expectations of the other two terms. By the
definition of θ̃34

t and (2.61) we get

E
[ τN∑
t=τJ+1

P
(
K̃34
t−1 − K̃34

t > 2 | X,K1
0
)]

6

(
nBB

2

)
· E
[ τN∑
t=τJ+1

(
θbbt
)2 +

(
θr2t
)2]

6
C

(logN)2 ,

and by similar calculations as in (2.85) and using Propositions 2.12 and 2.13 we obtain

E
[ τN∑
t=τJ+1

P
(
K34
t−1 −K34

t > 2 | X,K1
0
)]

6
C

log(N) ,

as K34
t can only increase by more than one if we have a coalescence prior to the particular
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split of the two neutral loci. Both bounds and Lemma 2.40 result in the final statement

P
(
K34
t 6= K̃34

t for some τN > t > τJ
)
6

C

log(N) .

Lemma 2.41. We have

K̃34
τJ
| X, K̃1

0 ∼ Bin(K1
0 , F

34
J ),

with F 34
J := 1−

∏τ
t=τJ+1(1− θ̃34

t ) and θ̃34
t = pr2B (Xt−1, Xt) · 1{Xt=Xt−1+1}.

The proof is exactly the same as for Lemma 2.38 and is thus omitted here.

Let us summarize the result for K34
t at this point: we know that conditional on X and K1

0 the
number of individuals whose neutral loci find different b-ancestors is approximately binomially
distributed with parameters K1

0 and F 34
1 . What is left to show is that we can approximately

calculate the expectation of F 34
J and that it gives us E(F 34

J ) = E(F 2
J ) + O(1/ log(N) with

F 2
J as in Lemma 2.38. This can be done very easily by performing similar calculations as in

(2.63) from the proof of Lemma 2.33.

Lemma 2.42. With θ̃34
t = pr2B (Xt−1, Xt) · 1{Xt=Xt−1+1} as above and η̃34

J :=
∑τN
t=τJ+1 θ̃

34
t we

have

E
(
η̃34
J

)
= r2

s

N∑
k=J

1
k

+O
( 1

log(N)
)
.

Further, it holds that

∣∣E(F 34
J )− (1− exp(−E(η̃34

J )))
∣∣ 6 C/ log(N).

In particular, this Lemma implies that E(F 34
1 ) = q(2) +O(1/ log(N)), with q(2) as defined in

(2.18).

Proof. Recall the calculation of the expectation of a similar η in (2.63) and note that the term
from the holds in θr(2)

t = p
r(2)
B (Xt−1, Xt) only contributed as term of order at most 1/ log(N)

to the expectation of the there considered η̃k. With this, we indeed get the same result with
the same error bound using r2 instead of r(2):

E
[
η̃34
J

]
= r2

s

N∑
k=J

1
k

+O
(

1
log(N)

)
.
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The fact that we can indeed perform a Poisson approximation for F 34
J holds true as θ̃34

t 6

pr2B (Xt−1, Xt) 6 p
r(2)
B (Xt−1, Xt), and (2.61) from the proof of Lemma 2.33.

Applying the Mean value theorem and Jensen’s Inequality ends the proof as described in
(2.44):

∣∣E[F 34
J

]
− (1− exp(−E

[
η̃34
J

]
))
∣∣

6 E
∣∣ exp(−η̃34

J )− exp
(
− E

[
η̃34
J

])∣∣+O( 1
log(N)

)
6
√

Var(η̃34
J ) + C

log(N) 6
C

log(N) .

Taking all previous results together, we can prove our claim due to the following observations:
First, look at the joint distribution of the approximating processes K̃t := (K̃1

t , K̃
2
t , K̃

34
t ) and

note that we could have defined the processes K2 and K̃2 additionally conditional on K34
0

with the same result since K34 and K2 operate on disjoint sets and the information on which
individuals are not available for the process K2 is already included in the condition K1

0 . With
this argument in mind we get by the Lemmas 2.36, 2.38 and 2.41:

P(K̃1
0 = k1, K̃

2
0 = k2, K̃

34
0 = k34 | X) = P(K̃2

0 = k2, K̃
34
0 = k34 | K̃1

0 = k1, X)P(K̃1
0 = k1 | X)

= P(K̃2
0 = k2 | K̃1

0 = k1, X)P(K̃34
0 = k34 | K̃1

0 = k1, X)P(K̃1
0 = k1 | X)

=
(
nBB − k1

k2

)
(F 2

1 )k2(1− F 2
1 )nBB−k1−k2

(
k1
k34

)
(F 34

1 )k34(1− F 34
1 )k1−k34

·
(
nBB

k1

)
(F 1

1 )k1(1− F 1
1 )nBB−k1

= nBB!
k2!k34!(k1 − k34)!(nBB − k1 − k2)! [(1− F

1
1 )(1− F 2

1 )]nBB−k1−k2 [(1− F 1
1 )F 2

1 ]k2

· [F 1
1 (1− F 34

1 )]k1−k34 [F 1
1F

34
1 ]k34

= P(K̄X
0 = (nBB − k1 − k2, k2, k1 − k34, k34) | X), (2.92)

with K̄X
0 | X distributed multinomially,

K̄X
0 | X ∼ Mult

(
nBB; (1− F 1

1 )(1− F 2
1 ), (1− F 1

1 )F 2
1 , F

1
1 (1− F 34

1 ), F 1
1F

34
1
)
.

Second, let Kt := (K1
t ,K

2
t ,K

34
t ). Then, combining the statements from Lemma 2.36, 2.37

and 2.39 results in

P(Kt 6= K̃t for some t > τJ) 6
∑

j∈{1,2,34}
P(Kj

t 6= K̃j
t for some t > τJ) 6 C

logN .

Last, consider the process D, defined in (2.25). From the construction of the processes K1,K2
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and K34 we get the following for d0, d1, d2, d3, d4 ∈ [nBB] with
∑4
j=0 dj = nBB and d2 = 0:

P(D0 = (d0, d1, d2, d3, d4)) = P(nBB −K1
0 −K2

0 = d0,K
2
0 = d1,K

1
0 −K34

0 = d3,K
34
0 = d4)

= P(K1
0 = d3 + d4,K

2
0 = d1,K

34
0 = d4),

and therefore it follows by the above and (2.92) that∣∣∣P(D0 = (d0, d1, d2, d3, d4))− P(K̃1
0 = d3 + d4, K̃

2
0 = d1, K̃

34
0 = d4)

∣∣∣
=
∣∣∣P(D0 = (d0, d1, d2, d3, d4))− P(K̄X

0 = (nBB − d1 − d3 − d4︸ ︷︷ ︸
=d0

, d1, d3, d4))
∣∣∣ 6 C

logN .
(2.93)

The only thing left to show is that q(1), q(2) from (2.18) have the correct form.

Lemma 2.43. For any d0, d1, d2, d3, d4 ∈ [nBB] with
∑4
j=0 dj = nBB and d2 = 0 it holds that

∣∣∣E[[(1− F 1
1 )(1− F 2

1 )
]d0[(1− F 1

1 )F 2
1
]d1[F 1

1 (1− F 34
1 )
]d3[F 1

1F
34
1
]d4
]

−
[
(1− q(1))(1− q(2))

]d0[(1− q(1))q(2)]d1[q(1)(1− q(2))
]d3[q(1)q(2)]d4

∣∣∣ 6 C

logN .

Proof. Lemma 3.4.3 in [15] implies∣∣∣E[[(1− F 1
1 )(1− F 2

1 )
]d0[(1− F 1

1 )F 2
1
]d1[F 1

1 (1− F 34
1 )
]d2[F 1

1F
34
1
]d3
]

−
[
(1− q(1))(1− q(2))

]d0[(1− q(1))q(2)]d1[q(1)(1− q(2))
]d2[q(1)q(2)]d3

∣∣∣
6 E

[
d0
∣∣(1− F 1

1 )(1− F 2
1 )− (1− q(1))(1− q(2))

∣∣+ d1
∣∣(1− F 1

1 )F 2
1 − (1− q(1))q(2)∣∣

+ d2
∣∣F 1

1 (1− F 34
1 )− q(1)(1− q(2))

∣∣+ d3
∣∣F 1

1F
34
1 − q(1)q(2)∣∣]

6 E
[
d0
(
|(1− F 1

1 )− (1− q(1))|+ |(1− F 2
1 )− (1− q(2))|

)
+ d1

(
|(1− F 1

1 )− (1− q(1))|+ |F 2
1 − q(2)|

)
+ d2

(
|F 1

1 − q(1)|+ |(1− F 34
1 )− (1− q(2))|

)
+ d3

(
|F 1

1 − q(1)|+ |F 34
1 − q(2)|

)]
= E

[
nBB

∣∣F 1
1 − q(1)∣∣+ (d0 + d1)

∣∣F 2
1 − q(2)∣∣+ (d2 + d3)

∣∣F 34
1 − q(2)∣∣]

In Lemma 2.42 we have shown that
∣∣F 34

1 − F 2
1
∣∣ 6 C/ log(N) for some constant C and thus

∣∣F 34
1 − q(2)∣∣ 6 ∣∣F 34

1 − F 2
1
∣∣+ ∣∣F 2

1 − q(2)∣∣ 6 ∣∣F 2
1 − q(2)∣∣+O(1/ log(N)).

For j = 1, 2, terms of the type E
∣∣F j1 −qj∣∣ have already been treated in the proof of Proposition

2.15. Let ηj1 :=
∑τ
j=1 θ

rj
t for j = 1, 2. Then, by (2.61), (2.63), (2.65), (2.66) and Lemma 3.10

in [36] we get similarly as in (2.44)

∣∣F j1 − qj∣∣ 6 ∣∣F j1 − (1− exp(−ηj1)
)∣∣+ ∣∣ exp(−ηj1)− exp(−E(ηj1))

∣∣
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+
∣∣ exp(−E(ηj1))− exp

(
− rj

s log(2N)
)∣∣, and hence

E
∣∣F j1 − qj∣∣ 6 C/(logN)2 + C/ log(N) 6 C/ log(N).

This ends the proof as the error terms are of the correct order and will only be multiplied by
finite values less or equal to nBB.

Applying the above Lemma to the previous results which gave Equation (2.93) then finishes
the proof of Proposition 2.22.

Proof of Proposition 2.19. The proof of this Proposition is almost identical to the proof of
Lemma 5.2, and thus Proposition 2.5, from [36]. Any details can be taken from the above
proof of Proposition 2.20 and thus we will be very brief here. Keep in mind that by Proposition
2.9 there are no further relevant events, such as migrations into the b-population, happening
between times τN and τ .
For KBB :=

(
KBB
t

)
τN6t6τ with KBB

t as defined in (2.22) we have KBB
τ = 0 and further we

can verify that KBB
t−1 −KBB

t ∈ {0, 1, . . . , n} for all τN + 1 6 t 6 τ and

E(KBB
t−1 −KBB

t | X, (KBB
u )t6u6τ ) = (n−KBB

t )θBBt ,

with θBBt = pr2BB(Xt−1, Xt) from Lemma 2.28. Let us define another process K̃BB =(
K̃BB
t

)
τN6t6τ as follows:

K̃BB
τ = 0 and K̃BB

t−1 − K̃BB
t | X, (K̃BB

u )t6u6τ ∼ Bin(n− K̃BB
t , θBBt ). (2.94)

Then, on the set where {K̃BB
t = KBB

t } we have

E(K̃BB
t−1 − K̃BB

t | X, (K̃BB
u )t6u6τ ) = (n−KBB

t )θBBt = E(KBB
t−1 −KBB

t | X, (KBB
u )t6u6τ ),

and thus can apply Lemma 2.35 in the same way as it is done in the proof of Lemma 5.2 in
[36] in order to attain for any J > N

P(KBB
t 6= K̃BB

t for some t > τJ | X)

6 n
τ∑

t=τJ+1

{
P(KBB

t−1 −KBB
t > 2 | X) + P(K̃BB

t−1 − K̃BB
t > 2 | X)

}

The first part in this sum can be bounded thanks to Proposition 2.17:

E
[ τ∑
t=τJ+1

P(KBB
t−1 −KBB

t > 2 | X)
]
6 n · P(KBB

t−1 −KBB
t > 2 for some τ > t > τJ + 1)

6 n · P(∃i,m, j : Gj(i,m) > Rrec
B (i) > τJ) 6 C/ log(N).
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The second part in the sum can be bounded by properties of binomially distributed random
variables by using (2.46) from the proof of Proposition 2.14:

E
[ τ∑
t=τJ+1

P(K̃BB
t−1 − K̃BB

t > 2 | X)
]
6

(
n

2

)
E
[ τ∑
t=τJ+1

(
θBBt

)2]
6 C/(log(N))2.

The definition (2.94) of K̃BB implies that

K̃BB
τJ
| X ∼ Bin(n, FBBJ ),

with FBBJ = 1−
∏τ
t=τJ+1(1− θBBt ), J > N , and thus we have for any d = 0, 1, . . . , n:

∣∣P(KBB
τJ

= d)−
(
n

d

)
E
[
(FBBJ )d(1− FBBJ )n−d

]∣∣ 6 C/ log(N),

We can now finish the proof with similar calculations as in (2.44) and in the proof of Lemma
2.43: applying Lemma 3.4.3 in [15] and consulting Proposition 2.14 and (2.47) from its proof
results in

∣∣E[(FBBJ )d(1− FBBJ )n−d
]
− (qBBJ )d(1− qBBJ )n−d

∣∣
6 d · E|FBBJ − qBBJ |+ (n− d) · E|1− FBBJ − (1− qBBJ )| 6 c/ log(N).

Proof of Proposition 2.21. Proposition 2.20 tells us that, approximately, we can decide inde-
pendently for each individual what kind of relationship its neutral loci take at the beginning
of the sweep. It also gives the success probabilities for the corresponding multinomial dis-
tribution. The proof of this Corollary now follows from straightforward calculations by the
following thoughts:
First consider the case that only the first neutral locus of an individual sampled at time τN
is relevant. It will be ancestral to the mutant if this individual accounts for an increment of
D0 or D1, and it will be ancestral to some b-individual if it accounts for any other entry of
the vector D. Hence, by the distribution from D̃ as given in (2.27) the probability that N1
originates from the mutant is

qN1
B = (1− q(1))(1− q(2)) + (1− q(1))q(2) = 1− q(1),

and the probability for the complementary event is equal to

qN1
b = q(1)(1− q(2)) + q(1)q(2) = q(1).
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For the second neutral locus, these probabilities can be derived in the same way consulting
(2.27): N2 is ancestral to the mutant only if the individual is counted by D0, with probability
qN2
B = (1− q(1))(1− q(2)) and it escapes the sweep in all other cases, that is, with probability

qN2
b = (1− q(1))q(2) + q(1)(1− q(2)) + q(1)q(2) = q(1) + q(2) − q(1)q(2).

In order to calculate the probability that both neutral loci of an individual from time τ
which reside in different B-individuals at time τN behave in a specific way, we just have to
multiply the corresponding probabilities for the individual lines from time τN because of the
multinomial and therefore independent character ofD. As an example, the success probability
corresponding to the first entry of D̄ results as the product of qN1

B and qN2
B . All other success

probabilities from the vector arise in the same way and finally Propositions 2.12 and 2.13
guarantee that D̄3 ≡ 0 with high probability.

Proof of Proposition 2.22. The proof of this Proposition follows from straightforward calcu-
lations by the statements of the Propositions 2.19, 2.20 and Corollary 2.21.
From the definition of the processes D̄ from (2.28) and D as in (2.25) we know that for
sample size n at time τ and conditional on KBB

τN
= k, the vector D∗ is given through

D∗ = D̄(k) +D(n− k), that is,

P(D∗ = d∗) =
n∑
k=0

P(D∗ = d∗ | KBB
τN

= k) · P(KBB
τN

= k)

=
n∑
k=0

P(D̄(k) +D(n− k) = d∗ | KBB
τN

= k) · P(KBB
τN

= k)

=
n∑
k=0

P(KBB
τN

= k) ·
∑

06d6d∗
P(D̄(k) = d∗ − d,D(n− k) = d | KBB

τN
= k) (2.95)

By Proposition 2.20 we know that a sample from time τN can be approximately constructed
by a multinomial experiment: for each sampled individual we can independently draw the
ancestral relationship for its two neutral loci. This in particular implies that, given the
number k of individuals whose neutral loci split within the B-population, the vectors ˜̄D(k)
and D̃(n− k) are independent.
We will show that the process D̃∗ defined in (2.32) has approximately, up to an error term of
order at most 1/ log(N), the same distribution as the sum ˜̄D + D̃. As

P((D̄,D) 6= ( ˜̄D, D̃)) 6 P(D̄ 6= ˜̄D) + P(D 6= D̃) 6 C/ log(N)

by Proposition 2.20 and Corollary 2.21, this then shows that D∗ and D̃∗ have approximately
the same distribution.
Let us hence consider the sum ˜̄D + D̃ instead of the true processes in (2.95). Keep in mind
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that ˜̄D3 ≡ 0, as well as D̃2 ≡ 0, and that if D∗ = d∗ we need KBB
τN

> d∗2. On the other hand,
KBB
τN

can at most reach the value n−d∗3. For d∗ = (d∗0, d∗1, d∗2, d∗3, d∗4) with
∑4
i=0 d

∗
i = n we get

by (2.30) and (2.27):

P( ˜̄D + D̃ = d∗) =
n−d∗3∑
k=d∗2

P( ˜̄D + D̃ = d∗ | KBB
0 = k) · P(KBB

0 = k)

=
n−d∗3∑
k=d∗2

∑
06d6d∗

P(D̃ = d, ˜̄D = d∗ − d | KBB
0 = k) · P(KBB

0 = k) · 1{d0+d1+d4=n−k−d∗3, d2=0, d3=d∗3}

=
n−d∗3∑
k=d∗2

∑
06d6d∗

d2=0,d3=d∗3

P(D̃ = d | KBB
0 = k)P( ˜̄D = d∗ − d | KBB

0 = k)P(KBB
0 = k)1{d0+d1+d4=n−k−d∗3}

=
n−d∗3∑
k=d∗2

∑
06d6d∗

d2=0,d3=d∗3

1{d0+d1+d4=n−k−d∗3}
(n− k)!

d0!d1!d∗3!d4! [(1− q
(1))(1− q(2))]d0 [(1− q(1))q(2)]d1

· [q(1)(1− q(2))]d∗3 [q(1)q(2)]d4 k!
(d∗0 − d0)!(d∗1 − d1)!d∗2!(d∗4 − d4)! [(1−q

(1))(1−q(1))(1−q(2))]d∗0−d0

· [(1− q(1))[1− (1− q(1))(1− q(2))]]d∗1−d1 [q(1)(1− q(1))(1− q(2))]d∗2

· [q(1)[1− (1− q(1))(1− q(2))]]d∗4−d4 n!
k!(n− k)! (q

BB)k(1− qBB)n−k

=
(

n

d∗0, d
∗
1, d
∗
2, d
∗
3, d
∗
4

)
[(1− q(1))(1− q(2))]d∗0 [(1− q(1))]d∗1 [qBBq(1)(1− q(1))(1− q(2))]d∗2 [q(1)]d∗4

· [q(1)(1− q(2))(1− qBB)]d∗3
n−d∗3∑
k=d∗2

∑
06d6d∗

d2=0,d3=d∗3

(
d∗0
d0

)(
d∗1
d1

)(
d∗4
d4

)=(qBB)d
∗
0−d0+d∗1−d1+d∗4−d4︷ ︸︸ ︷

(qBB)k−d∗2 · (1− qBB)n−k−d∗3︸ ︷︷ ︸
=(1−qBB)d0+d1+d4

· [(1− q(1))]d∗0−d0 [1− (1− q(1))(1− q(2))]d∗1+d∗4−d1−d4 [q(2)]d1+d4 · 1{d0+d1+d4=n−k−d∗3}

=
(

n

d∗0, d
∗
1, d
∗
2, d
∗
3, d
∗
4

)
[(1− q(1))(1− q(2))]d∗0 [(1− q(1))]d∗1 [qBBq(1)(1− q(1))(1− q(2))]d∗2

· [q(1)(1− q(2))(1− qBB)]d∗3 [q(1)]d∗4
n−d∗3∑
k=d∗2

∑
06d6d∗

d2=0,d3=d∗3

(
d∗0
d0

)(
d∗1
d1

)(
d∗4
d4

)
[qBB(1− q(1))]d∗0−d0 [1− qBB]d0

· [(1− qBB)q(2)]d1+d4 [qBB(1− (1− q(1))(1− q(2)))]d∗1+d∗4−d1−d4 · 1{d0+d1+d4+k−d∗2=d∗0+d∗1+d∗4}

=
(

n

d∗0, d
∗
1, d
∗
2, d
∗
3, d
∗
4

)
[(1− q(1))(1− q(2))]d∗0 [(1− q(1))]d∗1 [qBBq(1)(1− q(1))(1− q(2))]d∗2

· [q(1)(1− q(2))(1− qBB)]d∗3 [q(1)]d∗4 ·
n−d∗2−d

∗
3∑

k=0

d∗0∑
d0=0

(
d∗0
d0

)
[qBB(1− q(1))]d∗0−d0 [1− qBB]d0
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·
d∗1∑
d1=0

(
d∗1
d1

)
[(1− qBB)q(2)]d1 [qBB(1− (1− q(1))(1− q(2)))]d∗1−d1

·
d∗4∑
d4=0

(
d∗4
d4

)
[qBB(1− (1− q(1))(1− q(2)))]d∗4−d4 [(1− qBB)q(2)]d4 · 1{d0+d1+d4+k=d∗0+d∗1+d∗4}

(∗)=
(

n

d∗0, d
∗
1, d
∗
2, d
∗
3, d
∗
4

)
[(1− q(1))(1− q(2))]d∗0 [(1− q(1))]d∗1 [qBBq(1)(1− q(1))(1− q(2))]d∗2

· [q(1)(1− q(2))(1− qBB)]d∗3 [q(1)]d∗4 · [qBB(1− q(1)) + 1− qBB︸ ︷︷ ︸
=1−qBBq(1)

]d∗0 ·

· [(1− qBB)q(2) + qBB(q(1)(1− q(2)) + q(2))︸ ︷︷ ︸
=qBBq(1)(1−q(2))+q(2)

]d∗1 [qBB(q(1)(1− q(2)) + q(2)) + (1− qBB)q(2)]d∗4

=
(

n

d∗0, d
∗
1, d
∗
2, d
∗
3, d
∗
4

)
[(1− q(1))(1− q(2))(1− q(1)qBB)]d∗0 [(1− q(1))[q(1)qBB(1− q(2)) + q(2)]]d∗1

· [qBBq(1)(1− q(1))(1− q(2))]d∗2 [q(1)(1− q(2))(1− qBB)]d∗3 [q(1)[q(1)qBB(1− q(2)) + q(2)]]d∗4 .

The equality in (∗) can be seen by realizing that the restriction to those combinations of
d0, d1, d4 which fulfill d0 + d1 + d4 + k = d∗0 + d∗1 + d∗4 combined with the sum over all
k = 0, . . . , d∗0 + d∗1 + d∗4 gives exactly the correct number of terms such that every summand
from the first sum is multiplied with every possible product of terms from the second and
third sum in order to apply the binomial theorem.
From equality (A.1) in the proof of Lemma 2.30 we deduce that

|q(1) − p1| 6
C1

log(N) , |q(2) − p2| 6
C2

log(N) , |qBB − p2| 6
CBB

log(N)

Applying Lemma 3.4.3, [15] again, leads to the following:

∣∣∣P( ˜̄D + D̃ = d∗)−
(

n

d∗0, d
∗
1, d
∗
2, d
∗
3, d
∗
4

)
[(1−p1)(1−p2)(1−p1p2)]d∗0 [(1−p1)[p1p2(1−p2) + p2]]d∗1

· [p2p1(1− p1)(1− p2)]d∗2 · [p1(1− p2)(1− p2)]d∗3 · [p1[p1p2(1− p2) + p2]]d∗4
∣∣∣ 6 C

log(N) ,

as we have finitely many factors.
Comparing the above with the definition of q̄G1 = (q0, q1, . . . , q4) from (2.8) shows that indeed

∣∣P( ˜̄D + D̃ = d∗)− P(D̃∗ = d∗)
∣∣ 6 C/ log(N),

for some constant C. Applying the Triangle Inequality finishes the proof as noticed above.
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CHAPTER 3

Modeling a selective sweep with varying population size

In this chapter we consider the same biological question for two partially linked neutral loci:
how does a selective sweep influence the neutral gene genealogy of a random sample taken
at the time when the mutant allele has fixed in the population. However, we here study an
essentially different model for the evolution of the population through time which in particular
allows for varying population size. Precisely, we consider a version of the Darwinian model
which was introduced in Section 1.4.
We will see that the ideas needed for the proofs here are very similar to those developed in
Chapter 2. The critical point is to check that we can indeed transfer the methods to this
setting of a Markovian birth and death process where the expectation of births, that is up-
jumps, and deaths, corresponding to down-jumps, are not as easily derived as in the setting
with constant population size. Further, it is not clear which events will still be negligible,
in the same way as the concrete values of the event probabilities are not obvious, and need
careful calculations.
In Section 1.4 we introduced a simple version of such an eco-evolutionary model and also
stated some results concerning the dynamics of a population which evolves accordingly. A
two-locus version (with one neutral locus) of this model was studied by Smadi in [38]. The
focus there was to analyze different selective strengths of the mutant allele and also different
recombination regimes, that is, different orders of the recombination probability, in order to
obtain a result on the neutral allele proportions at the end of a selective sweep. In a joint
work with Charline Smadi, we aimed at combining the results from the multi-locus model
with the Darwinian approach in pursuance of a fine study of the so-called hitch-hiking effect
under a biologically motivated model with varying population size. Precisely, we consider a
three-locus model under the already introduced geometries (G1) and (G2) from Chapter 2
in order to gain insight into not only the proportions but also the neutral gene genealogies.
While we will state the main results with respect to each geometry, we will only give the
proofs for (G1) as it has the more difficult dependence structure and all results can be easily
transfered to the second geometry (G2).
A crucial aspect of our model is that we suppose that the surrounding environment of the
population has a certain carrying capacity, denoted by K, which was already introduced in



114 Modeling a selective sweep with varying population size

Definition 1.33. The equivalent of considering large population sizes as before is here then the
examination of large capacities K. In contrast to the approximation order from the previous
analysis from Chapter 2, that is, 1 over the logarithm of the population size, we will here in
the model with varying size state results in the limit K →∞ without giving asymptotics.
All results in this chapter were obtained through the joint work with Charline Smadi. We
here give a detailed overview on the model and present the main results in Section 3.1 and
3.2, respectively. In the subsequent discussion of the result we will in particular draw the
connection to the results presented in Section 2.2 of the previous chapter. In the remaining
parts of this chapter we will develop the main ideas and ingredients for the proof of the
main theorems. We however abstain from stating proofs here which were mainly developed
by Charline Smadi and refer to a preprint of our joint work instead. Nevertheless, we will
describe the main ideas which are used and further detail one proof which was essentially the
result of my previous work as described in Chapter 2.
Due to convenience, we will in most cases stick to the notation which was used in this joint
work and do not adjust it such that it is consistent with the remainder of this thesis. This in
particular considers the name of the selectively advantageous allele, here a, and the wild-type,
A (in contrast to B and b, respectively, from Chapter 2).

3.1 An eco-evolutionary three-locus model with recombina-
tion

We consider a haploid, but sexually reproducing population which evolves according to a
birth and death Markov process in continuous time. This can be understood as follows: there
are always two individuals involved in a reproduction event and if no recombination occurs,
a birth leads to a binary branching of the one parental line and both branches then carry
the same alleles at all loci. In case of a recombination, the offspring can instead copy some
genetic material from the other parent, which leads to a coalescence of the two parental lines
forwards in time.
To be precise: we consider one locus under selection, SL, with alleles in A := {A, a} and two
neighboring neutral loci N1 and N2 with alleles in the finite sets B and C respectively, and
denote by E = A×B×C the type space. As mentioned before we will study the two possible
geometric alignments stated in (G1) and (G2). We will introduce the model and notations
again only for (G1), their analogs for (G2) can be deduced straightforwardly.
The state of the population at any time t ∈ R+ is characterized by the numbers of individuals
present at time t which carry a certain genotype. We denote by NK this process, defined by

NK = (NK(t), t ≥ 0) =
(
(NK

αβγ(t))(α,β,γ)∈E , t ≥ 0
)
, (3.1)
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where NK
αβγ(t) denotes the number of αβγ-individuals present at time t. Note that here the

superscript K indicates the dependence of the process and not a scaling by K, opposed to the
superscript (K) from Definition 1.34 and the subsequent statements in Section 1.4.
The recombination probabilities are defined in the same way as in Section 2.1 and depend on
K in such a way that

lim sup
K→∞

rj logK <∞, j = 1, 2, (3.2)

which is called the regime of weak recombination and motivated by Theorem 2 in [38] which
states that in this scale we can observe a non-trivial signature by the recombinations on the
neutral allele distribution. If the recombination probabilities are larger (which means that
the neutral loci are more distant from the selected locus), there are many recombinations and
the selective strength of the sweep is not strong enough, that is, the sweep is “too slow”, in
order to modify the neutral diversity at these sites.
Recombinations can lead to a mixing of the parental genetic material in the newborn, and
hence, parents with types (α, β, γ) and (α′, β′, γ′) in E can generate the following offspring:

possible genotype event probability

αβγ, α′β′γ′ no recombination (1− r1)(1− r2)

αβ′γ′, α′βγ one recombination between SL and N1 r1(1− r2)

αβγ′, α′β′γ one recombination between N1 and N2 (1− r1)r2

αβ′γ, α′βγ′ two recombinations r1r2

(3.3)

We will see that the probability to witness a birth event with two simultaneous recombinations
is very small.
Recall Definition 1.33 and Equation (1.23). We will now analogously introduce the biologically
motivated eco-evolutionary parameters of this model. As we assume the alleles at the loci N1
and N2 to be neutral, the ecological parameters of an individual only depend on its allele α
at the locus under selection. Let us denote the fertility of an individual as follows

fα = the birth rate of an individual of genetic type α. (3.4)

By addressing the complementary type of the allele α by ᾱ, we get the following result for
the total birth rate of individuals of type (α, β, γ) ∈ E in the process NK :

bKαβγ(n) = (1− r1)(1− r2)fαnαβγ + r1(1− r2)fαnα
fαnαβγ + fᾱnᾱβγ
fana + fAnA
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+ (1− r1)r2fα
( ∑
γ′∈C

nαβγ′
)∑

β′∈B(fαnαβ′γ + fᾱnᾱβ′γ)
fana + fAnA

+ r1r2fα
( ∑
β′∈B

nαβ′γ
)∑

γ′∈C(fαnαβγ′ + fᾱnᾱγ′)
fana + fAnA

, (3.5)

where nαβγ (resp. nα) denotes the number of αβγ-individuals (resp. α-individuals) present
in the population and n = (nαβγ , (α, β, γ) ∈ E) is the current state of the population. This
rate can be best understood by consulting the list from (3.3) and realizing that the total birth
rate in the current population is equal to fana + fAnA.
An α-individual can die either a natural death (rate Dα), or it dies because of type-dependent
competition. Recalling the definition of the competition kernel C in (1.21) then results in the
total death rate of individuals carrying the alleles (α, β, γ) ∈ E in the population process NK :

dKαβγ(n) =
(
Dα + Cα,A

K
nA + Cα,a

K
na

)
nαβγ . (3.6)

Hence, NK is a multitype birth and death process with rates given in (3.5) and (3.6). Of-
ten we are only interested in the total numbers NK

A (t) and NK
a (t) of A- and a-individuals,

respectively, given by a birth and death process
(
NK
A (t), NK

a (t)
)
t≥0 with the following rates:

bKα (n) =
∑

(β,γ)∈B×C
bKαβγ(n) = fαnα,

dKα (n) =
∑

(β,γ)∈B×C
dKαβγ(n) =

(
Dα + Cα,A

K
nA + Cα,a

K
na
)
nα.

(3.7)

So far, we did not specify how the selective advantage of individuals with the a-allele is in-
cluded into the model. However, as the birth and death rates are type-dependent it can
obviously be integrated into the present framework. The advantage or disadvantage an indi-
vidual with allele type α has in an ᾱ-population at equilibrium is summarized by the invasion
fitness Sαᾱ as already introduced in (1.30):

Sαᾱ := fα −Dα − Cα,ᾱn̄ᾱ, (3.8)

where the equilibrium density n̄α = (fα −Dα)/Cα,α is defined as in (1.27). The role of the
invasion fitness Sαᾱ and the definition of the equilibrium density n̄α were already motivated
in Section 1.4. We know from Proposition 1.35 that if NK

A (0) and NK
a (0) are of order K and

K is large, the process (NK
A (0)/K,NK

a (0)/K) is very close to the solution of the competitive
Lotka-Volterra system from (1.29),

ṅ(z)
α = (fα −Dα − Cα,An(z)

A − Cα,an
(z)
a )n(z)

α , n(z)
α (0) = zα, α ∈ A, (3.9)
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during any finite time interval. In particular, (1.32) from Proposition 1.36 tells us that (3.9)
has a unique stable equilibrium (0, n̄a) and two unstable steady states (n̄A, 0) and (0, 0) if we
assume that the following assumptions on the parameters hold true:

n̄A > 0, n̄a > 0, and SAa < 0 < SaA. (3.10)

Moreover, if we define the conditional probability measure

P(·) := P( · | NK
A (0) = bn̄AKc, NK

a (0) = 1), (3.11)

then Equation (39) from Lemma 3 in [13] states that in the limit of large carrying capacities
K, the probability that the allele a fixes in the population is equal to the following:

lim
K→∞

P(FixK) = SaA
fa

=: s, (3.12)

where s is called rescaled invasion fitness. Here, the event of fixation of the a-allele and the
extinction time of the A-population are defined as follows:

TKext := inf
{
t ≥ 0 : NK

A (t) = 0
}
, and FixK :=

{
TKext <∞, NK

a (TKext) > 0
}
. (3.13)

The condition in the measure from (3.12) is exactly the starting condition for a potential
selective sweep, and the condition in (3.10) guarantees that we have a positive probability for
the mutant allele to actually fix in the population such that the sweep is completed. We will
now present our results under this evolutionary model.

3.2 Results and discussion for a sample from a Darwinian pop-
ulation at the end of a selective sweep

In the following we will consider a random sample of a fixed number of d ∈ N individuals taken
at the time of fixation TKext of the mutant allele and again describe the ancestral relationships
for all sampled neutral loci [d; 1, 2] = {(i, 1), (i, 2), i ∈ [d]} by a marked partition ΘK

d ∈ P∗[d;1,2].
Recall the definition of the true partition Θ from Definition 2.4 as well as the Definition 2.5 of
a marked q̄-partition. We stress again that in such a partition there are no unmarked blocks
with more than two elements and if there is an unmarked block of size two then both its
elements correspond to loci from the same sampled individual. We will again formulate these
concepts in the present setting as it turns out that also under this evolutionary model, the
partition of a sample has the structure of a marked p̄-partition for some vector p̄.

Definition 3.1. The partition ΘK
d ∈ P∗[d;1,2] reflecting the true structure of the sample is

defined as follows: each block of the partition ΘK
d is composed of all those neutral alleles
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sampled at time TKext which originate from the same given individual alive at the beginning of
the sweep. The block containing the descendants of the mutant a (if such a block exists) is
distinguished by the mark ∗.

Definition 3.2. For d ∈ N let ∆d denote the subset of P∗[d;1,2] consisting of all marked p̄-
partitions

∆d =
{
π : π is a marked p̄-partition, p̄ = (p1, . . . , p5) ∈ [0, 1]5, |p̄| =

5∑
j=1

pj = 1
}
. (3.14)

Further, for any π ∈ P∗[d;1,2] we set:

|π|1 = #{i ∈ [d] : (i, 1) and (i, 2) belong to the marked block }

|π|2 = #{i ∈ [d] : (i, 1) belongs to the marked block, {(i, 2)} is an unmarked block }

|π|3 = #{i ∈ [d] : (i, 2) belongs to the marked block, {(i, 1)} is an unmarked block }

|π|4 = #{i ∈ [d] : {(i, 1), (i, 2)} is an unmarked block }

|π|5 = #{i ∈ [d] : {(i, 1)} and {(i, 2)} are two distinct unmarked blocks }.

(3.15)

Then,
∑5
k=1 |π|k 6 d with equality if π ∈ ∆d.

We will now define the probabilities for the vector p̄ of the marked p̄-partition which reflects
the structure of the true partition in the limit of large carrying capacities. Let

q1 := exp
(
− r1 logK

s

)
, q2 := exp

(
− r2 logK

s

)
,

q̄2 := exp
(
− far2 logK

|SAa|

)
, and q3 := far1

fa(r1 + r2)− fAr2

(
q
fA/fa
2 − q1q2

)
,

(3.16)

where SaA and SAa have been defined in (3.8), s = SaA/fa as in (3.12), fa, fA as in (3.4)
and r1, r2 fulfilling (3.2). We did not make any assumption on the sign of fa(r1 + r2)− fAr2,
but q3 can be written in the form δ(e−µ − e−ν)/(ν − µ) for µ, ν ∈ R+, δ = r1 log(K)/s, and
hence it is well defined and non negative. Further, it is easy to check that q3 < 1. We now
define the entries of the appropriate p̄ ∈ [0, 1]5 which will quantify the law of ΘK

d for large K
in main result:

Let p̄ := (p1, p2, p3, p4, p5) with

p1 := q1q2[1− (1− q1)(1− q̄2)], p2 := q1[(1− q1q2)− q2q̄2(1− q1)],

p3 := q1q2(1− q̄2)(1− q1), p4 := q̄2q3, p5 := (1− q1)(1− q1q2(1− q̄2))− q̄2q3.

(3.17)

Note that
∑

16k65 pk = 1. Finally, we summarize all assumptions made on the parameters
throughout this chapter as follows:
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Assumption 3.3. We assume that (NK
A (0), NK

a (0)) = (bn̄AKc, 1) and that the conditions
from (3.2) on the recombination probabilities and from (3.10) on the equilibrium densities and
the fitness hold.

With Definitions 3.1 and 3.2 in mind, we can now state our main results:

Theorem 3.4 (Genealogy of a sample, geometry (G1)). Let d be in N. Then under Assump-
tion 3.3, we have for every π ∈ P∗[d;1,2]

lim
K→∞

∣∣∣P(ΘK
d = π|FixK)− 1{π∈∆d}p1

|π|1p2
|π|2p3

|π|3p4
|π|4p5

|π|5
∣∣∣ = 0, (3.18)

with pk as defined in (3.17), k = 1, . . . , 5.

This statement can be interpreted in a similar way as Theorem 2.6. When K is large, ΘK
d

belongs to ∆d with a probability close to one, and has marking probabilities as stated in
(3.17). More precisely, in the limit K →∞ the true partition is a marked p̄-partition which
in particular implies that the d sampled individuals have asymptotically independent neutral
genealogies.
With high probability, the neutral alleles of a given sampled individual i either originate from
the first mutant a and belong to the marked block, or they escape the sweep and originate from
an A individual. In the latter case they form a singleton or a double-singleton {(i, 1), (i, 2)}
as we could already witness in the main theorem of the previous chapter, Theorem 2.6.
Hence, escaped neutral alleles of two distinct sampled individuals originate from distinct A-
individuals in the limit K →∞.
However, the structure of p̄ again implies that in general, the genealogies of the two neutral
alleles of a given individual are not independent as the allele at the second neutral locus
will migrate together with the first neutral locus in case of a recombination between SL and
N1. This phenomenon is seen in the above probabilities as follows: consider for example the
probability that (i, 1) and (i, 2) escape the sweep, which is p4 +p5. The probability that (i, 1)
(resp. (i, 2)) escapes the sweep however is p3 + p4 + p5 (resp. p2 + p4 + p5), and for every
K ∈ N such that r1 6= 0 we have

(p3 + p4 + p5)(p2 + p4 + p5) = (1− q1)(1− q1q2) < (1− q1)(1− q1q2 + q1q2q̄2) = p4 + p5.

As the term q1q2q̄2 does not tend to 0 when K goes to infinity under the condition on the
recombination on the recombination probabilities from (3.2), the only possibility to have an
equality in the limit is the case where r1 logK � 1 or in other words when the probability to
see a recombination between SL and N1 is negligible.

Let us now consider the second alignment N1-SL-N2:
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Theorem 3.5 (Genealogy of a sample, geometry (G2)). Let d be in N. Then under Assump-
tion 3.3, we have for every π ∈ P∗[d;1,2]

lim
K→∞

∣∣∣P(ΘK
d = π|FixK)

− 1{π∈∆d}[q1q2]|π|1 [q1(1− q2)]|π|2 [(1− q1)q2]|π|3 [(1− q1)(1− q2)]|π|5
∣∣∣ = 0,

(3.19)

with q1, q2 as defined in (3.16)

Once again this result implies that the neutral genealogies of the d sampled individuals are
asymptotically independent. Furthermore, in the geometry (G2) we have independence be-
tween the neutral loci of one individual. Indeed, the result stated in Theorem 3.5 means that
a neutral allele at locus Nj escapes the sweep with probability 1 − qj independently of all
other neutral alleles, including the allele at the other neutral locus of the same individual.
This is due to the fact that in (G2) a recombination between SL and one neutral locus has no
impact on the genetic background of the allele at the other neutral locus. Note in particular
that there is no block of the form {(i, 1), (i, 2)} in the limit partition, as the two neutral alleles
will recombine at the same time only with a very small probability.
At first glance, the statements of both Theorems 3.4 and 3.5 look identical to the results from
Theorems 2.6 and 2.7. However, there are two major differences: First, the above results
make no statement concerning the rate of convergence, they only give a result in the limit of
K → ∞. The other difference lies in the structure of the marking probabilities summarized
in the vector p̄. We will be a bit more detailed on the latter issue: In [38], the author studied
the two-locus version (SL-N1) of the here presented model. It was shown that the ancestral
relationships in a sample taken at the end of the selective sweep correspond to the ones de-
rived in [36] under the two-locus Moran model with recombination and selection when we
replace the fitness by the rescaled invasion fitness SaA/fa. The first expectation is now, that
we can find the same relation between the probabilities from (3.17) and the entries from q̄G1

in (2.8) from the previous chapter. If we however make the analogous comparison and try to
match the here obtained results for (G1) with the statement from Theorem 2.6 we observe
an interesting phenomenon: the probabilities for the different types of ancestry only coincide
if the birth rates of a- and A-individuals are the same, that is, if fa = fA holds true. To give
some heuristic on this observation we need to go back to the actual definition of the fitness,
Definition 1.30, and recall Example 1.32: in biology, the fitness describes the ability to both
survive and reproduce, and it is defined by the average contribution of an individual with
a given genotype to the gene pool of the next generation. Hence a mutation which affects
the fitness of an individual in a given environment can either act on the fertility (fα in our
model), or on the death rate, through the intrinsic rate (Dα) or by competition (Cα,α′), or
on both. As we here get correspondence of both results only in the case of identical fertilities
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for the A and the a individuals, we deduce that the selective strength of the mutation in the
Moran model introduced in Section 2.1 only acts through the death rate. This answers the
question which already came up in Example 1.32.

3.3 Dynamics of the sweep and proofs of the main results

A key ingredient of the underlying theory for this work is that we can divide the process of
a selective sweep in three phases, as already mentioned in Section 1.4. This idea is similar to
the separation of the time intervals [0, τN ) and [τN , τ ] from the previous chapter. We will here
as well consider each phase separately and show for each phase that some events have negli-
gible probability. We will as well use the technique of Poisson approximations from Lemma
A.2 throughout the calculations of the marking probabilities. However, the process which we
consider in this chapter is more complex. Whereas one can use a symmetry argument and
random walk theory in order to calculate the expected number of up-jumps and down-jumps
during the sweep as given in Lemma 2.23, we here need to define rather complicated couplings
for each phase in order to obtain approximate values for the needed expectations as well as
bounds on the covariances needed for the Poisson approximation.
First of all however, we need to rigorously characterize the three phases of a selective sweep
such that we can define appropriate and manageable probability measures for the respective
time intervals. Here we strongly benefit from the ideas and results from Sections 3 and 4.2
from [38].
Keep in mind that also in this chapter we condition on the event of fixation of the advan-
tageous allele by considering the measure P defined in (3.11). Throughout the remainder of
this chapter, let ε > 0 be independent of K and as small as it needs to be such that all
approximations hold.
In the following description it helps to visualize the process of the sweep as shown in the fol-
lowing graphic 3.3.1, obtained by Charline Smadi through a simulation with carrying capacity
K = 10000 and invasion parameters as stated below the figure.
First phase. In the first phase, the size of the wild-type A-population stays close to its
equilibrium value n̄AK as long as the size of the mutant a-population has not hit bεKc.
Similar as in (3.10) of [38] we introduce an interval surrounding n̄AK

IKε :=
[
K
(
n̄A − 2ε CA,a

CA,A

)
,K
(
n̄A + 2ε CA,a

CA,A

)]
∩ N, (3.20)

and the stopping times TKε and T̃Kε , which denote the hitting time of bεKc by the mutant
population and the exit time of IKε by the resident population, respectively,

TKε := inf{t > 0, NK
a (t) = bεKc}, T̃Kε := inf{t > 0, NK

A (t) /∈ IKε }, (3.21)
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Figure 3.3.1: The three phases of a selective sweep; in this simulation K = 10 000, n̄a = 2n̄A = 2
and SaA = |SAa| = 4. Time is going from left to right.

then we can deduce from [13] (see Equation (A.6) in [38] for the details of the derivation)
that the event of fixation of the mutant type and the event {TKε 6 T̃Kε } are very close, that
is, their symmetric difference has small probability:

lim sup
K→∞

P
([
{TKε 6 T̃Kε } ∩ (FixK)c

]
∪
[
FixK ∩ {TKε > T̃Kε }

])
6 cε, (3.22)

for a finite c and ε small enough, where we recall the definition of P(·) from (3.11). The
intuition is that once the invading type has reached a certain level while the wild-type did
not increase too much, we have a high probability for the event of a selective sweep. From
this point onwards, first phase will denote the time interval [0, TKε ] when the a-population
size is smaller than bεKc.

Second phase. From Proposition 1.35 we know that when NK
A and NK

a are of order K, the
rescaled population process (NK

A /K,N
K
a /K) is well approximated by the competitive Lotka-

Volterra system (3.9) ((1.29), respectively). Moreover, Proposition 1.36 says that under
condition (3.10) the dynamical system has a unique attracting equilibrium (0, n̄a) for an
initial condition z satisfying za > 0, with n̄a the equilibrium density as defined in (1.27). In
particular, if we introduce for (nA, na) ∈ N2 the notation,

P(nA,na)(·) := P(· | NK
A (0) = nA, N

K
a (0) = na), (3.23)

then Theorem 3 (b) in [13] offers a finer study on the solution of the system (1.29) in Propo-
sition 1.35 and we get:

lim
K→∞

sup
z∈Γ

P(bzAKc,bzaKc)
(

sup
06t6tε,α∈A

∣∣∣NK
α (t)
K − n(z)

α (t)
∣∣∣ > δ

)
= 0, (3.24)
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for every δ > 0 and za > 0, where

Γ :=
{
z ∈ RA+ : zAK ∈ IKε , za ∈ [ε/2, ε]

}
,

tε(z) := inf
{
s > 0 : ∀t > s, n

(z)
A (t) ∈ [0, ε2/2], n(z)

a (t) ∈ [n̄a − ε/2, n̄a + ε/2]
}
,

tε := sup{tε(z) : z ∈ Γ} <∞,

In the sequel, the expression second phase will be used synonymously for the time interval
[TKε , TKε + tε] when the population process is close to the system (3.9).

Third phase. Equation (3.24) also implies that

lim
K→∞

P
(
NK
A (TKε +tε)

K ∈ [ω1, ω2],
∣∣∣NK

a (TKε +tε)
K − n̄a

∣∣∣ 6 ε,
∣∣∣(NK

A (TKε )
K , N

K
a (TKε )
K

)
∈ Γ

)
= 1, (3.25)

where

2ω1 := inf{n(z)
A (tε) : z ∈ Γ} > 0, and ω2/2 := sup{n(z)

A (tε) : z ∈ Γ} 6 ε2/2. (3.26)

The third phase, which corresponds to the remaining time interval [TKε + tε, T
K
ext], can be seen

as the symmetric counterpart of the first phase, where the roles of A and a are interchanged
as the almost sure initial properties (given in (3.25)) are similar to the ones which define the
end of the first phase. In particular, the a-population size stays close to its equilibrium n̄aK

while the A-population goes to extinction.

Approximations for the first and third phases

We will now define conditional probability measures for the first and third phase whose exact
definition is motivated by the above observations and which approximate the measure defined
in (3.11). The ideas in this section are similar to the ones which were developed in the proof
of Lemma 4.3 in [38]. For M := 3 + (fa + Ca,A)/Ca,a, define the set

JKε :=
[
K
(
n̄a −Mε

)
,K
(
n̄a +Mε

)]
∩ N, (3.27)

and the stopping times TK0 , T (K,2)
ε and T̄Kε , which denote respectively the hitting times of 0

and bεKc by the A-population, and the exit time of JKε by the a-population during the third
phase (i.e. after the time TKε + tε):

TK0 := inf{t > 0, NK
A (TKε + tε + t) = 0},

T (K,2)
ε := inf{t > 0, NK

A (TKε + tε + t) = bεKc},

T̄Kε := inf{t > 0, NK
a (TKε + tε + t) /∈ JKε }.

(3.28)
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Recall the stopping times TKε and T̃Kε as defined in (3.21) and define the event

NK
ε := {TKε 6 T̃Kε } ∩

{
NK
A (TKε +tε)

K ∈ [ω1, ω2],
∣∣∣NK

a (TKε +tε)
K − n̄a

∣∣∣ 6 ε
}
, (3.29)

which describes the state of the population at the end of the first phase and the beginning of
the third phase. Then we have NK

ε ∩ {TK0 < T
(K,2)
ε ∧ T̄Kε } ⊂ {TKε < T̃Kε } by definition and

further get from the proof of Lemma 3 in [13] that

lim
K→∞

P
(
{TKε 6 T̃Kε } ∩ (NK

ε ∩ {TK0 < T (K,2)
ε ∧ T̄Kε })C

)
= 0. (3.30)

Using these events we define two conditional probability measures associated with the first
and third phases of the sweep:

P(1)(·) := P( · | TKε 6 T̃Kε ), and P(3)(·) := P( · | NK
ε ∩ {TK0 < T (K,2)

ε ∧ T̄Kε }). (3.31)

Then, by (3.12), (3.22) and (3.30), there exist two finite constants c and ε0 such that for
ε 6 ε0 and any measurable event C

sup
i∈{1,3}

lim sup
K→∞

∣∣P(C | FixK)− P(i)(C)
∣∣ 6 cε. (3.32)

Instead of the conditional measure P we can therefore use the probabilities (P(i), i ∈ {1, 3})
which are easier to handle. Nevertheless, in the proof of Lemma 3.11, given in B, we need
to define a different approximation of P(1) in order to be able to justify a coupling with
a supercritical birth and death process which is needed for the derivation of the expected
number of up- and down-jumps. Keep in mind that in this sort of model an event only
happens if the population size increases by one (birth) or decreases by one (death). There is
no such thing as an event connected to a hold as opposed to the constant population model
which we studied in Chapter 2.

3.3.1 Events impacting the neutral gene genealogies in each phase

Similar as in Section 2.1 we will now rigorously define the different types of reproduction
events und will derive statements for the genealogies of neutral alleles with respect to each
of the three phases of the sweep. We will later then give a fine study of the probabilities
for the different kinds of reproduction events in Sections 3.5.2 and 3.5.4, very similar to
the derivations from Section 2.4.3, and further combine the results in order to achieve the
statements for the whole sweep.

First phase. As we actually work with the continuous time model in this chapter we need
first need to define the times where there is a change in the population size. We introduce
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the jump times of the population process as follows:

τK0 = 0 and τKm = inf{t > τKm−1, N
K(t) 6= NK(τKm−1)}, m > 1, (3.33)

and the number of jumps during the first phase is denoted by JK(1),

JK(1) = inf{m ∈ N, NK
a (τKm ) = bεKc}. (3.34)

Within the framework of this model we will now define the terms of coalescence and recombi-
nation for the neutral loci of two distinct individuals sampled at time TKε with types denoted
by (α, β, γ) ∈ E and (α′, β′, γ′) ∈ E , respectively. The definitions are essentially the same
as for the model introduced in Section 2.1 of the previous chapter, but we use a different
phrasing here.
We say that β and β′ coalesce at time τKm if they are carried by two different individuals at
time τKm and by the same individual at time τKm−1. Seen forwards in time this corresponds to
a birth and hence a copy of the neutral allele. Going backwards, it corresponds to the fusion
of two neutral alleles into one, carried by one parent of the newborn. We define in the same
way coalescent events at locus N2 (resp. both loci N1 and N2) for alleles γ and γ′ (resp. allele
pairings (β, γ) and (β′, γ′)).
We say that β (and/or γ) recombines at time τKm from the α- to the α′-population if the
individual carrying the allele β (and/or γ) at time τKm is a newborn, carries the allele α inher-
ited from it first parent, and has inherited its allele β (and/or γ) from a different individual
carrying allele α′.
Note that we again are not interested in recombination events which do not change either
the background of an allele or the current status of common ancestry of sampled neutral loci.
This in particular means that in (G1) we do not keep track of recombinations of a pair (β, γ)
within the α-population. Moreover, by a similar argument as in the proof of Theorem 2.7
in Section 2.3.3, we do not consider the recombination of β or γ within the α-population in
(G2) as such an event has no impact on the other neutral locus.
Let us now describe the genealogical scenarios which determine the ancestral relationships
between the neutral alleles of one individual during the each phase and which occur with
positive probability when K is large. Recall the definitions in e1) and e2) on page 71 and
define accordingly

[2, 1]recA,i : first (i, 2) recombines into the A-population, then (i, 1) recombines into

the A-population and connects to a different individual than (i, 2),

[12, 2]recA,i : the tuple (i, 1), (i, 2) recombines into the A-population, then a second

recombination splits the two neutral loci inside the A-population.
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Let us at first focus on the first phase and introduce for an individual i, sampled uniformly
from the a-population at time TKε , the following events in case of (G1):

NR(i)(1) : there is no recombination into the A-population affecting (i, 1) or (i, 2) and

both neutral loci of the i-individual originate from the first mutant,

R2(i)(1) : only the allele (i, 2) is affected by a recombination with the A-population,

hence (i, 1) originates from the first mutant and (i, 2) from an A-individual,

R12(i)(1) : a recombination between SL and N1 from the a- into the A-population occurs

and both neutral alleles (i, 1) and (i, 2) originate from the same A-individual,

R1|2(i)(1,G1) : [2, 1]rec,1A,i ∪ [12, 2]rec,1A,i .

(3.35)

For a better understanding consult again the drawing from Figure 2.2.1 in which for example
individual 4 experienced the event [2, 1]recA,i and individual 5 the event [12, 2]recA,i.
With the definition of the probabilities q1, q2, q3 in (3.16) we get the following proposition
concerning the neutral genealogies during the first phase under (G1).

Proposition 3.6. Let i be an a-individual sampled uniformly at the end of the first phase.
Under Assumption 3.3, there exist two finite constants c and ε0 such that for every ε 6 ε0,

lim sup
K→∞

{∣∣∣P(1)(NR(i)(1))− q1q2
∣∣∣+ ∣∣∣P(1)(R2(i)(1))− q1(1− q2)

∣∣∣
+
∣∣∣P(1)(R12(i)(1))− q3

∣∣∣+ ∣∣∣P(1)(R1|2(i)(1,G1))− (1− q1 − q3)
∣∣∣} 6 cε.

As the sum of all qj-combinations in Proposition 3.6 equals one, this statement implies that
for large K, the sum of probabilities of the four events is as well close to one. In particular,
in the limit K →∞ we exclusively observe the events described in (3.35).
Let us now analogous introduce the possible genealogical trajectories for geometry (G2) during
the first phase:

NR(i)(1), R2(i)(1) : are defined as for geometry (G1)

R1(i)(1) : only (i, 1) is affected by a recombination into the A-population;

(i, 2) originates from the first mutant and (i, 1) from an A-individual

R1|2(i)(1,G2) : (i, 1) and (i, 2) are affected by a recombination with the

A-population; they originate from two distinct A-individuals
(3.36)

In Section 3.5.2 we will prove Proposition 3.6, the below stated asymptotics for the neutral
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genealogies under (G2) follow similarly.

Proposition 3.7. Let i be an a-individual sampled uniformly at the end of the first phase.
Under Assumption 3.3, there exist two finite constants c and ε0 such that for every ε 6 ε0,

lim sup
K→∞

{∣∣∣P(1)(NR(i)(1))− q1q2
∣∣∣+ ∣∣∣P(1)(R2(i)(1))− q1(1− q2)

∣∣∣
+
∣∣∣P(1)(R1(i)(1))− (1− q1)q2

∣∣∣+ ∣∣∣P(1)(R1|2(i)(1,G2))− (1− q1)(1− q2)
∣∣∣} 6 cε.

Both statements are in correspondence with the results for the time interval [0, τN ) from the
previous chapter (if again the parameters of this model are chosen accordingly, as already
mentioned in Section 3.2).

Second phase. As already mentioned, the duration of the second phase is of order O(1).
Now, by the assumption on the recombination probabilities made in (3.2), they are negligible
with respect to one and consequently, we expect that no recombination event impacts the
genealogies of the neutral loci occurs during the second phase. More precisely, let us sample
uniformly two distinct a-individuals i and j at the end of the second phase and introduce the
events:

NR(i)(2) : there is no recombination affecting (i, 1) or (i, 2),

NC(i, j)(2) : there is no coalescence between the neutral genealogies of

individuals i and j.

(3.37)

Then we have the following result on the neutral genealogies during the second phase, for
both geometries (G1) and (G2). We will briefly mention the idea of a proof it in Section
3.5.4.

Proposition 3.8. Let i and j be two distinct a-individuals sampled uniformly at the end of
the second phase. Then under Assumption 3.3,

lim
K→∞

P(1)(NR(i)(2) ∩NC(i, j)(2)) = 1.

Third phase. Finally, when K is large, there is only one event occurring with positive
probability during the third phase which might modify the ancestry of the neutral alleles of
an individual i sampled at the end of the sweep in geometry (G1):

R2(i)(3,G1) : a recombination between loci N1 and N2 occurs and separates

(i, 1) and (i, 2) within the a-population,
(3.38)

Hence, we get the analogous statement as in Section 2.3.1 where we claimed that after time
τN the only relevant event was a separation within the mutant B-population, and thus there
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is no recombination into the wild-type population during the third phase. If we here define
the events

NR(i)(3) : there is no recombination affecting (i, 1) or (i, 2) and they both

originate from the same a-individual at the end of the second phase

NC(i, j)(3) : defined as NC(i, j)(2) for two distinct individuals sampled

uniformly at the end of the sweep.

NRA(i)(3) : no neutral allele of individual i recombines from the a to the A population.

we indeed get the following proposition on the neutral genealogies during the third phase
under (G1).

Proposition 3.9. Let i and j be two distinct a-individuals sampled uniformly at the end of
the sweep. Under Assumption 3.3, there exist two finite constants c and ε0 such that for every
ε 6 ε0,

lim sup
K→∞

{∣∣∣P(3)(R2(i)(3,G1))− (1− q̄2)
∣∣∣+ ∣∣∣P(3)(NR(i)(3))− q̄2

∣∣∣
+
∣∣∣P(3)(NC(i, j)(3))− 1

∣∣∣+ ∣∣∣P(3)(NRA(i)(3))− 1
∣∣∣} 6 c

√
ε.

Note that we do not need an analogous statement for the separation of the two neutral loci
under geometry (G2), as mentioned before.

Multinomial statement. For proving the Theorems 3.4 and 3.5 we finally need a state-
ment which makes it possible to deduce a joint result for the whole sample from the above
Propositions. In [38] it was argued that one can directly transfer the binomial statement
from Proposition 2.6 in [36] under the Moran model to the setting of a Darwinian model.
Hence, here we will essentially use the results from the Propositions 2.20 and 2.19 without
transferring the calculations into the framework of the here considered model. Nevertheless,
we will restate the Propositions with the here used notation.
Let Θ(K,1)

d ∈ P∗[d;1,2] denote the analog of ΘK
d where the d individuals are sampled at the

end of the first phase and not at the end of the sweep. Further, denote by |R2(3,G1)|d (resp.
|NR(3)|d) the number of a-individuals in a d-sample taken at the end of the sweep whose
neutral alleles originate from two distinct a-individuals (resp. from the same a-individual) at
the beginning of the third phase. Then we have the following result:

Proposition 3.10 (cf. Propositions 2.19, 2.20). Let d ∈ N. Then, under Assumption 3.3
and geometry (G1), there exist two finite constants c and ε0 such that for every ε 6 ε0,
the ancestral relationships of a d-sample taken at the end of the first phase satisfy for every
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(m1, . . . ,m4) ∈ Z4
+:

lim sup
K→∞

∣∣∣P(1)(|Θ(K,1)
d |k = mk, 1 6 k 6 4)

− 1{m1+m2+m3+m4=d}
d!

m1!m2!m3!m4! (q1q2)m1(q1(1− q2))m2qm3
3 (1− q1 − q3)m4

∣∣∣ 6 c
√
ε,

with q1, q2, q3 from (3.16) and |Θ(K,1)
d |1 = #{i : NR(i)(1)}, |Θ(K,1)

d |2 = #{i : R2(i)(1)},
|Θ(K,1)

d |3 = #{i : R12(i)(1)} and |Θ(K,1)
d |4 = #{i : R1|2(i)(1,G1)}.

In the same way, the neutral genealogy of a d-sample taken at the end of the sweep satisfies
for every (m1,m2) ∈ Z2

+:

lim sup
K→∞

∣∣∣P(3)((|R2(3,G1)|d, |NR(3)|d) = (m1,m2))− 1{m1+m2=d}
d!

m1!m2! (1− q̄2)m1 q̄m2
2

∣∣∣ 6 c
√
ε.

Again, this proposition is a key result in the sense that we now only need to focus on individual
neutral genealogies to get results on the joint genealogy of a d-sample.

3.3.2 Proof of Theorem 3.4

We will only briefly state the idea (in case of the geometric alignment (G1)) and refrain
from detailed calculations as all the ingredients were already stated in the previous section,
Propositions 3.6, 3.8, 3.9 and 3.10. Theorem 3.5 follows in the same way.
The procedure for proving Theorem 3.4 is as follows: we will consider one uniformly sampled
individual from the end of the selective sweep and list for each claimed ancestral relationship
from (3.15) some specific events which lead to such a configuration for the one individual i.
Then we use the above stated propositions and show that the sum of the probabilities of all
listed events equals one up to terms of order

√
ε for an arbitrarily small, fixed ε, which implies

that in the limit K → ∞ we indeed have only these possibilities for the neutral genealogy
of an individual i. Applying Proposition 3.10 then finishes the proof as it leads to the joint
statement for the whole random sample of d ∈ N individuals.
Recall for that purpose the ancestral relationships A0, . . . ,A4 as defined in (2.20) where
individuals fulfilling Aj will account to |π|j+1, j = 0, . . . , 4. Further, have again a look at the
events which were defined in (3.35), (3.37) and on page 128 in Section 3.3.1.
1. Events leading to A0. We will distinguish between whether the two neutral loci of
individual i separated within the a-population during the third phase of the sweep or not.

ev11 := R2(i)(3,G1) ∩NR(i1)(2) ∩NR(i2)(2) ∩NC(i1, i2)(2)

∩ [NR(i1)(1) ∪R2(i1)(1)] ∩NR(i2)(1)

ev12 := NR(i)(3) ∩NR(i)(2) ∩NR(i)(1),

(3.39)
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where we denote by i1 and i2 the labels of the parents of the first and second neutral loci
of i, respectively, at the end of the second phase (the way we label the a-individuals has no
importance as they are exchangeable).
2. Events leading to A1. Again we list two events where the first considers a split in the
a-population towards the end of the sweep and the second the complementary event.

ev21 := R2(i)(3,G1) ∩NR(i1)(2) ∩NR(i2)(2) ∩NC(i1, i2)(2) ∩ [NR(i1)(1) ∪R2(i1)(1)]

∩ [R12(i2)(1) ∪R1|2(i2)(1) ∪R2(i2)(1)]

ev22 := NR(i)(3) ∩NR(i)(2) ∩R2(i)(1). (3.40)

For understanding the first event we recall that the second locus will also migrate in case of
a recombination between SL and N1.
3. Events leading to A2. Here, a separation of the neutral loci is necessary for the
occurrence of the relationship A2 as we showed that the events aAa, 2R and R2a as defined
on page 136 are negligible. We hence consider only one trajectory for A2:

ev31 := R2(i)(3,G1) ∩NR(i1)(2) ∩NR(i2)(2) ∩NC(i1, i2)(2)

∩ [R12(i1)(1) ∪R1|2(i1)(1,G1)] ∩NR(i2)(1).
(3.41)

4. Events leading to A3. By a similar reasoning as above we only consider the following
trajectory for A3:

ev41 := NR(i)(3) ∩NR(i)(2) ∩R12(i)(1). (3.42)

5. Events leading to A4. Finally, we list two possibilities for the occurrence of two
singletons {(i, 1)} and {(i, 2)} in the partition of the sample.

ev51 := R2(i)(3,G1) ∩NR(i1)(2) ∩NR(i2)(2) ∩NC(i1, i2)(2)

∩ [R12(i1)(1) ∪R1|2(i1)(1)] ∩ [R12(i2)(1) ∪R1|2(i2)(1) ∪R2(i2)(1)]

ev52 := NR(i)(3) ∩NR(i)(2) ∩R1|2(i)(1,G1).

(3.43)

In (3.31) we defined the probability measures P(1) and in such a way that the following identity
holds for all measurable events C(1), C(2) and C(3) occurring during the first, second and third
phase, respectively,

P(C(1) ∩ C(2) ∩ C(3) | FixK) = P(3)(C(3) | C(1) ∩ C(2)) · P(1)(C(2) | C(1)) · P(1)(C(1)) +OK(ε),
(3.44)
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with P as defined in (3.11) and OK(ε) a function of K and ε which satisfies

lim sup
K→∞

|OK(ε)| 6 cε, (3.45)

for ε 6 ε0 where ε0 and c are finite.
This enables us to calculate the probabilities of the above chain of events by applying the
results from the Propositions 3.6, 3.8 and 3.9 where the corresponding probabilities were
already determined for the limit of large K. We will not give all the details of the calculations
here but we indeed in the end get the entries of the vector p̄ as defined in (3.17). As an
example consider the probability of A0. Note that we use the exchangeability of lineages
within one background and, implicitly, a resampling argument as in the proof of Theorem
2.6 for each phase. In addition we deduce from Proposition 3.10 that we can treat distinct
individuals independently such that the events for the (possibly) two ancestors i1 and i2 of
i are independent. In particular, this independence holds also true for the second phase, as
there are no events impacting the neutral genealogies of the sampled individuals.

P(ev11 ∪· ev12) = P(3)(R2(i)(3,G1)) · 1 · P(1)([NR(i1)(1) ∪R2(i1)(1)] ∩NR(i2)(1))

+ P(3)(NR(i)(3)) · 1 · P(1)(NR(i)(1)) +OK(ε)

= (1− q̄2) · q1q2 · (q1q2 + q1(1− q2)) + q̄2q1q2 +OK(ε)

= (1− q̄2)q2
1q2 + q̄2q1q2 +OK(

√
ε) = p1 +OK(

√
ε).

3.4 Number of births and deaths during the selective sweep

In this section we will only state the results on the expected number of up-jumps and down-
jumps during the different phases of the sweep, and refrain from giving any proofs as the
derivations in this part of the joint project were essentially done by Charline Smadi. We will
however give an intuition of the basic idea and state the proof of the first Lemma 3.11 of this
section in the Appendix B in order to give some insight into the calculations.

Births and deaths during the first phase

In the calculations for the probabilities of the events described in (3.35) we need the following
approximations for the number of up-jumps of the a-population and further a bound on the
covariance for the Poisson approximations. Recall the definition of the jump times of the
a-population process during the first phase from (3.33) and consider some k < bεKc. Then
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we define the number of up-jumps from k to k + 1 during the first phase by

UKk (1) := #{m, τKm 6 TKε , (NK
a (τKm ), NK

a (τKm+1)) = (k, k + 1)}. (3.46)

Further, for ε < SaA/(2Ca,ACA,a/CA,A + Ca,a) we define two constants which depend on the
ecological parameters of the model:

s− 2Ca,ACA,a + Ca,aCA,A
faCA,A

ε =: s−(ε) 6 s 6 s+(ε) := s+ 2Ca,ACA,a
faCA,A

ε. (3.47)

Those values are motivated by the coupling with a supercritical birth and death process
(which will be described in the appendix). Recall (3.20) and introduce a real number λε

λε := (1− s−(ε))3(1− s+(ε))−2, (3.48)

which belongs to (0, 1) for ε small enough.

Lemma 3.11. There exist three positive finite constants c, K0 and ε0 such that for K > K0

and ε 6 ε0:

If j 6 k < bεKc and nA ∈ IKε ,∣∣∣E(1)
(nA,j)[U

K
k (1)]− 1− (1− s)bεKc−k − (1− s)k+1

s

∣∣∣ 6 cε. (3.49)

If k < j < bεKc and nA ∈ IKε ,

E(1)
(nA,j)[U

K
k (1)] 6 (1− s−(ε))j−k

s+(ε)s2
−(ε)

. (3.50)

If k′ 6 k < bεKc and nA ∈ IKε ,∣∣∣Cov(1)
(nA,j)(U

K
k (1), UKk′ (1))

∣∣∣ 6 c
(
λ(k−k′)/2
ε + ε

)
. (3.51)

As mentioned before, a proof of this lemma is given in the Appendix B.
From Lemma 3.11 we can deduce an approximate value for the expected number of down-
jumps by the same argument as given in (2.38).

Corollary 3.12. Let ε 6 ε0 and K > K0 where ε0 and K0 are as in Lemma 3.11 and define
the total number of downcrossings from k to k − 1,

DK
k (1) := #{m, τKm 6 TKε , (NK

a (τKm ), NK
a (τKm+1)) = (k, k − 1)}, (3.52)

then by definition of the probability P(1), for every 2 6 k < bεKc

DK
k (1) = UKk−1(1)− 1, P(1) − a.s.,
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and for j < k < bεKc and nA ∈ IKε ,

∣∣∣E(1)
(nA,j)[D

K
k (1)]− 1− s

s
(1− (1− s)bεKc−k − (1− s)k−1)

∣∣∣ 6 cε, (3.53)

where c is a finite constant.

Note that the expressions for the expectations both in Lemma 3.11 and Corollary 3.12 are
actually similar looking to the results from Lemma 2.23.
We will further need the number of up-jumps from k to k + 1 during an excursion above or
below l. Denote by σKl (1) the number of the jump when the a-population first hits a level l
before the end of the first phase, l < bεKc,

σKl (1) := inf{m, τKm 6 TKε , N
K
a (τKm ) = l}, (3.54)

and for 1 6 k, l < bεKc and nA ∈ IKε ,

UKnA,l,k(1) := #
{
m < σKl (1), (NK

a (τKm ), NK
a (τKm+1)) = (k, k + 1)

}
. (3.55)

Then, if we denote by µε the real number

µε := (1− s−(ε))2(1− s+(ε))−1, (3.56)

which belongs to (0, 1) for ε small enough, we can derive the following bounds:

Lemma 3.13. There exist three positive finite constants c, K0 and ε0 such that for K > K0,
ε 6 ε0, 1 6 k < l < bεKc and nA ∈ IKε ,

E(1)
(nA,k+1)

[
UKnA,k,l(1) | σKk (1) <∞

]
∨ E(1)

(nA,l−1)
[
UKnA,l,k(1)

]
6 cµl−kε .

For the first phase, we only need one more expression which for once focuses on the A-
population rather than the mutant population. We analogously define for k < bεKc the
number of up-jumps of the A-population when the a-population is of size k:

UKk (1) := #{m, τKm 6 TKε , N
K
A (τKm+1)−NK

A (τKm ) = 1, NK
a (τKm ) = k}, (3.57)

The derivation of the bounds for the expectations and covariances of these quantities is more
evolved than the results for the a-population and is again omitted here as the techniques were
developed by Charline Smadi. See [11] for more details.

Lemma 3.14. There exist three finite constants c, K0 and ε0 such that for K > K0, ε 6 ε0
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and k < bεKc,

∣∣∣E(1)
[ k∑
i=1
UKi (1)

]
− fAn̄AK log k

sfa

∣∣∣ 6 cK(1 +
√
ε log k),

Var(1)
( k∑
i=1
UKi (1)

)
6 cK2(1 +

√
ε log2 k).

(3.58)

Births and deaths during the second and third phase

Recall the definition of the jump numbers τKm in (3.33) and denote by UK(2) the total number
of up-jumps of the a-population during the second phase which corresponded to the time
interval [TKε , TKε + tε]:

UK(2) := #{m,TKε < τKm 6 TKε + tε, N
K
a (τKm+1)−NK

a (τKm ) = 1}. (3.59)

Further introduce the event

CKε := {NK
a (t) > ε2K/4,∀ TKε 6 t 6 TKε + tε}. (3.60)

Then, we get the following almost sure statement in the limit of large K:

Lemma 3.15.

lim
K→∞

P(1)(UK(2) > K log logK | CKε ) = 0.

Finally, define the number of up-jumps of the a-population during the third phase when NK
A

equals k 6 bεKc

UKk (3) := #{m,TKε + tε < τKm 6 TKext, N
K
a (τKm+1)−NK

a (τKm ) = 1, NK
A (τKm ) = k}. (3.61)

We now state an approximation for the expectation of UKk (3) which can be proven in a similar
way as Lemma 3.14.

Lemma 3.16. There exist three finite constants c, ε0 and K0 such that for ε 6 ε0 and
K > K0,

∣∣∣E(3)
[ k∑
i=1

UKi (3)
]
− fan̄aK log k

s̄fA

∣∣∣ 6 cK(1 +
√
ε log k),

Var(3)
( k∑
i=1

UKi (3)
)
6 cK2(1 + ε log2K).
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3.5 The genealogy of the two neutral loci of one individual

With the results from the previous section at hand, we can now proceed similar as in Section
2.4.3 and calculate the marking probabilities for one individual. We will consider the three
phases separately, starting with the first phase. All results in this part strongly base on the
methods which were developed in [36] and refined in Section 2.4.3 of the previous chapter.

3.5.1 Coalescence and recombination

We start with giving the probabilities for coalescence and recombination under this model
with varying population size. Recall the definition in (2.15) and let

r∗j := r1 + 1{j=2}(r2 − 2r1r2), j ∈ {1, 2} (3.62)

denote the probability to have exactly one recombination in front of locus Nj. Further let
p

(cj)
αα′ (n), j ∈ {1, 2}, be the probability that, conditionally on the current state of the population

(NK
A (τKm−1), NK

a (τKm−1)) = n ∈ N2 and on the birth of an individual carrying allele α at time
τKm (i.e. NK

α (τKm ) − NK
α (τKm−1) = 1) the genealogies of two randomly chosen neutral alleles,

located at locus Nj and associated respectively with alleles α and α′ at time τKm , coalesce at
τKm . Then the following Lemma follows from Lemma 7.1 in [38] by replacing the recombination
probabilities appropriately.

Lemma 3.17. For every n = (nA, na) ∈ N2, α ∈ A and j ∈ {1, 2},

p
(cj)
αα (n) = 2

nα(nα + 1)
(
1−

r∗j fᾱnᾱ

fAnA + fana

)
and p

(cj)
αᾱ (n) =

r∗j fᾱ

(nα + 1)(fAnA + fana)
.

In the same way let p(rj)
α1α2(n) denote the probability to have a recombination from the α1-

into the α2-population precisely (and exclusively) before locus Nj, again conditionally on
(NK

A (τKm−1), NK
a (τKm−1)) = n ∈ N2 and on the birth of an individual carrying allele α1 at time

τKm . Further, we denote by p(r12)
α1α2(n) the probability to have a double recombination under

the same conditions. Letting r∗12 := r1r2 we obtain the following result:

Lemma 3.18. For n ∈ N2, α ∈ {A, a} and j ∈ {1, 2, 12}, we have

p
(rj)
αα (n) =

r∗j fα(nα − 1)
(nα + 1)(fAnA + fana)

and p
(rj)
αᾱ (n) =

r∗j fᾱnᾱ

(nα + 1)(fAnA + fana)
.

Proof. The second equality is stated in (7.2) in Remark 4 in [38]. Conditional on the birth of
an α-individual and the state of the process at the (m−1)-th jump, the probability of picking
the newborn when choosing an individual at random amongst the α-individuals is equal to
1/(nα+ 1). A recombination before the locus Nj (or before locus N1 and locus N2 if j = 12)
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happens with probability r∗j , independent of all other events. Finally, the probability that
the second parent belongs to the same background as the newborn but is different from the
first parent is equal to fα(nα − 1)/(fAnA + fana).

We will often use approximate values of the above defined recombination events, given in the
following remark.

Remark 3.19. Let us recall the definition of IKε in (3.20). Then there exist three finite
constants c, ε0 and K0 such that for ε ≤ ε0, K ≥ K0, j ∈ {1, 2, 12} and (nA, k) ∈ IKε ×
{1, ..., bεKc},

(1− cε)
r∗j

k + 1 6 inf
nA∈IKε

p
(r∗j )
aA (nA, k) 6 sup

nA∈IKε
p

(r∗j )
aA (nA, k) 6

r∗j
k + 1 . (3.63)

Similar,

(1− cε) r2
nA

6 p
(r2)
AA (nA, k) 6 r2

nA
, and p(r2)

aa (nA, k) 6 fa
fA

r2
nA

. (3.64)

3.5.2 The genealogy of the two neutral loci in the first phase

We will here first bound the probabilities of events which would lead to a different structure
of the partition of a sample and subsequently calculate the probabilities of events which
have non-negligible probabilities. For a rigorous formulation we need to define an equivalent
notation as on page 35 for the previously considered model. With the definition of the m-th
jump time from (3.33) in mind, we define for k ∈ {1, 2, (1, 2)} and m ∈ N,

(αik)m := {m 6 JK(1) and the k-th locus/loci of the i-th individual is/are

associated to an allele α at the m-th jump time}.
(3.65)

The notation (αi1)m, (α′i2)m here implies that the two neutral loci of individual i are asso-
ciated to two distinct individuals at the m-th jump time, for any α, α′ ∈ A.
We will prove that we can neglect the following event combinations: sample d ∈ N distinct
individuals uniformly at the end of the sweep and define

aAa : a neutral allele recombines from the a-population to the A-population, and

then (backwards in time) back into the a-population

CR : two neutral alleles coalesce in the a-population, and then (backwards in time)

recombine into the A-population

CA : two neutral alleles coalesce and at least one of them carries the allele

A at the time of coalescence
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2R : a neutral allele takes part in a double recombination (i.e. a recombination

before N1 and a recombination before N2 at the same birth event)

R2a : a recombination separates the two neutral loci of an individual

within the a-population

Lemma 3.20. There exist three positive finite constants c, K0 and ε0 such that for ε 6 ε0

and K > K0

P(1)(aAa) + P(1)(CR) + P(1)(2R) + P(1)(R2a) 6 c

logK , and P(1)(CA) 6 c logK
K

.

Proof. The probabilities of events aAa, CR and CA were already bounded in Lemma 7.3 and
(7.12) in [38]. Hence we just have to bound the probability of 2R and R2a. If a neutral allele
experiences a double recombination, it happens either when it is associated with an allele a
or with an allele A. From Lemma 3.18 and the fact that r1 and r2 are of order 1/ logK we
get for k < bεKc:

sup
nA∈IKε

(
p(r12)
aa (nA, k) + p

(r12)
aA (nA, k)

)
6

c

(k + 1) log2K
,

sup
nA∈IKε

(
p

(r12)
Aa (nA, k) + p

(r12)
AA (nA, k)

)
6

c

K log2K
.

Recall the definitions of UKk (1) and UKk (1) in (3.46) and (3.57), respectively. As a birth of
an α-individual is needed to have a recombination from the α- to the α′-population, we can
bound the probability to have a double recombination by

P(1)(2R) 6 c

log2K
E(1)

[ bεKc−1∑
k=1

(UKk (1)
k + 1 + U

K
k (1)
K

)]
.

By applying inequality (3.49) and Lemma 3.58 we succeed in bounding P(1)(2R) by a constant
over logK. It remains to consider the event R2a of a recombination within the a-population.
This is done similarly as in the proof of Proposition 2.10. Define as in (2.14) the first time
(with respect to the backwards-in-time process) that this event happens:

R(1)
aa (i) := sup{m, m 6 JK(1) and both neutral loci of the i-th individual are

associated to different a-individuals at the m− 1-th jump},
(3.66)

where again sup∅ = −∞. Then,

P(1)(R(1)
aa (i) > 0) =

bεKc−1∑
l=1

P(1)(R(1)
aa (i) > 0, NK

a (τK
R

(1)
aa (i)

) = l)
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=
bεKc−1∑
l=1

∑
m<∞

P(1)(m 6 JK(1), NK
a (τKm−1) = l, NK

a (τKm ) = l + 1,

(ai1)m, (ai2)m,∀m′ > m : (ai12)m′)

6
bεKc−1∑
l=1

∑
m<∞

sup
nA∈IKε

(
p(r2)
aa (nA, l)P(1)

(nA,l+1)(∀m > 0 : (ai12)m)
)

· P(1)(m 6 JK(1), NK
a (τKm−1) = l, NK

a (τKm ) = l + 1)

6
bεKc−1∑
l=1

c

K logKE(1)[UKl (1)] 6 c

logK ,

by (3.49) and (3.64).

To simplify the notations we will denote the union of all negligible events by

NE := aAa ∪ CR ∪ CA ∪ 2R ∪R2a. (3.67)

We will now come to the calculation of the marking probabilities. As they are very similar to
the once performed in Section 2.4.3 we will only detail one of them, namely the calculation
of the event [2, 1]recA,i.

The two loci of one individual separate within the A-population - the event [2, 1]recA,i

Let us first state an equivalent of Lemma 2.30 for this context. As the proof follows the same
idea as the proof of the statement from the previous chapter, we will not rewrite it within
this framework.

Lemma 3.21. Let (cN , N ∈ N) be a bounded sequence of R∗. Then there exists a finite
constant c such that

lim sup
N→∞

∣∣∣ N∑
l=1

e
cN

logN log l

l + 1 − logN
cN

(ecN − 1)
∣∣∣ 6 c.

Proposition 3.22. Let i be an a-individual sampled uniformly at the end of the first phase.
There exist two finite constants c and ε0 such that for ε 6 ε0,

lim sup
K→∞

∣∣∣P(1)([2, 1]recA,i)−
[ r2
r1 + r2

− e−
r1
s

logbεKc + r1
r1 + r2

e−
r1+r2
s

logbεKc
]∣∣∣ 6 c

√
ε.

Recall (3.33) and define similar to the definition in (2.10) for k ∈ {1, 2, {1, 2}} and m ∈ N,

R(i, k) := sup{m :m 6 JK(1) and the k-th locus/loci of the i-th individual

is/are associated to an allele A at the (m− 1)-th jump time},
(3.68)
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the last jump (forwards in time) when the k-th locus/loci of the i-th individual belongs to
the A-population (with sup∅ = −∞). The idea for proving Proposition 3.22 is the same
as in the proof of Lemma 2.34: we decompose the event [2, 1]recA,i according to the different
possible a-population sizes when the first (backwards in time) recombination between N1 and
N2 occurs.

P(1)([2, 1]recA,i) = P(1)(R(i, 2) > R(i, 1) > 0)

=
bεKc−1∑
l=1

P(1)(R(i, 2) > R(i, 1), NK
a (τKR(i,2)) = l)

· P(1)(R(i, 1) > 0 | R(i, 2) > R(i, 1), NK
a (τKR(i,2)) = l).

(3.69)

In the following Lemma, which then gives results in the proof of Proposition 3.22, we consider
separately the two probabilities of the above product:

Lemma 3.23. There exist three finite constants c, K0 and ε0 such that for K ≥ K0 and
ε ≤ ε0, ∣∣∣P(1)(R(i, 2) > R(i, 1), Na(τKR(i,2)) = l)

− r2
1− (1− s)bεKc−l − (1− s)l+1

s(l + 1) e−
r1+r2
s

log bεKc
l

∣∣∣ 6 c
√
ε

l logK

(3.70)

and

∣∣∣P(1)(R(i, 1) ≥ 0 | R(i, 2) > R(i, 1), Na(τKR(i,2)) = l)−
l−1∑
k=1

r1
s(k + 1)e

− r1
s

log l−1
k

∣∣∣ 6 c
√
ε. (3.71)

Proof of Proposition 3.22. From Lemma 3.23 and Equation (3.69) we get the existence of a
finite c such that for K large enough and ε small enough,

P(1)([2, 1]recA,i) 6
bεKc∑
l=1

(
r2

1− (1− s)bεKc−l − (1− s)l+1

s(l + 1) exp
(
− r1 + r2

s
log

(bεKc
l

))
+ c

√
ε

l logK
)

·
( l−1∑
k=1

r1
s(k + 1) exp

(
− r1

s
log

( l − 1
k

))
+ c
√
ε
)

6
bεKc∑
l=1

r2
s(l + 1) exp

(
− r1 + r2

s
log

(bεKc
l

))(
1− exp

(
− r1

s
log l

)))
+ c
√
ε

6
( r2
r1 + r2

− e−r1 logK/s + r1
r1 + r2

e−(r1+r2) logK/s
)

+ c
√
ε,

where we used Lemma 3.21 twice. To get the lower bound we use similar approximations and
Lemma A.1. This ends the proof.
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The remainder of this section is devoted to the proof of Lemma 3.23.

Proof of Equation (3.70), Lemma 3.23.
We can decompose the event {R(i, 2) > R(i, 1), Na(τKR(i,2)) = l} according to the jump number
of the (backwards in time) first recombination. Recall the definition of NR(i)(1) in (3.35).
We will again use this event but with a slightly different meaning, as the initial condition of
(NK

A , N
K
a ) will not necessarily be (n̄AK, 1). It will however still correspond to the absence

of any recombination before the end of the first phase. We recall that whenever we do not
indicate the initial conditions for probabilities, expectations and covariances it means that
(NK

A (0), NK
a (0)) = (n̄AK, 1).

With the definition of (αik)m in (3.65) we get

P(1)(R(i, 2) > R(i, 1), Na(τKR(i,2)) = l)

=
∑
m>1

P(1)(m < JK(1), NK
a (τKm ) = l, NK

a (τKm+1) = l + 1, (ai1)m, (Ai2)m, ∀m′ > m : (ai12)m′)

6
∑
m>1

sup
nA∈IKε

(
p

(r1)
aA (nA, l)P(1)

(nA,l)(NR(i)(1) | NK
a (τK1 ) = l + 1)

)
· P(1)(m < JK(1), Na(τKm−1) = l, NK

a (τKm ) = l + 1), (3.72)

and the same expression with the infimum on nA ∈ IKε for a lower bound. We first focus on
the second probability in the sum and aim at proving the existence of two finite constants c
and ε0 such that for every ε 6 ε0, nA ∈ IKε and l < bεKc,

lim sup
K→∞

∣∣∣P(1)
(nA,l)(NR(i)(1) | NK

a (τK1 ) = l + 1)− e−
r1+r2
s

log(bεKc/l)
∣∣∣ 6 c

√
ε. (3.73)

We will use the same idea as described on page 65 in the previous chapter. Let

N (1) := σ
(
NK(τKm ),m 6 JK(1)

)
(3.74)

be the σ-algebra generated by the process NK = (NK
A , N

K
a ) during the first phase. The

first step consists in working conditionally on the trajectory of the process NK , describing
this probability as a product of conditional probabilities close to one, and derive a Poisson
approximation. To this aim, we define for m ∈ Z+:

θ(r1+r2)(m) := 1{m<JK(1)}1{NK
a (τKm+1)−NK

a (τKm )=1}(p
(r1)
aA + p

(r2)
aA )(NK(τKm ))

Then, similarly as for example in (2.45), we have for nA ∈ IKε and l < bεKc

P(1)
(nA,l)(NR(i)(1) | NK

a (τK1 ) = l + 1,N (1)) = [1− (p(r1)
aA + p

(r2)
aA )(nA, l)]

∞∏
m=1

(1− θ(r1+r2)(m)).
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For sake of simplicity we will approximate the probability

P(1)
(nA,l)(NR(i)(1) | N (1)) =

∞∏
m=0

(1− θ(r1+r2)(m)),

which is easier to handle, and satisfies

P(1)
(nA,l)(NR(i)(1) | NK

a (τK1 ) = l + 1,N (1))− P(1)
(nA,l)(NR(i)(1) | N (1)) 6 r1 + r2.

If we introduce the variable,

η
(12)
l := 1{NK

a (0)=l}

∞∑
m=1

θ(r1+r2)(m),

we get by following the path of the proof of Lemma 2.32:

E(1)
(nA,l)

∣∣∣ ∞∏
m=1

(1− θ(r1+r2)(m))− exp(−η(12)
l )

∣∣∣ 6 E(1)
(nA,l)

[ ∞∑
m=1

(θ(r1+r2)(m))2
]

6 (r1 + r2)2
( bεKc∑
k=1

E(1)
(nA,l)[U

K
k (1)]

(k + 1)2

)
6

c

log2K
,

(3.75)

for any nA ∈ IKε , l < bεKc and a finite c, where we used the value for the expectation from
(3.49) in Lemma 3.11 and the bound on the recombination probabilities in (3.2). Define an
approximation of the random variable η(12)

l by

η̃
(12)
l := 1{NK

a (0)=l}

∞∑
m=1

θ(r1+r2)(m)1{NK
a (τKm )>l}, (3.76)

and aim at proving that the difference E(1)
(nA,l)[η

(12)
l − η̃(12)

l ] is negligible for every nA ∈ IKε .
This latter can be bounded as follows:

0 6 E(1)
(nA,l)[η

(12)
l − η̃(12)

l ] = E(1)
(nA,l)

[ ∞∑
m=1

θ(r1+r2)(m)1{NK
a (τKm )<l}

]

6
l−1∑
k=1

E(1)
(nA,l)[U

K
k (1)] sup

nA∈IKε
p

(r1+r2)
aA (k, nA) 6

l−1∑
k=1

(1− s−(ε))l−k

s+(ε)s2
−(ε)

(r1 + r2)
k + 1 6 c

(r1 + r2)
l

,

(3.77)

for a finite c and ε small enough. We used (3.50) to bound the number of up-jumps, (3.63) to
bound the recombination probability, and received the last inequality with the help of Lemma
A.1. The expected value of η̃(12)

l can be calculated approximately by using the results from
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Section 3.4 and Remark 3.19. For an upper bound we get by using (3.50) and again (3.63)

E(1)
(nA,l)[η̃

(12)
l ] 6

bεKc−1∑
k=l

r1 + r2
k

E(1)
(nA,l)[U

K
k (1)] 6 (1 + cε)r1 + r2

s
log

(bεKc
l

)
+ c

logK , (3.78)

for a finite c and ε small enough. For the lower bound we get similarly by using (3.50), (3.63)
and Lemma A.1,

E(1)
(nA,l)[η̃

(12)
l ] > (1− cε)r1 + r2

s
log

(bεKc
l

)
− c

logK , (3.79)

for a finite c and ε small enough. The last step consists in bounding the variance of η̃(12)
l .

As the calculation of this variance is quite involved, we introduce an approximation of η̃(12)
l ,

namely

˜̃η(12)
l := 1{NK

a (0)=l}

∞∑
m=1

1{Na(τKm )>l}1{Na(τKm+1)−Na(τKm )=1}
r1 + r2

Na(τKm ) + 1

= 1{NK
a (0)=l}

bεKc−1∑
k=l

r1 + r2
k + 1 UKk (1).

Thanks to Equation (3.63) we get (1 − cε)˜̃η(12)
l 6 η̃

(12)
l 6 ˜̃η(12)

l for a finite c and ε small
enough, which implies

∣∣∣V̂ar(nA,l)η̃
(12)
l − V̂ar(nA,l)

˜̃η(12)
l

∣∣∣ 6 cεE(1)
(nA,l)

[(
˜̃η(12)
l

)2]
6 cε(r1 + r2)2

bεKc−1∑
k,k′=l

E(1)[(UKk (1))2] + E(1)[(UKk′ (1))2]
(k + 1)(l + 1) 6 cε.

(3.80)

Here we used that UKk (1) and UKk′ (1) are smaller than geometric random variables with
parameter s−(ε). Hence, it is sufficient to bound V̂ar(nA,l)

˜̃η(12)
l . By (3.51) and (3.2) we get:

V̂ar(nA,l)
˜̃η(12)
l = (r1 + r2)2

bεKc−1∑
k,k′=l

Cov(1)
(nA,l)(U

K
k , U

K
k′ )

(k + 1)(k′ + 1)

6 2(r1 + r2)2
bεKc−1∑
k6k′=l

λ
(k′−k)/2
ε + ε

(k + 1)(k′ + 1) 6 c
logbεKc
log2K

(c+ ε logbεKc).

(3.81)

Recalling (3.80) and again (3.2), we finally obtain

V̂ar(nA,l)η̃
(12)
l 6 cε, (3.82)

for a finite c and ε small enough. Following the instructions described on page 65 by using



3.5 The neutral genealogy of one individual 143

the inequalities (3.75), (3.77), (3.82), (3.78) and (3.79) ends the proof of equation (3.73).
To conclude this proof, we have to control the two other probabilities in the decomposition
(3.72). As the first probability in the sum describes the event of a recombination between the
two neutral loci from the a- into the A-population, we get from (3.63):∣∣∣P(1)

(nA,l)((ai1)0, (Ai2)0 | NK
a (τK1 ) = l + 1, (ai12)1)− r2

l + 1

∣∣∣ 6 cε

l logK ,

for a finite c and ε small enough. Together with (3.73) and (3.46) this leads to,

P(1)(R(i, 2) > R(i, 1), Na(τKR(i,2)) = l)

6 (1 + c
√
ε) r2
l + 1e

− r1+r2
s

log
(
bεKc
l

) ∑
m<∞

P(1)(m < JK(1), NK
a (τKm ) = l, NK

a (τKm+1) = l + 1)

= (1 + c
√
ε) r2
l + 1e

− r1+r2
s

log
(
bεKc
l

)
E(1)[UKl (1)],

for a finite c, ε small enough and K large enough. We similarly get a lower bound and end
up the proof of Equation (3.70) by applying (3.49).

Proof of Equation (3.71), Lemma 3.23.
We will decompose the event considered here according to the value of NK

a when the second
(backwards in time) recombination occurs. Recall (3.54) and define similarly to τ∗k from (2.4)
the last hitting of k by NK

a during the first phase,

ζKk (1) := sup{m 6 TKε , N
K
a (τKm ) = k}, 1 6 k 6 bεKc. (3.83)

Further define the events

NR(l, σ, i) := {the first locus of individual i sampled at jump time σKl (1)

does not recombine from the a- to the A-population between 0 and τKσK
l

(1)}

and NR(l, ζ, i) which is defined similarly but with ζK(1) instead of σK(1). Then Bayes’ rule
leads to:

P(1)(R(i, 1) > 0 | R(i, 2) > R(i, 1), Na(τKR(i,2)) = l)

=
bεKc∑
k=1

P(1)(R(i, 1) > 0, Na(τKR(i,1))= k | R(i, 2) > R(i, 1),Na(τKR(i,2)) = l),

6
bεKc∑
k=1

∑
m<∞

(
sup

nA∈IKε
p

(r1)
aA (nA, k)P(1)

(nA,k)(NR(l, ζ, i) | NK
a (τK1 ) = k + 1)

)
· P(1)(m < R(i, 2), NK

a (τKm ) = k,NK
a (τKm+1) = k + 1 | Na(τKR(i,2)) = l).

(3.84)
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The lower bound is obtained by taking the infimum for nA ∈ IKε and replacing NR(l, ζ, i)
by NR(l, σ, i). Note that the first probability is a known recombination probability which
can be evaluated thanks to (3.63). The ideas used to approximate the second probability
are the same as those developed to approximate P(1)

nA,l
(NR(i)(1)). In particular, we use a

decomposition similar to the one described on page 65. However, similar as in the proof of
Lemma 2.34 we have a supplementary difficulty due to the randomness of Na(τKR(i,2)). In the
previous case we were interested in an event before the first hitting of bεKc, while in the
current case, the conditioning on the value of NK

a (τKR(i,2)) does not tell us how many times
NK
a has hit this value before. This is why we needed to introduce NR(l, σ, i) and NR(l, ζ, i).

First we prove that with high probability the a-population size is bigger when the (backwards
in time) first recombination occurs than when the second, of locus (i, 1), occurs. Note that
by (3.49) and Lemma 3.13 there exists a finite c such that for every l 6 k < bεKc:

∑
m<∞

P(1)(m < R(i, 2), NK
a (τKm ) = k,NK

a (τKm+1) = k + 1 | R(i, 2) > R(i, 1), Na(τKR(i,2)) = l)

6 E(1)[UKl (1)] sup
nA∈IKε

E(1)
(nA,l)[UnA,l,k|N

K
a (τK1 ) = l + 1] 6 cµk−lε ,

where according to (3.56), µε ∈ (0, 1) for ε small enough. Hence, recalling (3.84) and Remark
3.19, we obtain for k > l

P(1)(R(i, 1) > 0, Na(R(i, 1)) > l | R(i, 2) > R(i, 1), Na(τKR(i,2)) = l) 6 cr1

bεKc∑
k=l

µk−lε

k + 1 6
c

logK ,

for a finite c and ε small enough. We therefore can ignore all k > l in the sum in (3.84) and
continue with the case k < l. Here, we can bound the sum as follows:

E(1)[UKk (1)]− sup
nA∈IKε

E(1)
(nA,l)[U

K
nA,l,k

(1)|NK
a (τK1 ) = l − 1]E(1)[UKl (1)]

6
∑
m<∞

P(1)(m < R(i, 2), NK
a (τKm ) = k,NK

a (τKm+1) = k + 1

| R(i, 2) > R(i, 1), Na(τKR(i,2)) = l) 6 E(1)[UKk (1)].

Considering the difference between the two bounds within equation (3.84) yields

l−1∑
k=1

r1
k + 1 sup

nA∈IKε
E(1)

(nA,l)[U
K
nA,l,k

(1)|NK
a (τK1 ) = l − 1]E(1)[UKl (1)] 6 cr1

l−1∑
k=1

µl−kε

k + 1 6
c

logK ,

for a finite c by (3.49) and Lemma 3.13 and thus we can work with E(1)(UKk (1)) as an
approximation for the sum.
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Define for m > 1,

θ(r1)(m) := 1m<JK(1)1{NK
a (τKm+1)−NK

a (τKm )=1}p
(r1)
aA (NK(τKm ))

We again focus on the study of P(1)
(nA,k)(NR(l, ζ, i)) which equals P(1)

(nA,k)(NR(l, ζ, i) | NK
a (τK1 ) =

k + 1) up to r1. By conditioning on the jump process we get for nA ∈ IKε and l < bεKc,

ζKl (1)∏
m=0

(1− θ(r1)(m)) 6 P(1)
(nA,k)(NR(l, ζ, i) | N (1)), (3.85)

and the same expression with σ replacing ζ. We define the corresponding parameters for the
Poisson approximation as follows:

η
(1),−
k,l := 1{NK

a (0)=k}

σKl (1)∑
m=1

θ(r1)(m), and η
(1),+
k,l := 1{NK

a (0)=k}

ζKl (1)−1∑
m=1

θ(r1)(m).

We will show that both can actually be approximated by:

η̃
(1)
k,l := 1{NK

a (0)=k}

ζKl (1)−1∑
m=1

θ(r1)(m)1{k6NK
a (τKm )6l}. (3.86)

Recall Definitions (3.46), (3.52) and (3.55). On the one hand, for nA ∈ IKε and k < bεKc,

E(1)
(nA,k)[η

(1),+
k,l − η̃(1)

k,l ] = E(1)
[ ζKl (1)−1∑

m=1
θ(r1)(m)(1{NK

a (τKm )<k} + 1{NK
a (τKm )>l})

]

6
k−1∑
j=1

sup
nA∈IKε

p
(r1)
aA (nA, j)E(1)[DK

k (1)] sup
nA∈IKε

E(1)
(nA,k)[U

K
nA,k,j

|NK
a (τK1 ) = k − 1]

+
bεKc∑
j=l+1

sup
nA∈IKε

p
(r1)
aA (nA, j)E(1)[UKl (1)] sup

nA∈IKε
E(1)

(nA,l)[U
K
nA,l,j

|NK
a (τK1 ) = l + 1],

where we used that in the first phase, under P(1), the number of excursions below k (resp.
above l) is equal to DK

k (1) (resp. UKl (1)−1). Applying the inequalities (3.49), (3.50), Lemma
3.13, and Equation (3.63), we get the existence of a finite c such that for ε small enough:

E(1)
(nA,k)

(
η

(1),+
k,l − η̃(1)

k,l

)
6 cr1

bεKc∑
j=1

µ
|j−l|
ε

j + 1 6
c

logK ,
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as µε ∈ (0, 1) for ε small enough and by (3.2). On the other hand,

E(1)
(nA,k)[|η

(1),−
k,l − η̃(1)

k,l |] 6 E(1)
[ σKl (1)∑
m=1

θ(r1)(m)1{NK
a (τKm )<k} +

ζKl (1)−1∑
m=σK

l
(1)+1

θ(r1)(m)1{k6NK
a (τKm )6l}

]

6 r1
[
E(1)[DK

k (1)]
k−1∑
j=1

supnA∈IKε E(1)
(nA,k)[U

K
nA,k,j

|NK
a (τK1 ) = k − 1]

j

+ E(1)[DK
l (1)]

l−1∑
j=k

supnA∈IKε E(1)
(nA,l)[U

K
nA,l,j

|NK
a (τK1 ) = l − 1]

j

]

6 cr1
( k−1∑
j=1

µk−jε

j + 1 +
l−1∑
j=k

µl−jε

j + 1
)
6

c

logK .

This shows that both bounds in (3.85) coincide up to terms of small order and thus we only
need to calculate the approximation of one product by using η̃(1)

k,l for the Poisson approxima-
tion. From (3.75) we deduce that this approximation holds true up to terms of order 1/ log2K.
Recalling once again the recipe described on page 65, we see that it only remains to calculate
the expected value of η̃(1)

k,l and to bound its variance. The expectation can be bounded from
below and above in the same way as the expected value of η̃(12)

l from the previous part in
(3.78) and (3.79):

(1− cε)r1
s

log
( l − 1

k

)
− c

logK 6 E(1)
(nA,k)

[
η̃

(1)
k,l

]
6 (1 + cε)r1

s
log

( l − 1
k

)
+ c

logK . (3.87)

A comparison of the definitions of η̃(1)
k,l in (3.86) and η̃(12)

k in (3.76) shows that the variance of
η̃

(1)
k,l can be bounded by the same expression, that is, a constant times ε. All in all, this gives
us for K large enough, ε small enough, k < l < bεKc and nA ∈ IKε :

∣∣∣P(1)
(nA,k)(NR(l, ζ, i)− exp

(
− r1

s
log

( l − 1
k

))∣∣∣ 6 c
√
ε, (3.88)

and the same inequality with σ instead of ζ. In conclusion, recalling (3.84), and using (3.63)
and (3.88) we get the existence of a finite c such that for K large enough and ε small enough,∣∣∣P(1)(R(i, 1) > 0 | R(i, 2) > R(i, 1), Na(τKR(i,2)) = l)

−
l−1∑
k=1

r1
k + 1 exp

(
− r1

s
log

( l − 1
k

))
E(1)[UKk (1)]

∣∣∣ 6 c
√
ε.

Applying (3.49) and Lemma A.1 yields Equation (3.71) and hence ends the proof of Lemma
3.23.
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3.5.3 Proof of Proposition 3.6

With similar ideas we can calculate the probability of the event that the two neutral loci
recombine together into the A-population and then separate within the wild-type population.

Proposition 3.24. Let i be an individual sampled uniformly at the end of the first phase.
There exist two finite constants c and ε0 such that for ε 6 ε0,

lim sup
K→∞

∣∣∣P(1)([12, 2]recA,i)− r1
[1− e−

r1+r2
s

logbεKc

r1 + r2
+ e−

r1+r2
s

logbεKc − e−
fAr2
fas

logbεKc

r1 + r2 − fAr2/fa

]∣∣∣ 6 c
√
ε.

This result together with Proposition 3.22 gives us the asymptotic probability of the rela-
tion R1|2(i)(1,G1) = [2, 1]rec,1A,i ∪ [12, 2]rec,1A,i as defined in (3.35). The remaining statements
of Proposition 3.6 which concern the events R2(i)(1) and R12(i)(1) follow with very similar
calculations, realizing that one the one hand

P(1)(R2(i)(1)) = P(1)(R(i, 2) > 0, R(i, 1) = −∞) + P(1)(aAa),

with aAa as defined on page 136, and on the other hand

P(1)(R12(i)(1)) = P(1)(R(i, 1) = R(i, 2) > 0, (i, 12)(1)
A ) + P(1)(aAa ∪ CA)

=
bεKc∑
l=1

(
1− P(1)(R1|2(i)(1,G1) | R(i, 1) = R(i, 2) > 0, Na(τKR(i,2)) = l)

)
· P(1)(R(i, 1) = R(i, 2) > 0, Na(τKR(i,2)) = l) + P(1)(NE(3)),

and all needed probabilities can be calculated as in the previous section, hence we give no
further details here.

3.5.4 The genealogy of the two neutral loci in the second and third phase

We will here briefly describe the ideas of the proofs concerning the neutral genealogy of an
individual during the second and third phase. The following proof of Proposition 3.8 was
performed by Charline Smadi. For the sake of completeness and to emphasize the different
nature of the second phase in contrast to the remainder of the sweep we will recite it at this
point.

Proof of Proposition 3.8

Recall the event CKε from (3.60) and note that for any jump time during the second phase,
that is, for any τKm with TKε 6 τKm 6 TKε + tε, and any j ∈ {1, 2} we can deduce from Lemmas
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3.18 and 3.17 that

p
(rj)
aA (NK(τKm )) 6 8rj

ε2K
and p

(cj)
aa (NK(τKm )) 6 32

ε4K2 . (3.89)

We will detail the derivation for the event NR(i)(2) as defined on page 127. The statement
concerning the absence of any coalescent event during the second phase follows in the same
way, using the above bound on the coalescence probability. For m ∈ N we get from (3.89)

P(1)(NR(i)(2) | UK(2) = m,CKε ) >
(
1− 8(r1 + r2)

ε2K

)m
. (3.90)

If K is large enough we have log(1− 8(r1 + r2)/(ε2K)) > −10(r1 + r2)/(ε2K) and hence

P(1)(NR(i)(2) | CKε ) >
(
1− P(1)(UK(2) > K log logK | CKε )

)
eK log logK log(1− 8(r1+r2)

ε2K
)

>
(
1− P(1)(UK(2) > K log logK | CKε )

)
e−

10(r1+r2)K log logK
ε2K ,

where we use the bound on the recombination probabilities given in (3.2). According to (3.24),
NK
a is smaller than 2n̄aK on the time interval [TKε , TKε + tε] with probability close to 1. In

this case, we can bound the total number of births UK(2), as defined in (3.59), by the sum of
2n̄aK independent and identically distributed Poisson random variables with parameter fatε.
The strong law of large numbers then yields

lim
K→∞

P(1)(UK(2) > K log logK | CKε ) = 0.

We apply again (3.24) in order to get

lim
K→∞

P(1)(CKε ) = 1, and hence we have lim
K→∞

P(1)(NR(i)(2)) = 1.

Proof of Proposition 3.9

The proof of the asymptotic probability of R2(i)(3,G1) is similar to the previous calculations
in the proof of Proposition 2.14, hence we refrain from giving any details. Note however that
it extensively uses Lemma 3.16 for the approximate value of the number of up-jumps during
the third phase and the bound on the variance when performing the Poisson approximation.
Similar as in the proof of Proposition 2.14, the derivations leading to a sufficient bound on
the variance are more evolved than the calculations in Section 3.5.2. Further, all calculations
are performed with respect to the measure P(3), defined in (3.31).
The proofs for showing that in the limit of K → ∞ we indeed have no recombination into
the A-population and no coalescence of any two sampled individuals during the third phase
follow a similar idea as the above proof of Proposition 3.8 and are hence omitted here.



CHAPTER 4
Some properties of Λ-coalescents in population genetics

In this chapter we present a recursion formula for the expected height of the coalescent
tree corresponding to some measure Λ, and will further state a spatial algorithm for the
ancestral recombination graph for the more general Λ-coalescent, introduced in Definition
1.11 in Section 1.2. In both sections, we will consider the case of a very simple measure
Λ = δa, with δa being the Dirac measure at some a ∈ [0, 1], as an example.
Before that, we will investigate some properties of the Λ-coalescent which are relevant in this
context and in particular lead to a way of constructing the coalescent. We introduce this
so-called Poissonian construction by the same approach which was chosen in the notes of
Berestycki, [4]. Afterwards we offer an algorithm in R which generates a Λ-coalescent for a
given number of individuals.

4.1 Construction of the Λ-coalescent

We start with analyzing the rates of a Λ-coalescent process and define the event of a p-merger
to this end.

Definition 4.1 (cf. Definition 3.3 in [4]). Let P be PN or Pn for some finite n ∈ N. Define
the operation ? as follows: for two partitions π, π′ ∈ P the partition π∗ = π ? π′ is obtained
by merging (coalescing) all those blocks of π whose labels are together in one block of π′.
Further let κp ∈ P denote a random partition with only one block containing more than
one element, obtained by tossing a coin with success probability p for each element: in case
of success, the element is in the distinguished block, otherwise it is a singleton. Then, for
p ∈ (0, 1] and π ∈ P we call the operation π 7→ π ? κp a p-merger.

This corresponds to performing a Bernoulli(p)-experiment for each block of the partition π

and coagulating all those whose trial had a successful outcome. The nature of κp can be
understood in the context of Λ-coalescents when recalling that we only allow for one merger
at a time. Hence, there cannot be more blocks with more than one element in κp, otherwise
we could produce simultaneous merging events.
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Recall the rates for a Λ-coalescent as stated in (1.5), Definition 1.11, and write

λb,k =
∫ 1

0
pk(1− p)b−kp−2Λ(dp). (4.1)

In the above formulation, we can detect two parts hidden in the rates: first, there is some
binomial choosing included in λb,k: with success probability p we mark k blocks, and the
remaining b−k blocks are not marked with probability 1−p. The missing binomial coefficient
addresses the fact that any k-tuple of blocks merges with the above rate which means that
the total rate of events where k out of b blocks merge is equal to

λ#
b,k =

(
b

k

)
λb,k. (4.2)

Thus, we recognize the structure of a p-merger.
The second part in the integral from (4.1), the factor p−2Λ(dp), then plays the role of the
rate at which a merger related to the success probability p happens.
Indeed, if we consider a process where a p-merger happens with rate µ(dp) then the rates
for some k-merger when there are b blocks left equals

∫ 1
0 p

k(1− p)b−kµ(dp), due to the above
definition of a p-merger. As in [4] we can now argue why µ(dp) may be written as p−2Λ(dp)
for some finite measure Λ: the process is only well-defined if the rate at which at least two
out of b blocks coalesce is finite. Recalling the definition in (4.2) then leads to the following
formulation of this constraint: ∫ 1

0

(
b

2

)
p2µ(dp) <∞.

This condition implies that we can define µ(dp) = p−2Λ(dp) for a finite measure Λ.
The above described way of interpreting the rates of a Λ-coalescence leads exactly to the
so-called Poissonian construction of the process. It is convenient to assume the following
decomposition:

Λ = Λ̃ + aδ0, where Λ({0}) = a (or equivalently Λ̃({0}) = 0). (4.3)

Algorithm 4.2 (Corollary 3.1, [4]). Let N be a Poisson point process on S := (0, 1]×R+ with
intensity p−2Λ̃(dp)⊗ dt, with Λ̃ as in (4.3). Let (pi, ti)i>1 be the points of the corresponding
Poisson process. Then the process ΠΛ := (ΠΛ

t )t>0 can be constructed by performing a pi-
merger at time ti for each point (pi, ti) of the Poisson process. In addition, every pair of
blocks merges at rate a.

Note that the additional pair coalescence rate only appears if the measure Λ has an atom at
zero. We will use this kind of construction when describing the spatial algorithm for an ARG
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in Section 4.3. Let us now describe an algorithm with which one can generate a genealogy of
a sample whose ancestral lines evolved according to a Λ-coalescent for (three) different types
of measures Λ. The actual R-code is stated in the Appendix C.

Algorithm 4.3. The function lambdacoal <- function(n,Lambdatype,a,alpha) gener-
ates a Λ-coalescent tree for n individuals, where Λ is either a Dirac measure at some point
a (if Lambdatype = 0), the uniform measure (if Lambdatype = 1), or a Beta-coalescent (if
Lambdatype = 2) with parameter alpha, meaning that Λ(dx) is equal to the Beta(2− α, α)
distribution.
The output is a list composed of an array genealogy where we can read the times of coalescent
events, the number of lineages which merge at an event and the labels (numbers in {1, . . . , n})
of the lines which merge. We first draw the time of the next merger from an Exponential
random variable with rate equal to the total rate of events given the number of lines which
are still present in the partition. Then we choose the type of merger according to the rates of
the Λ-coalescent and subsequently sample uniformly at random the labels of the lines which
will merge at that event. After each coalescent event we relabel the lines which took part in
the merger and name them by the smallest index of all lineages which coalesced. The array
genealogy then fully determines the shape of the coalescent tree. Further, the total branch
length is calculated straightforwardly and returned as the list entry branch.length. See C.1
for further details.
Two exemplary outputs are shown in Figure 4.1.1.

4.2 The expected height in a Λ-coalescent

As already pointed out in Section 1.3.2, the number of neutral mutations on a coalescent
tree depends only on the mutation rate and the branch length. In the infinite sites model, a
comparison between individuals concerning the number and locations of mutations on their
ancestral lines results in the number of so-called segregating sites: locations in the genome
at which the studied individuals differ. This quantity is of interest in particular as the newer
genotyping methods provide whole sequences. After an alignment, we can extract exactly
the number of segregating sites from the given data. Having this quantity at hand, one can
statistically extract probable underlying mutation rates and also the type of the genealogical
tree of the population, provided that one has the knowledge of which tree is likely to give which
results. To this end, the study of the total branch length and also the height, corresponding
to the time to the most recent common ancestor, is essential in order to draw conclusions on
the evolutionary behavior of the sequenced population.
In the case of the Kingman coalescent, we can easily derive the expected height and length
of the coalescent tree and thus induce the expected number of mutations occurring during
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> lambdacoal(10,2,0,0.8)
$genealogy

[,1] [,2] [,3] [,4] [,5] [,6] [,7] [,8] [,9] [,10] [,11] [,12]
[1,] 1 2 3 4 5 6 7 8 9 10 0.0000000 0
[2,] 1 2 3 4 5 6 7 8 9 1 0.1688833 2
[3,] 1 2 3 4 5 6 7 8 1 1 0.2044172 2
[4,] 1 2 3 4 5 6 7 6 1 1 0.2240150 2
[5,] 1 1 1 1 1 1 1 1 1 1 0.4383743 7

$branch.length
[1] 3.665935

(a) Output for n = 10, Lambdatype = 2 and parameter α = 0.8,
that is, Λ is distributed ∼Beta(1.2, 0.8).

> lambdacoal(10,0,0.2,0)
$genealogy

[,1] [,2] [,3] [,4] [,5] [,6] [,7] [,8] [,9] [,10] [,11] [,12]
[1,] 1 2 3 4 5 6 7 8 9 10 0.00000000 0
[2,] 1 2 2 4 2 2 7 8 9 10 0.01239973 4
[3,] 1 1 1 4 1 1 7 8 1 10 0.11985310 3
[4,] 1 1 1 4 1 1 7 8 1 8 0.13840286 2
[5,] 1 1 1 4 1 1 7 7 1 7 0.13956449 2
[6,] 1 1 1 1 1 1 7 7 1 7 0.62548314 2
[7,] 1 1 1 1 1 1 1 1 1 1 0.75609175 2

$branch.length
[1] 2.692539

(b) Output for n = 10, Lambdatype = 0 and parameter a = 0.2,
that is, Λ = δ0.2.

Figure 4.1.1: Some examples obtained by the algorithm lambdacoal.

the time until the population (or sample) has found its most recent common ancestor. As
mentioned in Remark 1.12, the Kingman coalescent is a Λ-coalescent with Λ = δ0. The rates
are then easily calculated and, more important, as there are only two-mergers, straightforward
calculations lead to an expression of the expectation of the tree height:

E(HΠK,n) =
n∑
j=2

2
j(j − 1) =

n∑
j=2

[−2
j

+ 2
j − 1

]
= 2

(
1− 1

n

)
.

For more general coalescent trees, it is difficult to arrive at analytical statements on both
quantities, the height and the length. Here, one often uses the connections of Λ-coalescents
to other processes which are better understood: Bertoin and Le Gall [6] and later Birkner et
all [9] showed that Beta-coalescents are in fact duals of generalized Fleming-Viot processes
(also called Λ-Fleming-Viot processes). Further, Berestycki, Berestycki and Schweinsberg
[3] proved an embedding of the Beta-coalescent for 1 < α < 2 in α-stable continuous-state
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branching processes via the corresponding height process. Based on this theory, they derived
asymptotic statements on the distribution of the number and clustering of mutations under
the infinite sites model.
In this Section here, we will not review or pursue the techniques given through duality.
Instead, we go back to the definition of the rates of the Λ-coalescent and derive a recursive
formula for the expected height of the coalescent tree. We further give an algorithm in MuPAD
in the case of a simple δa-measure (where a can be chosen from (0, 1] or left unspecified) in
order to show the usefulness of such a formula. The code itself is given in the Appendix,
Algorithm C.2.
The statement is obtained by expressing the time to the most recent common ancestor through
different random variables, where we use ideas from Schweinsberg [35] given in a different
context.
Recall the definition of the total rate λ#

b,k with which k out of b blocks merge in a Λ-coalescent
and define the total rate of events when there are b blocks present through

λb =
b∑

k=2
λ#
b,k (4.4)

and the rate with which more than b− k lines merge as

λ̄kb =
b∑

j=b−k+1
λ#
b,j . (4.5)

Finally, denote the rate at which the number of blocks decreases when b blocks are present by
γb. Keep in mind that a merger of k lines into one decreases the number of blocks by k − 1,
hence

γb =
b∑

k=2
(k − 1)λ#

b,k. (4.6)

The recursive formula then reads as follows:

Theorem 4.4. Let Λ be a finite measure on [0, 1] and consider the Λ-coalescent Π[n] for some
n ∈ N defined through rates as stated in (4.1). Define for z ∈ {2, 3, . . . , n}, x ∈ [z − 1], y ∈ [z]
the functions

g(x,y)(z) =



( z
z−x+1

)λz,z−x+1
λ̄xz

if x = y, x 6= z

1−
( z
z−x+1

)λz,z−x+1
λ̄xz

if y = z

0 else,

(4.7)
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and

f (x,y)(z) = g(x,y)(z)
γy

. (4.8)

Then the following expression for the expected height of the coalescent Π[n] holds true for
n > 3:

E
(
HΠ[n]) = 1

γn
+
n−1∑
j=2

n∑
k1=j+1

[f (j,j)(k1) + f (j,k1)(k1)]
[ k1−1∏
l1=j+1

g(l1,k1)(k1)
]

·
{ n∑
k2=k1+1

g(k1,k1)(k2)
[ k2−1∏
l2=k1+1

g(l2,k2)(k2)
]

·
{ n∑
k3=k2+1

g(k2,k2)(k3)
[ k3−1∏
l3=k2+1

g(l3,k3)(k3)
]
·
{
. . .

·
{ n∑
kn−j=kn−j−1+1

g(kn−j−1,kn−j−1)(kn−j)
[ kn−j−1∏
ln−j=kn−j−1+1

g(ln−j ,kn−j)(kn−j)
]}

. . .

}}}
,

(4.9)

where we use the convention that empty products and empty sums are equal to 1 (which implies
that in particular the innermost product equals 1, as kn−j 6 n and kn−j−1 > n − 1, hence
kn−j−1 + 1 > kn−j − 1). For n = 2, it holds that

E
(
HΠ[2]) = 1

γ2
= 1
λ2,2

.

Proof. We will first derive the shape of the functions g and f from above and then show how
the above expression for the expectation arises.
In addition to the above definitions from (4.1) and (4.4) to (4.6), we use the notation from
Definition 1.13 and further let

Jk = JΠ[n]
k = NΠ[n]

k−1 −NΠ[n]
k

be the height of the k-th jump. As already mentioned in Section 1.2, a Λ-n-coalescent process
does not necessarily take all possible states of block numbers in between n and 1. It is
therefore convenient to define the states which are actually visited by the corresponding jump
chain as follows (cf. [35], p.6):

Ln(j) = min{m > j :
∣∣Π[n]

t

∣∣ = m for some t > 0}.

Then Ln(j) ≡ Nk−1 for all j with Nk < j 6 Nk−1, or, in other words, Ln(j) takes (Nk−1 −
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Nk) = Jk-times the value Nk−1. In particular,

Ln(j) is either equal to j or we have Ln(j) = Ln(j + 1). (4.10)

Since we start with the partition ∆n we have Ln(n) ≡ n . Recall the precise Definition 1.11
of a Λ-coalescent and note that

E
(
Tk | Nk−1

)
= 1/λNk−11{Nk−1>1}, by definition of the total jump rate, and

E
(
Jk | Nk−1

)
=

Nk−1∑
j=2

(j − 1) · P
(
Jk = j − 1 | Nk−1

)
= γNk−1/λNk−11{Nk−1>1},

as on {Nk−1 > 1} it holds that

P(Jk = j − 1|Nk−1) =
(
Nk−1
j

)
λNk−1,j

λNk−1

1{Nk−1>1},

by definition of Jk. With this we can rewrite the expected height of the coalescence process
as follows (cf. proofs of Lemmas 6 and 7, [35]):

E
(
HΠ[n]) =

n−1∑
k=1

E
(
Tk
)

=
n−1∑
k=1

E
[
E
(
Tk | Nk−1

)]
=

n−1∑
k=1

E
[ 1
λNk−1

1{Nk−1>1}

]

=
n−1∑
k=1

E
[ 1
γNk−1

E
(
Jk | Nk−1

)
1{Nk−1>1}

]
=

n−1∑
k=1

E
[
E
(1{Nk−1>1}

γNk−1

· Jk | Nk−1

)]

=
n−1∑
k=1

E
(1{Nk−1>1}

γNk−1

Jk

)
=

n∑
j=2

E
( 1
γLn(j)

)
, by definition of Ln(j)

= 1
γn

+
n−1∑
j=2

E
[
E
( 1
γLn(j)

| Ln(j + 1)
)]

= 1
γn

+
n−1∑
j=2

E
[ n∑
k=j

1
γk

P
(
Ln(j) = k | Ln(j + 1)

)]
. (4.11)

We claim that the following expression is equal to the conditional probability in line (4.11):

E
(
1{Ln(j)=k} | Ln(j + 1)

)
= 1{k=j}

(
Ln(j + 1)

Ln(j + 1)− j + 1

)
λLn(j+1),Ln(j+1)−j+1

λ̄jLn(j+1)

+ 1{Ln(j+1)=k}

[
1−

(
k

k − j + 1

)
λk,k−j+1

λ̄jk

]
.

(4.12)

Note that at most one of the above indicator functions can be nonzero, as Ln(j + 1) = k

implies that k > j + 1 > j.
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The above equality (4.12) holds since the right-hand side is σ(Ln(j + 1))-measurable and
further, we have

P(Ln(j) = j | Ln(j + 1) = m) =
( m
m−j+1

)
λm,m−j+1

λ̄jm
= 1− P(Ln(j) = m | Ln(j + 1) = m),

by the following argument: if m− j of m present blocks merged to one, then the number of
blocks would go from m to m − (m − j) + 1 = j + 1 and consequently Ln(j + 1) = j + 1.
Hence, the event {Ln(j + 1) = m} tells us that more than m− j blocks will merge when we
are in state m. The total rate for such a merger is λ̄jm, as defined in (4.5). A specific jump
to j blocks then occurs if we mark any m − j + 1 of the m present blocks with the measure
specific rate over the total rate λ̄jm. By (4.10), P(Ln(j) = k | Ln(j + 1) = m) can only be
nonzero for k ∈ {j,m}.
This implies that for all events {Ln(j + 1) = m} ∈ σ(Ln(j + 1)) with m > j + 1 it holds that

E
[
1{Ln(j)=k}1{Ln(j+1)=m}

]
= P(Ln(j) = k and Ln(j + 1) = m)

=


P(Ln(j) = j | Ln(j + 1) = m)P(Ln(j + 1) = m) if k = j

P(Ln(j) = m | Ln(j + 1) = m)P(Ln(j + 1) = m) if k = m

0 else

=



( m
m−j+1

)λm,m−j+1
λ̃jm

P(Ln(j + 1) = m) if k = j(
1−

( m
m−j+1

)λm,m−j+1

λ̃jm

)
P(Ln(j + 1) = m) if k = m

0 else

which is exactly the expectation of the product of 1{Ln(j+1)=m} with the right-hand side of
(4.12):

E
[
1{Ln(j+1)=m} ·

{
1{k=j}

(
Ln(j + 1)

Ln(j + 1)− j + 1

)
λLn(j+1),Ln(j+1)−j+1

λ̄jLn(j+1)

+ 1{Ln(j+1)=k}

[
1−

(
k

k − j + 1

)
λk,k−j+1

λ̄jk

]}]
= E

[
1{Ln(j)=k}1{Ln(j+1)=m}

]
.

Together with the abbreviating functions g(x,y)(z) and f (x,y)(z) from (4.7) and (4.8), this can
be plugged into the expression for the expectation of HΠ[n] from (4.11):

E
(
HΠ[n])− 1

γn
=

n−1∑
j=2

E
[ n∑
k=j

1
γk

1{k=j}

(
Ln(j + 1)

Ln(j + 1)− j + 1

)
λLn(j+1),Ln(j+1)−j+1

λ̄jLn(j+1)



4.2 The expected height in a Λ-coalescent 157

+
n∑
k=j

1
γk

1{Ln(j+1)=k}

[
1−

(
k

k − j + 1

)
λk,k−j+1

λ̄jk

]]

=
n−1∑
j=2

E
[ 1
γj
g(j,j)(Ln(j + 1)) +

n∑
k=j+1

1
γk
g(j,k)(Ln(j + 1))

]

=
n−1∑
j=2

n∑
l1=j+1

[
f (j,j)(l1) +

n∑
k=j+1

f (j,k)(l1)
]
P(Ln(j + 1) = l1)

=
n−1∑
j=2

n∑
l1=j+1

[
f (j,j)(l1) + f (j,l1)(l1)

]
E
[
1{Ln(j+1)=l1}

]
.

The idea is now, to recursively take the term for the highest value of j out of the sum and
condition on the value of the next Ln(j). In the above sum, this means that we consider the
term for j = n−1 separately in order to be able to condition on Ln(j+ 2) in the expectation.
Here, we use that Ln(n) = 1 almost surely. This procedure will be continued successively
until the highest value of j equals the starting point of the sum, namely 2. We write down
the first and an intermediate state (where terms for j = n − 4 are taken out of the sum) of
this method and deduce from that the formula in (4.9).

E
(
HΠ[n])− 1

γn
=

n−1∑
j=2

n∑
l1=j+1

[
f (j,j)(l1) + f (j,l1)(l1)

]
E
[
1{Ln(j+1)=l1}

]
= f (n−1,n−1)(n) + f (n−1,n)(n) +

n−2∑
j=2

n∑
l1=j+1

[
f (j,j)(l1)+f (j,l1)(l1)

]
E
[
E
[
1{Ln(j+1)=l1} |Ln(j + 2)

]]
= f (n−1,n−1)(n) + f (n−1,n)(n) +

n−2∑
j=2

n∑
l1=j+1

[
f (j,j)(l1) + f (j,l1)(l1)

]
· E
[
1{l1=j+1}g

j+1,j+1(Ln(j + 2)) + 1{Ln(j+2)=l1}g
j+1,Ln(j+2)(Ln(j + 2))

]
= f (n−1,n−1)(n) + f (n−1,n)(n) +

n−2∑
j=2

n∑
l1=j+1

[
f (j,j)(l1) + f (j,l1)(l1)

]
·

n∑
l2=j+2

P(Ln(j + 2) = l2)
[
1{l1=j+1}g

(j+1,j+1)(l2) + 1{l2=l1}g
(j+1,l2)(l2)

]
= f (n−1,n−1)(n) + f (n−1,n)(n)

+
n−2∑
j=2

[
f (j,j)(j + 1) + f (j,j+1)(j + 1)

] n∑
l2=j+2

g(j+1,j+1)(l2)P(Ln(j + 2) = l2)

+
n−2∑
j=2

n∑
l1=j+2

[
f (j,j)(l1) + f (j,l1)(l1)

]
g(j+1,l1)(l1)P(Ln(j + 2) = l1)

= . . .

= f (n−1,n−1)(n) + f (n−1,n)(n)
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+
[
f (n−2,n−2)(n− 1) + f (n−2,n−1)(n− 1)

]
g(n−1,n−1)(n)

+
[
f (n−2,n−2)(n) + f (n−2,n)(n)

]
g(n−1,n)(n)

+
[
f (n−3,n−3)(n− 2) + f (n−3,n−2)(n− 2)

]{
g(n−2,n−2)(n− 1)g(n−1,n−1)(n)

+ g(n−2,n−2)(n)g(n−1,n)(n)
}

+
[
f (n−3,n−3)(n− 1) + f (n−3,n−1)(n− 1)

]
g(n−2,n−1)(n− 1)g(n−1,n−1)(n)

+
[
f (n−3,n−3)(n) + f (n−3,n)(n)

]
g(n−2,n)(n)g(n−1,n)(n)

+
[
f (n−4,n−4)(n− 3) + f (n−4,n−3)(n− 3)

]{
g(n−3,n−3)(n− 2)

{
g(n−2,n−2)(n− 1)g(n−1,n−1)(n)

+ g(n−2,n−2)(n)g(n−1,n)(n)
}

+ g(n−3,n−3)(n− 1)g(n−2,n−1)(n− 1)g(n−1,n−1)(n)

+ g(n−3,n−3)(n)g(n−2,n)(n)g(n−1,n)(n)
}

+
[
f (n−4,n−4)(n− 2) + f (n−4,n−2)(n− 2)

]
g(n−3,n−2)(n− 2)

{
g(n−2,n−2)(n− 1)g(n−1,n−1)(n)

+ g(n−2,n−2)(n)g(n−1,n)(n)
}

+
[
f (n−4,n−4)(n− 1) + f (n−4,n−1)(n− 1)

]
g(n−3,n−1)(n− 1)g(n−2,n−1)(n− 1)g(n−1,n−1)(n)

+
[
f (n−4,n−4)(n) + f (n−4,n)(n)

]
g(n−3,n)(n)g(n−2,n)(n)g(n−1,n)(n)

+
n−4∑
j=2

[
f (j,j)(j + 1) + f (j,j+1)(j + 1)

]
·
{
g(j+1,j+1)(j + 2)g(j+2,j+2)(j + 3)

n∑
l4=j+4

g(j+3,j+3)(l4)P(Ln(j + 4) = l4)

+ g(j+1,j+1)(j + 2)
n∑

l3=j+4
g(j+2,j+2)(l3)g(j+3,l3)(l3)P(Ln(j + 4) = l3)

+ g(j+1,j+1)(j + 3)g(j+2,j+3)(j + 3)
n∑

l4=j+4
g(j+3,j+3)(l4)P(Ln(j + 4) = l4)

+
n∑

l2=j+4
g(j+1,j+1)(l2)g(j+2,l2)(l2)g(j+3,l2)(l2)P(Ln(j + 4) = l2)

}

+
n−4∑
j=2

[
f (j,j)(j + 2) + f (j,j+2)(j + 2)

]
g(j+1,j+2)(j + 2)

·
{
g(j+2,j+2)(j + 3)

n∑
l4=j+4

g(j+3,j+3)(l4)P(Ln(j + 4) = l4)

+
n∑

l3=j+4
g(j+2,j+2)(l3)g(j+3,l3)(l3)P(Ln(j + 4) = l3)

}

+
n−4∑
j=2

[
f (j,j)(j + 3) + f (j,j+3)(j + 3)

]
g(j+1,j+3)(j + 3)g(j+2,j+3)(j + 3)

·
n∑

l4=j+4
g(j+3,j+3)(l4)P(Ln(j + 4) = l4)
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+
n−4∑
j=2

n∑
l1=j+4

[
f (j,j)(l1) + f (j,l1)(l1)

]
g(j+1,l1)(l1)g(j+2,l1)(l1)P(Ln(j + 4) = l1).

The statement of the theorem given in (4.9) follows inductively by careful observation.

The MuPAD Code, which implements the above formula in the case of Λ = δa, is stated only
in C.2 but we will briefly explain the idea behind it at this point. The crucial factor is that
we have nested sums whose entries and also starting points depend on the previous value. It
is not clear how one can implement this in a straightforward way. Here, we have chosen a
procedure which first generates the nested sums and products with the help of placeholders
in the form of unspecified arrays: one for the index ki, one for the values of the function g and
one for the product over the respective g. Starting from the sum with index kn−j−1 in the
j-th step, we substitute one after the other the placeholders for the running variables ki. In
the end, we need to substitute the remaining placeholder with the corresponding expressions
of the functions g and f . For details, see the code stated in C.2. Note that the program
should also work for more complicated measures if we defined the rates and accordingly the
functions g and f differently in the beginning of the program.
With the program we calculated some particular values for n = 5, 10, 15, 20, displayed in
Figure 4.2.1 below. Further, exemplary results for the expected height Hn for an unspecified
a ∈ (0, 1) and small n obtained through the algorithm have the form

E(H4) = 10a3 − 40a2 + 56a− 27
6a3 − 25a2 + 36a− 18 ,

E(H5) = 40a6 − 315a5 + 1055a4 − 1926a3 + 2025a2 − 1166a+ 288
24a6 − 190a5 + 639a4 − 1172a3 + 1240a2 − 780a+ 180 .

n a = 0.1 a = 0.5 a = 0.8
5 1.5913 1.5227 1.3573
10 1.8151 1.8353 1.6744
15 1.9024 2.0011 1.8478
20 1.9526 2.1144 1.9640

Figure 4.2.1: Values for the expected height for some a in Λ = δa.

4.3 A spatial algorithm for the ancestral recombination graph
for a measure Λ

The spatial algorithm that we propose here in order to generate an ARG for a Λ-coalescent is
very similar to the one by Wiuf and Hein, as stated in Algorithm 1.27. Naturally it differs in
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Step 1, as we will generate the coalescent tree for position 0 according to the rates determined
by the measure Λ. This will in general also result in non-binary mergers, as seen in Section
4.1. On the contrary, the recombination mechanism works exactly in the same way here,
since the probability to simultaneously witnessing a coalescent and a recombination event
tends to zero in the scaling limit of large population sizes. This was already reasoned by
Hein, Schierup and Wiuf in [23] and shown again within the frame of a diploid model with
simultaneous mergers by Birkner, Blath and Eldon, [8].
The essential difference between our algorithm and Algorithm 1.27 therefore lies in the reat-
tachment mechanism of the newly created line. Depending on the concrete nature of the
measure Λ, a new line may merge together with any other line present in the graph and
thus add a binary merger to it. In addition, it can join any already existing coalescent event
according to the rates of that particular Λ-coalescent. We will state the exact details below
and then give (and visualize) an explicit example.

Definition 4.5. We denote by G(p) the graph which explains the ancestry of all points x 6 p

on the sampled sequences. For any graph G let tG = (tG1 , tG2 , . . .) be the vector of the times of
coalescent events in G, with tG1 < tG2 < . . .. Further, let mG = (mG1 ,mG2 , . . .), where mGi is the
number of lines (blocks) which merge at the i-th merger, that is, at time tGi .
We denote the number of different lines (blocks) present at time t− in the graph G by AGt . By
t− we mean that in case of a merger at time t, AGt gives the number of blocks right before the
merger happens.

Algorithm 4.6. Suppose that the population evolves in the limit according to a Λ-coalescent
for some finite measure Λ = Λ̃ + aδ0 with Λ̃({0}) (cf. Equation (4.3)) and denote the rates
corresponding to Λ̃ by

λ̃(b, k) :=
∫ 1

0
pk(1− p)b−kp−2Λ̃(dp).

Sample finitely many sequences from the population and identify each with the interval [0, ρ/2]
with ρ/2 the scaled recombination rate (see (1.15)). Then we can perform the following steps
in order to generate the ancestral recombination graph:

1. Generate the local coalescent tree T (0) = G(0) for position 0 according to the rates
defined in (4.1) (using for example the Poissonian construction from Algorithm 4.2 or
the program lambdacoal as described in Algorithms 4.3, C.1).

Perform the steps 2. to 6. as stated in Algorithm 1.27 in order to choose the next break point on
the sequence, Pi = Pi−1 +pi with pi ∼ Exp(Bi−1), and its position on the current graph Gi−1

via ti ∼ U(0, Bi−1). Then this position ti corresponds to a time Ti with tGi−1
j < Ti < t

Gi−1
j+1

a.s. for some j and tGi−1
j as defined in Definition 4.5.
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7. Coalesce the new recombined edge ei to the graph Gi−1 according to the following rule:

draw Tbin ∼ Exp
(
A
Gi−1
Ti

{
a+ λ̃

(
A
Gi−1
Ti

+ 1, 2
)})

, (4.13)

and merge the new edge ei with a uniformly chosen line from Gi−1

at time Ti + Tbin if Tbin < t
Gi−1
j+1 ,

else

draw pmerge ∼ Bernoulli

 λ̃(AGi−1
Ti

+ 1,mGi−1
j+1 + 1

)
λ̃
(
A
Gi−1
Ti

,m
Gi−1
j+1

)
 , (4.14)

and let the new edge ei join the merger at tGi−1
j+1 if pmerge = 1,

else

repeat the above steps with rates adjusted to the number of present lineages

in the graph Gi−1: replace the Ti in AGi−1
Ti

in (4.13) and (4.14) by tGi−1
j+1 +, tGi−1

j+2 +, ...

and consider, if necessary, the next mergers in the Bernoulli experiment.

As defined in Definition 4.5, AGi−1
Ti

is the number of lineages present in the graph Gi−1

right before we add the new edge ei.

Proof. As reasoned above, we only need to show that the attachment mechanism as described
in Step 7 matches the dynamics of the considered Λ-coalescent. We consider therefore sepa-
rately the rate for an attachment of the new edge ei to exactly one other lineage in the graph
and the probability for joining an existing coalescent event.
1. The attachment of ei results in a new binary merger in the new graph Gi.
The first part of the according rate results from the factor in front of the δ0 measure, a.
This Kingman component implies that any two lines merge at rate a and thus the edge ei is
attached in a 2-merger to the graph Gi−1 with rate a times the number of lines present at the
time. Recall that in the Kingman coalescent this resulted in a coalescence rate of

(k
2
)
with k

lines present in the tree. Here however, one line, ei is already fixed as one out of two lineages

of the coalescent event. This leads to the rate a ·AGi−1
Ti

instead of a ·
(AGi−1

Ti
+1

2
)
.

As a second part we have to think of those lines which where the only line marked to be
part of a p-merger for some p by the Poisson process for the construction of the coalescent
process due to a point (p, t). The new line present in the graph can also get marked with
that probability p leading to a coalescent event of ei and the other lineage at time t. To
determine the probability for this event, we have to bear in mind that such marking of one
line can not be seen when looking at the graph as such an event does not result in a visible
merger. Knowing the total graph up to some position x, we thus can not condition on such a
“1-merger”. Instead, we need to use the rate of a 2-merger when there are AGi−1

Ti
+ 1 lineages

present: λ̃
(
A
Gi−1
Ti

+ 1, 2
)
. As this rate refers to a specific merger, we have to multiply it with
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(AGi−1
Ti
1
)

= A
Gi−1
Ti

as well (again, the new line is already chosen as one participating line).
The total rate for such a binary coalescent event of ei as long as there are AGi−1

Ti
lines present

in the graph therefore equals

a ·AGi−1
Ti

+A
Gi−1
Ti

· λ̃
(
A
Gi−1
Ti

+ 1, 2
)

= A
Gi−1
Ti

·
{
a+ λ̃

(
A
Gi−1
Ti

+ 1, 2
)}
,

as claimed in (4.13). Clearly, the number of lineages has to be adjusted to the lesser number
whenever we encounter a coalescent event prior to the random time Tbin. Then we need
to draw a new time Tbin according to the adjusted exponential distribution and repeat the
procedure.

Additionally, we need to consider the multiple merger property of the considered coalescent:
2. Joining a k-merger for k > 2, starting with k = m

Gi−1
j+1 .

Given that we observe an mGi−1
j+1 -merger out of AGi−1

t
Gi−1
j+1

individuals at time tGi−1
j+1 , we have to

derive the probability with which the new lineage ei also gets marked and thus joins the other
lineages in the coalescent event. Let p denote the random variable from the Poisson point
process whose outcome is the success probability for the marking procedure. Further, define

pA,k ∼ p | a specific (A, k)-merger happened .

We are now interested in the law of pA,k.

P(pA,k 6 c) = P(p 6 c, a specific (A(t), k)-merger happened )
P( a specific (A(t), k)-merger happened )

= P(p 6 c, a specific (A(t), k)-merger happened, a merger happened )
P( a specific (A(t), k)-merger happened, a merger happened )

= P(p 6 c, a specific (A(t), k)-merger happened | a merger happened )
P( a specific (A(t), k)-merger happened | a merger happened )

=
∫ c
0 p

k(1− p)A(t)−kp−2Λ( dp)∫ 1
0 p

k(1− p)A(t)−kp−2Λ( dp)
=: ν([0, c]),

where ν denotes the probability measure of pA,k.
We emphasize here that ν is a measure which is defined through an integral, i.e. ν(B) =∫
B f dΛ, B ⊂ [0, 1], where f(p) = pk(1−p)A−kp−2∫ 1

0 pk(1−p)A−kp−2Λ( dp)
is called the density of ν with respect

to Λ (as f is nonnegative on the interval [0, 1], the definition as a density makes sense).
Then we know that for any nonnegative h we have the following identity (cf. [7], Thm. 16.11):∫

B
h dν =

∫
B
hf dΛ (4.15)
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for any measurable set B ⊂ [0, 1].
Our aim is to calculate the probability that the (A+ 1)-st lineage also gets marked if we have
a merger (A, k). For better readability, we introduce the following notation:

PA,k(·) := P(· | a specific (A, k)-merger happened )

The corresponding conditional expectation is denoted analogously.

PA,k((A+ 1)-st lineage gets marked) = EA,k(1(A+1)-st lineage gets marked)

= EA,k
[
EA,k(1(A+1)-st lineage gets marked | p)

]
= EA,k(p), as p is the success probability

= E(p | a specific (A, k)-merger happened ) = E(pA,k).

As we have already determined the law of pA,k, we can now easily calculate the expectation
with the help of (4.15):

E(pA,k) =
∫

[0,1]
p dν(p) =

∫
[0,1]

p · pk(1− p)A−kp−2∫ 1
0 p

k(1− p)A−kp−2Λ( dp)
dΛ(p), by (4.15)

=
∫ 1

0 p
k−1(1− p)A−kΛ( dp)∫ 1

0 p
k−2(1− p)A−kΛ( dp)

= λA+1,k+1
λA,k

,

which actually corresponds to our intuition. Inserting the current number of lines (AGi−1

t
Gi−1
j+1

)

present in the graph for A and replacing k by the number of lines which merged (mGi−1
j+1 ), the

claim from (4.14) follows.
When following the ancestral lines backwards in time, we have to draw a new time Tbin each
time the number of lines changes. In addition, as long as the new edge ei has not coalesced
with the graph, we have to draw a new pmerge for each merger we encounter. This explains
the algorithm.

We will now give an example including pictures of all intermediate graphs.

Example 4.7. We consider the Bolthausen-Sznitman coalescent for Λ(dx) = dx, that is, the
uniform measure on [0, 1], and take a sample of n = 5 individuals, each represented by a
sequence of length [0, 1], and length is again measured in expected number of recombinations.
Step 1 and 2. With lambdacoal we obtain a local tree for position 0 and its total branch
length, see Figure 4.3.1. The times of coalescent events are then given in the last column
of the output of lambdacoal, tT (0) = (0.591, 0.783, 1.003), with corresponding merger types
mT (0) = (3, 2, 2).
Step 4. Draw (here executed with R) from ∼ Exp(3.971) in order to get the first recombination
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> lambdacoal(5,1,0,0)
$genealogy

[,1] [,2] [,3] [,4] [,5] [,6] [,7]
[1,] 1 2 3 4 5 0.0000000 0
[2,] 1 2 3 2 2 0.5910379 3
[3,] 1 2 2 2 2 0.7825443 2
[4,] 1 1 1 1 1 1.0031783 2

$branch.length
[1] 3.970977

t
1 2 4 5 3

Figure 4.3.1: Step 1: local tree for position 0.

point on the sequence (if it exists): p1 = P1 = 0.220.
Step 5. Draw the location of the recombination event on the tree from ∼ U(0, 3.971): t1 =
2.776. If we walk through the tree from the bottom-left to the right, 2.776 = 1.003 + 0.591 +
0.783+0.399 then corresponds to the line describing the fifth individual, at the time T1 = 0.399
(note that we assume the individuals to be exchangeable here so it does not matter in which
way the individuals are displayed in the graph; further, as we draw from a uniform distribution
the pattern with which we measure the branch length is not important).
Step 6. Split the corresponding line and thus create a new (floating) edge e1 (see Figure
4.3.2).
Step 7. Determine the time and type of the reattachment of e1: first, note that Λ has no
atom at zero, hence a = 0 in (4.13). At time T1 < 0.591, there are AT (0)

T1
= 5 lineages present

in the graph and the needed rate λ(6, 2) is easily calculated: λ(6, 2) = 1/5. Consequently, we
draw from ∼ Exp(1): Tbin = 0.634, which means T1 + Tbin > t

T (0)
1 = 0.591 and therefore, it

is not used. Next, we need to check if e1 joins the merger at time tT (0)
1 . We have λ(6, 4) =

1/30, λ(5, 3) = 1/12 and hence need to draw from ∼ Bernoulli(6/15): pmerge = 1 and thus e1

takes part in this merging event. See Figure 4.3.2 for a visualization of the new graph G1.
The new branch length is B1 = B0 + (0.591− 0.399) = 4.163.

We repeat the steps 4 to 8 of the algorithm.
Searching for the next recombination point on the sequences: p2 ∼ Exp(4.163) gives us p2 =
0.145 and hence P2 = 0.220 + 0.145 = 0.365 < 1. Sampling the position from ∼ U(0, 4.163)
results in t2 = 0.729. This corresponds to the lineage of the first individual and T2 = t2. We
create the second new line e2 by splitting the line at T2, when there are AG1

T2
= 3 lineages

present in the graph. As λ(4, 2) = 1/3, we draw again from ∼ Exp(1): Tbin = 1.024 and
again T2 + Tbin > tG1

2 , hence, we dismiss this time. Check now if e2 joins the merger of
mG1

2 = 2 lines at time tG1
2 : we calculate λ(4, 3) = 1/6 and λ(3, 2) = 1/2 and thus draw

from ∼ Bernoulli(1/3): pmerge = 0, meaning that e2 does not join this merger. The new line
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t

e1

1 2 4 5 3

t

1 2 4 5 3

G1

Figure 4.3.2: Step 6 and 7: generate the graph G1.

will not join the graph before time tG1
2 . We draw the next time for a binary merger while

there are two other lineages present in the graph: Tbin ∼ Exp(1), with outcome Tbin = 0.439.
Again, T2 + Tbin > tG1

3 and Tbin is not used. Check if e2 joins the 2-merger at time tG1
3 :

λ(3, 3) = 1/2, λ(2, 2) = 1, thus, draw from ∼ Bernoulli(1/2). Here, pmerge = 0 and hence
we need to continue with drawing the time it takes the new line to coalesce with the root:
Tbin ∼ Exp(1), with outcome Tbin = 0.206. See Figure 4.3.3 for the shape of the new graph
G2 with branch length B2 = B1 + 0.274 + 2 · 0.206 = 4.849.

t

e2

1 2 4 5 3

G1

t

e2

1 2 4 5 3

G2

Figure 4.3.3: Step 6 and 7: generate the graph G2.

Again, repeat the steps of the algorithm by searching for the next recombination point.
p3 ∼ Exp(4.849) gives us p3 = 0.413 and hence P3 = 0.365 + 0.413 = 0.778 < 1. Sampling
the position from ∼ U(0, 4.849) results in t3 = 3.970, which corresponds to a position on the
rightmost line at time T3 = 0.879 with tG2

3 < T3 < tG2
4 . Create the third new line e3 by

splitting the line at T3, when there are AG1
T3

= 3 lineages present in the graph. Sampling from
∼ Exp(1) gives us Tbin = 0.103 and in this case, Tbin+T3 = 0.982 < tG2

4 , hence we coalesce e3
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with one of the three present lines at time 0.982 chosen uniformly at random: we sample line
1 to be the partner in the binary coalescent event. See Figure 4.3.4 for the resulting graph
G3 of total branch length B3 = B2 + 0.103 = 4.952.

t

e3

1 2 4 5 3

G2

t

e3

1 2 4 5 3

G3

Figure 4.3.4: Step 6 and 7: generate the graph G3.

A random draw from∼ Exp(4.849) yields p4 = 0.388 and hence P4 = 0.778+0.388 = 1.166 > 1
and the algorithm stops as the alleged recombination exceeds the sequence length. The graph
G3 in Figure 4.3.5 therefore is the resulting ancestral recombination graph GARG which ex-
plains the ancestry of the five sequences [0, 1]. The vectors of coalescent times and mergers
are tGARG = (0.591, 0.783, 0.982, 1.003, 1.209), and mGARG = (4, 2, 2, 2, 2), respectively.

t

1 2 4 5 3

P1

P2

P3

P1 = 0.220

P2 = 0.365

P3 = 0.778

GARG

Figure 4.3.5: The ancestral recombination graph.

♦



APPENDIXA

Appendix of Chapter 2

We will first restate Lemma 3.5 from [36] as it is used quite often during the evaluation of
error terms.

Lemma A.1 (Lemma 3.5, [36]). If a > 1, there is a constant C depending on a but not on
N so that

N∑
j=1

aj

j
6 C · a

N

N
.

We refer to an idea of the proof to [36] and continue here with proving Lemma 2.30.

Proof of Lemma 2.30. The proof consists of two similar steps where the sums in the expression
on the left-hand side are approximated via Riemann integrals. We start with the sum within
the exponential. Note for both parts of the proof that the function 1/xα is monotonically
decreasing for positive x, α.
1. Show that

M∑
k=l+1

1
k

=
∫ M

l+1

1
x
dx+O

(
1
l+1

)
.

From the properties of the lower and upper sum we get the following inequality:

M∑
k=l+2

1
k
6
∫ M

l+1

1
x
dx 6

M−1∑
k=l+1

1
k

⇔ − 1
l + 1 6

∫ M

l+1

1
x
dx−

M∑
k=l+1

1
k
6 − 1

M

⇒
∣∣∣ ∫ M

l+1

1
x
dx−

M∑
k=l+1

1
k

∣∣∣ 6 1
l + 1 .
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The value of the integral can be easily calculated and we get

M∑
k=l+1

1
k

= log(M)− log(l + 1) +O
(

1
l+1

)
= log

( M

l + 1
)

+O
(

1
l+1

)

⇒ exp
(
− r

s

M∑
k=l+1

1
k

)
= exp

(
− r

s
log

( M

l + 1
))
· exp

(
− r

s
O
(

1
l+1

))
= exp

(
− r

s
log

( M

l + 1
))

+O
(

1
(l+1) log(N)

)
=
( M

l + 1
)− r

s +O
(

1
(l+1) log(N)

)
. (A.1)

2. Show that

M∑
l=1

(l + 1)
r
s
−1 =

∫ M

2
x
r
s
−1dx+O(1).

Similar as above we can bound the integral by lower and upper sum as follows:

M∑
l=3

l
r
s
−1 6

∫ M

2
x
r
s
−1dx 6

M−1∑
l=2

l
r
s
−1

⇔ −2
r
s
−1 − (M + 1)

r
s
−1 6

∫ M

2
x
r
s
−1dx−

M+1∑
l=2

l
r
s
−1 6 −M

r
s
−1 − (M + 1)

r
s
−1

⇒
∣∣∣ ∫ M

2
x
r
s
−1dx−

M∑
l=1

(l + 1)
r
s
−1
∣∣∣ 6 C,

for some constant C, as

k
r
s
−1 = 1

k
exp

(r
s

log(k)
)
6
c

k
6 c, for all k = 1, 2, . . . , 2N, c a constant.

The integral is easy to calculate,
∫ M

2
x
r
s
−1dx =

[s
r
x
r
s

]M
2

= s

r

[
M

r
s − 2

r
s

]
,

and putting (A.1) from step 1 and the above together results in the statement of the Lemma:

r

s

M∑
l=1

1
l + 1 exp

(
− r

s

M∑
k=l+1

1
k

)
= r

s

M∑
l=1

1
l + 1

[( l + 1
M

) r
s +O

(
1

(l+1) log(N)

)]

= r

s

1
M

r
s

M∑
l=1

(l + 1)
r
s
−1 +O

(
1

(logN)2

)
= r

s

1
M

r
s

{s
r

[
M

r
s − 2

r
s

]
+O(1)

}
+O

(
1

(logN)2

)
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= 1−
( 2
M

) r
s +O

(
1

M
r
s (logN)

+ 1
(logN)2

)
= 1− exp

(
− r

s
log

(M
2
))

+O
(

1
logN

)
= 1− exp

(
− r

s
log(M)

)
+O

(
1

logN

)
,

as M
r
s = exp

(
r
s log(M)

)
and

1 6 exp
(r
s

log(M)
)
6 exp

( r̃
s

log(M)
log(2N)

)
6 exp

( r̃
s

)
6 c,

for a constant c, for all M = 1, . . . , 2N . Applying (A.1) again ends the proof.

We will here adapt Theorem 3.6.1 from [15] to our purposes and give a short proof which
follows the second proof of the theorem in [15]. We will use the notation Ri for the considered
recombination of lineage i (hence Ri stands for R(i, 1), Rrec

B (i), . . .) and denote by θ the
corresponding recombination probability given X.

Lemma A.2 (cf. Theorem 3.6.1, [15]). Let m ∈ {1, . . . , 2N}. For ηm :=
∑τ
t=τm+1 θt,

|P(Ri > τm | X)−
(
1− e−ηm

)
| 6

τ∑
t=τm+1

θ2
t .

Proof of Lemma A.2. Conditional on X define for m and t with τm 6 t 6 τ the random
variable which says whether or not the particular recombination happened at time t:

Ym,t with P(Ym,t = 1 | X) = θt, P(Ym,t = 0 | X) = 1− θt.

Let Sm := Ym,τm+1 + . . . + Ym,τ , thus if Sm > 0, there was at least one recombination in
the time interval [τm + 1, τ ]. We show that the distribution of Sm can be approximated by a
Poisson distribution with mean ηm.
Denote with µm,t the distribution of Ym,t and with µm the distribution of Sm, i.e. µm =
µm,τm+1 ∗ . . . ∗ µm,τ .
Let νm,t be a Poisson distribution with mean θt, νm be a Poisson distribution with mean ηm.
By properties of Poisson distributed random variables, it holds that νm = νm,τm+1 ∗ . . .∗νm,τ .
We will use the following general results from Lemmas 3.6.2, 3.6.3 and 3.6.4 from [15] without
giving the proofs: let µ1, µ2, ν1, ν2 be probability measures.

1. ‖µ1 ∗ µ2 − ν1 ∗ ν2‖ 6 ‖µ1 · µ2 − ν1 · ν2‖.

2. ‖µ1 · µ2 − ν1 · ν2‖ 6 ‖µ1 − ν1‖+ ‖µ2 − ν2‖.

3. Let µ be the measure with µ(1) = p and µ(0) = 1− p. Let ν be a Poisson distribution
with mean p. Then ‖µ− ν‖ 6 2p2.
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With this,

‖µm − νm‖ = ‖µm,τm+1 ∗ . . . ∗ µm,τ − νm,τm+1 ∗ . . . ∗ νm,τ‖
1.
6 ‖µm,τm+1 · (µm,τm+2 ∗ . . . ∗ µm,τ )− νm,τm+1 · (νm,τm+2 ∗ . . . ∗ νm,τ )‖
2.
6 ‖µm,τm+1 − νm,τm+1‖+ ‖µm,τm+2 ∗ . . . ∗ µm,τ − νm,τm+2 ∗ . . . ∗ νm,τ‖

6 . . . iterate . . .

6
τ∑

t=τm+1
‖µm,t − νm,t‖

3.
6

τ∑
t=τm+1

2 · θ2
t .

With the definition of the total variation distance we now have

sup
A
|µm(A)− νn(A)| 6

τ∑
t=τm+1

θ2
t (A.2)

Considering the specific set A = {0}, we get

|P(Ri > τm | X)−
(
1− e−ηm

)
| = |1− P(Sm = 0)− (1− νm(0))|

= |1− µm(0)− (1− νm(0))|

= |µm(0)− νn(0)|
(A.2)
6

τ∑
t=τm+1

θ2
t .
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We will here give an intuition as to how the statement of Lemma 3.11 can be derived. All
derivations and ideas used in this addendum were provided by Charline Smadi.

Coupling with supercritical birth and death processes during the first phase

The overall idea is to couple the process NK
a during the first phase with two supercritical

birth and death processes in such a way that the number of a-individuals is almost surely
always in between the values of the two processes. That enables us to use known results from
the theory on birth and death processes in order to draw conclusions on the dynamics of our
process NK

a .
Another important ingredient for the proof of the results on the number of jumps during the
first phase, is to express the condition {TKε 6 T̃Kε } in the definition (3.31) of the probability
measure P(1) in a different and particularly more convenient way.
Recall the definition of the values s−(ε) and s+(ε) from (3.47) and keep in mind that by
definition, the first phase of the selective sweep lasts until the random time TKε from (3.21).
By easy calculations we can check that for t < TKε ∧ T̃Kε the death rate dKa (NK(t)) as defined
in (3.7) satisfies

1− s+(ε) 6 dKa (NK(t))
faNK

a (t) = 1− s+ Ca,A
faK

(NK
A (t)− n̄AK) + Ca,a

faK
NK
a (t) 6 1− s−(ε). (B.1)

If we now apply the results from the coupling Theorem 2 in [13], we can construct the processes
Z−ε , (NK

A , N
K
a ) and Z+

ε on the same probability space such that almost surely:

Z−ε (t) 6 NK
a (t) 6 Z+

ε (t), for all t < T̃Kε ∧ TKε . (B.2)

Here, for ∗ ∈ {−,+}, Z∗ε is a birth and death process with initial state 1, and individual birth
rates fa and death rates fa(1− s∗(ε)).

Inspired by (B.1) we will now redefine the probability measure P(1) from (3.31): we define
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the events

LKε :=
{

1− s+(ε) 6 dKa (NK(t))
faNK

a (t) 6 1− s−(ε), ∀t < TKε

}
, and

HKε := {NK
A (t) ∈ IKε ,∀t < TKε },

(B.3)

and can verify that

{TKε 6 T̃Kε } = {TKε <∞} ∩ LKε ∩HKε .

Hence the probability P(1) can be also defined as follows

P(1)(·) = P( · | TKε <∞,LKε ,HKε ). (B.4)

Before giving the proof of Lemma 3.11 we cite a general result from [1] on birth and death
processes:

Proposition B.1 ([1]). Let Z = (Zt)t>0 be a birth and death process with birth and death
rates b and d. For i ∈ Z+, Ti = inf{t > 0, Zt = i} and Pi is the law of Z when Z0 = i. Then
for i, j, k ∈ Z3

+ such that i < j < k,

Pj(Tk < Ti) = 1− (d/b)j−i

1− (d/b)k−i . (B.5)

Further, we define the stopping time

σKu := inf{t > 0, NK
a (t) = buc}, u ∈ R+, (B.6)

which denotes the time of the first hitting of buc by the process NK
a (in contrast to the

jump number σKl (1) from (3.54)). In the following we denote by Z̃(s), 0 < s < 1, a random
walk with jumps ±1 where up-jumps occur with probability 1/(2− s) and down-jumps with
probability (1− s)/(2− s). Further, the law of Z̃(s) when the initial state is i ∈ N is denoted
by P(s)

i . Finally we define for every ρ ∈ R+ the stopping time

τρ := inf{n ∈ Z+, Z̃
(s)
n = bρc}. (B.7)

Proof of Lemma 3.11

The general idea is to construct two geometrically distributed random variables such that
the number UKk (1) of jumps from k to k + 1 can be bounded from below and above by these
variables. The approach is in fact similar but more evolved than in the proof of Lemma 3.2
(here Lemma 2.23) from [36] which was given in Section 2.4.1.
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We will start with approximating the value of E(1)
(nA,j)[U

K
k (1)] for j 6 k < bεKc. As we always

consider the process conditioned on the event of a selective sweep, which means {TKε < ∞}
for the first phase, the number of a-individuals will necessarily jump from k to k+ 1 at some
point during the first phase. Once NK

a has reached the state k + 1 it can either go directly
to bεKc without ever returning to k, or it jumps back to k. In the latter case, we are in the
same situation again where the condition {TKε <∞} implies that we necessarily hit the value
k + 1 another time.
We first approximate the probability that there is exactly one jump from k to k + 1. In the
case of the varying population size model, we do not know the value of NK

A when NK
a hits k

for the first time, and hence we bound the probability by the extreme values of NK
A ∈ IKε .

Recalling the stopping times defined in (B.6) and (B.7) and the new definition of the measure
P(1) given in (B.4) we can derive the upper bound as follows:

P(1)
(nA,j)(U

K
k (1) = 1) 6 sup

nA∈IKε
P(1)

(nA,k+1)(T
K
ε < σKk )

= sup
nA∈IKε

P(nA,k+1)(TKε < σKk | LKε ,HKε )
P(nA,k+1)(TKε <∞ | LKε ,HKε ) 6 q

(s+(ε),s−(ε))
k ,

(B.8)

where for (s1, s2) ∈ (0, 1)2

q
(s1,s2)
k :=

P(s1)
k+1(τεK < τk)
P(s2)
k+1(τεK < τ0)

,

with P(s)
i as described above. Similarly, we can show that P(1)

(nA,j)(U
K
k (1) = 1) > q

(s−(ε),s+(ε))
k .

Repeating this idea, we can approximate the probability that there are only two jumps from
k to k + 1, given that there are at least two jumps, and so on. From this we infer that we
can construct two geometric random variables G1 and G2 on a possibly enlarged probability
space, with respective parameters q(s+(ε),s−(ε))

k ∧ 1 and q(s−(ε),s+(ε))
k , such that almost surely

G1 6 UKk (1) 6 G2. (B.9)

In particular, these inequalities hold true for the expected values of the above variables and
hence we get by applying (B.5)

(1− (1− s+(ε))bεKc−k)(1− (1− s−(ε))k+1)
s+(ε)(1− (1− s−(ε))bεKc)

6 E(1)
(nA,j)[U

K
k (1)] 6

(1− (1− s−(ε))bεKc−k)(1− (1− s+(ε))k+1)
s−(ε)(1− (1− s+(ε))bεKc)

.

(B.10)
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Recalling the definitions of s−(ε) and s+(ε) in (3.47) the definition of s in (3.12), we can
perform straightforward calculations in order to obtain (3.49).

Let us now assume that k < j. Then by a similar logic we get

P(1)
(nA,j)(U

K
k (1) > 1) 6 sup

nA∈IKε
P(nA,j)(σ

K
k < TKε |TKε <∞,LKε ,HKε )

= sup
nA∈IKε

P(nA,j)(T
K
ε <∞|σKk < TKε ,LKε ,HKε )P(nA,j)(σ

K
k < TKε |LKε ,HKε )

P(nA,j)(TKε <∞|LKε ,HKε )

6
P(s+(ε))
k (τεK < τ0)P(s−(ε))

j (τk < τεK)

P(s−(ε))
j (τεK < τ0)

6
(1− s−(ε))j−k

s+(ε)s−(ε) .

In this case, the same proof as for (B.9) leads to:

E(1)
(nA,j)[U

K
k (1)|UKk (1) > 1] 6

(
q

(s−(ε),s+(ε))
k

)−1
6 s−1
− (ε),

where we used (A.14) from Lemma A.2 in [38] for the last inequality. This ends the proof of
(3.50).

The proof of (3.51) is nearly the same as the proof of the second part of (7.10) in Lemma
7.2, [38]. The only difference is that we consider the process after the time τKm in the current
case, and after 0 in the previous work. Hence we only give a sketch of the proof and refer to
[38] for the details. Recall (3.83) and define the number of the up-jumps of NK

a before and
after ζKk′ (1) for k′, k < bεKc,

U
(K,1)
k′,k (1) := #{m < ζKk′ (1), (NK

a (τKm ), NK
a (τKm+1)) = (k, k + 1)},

U
(K,2)
k′,k (1) := #{m > ζKk′ (1), τKm 6 TKε , (NK

a (τKm ), NK
a (τKm+1)) = (k, k + 1)}.

Then

UKk (1) = U
(K,1)
k′,k (1) + U

(K,2)
k′,k (1), P(1) − a.s.,

for k′ 6 k < bεKc, and

∣∣∣Cov(1)
(nA,j)(U

K
k′ (1), UKk (1))

∣∣∣ 6 (
E(1)

(nA,j)[(U
K
k′ (1))2]E(1)

(nA,j)[(U
(K,1)
k′,k (1))2]

)1/2

+
∣∣∣Cov(1)

(nA,j)(U
K
k′ (1), U (K,2)

k′,k (1))
∣∣∣.

We can bound the terms on the right-hand side by the following observations: by the coupling
from (B.9) and (A.14) from [38], E(1)

(nA,j)[(U
K
k′ (1))2] can be bounded by 2/s2

−(ε). The second



175

expectation, E(1)
(nA,j)[(U

(K,1)
k′,k (1))2], is of order λk−k′ε < 1, with λε as in (3.48). The intuition

for this is that in case of the measure conditioned on fixation we do not expect to see larger
excursions above some k′ as this would imply that we needed to jump down many times which
is unlikely under P(1). Hence we expect that the number of upcrossings from k to k+1 during
an excursion above k′ decreases geometrically with k.
The last step consists in bounding the covariance which comes down to proving that the path
of NK

a after ζKk′ (1), the last hitting of k′, only weakly depends on the trajectory before ζKk′ (1).
As P(1) implies that NK

A ∈ IKε , with IKε as defined in (3.20), the size of the A-population
experiences only small changes which implies that the value of NK

A at time ζKk′ (1) only weakly
depends on the past.
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APPENDIXC
Appendix of Chapter 4

C.1 R code to generate a Λ-coalescent

Algorithm C.1. The algorithm as describe in words in Algorithm 4.3 can be realized by the
following R-code:

lambdacoal <- function(n,Lambdatype,a,alpha){
#specify measure Lambda through density function flambda
#uniform measure
if(Lambdatype==1){
flambda <- function(x) {1}
}
#Beta with parameter alpha
if(Lambdatype==2){

flambda <- function(x) {dbeta(x,2-alpha,alpha)}
}

#define the array of rates
if(Lambdatype > 0){
lambdaarray <- array(0,c(n,n))
for(b in 2:n){

for(k in 2:b){
integrand <- function(x) {x^(k-2)*(1-x)^(b-k)*flambda(x)}
lambdaarray[b,k] <- integrate(integrand, lower = 0, upper = 1)$value

}}}

# for atom at a:
if(Lambdatype == 0){
lambdaarray <- array(0,c(n,n))
for(b in 2:n){

for(k in 2:b){
lambdaarray[b,k] <- a^(k-2)*(1-a)^(b-k)

}}}



178 Appendix of Chapter 4

#array of binomial coefficients
binomialcoeff <- array(0,c(n,n))
for(b in 2:n){

for(k in 2:b){
binomialcoeff[b,k] <- choose(b,k)

}}

# reset parameters
t <- 0
tsum <- 0
i <- 2
m <- n+1
blength <- 0

#initialize array ancestry
ancestry <- array(0,c(n,n+2))
for(j in 1:n){ancestry[,j] <- j}

while(m>2){
totalrate <- as.numeric(lambdaarray[m-1,]%*%binomialcoeff[m-1,])
t <- rexp(1,totalrate)
tsum <- tsum + t
multiprob <- (lambdaarray[m-1,]*binomialcoeff[m-1,])/totalrate
mergertype <- rmultinom(1,1,multiprob)
merger <- which(mergertype == 1)

ancestry[i,n+2] <- merger
lin <- sample(unique(ancestry[i-1,c(1:n)]),merger)
name <- min(lin)
for(j in 1:length(lin)){

ancestry[c(i:n),lin[j]] <- name
ancestry[c(i:n),c(1:n)][ancestry[c(i:n),c(1:n)]==lin[j]] <- name

}
ancestry[i,n+1] <- tsum
blength <- blength + (m-1)*(tsum-ancestry[i-1,n+1])
m <- length(unique(ancestry[i,c(1:n)])) + 1
i <- i+1

}

result <- list(genealogy=ancestry[c(1:i-1),],branch.length=blength)
return(result)

}
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C.2 MuPAD code realizing the result of Theorem 4.4

Algorithm C.2. First, we define the rates λ, λ̃ and γ and with this define the functions g
and f from (4.7) and (4.8). We will directly define the f(a, j, k1) of the program as the sum
f (j,j)(k1) + f (j,k1)(k1).

assume(a, Type::Interval([0],[1])):

lamb := (b,k,a) -> a^(k-2)*(1-a)^(b-k):

lambtild := (b,k,a) -> sum(binomial(b,i)*lamb(b,i,a), i = b-k+1..b):

gamm := (b,a) -> sum((k-1)*binomial(b,k)*lamb(b,k,a),k=2..b):

g := (a,x,y,z) ->

(if x=y and z=y then 0

elif x=y then binomial(z,z-x+1)*lamb(z,z-x+1,a)/lambtild(z,x,a)

elif z=y then 1-binomial(z,z-x+1)*lamb(z,z-x+1,a)/lambtild(z,x,a)

else 0

end_if):

f := (a,x,z) -> 1/(gamm(x,a))*g(a,x,x,z) + 1/(gamm(z,a))*g(a,x,z,z):

As already described in Section 4.2, the idea is to first construct the correct number of nested
sums and then replace the placeholders with the real g’s. The placeholders will be 3-dim
array GG representing the last 3 arguments of g and a 2-dim array PP for the products which
appear in the expression of the expected height. Further, we will use another placeholder-
array vv which stands for the index of the sum which is considered in the corresponding step.
We make extensive use of the command subs which substitutes some object by another in a
given expression (here the object will be the placeholder and the expression some value of g
or an index of a sum). Note that the command for commenting lines is // in MuPAD.

expheightDelta := proc(n,a)

// initialize local and global variables

local j,i,k,l,m,summ0,summ1,summ2,r,rr,k1,prodg,RR;

save expheight,vv,GG,PP;

begin

// we will exclude n=2 and n=3 as we do not need the formula in these case

if n=2 then expheight := 1/gamm(n,a);

elif n=3 then expheight := 1/gamm(n,a) + f(a,2,3);

else
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// the entries of PP define the start-1 and end+1 of the product

PP := array(1..n,1..n);

vv := array(1..1,1..n);

GG := array(1..n,1..n,1..n);

expheight := 0;

for j from 2 to n-1 do

if j=n-1 then

else

// array with last column ones

// used to construct the sums

RR := array(1..n-j,1..n+1);

for k from 1 to n-j do

RR[k,n+1] := 1;

end_for;

RR[1,n] := GG[vv[1,n-j-1],vv[1,n-j-1],n];

// the i-loop deals with the sums with index k_2 to k_{n-j-1} (k_{n-j} is

// ’calculated’ in R[1,n]), hence n-j-i goes from n-j-1 to 2

for i from 1 to n-j-2 do

// the r-loop constructs for a value i all corresponding nested sums,

// starting with the highest possible value rr

for r from n-i to n do

rr := n+n-i-r;

summ0 := subs(RR[i,rr+1], vv[1,n-j-i]=rr);

RR[i+1,rr] := GG[vv[1,n-j-1-i], vv[1,n-j-1-i],rr]*PP[vv[1,n-j-1-i],rr]*summ0;

if rr < n then

RR[i+1,rr] := RR[i+1,rr] + RR[i+1,rr+1];

end_if;

end_for;

end_for;

end_if;
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summ1 := 0;

// the value of i from the above for-loop is exactly what we need to creat

// this loop over the possible k_1

for k1 from j+1 to n do

summ2:=subs(RR[i,k1+1],vv[1,1]=k1);

summ1 := summ1 + f(a,j,k1)*PP[j,k1]*summ2;

end_for;

expheight := expheight + summ1;

end_for;

// we need to replace the placeholder arrays with the corresponding functions

for k from 2 to n do

for m from 2 to n do

for l from 2 to n do

expheight := subs(expheight, GG[k,l,m]=g(a,k,l,m));

end_for;

end_for;

end_for;

for k from 2 to n do

for m from k+1 to n do

prodg := 1;

for l from k+1 to m-1 do

prodg := prodg*g(a,l,m,m);

end_for;

expheight := subs(expheight, PP[k,m]=prodg);

end_for;

end_for;

expheight:=simplify(expheight+1/gamm(n,a));

end_if;

return(expheight);

end_proc;
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Notation

(αik)m: the k-th locus of individual i is associated to an allele α at the m-th jump time,
page 136

Ãt0(i), . . . , Ãt4(i): ancestral relationships of an individual i, page 47

Aut (i, j): label of the ancestor living at time u of (i, j) living at time t > u, page 35

Bt(i): indicates the allelic type of i at time t, page 35

βk: = k(2N − k)/[k2 + (2N − k)2 + sk(2N − k)], page 57

b(α): birth rate of an individual of type α, page 27

cN : time scale to get to the coalescent, page 10

C(α, α′): pressure felt by an individual of type α through an individual of type α′, page 27

D(α): intrinsic death rate of an individual of type α, page 27

d(α): total death rate of an individual of type α, page 28

∆N,∆n: partition of N, n, resp., in singletons, page 7

fα: birth rate of an individual of type α, page 115

(G1): first geometric alignment, SL−N1−N2, page 32

(G2): second geometric alignment, N1−SL−N2, page 32

Gji,jm(i,m), Gj(i,m): first time the (i, ji) and (m, jm) find a common ancestor, page 41

H,HΠ[n] : height of the coalescent tree corresponding to Π[n], page 9

IKε : interval containing the equilibrium size n̄AK of the A-population, page 121

It,1, . . . , It,6: evolution describing random variables in the Moran model, page 35

K: carrying capacity, scaling parameter, page 28

L,LΠ[n] : length of the coalescent tree corresponding to Π[n], page 9

⊂,
k
≺: see equation 1.2, page 6
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Mult(n; p1, . . . , pk): multinomial distribution with n trials and k categories with success prob-
abilities p1, . . . , pk, page 2

[N ]: = {1, 2, . . . , N}, page 2

[n; 1, 2]: =
{
(i, 1), (i, 2), i ∈ [n] := {1, . . . , n}

}
, page 37

n̄α: equilibrium density of a monomorphic type α-population, page 29

NK =
(
(NK

αβγ(t))(α,β,γ)∈E , t ≥ 0
)
: population process in the Darwinian model, page 114

ν, νt: offspring distribution in a Cannings model, page 2

P: probability measure conditioned on fixation of the mutant allele, page 34

P(1): probability measure for the first phase of the selective sweep, page 124

P(3): probability measure for the third phase of the selective sweep, page 124

pc,j·1,·2(Xt−1, Xt): coalescence probability for types ·1, ·2, page 59

ΠK ,ΠK,n: Kingman coalescent process on PN,Pn, resp., page 7

ΠΛ,ΠΛ,n: Λ-coalescent process on PN,Pn, resp., page 8

ΠN,Π[n]: coalescent process on PN,Pn, resp., page 6

PN: space of all partitions of N, page 6

Pn: space of all partitions of [n], page 6

pr· (Xt−1, Xt): recombination probability into another background, page 59

pr2bb(Xt−1, Xt), pr2BB(Xt−1, Xt): recombination within the b-population, resp. B-population,
page 60

Qq̄: distribution of a marked q̄-partition of [n; 1, 2], page 38

rj : probability for a recombination before between SL and the neutral locus Nj,
page 33

ρ/2: scaled recombination rate, page 16

R(i, j): first time the (i, j) migrates into the b-population, page 40

Rrec
B (i): first time the (i, 1) and (1, 2) find different B-ancestors, page 41

Rrec
b (i): first time the (i, 1) and (1, 2) separate within the b-population, page 41
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sG, s: selection coefficient (of the genotype G), page 25

S(α′, α): invasion fitness of a mutant of type α′ in an α-population, page 30

Si: event {Rrec
B (i) > τN}, page 46

τ, τmτ
∗
m: fixation time of the mutant B; first and last hitting of the state m of Xt, page 34

τK0 , τ
K
1 , . . .: jump times of NK , page 125

TKε : first time that NK
a (t) hits εKc, page 121

TKext: time of extinction of the A population, page 117

Θ: the true partition of a sample at the end of a selective sweep, page 37

θ/2: scaled mutation rate, page 22

θBBt : = pr2BB(Xt−1, Xt), page 66

θbbt : = pr2bb(Xt, Xt+1), page 73

θ
rj
t : = p

rj
B (Xt, Xt+1), j = 1, 2, page 82

Tmrca, T
Π[n]
mrca: time to the most recent common ancestor (for the coalescent process Π[n]),

page 7

T (p): local tree for position p, page 20

T̃Kε : first time NK
A (t) exits IKε , page 121

U(A): uniform distribution on the set A, page 3

UKk (j): number of up-jumps of NK
a from k to k + 1 in phase j = 1, 3, page 132

Uk,j , Dk,j , Hk,j : up- and down-jumps, holds starting in state k after time τj , page 56

UKk (1): number of up-jumps of NK
A from k to k+1 in phase 1 when NK

a (τKm ) = k, page 133

UKnA,l,k(1): number of up-jumps of NK
a from k to k+ 1 in phase 1 during an excursion above

or below l, page 133

X = (X)t>0: Markov chain describing the path of the advantageous allele B, page 34
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