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Abstract

A characteristic of the Kv10.1 voltage-gated potassium ion channel is its overexpression in a number of cancerous tissues and cancer cell lines, even though it should normally be restricted to the adult brain and myoblasts. This compelled us to investigate the role this ion channel may play in cancer, where we initially localized it in filopodia, lamellipodial regions and at cell-cell or cell-surface adhesion interfaces, all of which are important for cell migration, a hallmark of cancer. Therefore, to further study how Kv10.1 affects cell motility and adhesion, we generated two HT-1080 cell lines stably overexpressing either Kv10.1-mVenus or only mVenus, both of which were then tasked to migrate induced by means of the scratch assay. However, cell behavior may be affected by the recording method used. We therefore conducted a methodological survey of a number of previously undescribed image acquisition scenarios, which enabled us to identify hardware settings with the least influence on cell behavior. Semi-automated, live-cell microscopy and image analysis revealed then that Kv10.1 overexpression lead to faster scratch-closure speeds with an accompanying loss of cell-cell adhesion, when compared to the control. Individual cell tracking showed that Kv10.1 overexpression enabled HT-1080 cells to migrate at a faster maximum speed, but along a less directed, longer and more complex path, given the same timespan. Additional experiments using interference reflection microscopy and a novel quantification algorithm, enabled us to detect cell-surface adhesion deficits due to Kv10.1 overexpression, which are present in stationary cells and likely cause the less coordinated, more invasive and faster migration with more degrees of freedom. We confirmed Kv10.1 overexpression to be the cause of the aberrant cell behavioral effects by the use of Kv10.1-specific antibody mAb56, as well as the antihistaminic drug astemizole. The results of this study indicate that the hallmarks of reduced cell adhesion and increased cell migration in cancer may depend on the abnormal Kv10.1 expression, the understanding of which may yield new diagnostic and treatment targets.
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1 Introduction

1.1 Ion channels

One of the most crucial processes in cellular communication with its environment is the regulated ion flow across cell membranes since it accounts for the appropriate nutrient exposure, and participates in electrical signal generation, cell volume maintenance and cell migration [Hille (2001)]. The key players in passive ion flow are ion channels; transmembrane proteins with a specific tertiary structure that are able to form a pathway for the passage of ions. These channels, unlike simple aqua pores, allow the selective transition of a wide range of inorganic ions like Na\(^+\), K\(^+\), Ca\(^{2+}\) and Cl\(^-\) and their gating behavior is regulated.

The first mathematical description of ion channel function was derived from voltage clamp experiments in 1952 by Hodgkin and Huxley who quantified how changes in ion permeability generate action potentials in neurons [Hodgkin and Huxley (1952)]. Later, the patch-clamp technique invention allowed for real time recording and analysis of ion currents through individual channels [Neher et al. (1978)]. The first crystallographically solved structure of a bacterial potassium channel [Doyle et al. (1998)] by the end of the 90s lead to valuable insights into ion channel structure and function. Since then, we have learned that most ion channels consist of several subunits that are placed in circular symmetry forming a central pore perpendicular to membrane’s lipid bilayer (Figure 1C). The structural diversity of ion channels is large and is in part due to the multitude of main subunits forming a wide variety of heteromeric channels. In addition, non-pore-forming auxiliary subunits are associated with the diverse ion channel types. [Bauer and Schwarz (2001)]. This structural diversity of ion channels is reflected in their spectra of gating behaviors. The principal gating stimulus involves voltage changes across the membrane (voltage gated channels), mechanical stimulation (mechanically gated channels), or ligand binding (ligand gated channels).

Due to the variety of different types of ion channels, a classification system was essential. Different classification methods are based on the gating stimulus of channels, on the type of ions or on other characteristics like the number of pores (e.g. two-pore channels) or the duration of the response to stimuli (transient receptor potential channels). However, the most widely accepted classification system nowadays is based on the International Union of Basic and Clinical Pharmacology (IUPHAR \(^1\)). With this classification

\(^1\)www.guidetopharmacology.org
system the ion channel proteins are named using the chemical symbol of the permeating ion (Na, K, or Ca) followed by a subscript letter that indicates the gating regulator (e.g. v for voltage gated potassium channels, \( K_v \)) and then a number indicating the gene subfamily and a decimal that corresponds to the specific channel isoform.

1.2 \( K_v 10.1 \)

1.2.1 Classification

\( K_v 10.1 \) (hEag1, human ether-à-go-go-1) is the founding member of the Eag family of voltage gated potassium ion channels (Figure 1A). Other members of this family are the Eag-related-gene (Erg) and the Eag-like (Elk) potassium channels. The name “eag” derives from a mutant causing a leg-shaking behavior in *Drosophila melanogaster* under ether anesthesia [Kaplan and Trout (1969)]. Subsequent cloning and analysis of the locus causing this behavior revealed a voltage-gated potassium ion channel [Bruggemann et al. (1993)]. Mammalian homologues of this channel were later identified in rat [Ludwig et al. (1994)], mouse [Warmke and Ganetzky (1994); Robertson et al. (1996)] and human [Occhiodoro et al. (1998)].

1.2.2 Sequence and structure

The human \( K_v 10.1 \) protein is encoded by the *KCNH1* (h-eag) gene, which is located on chromosome 1q32-41 and is expressed as a 9 kb transcript in myoblasts and adult brain tissue. The encoded protein of this gene consists of 962 amino-acids (Figure 1B), with a predicted molecular weight of 108 kDa and an identity greater than 90% with the respective rat and mouse proteins [Occhiodoro et al. (1998)]. This protein constitutes the \( \alpha \)-subunit of the fully functional \( K_v 10.1 \) channel and is subjected to post-translational modifications (core or complex glycosylation) as described by Napp et al. (2005).

Every \( K_v 10.1 \) channel consists of four identical \( \alpha \)-subunits that are placed in a circular symmetry, forming a pore, through which potassium may permeate (Figure 1E). Every subunit consists of six transmembrane helical structural domains that are connected with 3 extracellular and 2 intracellular loops and has long intracellular amino- and carboxy-termini (Figure 1C). The third extracellular loop, which connects the fifth and the sixth transmembrane domain, is longer, contains glycosylation sites and a big portion of this loop participates in the pore formation of the channel [Jiang et al. (2003); Bauer and Schwarz (2001)]. The spatial conformation of the structural elements of the \( K_v 10.1 \) channel is also functionally important. It seems that the pore loop together with the fifth and the sixth transmembrane helices, participate in the pore formation, while the positively charged fourth helix is a part of the gating apparatus of the channel (Figure 1D and E).
Both intracellular termini contain functional domains, like a Per-Arnt-Sim (PAS)/-PAS associated C-terminal (PAC) domain and an N-terminus calmodulin binding domain (CaMBD), two C-terminal CaMBDs, a cyclic nucleotide binding domain (cNBD) and a tetramerizing coiled-coil (TCC) domain at the C-terminus. The TCC domain is crucial for the assembly of the tetramerized form of a typical K\textsubscript{v}10.1 channel [Jenke et al. (2003); Ludwig et al. (1997)], while CaMBD domains are important participating in the inhibition of the channel function with intracellular binding of Ca\textsuperscript{2+}/CaM to CaMBDs domains [Gonçalves and Stühmer (2010)]. The PAS domain together with cNBD and the C-terminus from different channel subunits assemble together and interact with the gating machinery, but in a still unknown manner [Morais-Cabral and Robertson (2014)].

In general, the structural conformation of the K\textsubscript{v}10.1 channel, even though not so well studied as its electrophysiology, seems important for the non-conducting properties of the channel. These non-conducting properties are highly interdependent with the electrophysiological role of the channel and participate in the modulation of the role K\textsubscript{v}10.1 plays under physiological or pathological conditions.
1.2 $K_{10.1}$

**Figure 1** – (A) Classification of the Eag family of potassium channels, which belong to the voltage gated $K^+$ channels and includes three subfamilies (Eag, Erg and Elk). (B) The amino-acid sequence of human $K_{10.1}$ $\alpha$-subunit. The color-coded amino-acid sequence highlights the 6 transmembrane helical domains (S$_1$-S$_6$ in green), the residues of the pore loop (blue) and the epitope recognized by the mAb56 (red). (C) The structure of an $\alpha$-subunit of $K_{10.1}$-mVenus chimeric protein consisting of 6 transmembrane helical domains (S$_1$-S$_6$), which are connected by 2 intracellular and 3 extracellular loops (E$_1$-E$_3$). The positively charged S$_4$ domain acts as a voltage sensor for channel gating. A big portion of the E$_3$ loop (P) is located between the fifth and the sixth transmembrane domain, where it participates in the channel’s pore formation together with the pore loops of three additional subunits. The small branches at the E$_3$ loop represent glycosylation sites, while the red boxes are binding sites for the mAb56 antibody and Astemizole (AST) blockers. Both N- and C-termini of each $K_{10.1}$ subunit are intracellular and contain a number of functional domains, like the CaMBD, the cNBD, the PAS/PAC domain and a TCC domain. In our study, a chimeric form of $K_{10.1}$ with monomeric Venus (mVenus) at its C-terminus is stably expressed in HT-1080 cells. (D) Different models for tetrameric structures and voltage-dependent gating modes. In the conventional model, the gating charges (red plus signs) are carried through the protein core by movements of the S$_4$ helices, which move independently of other protein segments within the “gating pore”. In newer models, it is postulated that gating charges are carried through the membrane from inside (bottom) to outside (top) by movements of the voltage-sensor paddles within the lipid membrane, which in turn open the pore. (E) Proposed tetrameric structure of $K_{10.1}$. The P loop together with the S$_2$-S$_3$ domains form part of the channel’s pore while the S$_4$ domain is placed in the middle of each subunit acting as a voltage sensor. (F) Representation of a $K_{10.1}$ current. Upon a depolarization a slowly activating, non-inactivating outward current is obtained. Upon re-polarization a small tail current develops. Images A, C, E and F modified from Bauer and Schwarz (2001). Image D by Jiang et al. (2003).
1.2.3 Electrophysiological properties

The $K_{v}10.1$ channel, as a typical member of the EAG family of the voltage gated potassium channels, is characterized by the production of slow activating, outward rectifying currents that do not inactivate, while an inward rectification is present after strong depolarizations \cite{Pardo_1998} (Figure 1F). The activation and inactivation of the $K_{v}10.1$ ion channel are a voltage dependent \cite{Garg_2012}. The more depolarized the potential before the stimulation is, the faster the $K_{v}10.1$ activates. This characteristic is reminiscent of the Cole-Moore shift effect \cite{Cole_1960} and can be augmented by extracellular magnesium and protons \cite{Terlau_1996}. The cell-cycle phase can also affect the $K_{v}10.1$ current. Inducing maturation of *Xenopus laevis* oocytes transfected with $K_{v}10.1$ reduced the current and exhibited a strong inward rectification \cite{Bruggemann_1997}. Cell-cycle related changes can modify the conducting properties of $K_{v}10.1$ channels \cite{Pardo_1998}, while at the same time the conducting properties of potassium channels can play an active role in cell cycle progression \cite{Urrego_2014}.

$K_{v}10.1$ ion currents seem to be unaffected by potassium channels blockers such as tetraethylammonium acetate (TEA) and 4-aminopyridine \cite{Bruggemann_1993}. The best known blockers for $K_{v}10.1$ are astemizole (AST) and imipramine \cite{García-Ferreiro_2004}. AST is a commercially available anti-histaminic drug, targeting H1 histamine receptors, P-glycoproteins and potassium channels \cite{Parsons_2006, García-Quiroz_2011}. H1 and H2 histamine receptor antagonists can inhibit the proliferative effect of histamine in malignant melanoma cells \cite{Reynolds_1996} and astemizole influences doxorubicin growth inhibition in doxorubicin-resistant human leukemia cells by suppressing P-glycoprotein \cite{Ishikawa_2000}. Astemizole is also known to block the $K_{v}10.1$ ion channel. It penetrates the cell and then allocates to the inner part of the channel pore. Blocked $K_{v}10.1$ channels stay in the open conformation, without the ability to transfer $K^+$ \cite{García-Ferreiro_2004}. However, astemizole and imipramine are not specific blockers for $K_{v}10.1$, since they also block $K_{v}11$ channels. A specific $K_{v}10.1$ blocker is the monoclonal antibody mAb56 that binds extracellularly to the pore loop between the 5th and 6th transmembrane domain and blocks the pore of the channel, thereby reducing $K_{v}10.1$ current without affecting the activity of other ion channels \cite{Gómez-Varela_2007} (Figure 1C). It is believed that the Fab regions of the Y-shaped mAb, which contain the antigen targeting sites, bind onto two $\alpha$-subunits of $K_{v}10.1$. This binding prevents gating of the channel, locking its structure in the open conformation, while the Fc region of the mAb obstructs the influx and outflux of $K^+$ through the pore of the channel.
1.2.4 Role

\( K_v10.1 \) expression seems to be limited to the adult human brain [Occhiodoro et al. (1998); Ludwig et al. (1994)], where it has a presynaptic localization and contributes to short-term synaptic plasticity, without taking part in somatic action potentials. \( K_v10.1 \) is also localized in parallel fiber synapses in the cerebellar cortex, where it regulates \( Ca^{2+} \) influx and neurotransmitter release during repetitive high-frequency activity [Mortensen et al. (2014)]. \( K_v10.1 \)-deficient mice on the other hand, show a mild hyperactivity [Ufartes et al. (2013)], while specific mutations of the \( KCNH1 \) gene have been recently identified to cause Temple-Baraitser syndrome (TB Syndrome), a multi-system developmental disorder characterized by intellectual deficiency, epilepsy, and hypoplasia or aplasia of the nails of the thumb and great toe [Simons et al. (2014)]. \( K_v10.1 \) is also expressed in myoblasts, where it contributes to the induction of cell differentiation, by contributing to their hyperpolarization [Bauer and Schwarz (2001)].

\( K_v10.1 \) has been widely studied because of its oncogenic potential, albeit its expected (and partially known) function in the nervous system. Initially, it was observed that transfection of cells with \( K_v10.1 \) led to faster growth rates with concomitant loss of contact inhibition, characteristics typical for cancerous cells. Additionally, these transfected cells favor xenograft tumor progression in immunodeficient mice \textit{in vivo} [Pardo et al. (1999)]. A wider screening of \( K_v10.1 \) expression revealed its presence in almost 70% of human tumor biopsies [Hemmerlein et al. (2006)], increasing the interest for this channel as a tumor marker. Moreover, the presence of \( K_v10.1 \) does not seem to be limited only to solid tumors, where it seems to induce angiogenesis [Downie et al. (2008)], but has also been reported in leukemias and has been validated there as a prognosis factor for poor outcome [Agarwal et al. (2010)]. \( K_v10.1 \) expression levels seem to correlate also with poor prognosis for ovarian [Asher et al. (2010a)], gastric [Ding et al. (2007a)] and colon [Ding et al. (2007b)] cancer patients as well as with the cancer phase in squamous cell [Menéndez et al. (2012)] and hepatocellular carcinomas [de Guadalupe Chávez-López et al. (2015)]. Although, in glioblastoma \( K_v10.1 \) levels are lower than in healthy tissue [Patt et al. (2004)] and further silencing of channel expression favors responsiveness to IFN (interferon)-\( \gamma \) treatment [Cunha et al. (2013)]. Additionally, a number of studies have shown that \( K_v10.1 \) expression induces proliferation of several cancer cell lines and \textit{in vivo} tumor models, while blockage or silencing of the channel inhibits proliferation [Kong et al. (2014); Wu et al. (2013); Asher et al. (2011); Weber et al. (2006); Gómez-Varela et al. (2007)].

Due to the above-mentioned findings, \( K_v10.1 \) has been proposed as an early cancer biomarker [de Guadalupe Chávez-López et al. (2015); D’Amico et al. (2013); Ortiz et al. (2011); Wulff et al. (2009); Pardo and Stühmer (2008); Hemmerlein et al. (2006); Pardo...
Moreover, its localization as a transmembrane protein, even though not the only one [Chen et al. (2011)], makes this channel an ideal drug target [Stühmer and Pardo (2010); Wilkinson et al. (2014); Pardo and Stühmer (2008); Huang and Jan (2014); García-Quiroz et al. (2014); D’Amico et al. (2013); Asher et al. (2010b)]. In fact, pharmacological blockage of Kv10.1 with astemizole (AST) and imipramine reduced cell proliferation in vitro [García-Quiroz et al. (2012); Kong et al. (2014); García-Ferreiro et al. (2004)], and in vivo AST reduced the progression and the metastatic ability of melanoma, pancreatic, lung, hepatocellular and mammary carcinomas [Downie et al. (2008); de Guadalupe Chávez-López et al. (2015)]. More specific approaches involved the blockage of the Kv10.1 channel with small interfering RNA, which reduced cell proliferation [Weber et al. (2006)], specific blockage with monoclonal antibody 56 (mAb56), which inhibited tumor cell growth [Gómez-Varela et al. (2007)], or even the specific apoptosis inducing molecule TRAIL (tumor necrosis factor-related apoptosis-inducing ligand), targeting only tumor cells positive for Kv10.1, by means of a single chain antibody against Kv10.1 [Hartung et al. (2011)].

Kv10.1 related tumorigenesis, does not seem to absolutely depend on the conducting properties of the channel [Kaczmarek (2006)]. Non-conducting Kv10.1 mutants can still increase cell proliferation and tumor growth [Pardo (2004); Downie et al. (2008)], pointing toward a non-conducting function of the channel that can rely on signaling cascades that may be recruited through protein-protein interactions (Figure 2). Indeed, the conformational changes at the voltage sensor of Kv10.1 can activate p38/MAPK kinase signaling, modulating cell proliferation [Hegle et al. (2006)]. Also the carboxyl- and aminoterminal of Kv10.1 expressed at the inner nuclear membrane, can interact with heterochromatin modulating gene expression [Chen et al. (2011)].

**Figure 2** – The conducting and non-conducting properties of Kv10.1 ion channel can influence cell-cycle progression and tumorigenesis through volume regulation, membrane potential changes that also change the driving force of Ca$^{2+}$ and through recruitment of signaling cascades. Cell-cycle progression can further influence Kv10.1 expression levels. Image modified by Urrego et al. (2014).
1.3 Cell migration

Cell motility is one of the most important cellular processes and along with other cell functions, is a requirement for the generation of new life, as well as for maintenance of the organism integrity [Schwab et al. (2008)].

1.3.1 Significance

During embryonic development, cell migration organizes morphogenesis. In gastrulation, large groups of cells migrate collectively in order to form the embryo. Afterwards, cells migrate from epithelial to target layers where they differentiate and form specific tissues and organs. Cell migration also occurs during wound healing and tissue repair, where cells migrate from basal to upper layers, as well as during immune responses, in which leucocytes migrate from the circulation to neighbor tissues in order to destroy invading organisms and infected cells. All these processes require a fine-tuned directed movement of cells [Lauffenburger and Horwitz (1996); Ridley et al. (2003); Becchetti and Arcangeli (2010)].

On the other hand, abnormal behavior or enhanced cell movement has been associated with severe pathological conditions, like tumor formation and metastasis [Zhu et al. (1999); Parsons et al. (2010)]. Therefore, the study of cell motility and migration, as well as of its underlying mechanisms, like cytoskeletal interactions and rearrangements, membrane formation and permeability, have received much attention over the last decades [Toral et al. (2007); Burnette et al. (2011); Ganguly et al. (2012)].

1.3.2 Types of cell migration

All migrating cells are morphologically but also functionally polarized along the direction of movement. The migrating cells form a lamellipodium [Abercrombie et al. (1971)] at their leading edge, a 300 nm thin, fan-like protruding membrane formation, while at the rear end the cell body may extend into an uropod, which finally retracts as the cell moves. The maintenance of this polarization, as well as the repetition of protrusion and retraction, will finally result in directed cell migration [Schwab et al. (2007)]. The complexity of this process depends on the type of the migrating cells, the number of dimensions where the migration occurs and the type of the extracellular matrix (ECM) surrounding the migrating cell. Every cell type displays a different type of migration behavior, although the same process (i.e. cell translocation) is executed, using specific molecular machinery and extracellular stimuli.

The different types of migration were originally classified based on cell morphology and migration pattern. Later approaches extended this terminology in order to include cy-
toskeletal organization and cell-substrate interactions [Friedl et al. (1998); Lämmermann and Sixt (2009)]. The main categories of cell migration are the individual cell migration (amoeboid or mesenchymal) and the collective one. The amoeboid migration refers to movement of round cells that lack mature focal adhesions and stress fibers and can be divided into two subtypes [Friedl et al. (2001); Lämmermann and Sixt (2009)]. The first one is the blebbly movement of cells that do not really adhere, but rather push. The second subtype of amoeboid migration includes more elongated cells that form actin-rich filopodia (Figure 3). Some individually migrating cells adopt the mesenchymal type of migration, which is characterized by high levels of attachment, along with cytoskeletal reorganization and involves strong cell-substrate interactions and a fibroblast-like translocation [Kaye et al. (1971); Bergert et al. (2012)]. The migration type where individual cells form a limited number of cell-cell contacts during migration along a common path, is usually called multicellular streaming [Davis and Trinkaus (1981)]. Finally, the state where a well-attached cell population migrates along a common direction is referred to as the collective type of migration. In this case the cytoskeletal transformation is mainly located at the edges of this population or at the population-substrate interface. The collective type of migration occurs in different shapes (multicellular tubes, irregular masses or sheets) depending on the number of spatial dimensions, where the migration is taking place [Friedl and Gilmour (2009); Friedl and Wolf (2010)].
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**Figure 3** – The different types of migration modes are based on typical cell morphology (rounded or elongated) and pattern (individual, loosely connected or collective). A number of molecular mechanisms are responsible for each type of migration mode and the regulation of these mechanisms can alter the migration style. Most common and well-studied types of transitions are the mesenchymal-to-amoeboid or the collective-to-individual transition. The small gray arrows near the cells indicate the direction of migration. Image modified from Friedl and Wolf (2010).

The various migration types are part of the physiological behavior during morphogenesis and tissue repair but may also take part in promoting a pathology. Collective migration is essential during tissue building and reformation, but may also be important to cancer progression with local invasion into neighboring tissues [Friedl and Gilmour (2009)]. In contrast, individual migration is important when cells need to translocate locally or migrate in different locations throughout the body, as in the case of immune
trafficking [Lämmertmann and Sixt (2009)]. This individual migration seems to be crucial also during cancer metastasis [Thiery (2002)].

While the determinants for each type of migration are not completely understood, specific parameters have been identified as factors that can maintain certain migration behaviors, or induce transitions from one type of migration to another. These parameters are related to the ECM architecture, to molecules responsible for cell-cell or cell-surface adhesion, to the cytoskeletal organization and to the ECM proteolytic activity of the migrating cells [Friedl and Wolf (2010)]. However, there are a number of factors that on their own cannot alter the overall migration behavior, but are able to change specific migration pattern characteristics, such as speed, directionality and the straightness of cell trajectories. These factors, among others, include membrane proteins like integrins and ion channels [Becchetti and Arcangeli (2010); Schwab et al. (2012)], cytoskeleton proteins [Schwartz and Horwitz (2006); Toral et al. (2007)], cellular structures like primary cilia [Christensen et al. (2008)], or even extrinsic factors, like the effect of light sources or medium composition [Yu et al. (2003); Babich et al. (2009)].

1.3.3 Ion channels and cell migration

An important aspect during cell migration is cell-volume regulation. In a migrating cell, the volume between the swelled-protruding front part and the shrinking-retracting back part changes continuously. Ion channels play an important role in this volume regulation [Lang et al. (1998)]. Sequentially, cell volume changes are essential for actin cytoskeleton polymerization and depolymerization [Pedersen et al. (2001)], while cytoskeletal components on their turn regulate ion channels behavior [Grunnet et al. (2002)], completing the bilateral relation between cell volume regulation and ion channel activity during cell migration. Additionally, ion channels regulate intracellular Ca$^{2+}$ concentration, which is crucial for cell migration [Pettit and Fay (1998)]. The role of ion channels in cell migration has been studied in detail over the last decades, as revealed by several extended reviews [Schwab et al. (2012); Stock et al. (2013)].

Potassium channels also modulate cell migration [Schwab et al. (2008)]. Their main function is to control the driving force available for ion transport across the plasma membrane, which is essential for the regulation of Ca$^{2+}$ ion concentration during migration [Pettit and Fay (1998)]. Early on it was shown that a depolarized cell membrane potential can inhibit migration of epithelial cells [Schwab et al. (1994)]. Potassium channels also participate in cell volume [Hoffmann and Pedersen (2006)] and cytoskeleton activity regulation, which is interrelated with ion channels activity. It has been shown that potassium channels stereochemically interact with proteins, which are related to cytoskeleton activity that are important for cell migration. These interaction partners include integrins.
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[Arcangeli and Becchetti (2010); Cherubini et al. (2005); Pillozzi and Arcangeli (2010)], cortactin [Herrmann et al. (2012); Sung et al. (2011)] and focal adhesion kinase (FAK) [Zhao and Guan (2011); Mitra et al. (2005)].

K_v10.1 has also been implicated in the regulation of cell migration [Restrepo-Angulo et al. (2011)]. Moreover, K_v10.1 regulates the migration speed by controlling Ca^{2+} entry through OraiI channels [Hammadi et al. (2012)]. However, even though K_v10.1 is a well-studied member of the K_v channel family, its role in cell migration is not really known.

1.3.4 Primary cilia

The primary cilium is a singular organelle that arises from the cell surface of most mammalian cells during their growth arrest phase [Sorokin (1968)]. It consists of an axoneme of nine doublet microtubules that extends from the basal body, surrounded by the ciliary membrane (a specialized part of the cell membrane). The basal body is derived from the mother centriole of the centrosome. Primary cilia are considered to be the coordinators of signaling pathways during development and tissue homeostasis [Satir et al. (2010)], while ciliary dysfunction can lead to a number of developmental abnormalities and diseases (ciliopathies). The fact that primary cilia are present during the cellular G_0 phase, suggests an important role in growth control and cell cycle regulation. Moreover, the orientation of primary cilia in cultured fibroblasts seems to be related with migration, since cilia are aligned in parallel with the intended direction of migration [Albrecht-Buehler (1977); Wheatley (1971)]. Primary cilia appear to have the role of an antenna [Seeger-Nukpezah and Golemis (2012); Singla and Reiter (2006)], sensing (mechanically and chemically) the cell surrounding and coordinating signal transduction to a number of biochemical pathways [Christensen et al. (2008); Hassounah et al. (2012)]. This signaling coordination appears to be important for cell-cycle control [Basten and Giles (2013)], cancer and tumorigenesis [Basten and Giles (2013); Michaud and Yoder (2006)], as well as for directional cell migration [Schneider et al. (2009, 2010)].

1.4 Cell-cell adhesion

Cell-cell adhesion is responsible for the generation of functional tissues and organs, for the functionality of the nervous system and for the overall maintenance of multicellular organisms. Conversely, failure of cell-cell recognition and adhesion can generate defective individual cells or even metastatic ones during cancer. Essential for the correct recognition and maintenance of cell-cell adhesion is the expression and organization of specific molecules on the cell membrane [Damsky et al. (1984)]. Indeed, a family of glycoproteins named cadherins, has been proposed to be involved in the Ca^{2+} dependent cell-cell adhesion of most types of tissues. It has been suggested that cadherins bind cells
using their extracellular domains, while their cytoplasmic domains associate with actin bundles [Takeichi (1988)]. Clustering of cadherins and accompanying structural changes of the cytoskeleton lead to stronger cell-cell adhesion. Additionally, cadherins appear to interact with the cytoskeleton through a family of cytoplasmic proteins named catenins. This cadherin-catenin complex is involved in the regulation of cell-cell adhesion [Nelson (2008)]. Moreover, the regulation of cell-cell adhesion through alterations in the complex of cadherin-catenin seems to be crucial during cell migration [Le Bras et al. (2012)], since it can modify the epithelial-mesenchymal transition [Le Bras et al. (2012); Friedl and Wolf (2010)] and also promote tumorigenesis [Rodriguez et al. (2012)].

Despite the central role of cell-cell adhesion in cell migration and cancer on one hand, and the role of the potassium ion channels in cell migration, tumorigenesis and metastasis on the other hand, the relation of ion channels to cell-cell adhesion regulation has not been studied so far. In this thesis I present evidence on the localization of $K_v10.1$ in the cell-cell interface and its implication in the regulation of cell-cell adhesion.

### 1.5 Cell-surface adhesion

Cell-surface adhesion is a well-studied process of fundamental importance in physiology and pathology, which has been studied for over 40 years [Abercrombie and Dunn (1975)]. Cell proliferation and differentiation, together with surface adhesion, depend on the cell-ECM interface [Bacakova et al. (2011); Sheetz (2001)]. Additionally, the invasive ability of cancer cells is highly dependent on their adhesive behavior, which on turn controls migration [Friedl and Wolf (2003)]. Especially during cell migration, the dynamic formation and deformation of adhesions is considered to be the driving force of migrating cells [Webb et al. (2002); Krause and Gautreau (2014)].

Moreover, cell-surface adhesion is coupled with processes like actin polymerization and myosin II-generated tension [Parsons et al. (2010)] and is responsible for the determination of the cell migration type [Friedl and Wolf (2010)]. Adhesion related molecules, like integrins, have been shown to physically interact with ion channels in general [Arcangeli and Becchetti (2006, 2010); Becchetti and Arcangeli (2010); Pillozzi and Arcangeli (2010)], modulating migration and metastatic ability of cells. Additionally, FAK, which regulates adhesion dynamics [Webb et al. (2004); Mitra et al. (2005)], is also implemented in cell motility and migration [Chalkiadaki et al. (2009); Zhao and Guan (2011); Mitra et al. (2005)] and together with the cytoskeleton participates to cell volume regulation [Pedersen et al. (2001)].

Based on all these studies, we can conclude that cytoskeletal processes, volume regulation, ion channel activity, cell migration and cell-surface adhesion, are all intimately interrelated processes.
1.6 Acquisition settings and cell migration

Lasers have been used for therapeutic purposes, such as wound healing [Lucas et al. (2002)] and tissue regeneration [Amaral et al. (2001)], for eliminating unwanted structures and cells [Jay and Sakurai (1999); Surrey et al. (1998)] or even to block specific processes [Jacobson et al. (2008); Surrey et al. (1998)]. In many studies, the effects of laser light have been related to the energy level [Hawkins and Abrahamse (2005)] and the wavelength used [Dadras et al. (2006); Chung et al. (2012)].

In the case of light microscopy, and especially in live imaging experiments, the use of laser light excitation has offered great advantages for monitoring specific cellular structures and processes. However, it has been known to alter cell physiology during live imaging by altering processes such as cell proliferation [Hu et al. (2007); Yu et al. (2003); Ejiri et al. (2013); McDonald et al. (2011)] and cell migration [Yu et al. (2003); Ejiri et al. (2013); Swen et al. (2002); Chen et al. (2008)]. For this reason, in the case of time-lapse fluorescence imaging with confocal microscopes, the optimized fluorochrome excitation, as well as the optimization of emitted photons collection, is essential in order to avoid photodynamic damages and cell behavior alterations [Stephens and Allan (2003); van de Linde et al. (2012); Frigault et al. (2009); North (2006); Dailey et al. (2006, 2011)].

In the case of the scratch assay, the majority of studies usually apply phase contrast images acquired at the beginning and at the end of the cell migration process. However, in order to monitor cell migration in detail, time-lapse imaging is needed. Lately, there has been an upsurge in the need for monitoring fluorescently tagged live cells in a dynamic manner [Dailey et al. (2006)]. In these cases, the establishment of a favorable compromise between the maximum and frequent collection of photons and the minimum phototoxicity is essential.

A major point of interest in fluorescence microscopy is the increase of the acquired fluorescence signal. Some common approaches are to increase excitation intensity, or to accumulate emitted photons from sequential scans of the samples, while maintaining low excitation intensity. Both of these approaches though, may lead excited fluorochromes to be trapped in higher energy states that are not directly related to the excitation-emission cycle ($S_0 \rightarrow S_1 \rightarrow S_0$, Jablonski diagram in Figure 4). In these states, like the $S_{n>1}$ singlet state or the $T_1$ and $T_{n>1}$ triplet states, the fluorochromes are not contributing to the fluorescence signal, but may instead be responsible for adverse reactions like photobleaching [Eggeling et al. (1998); Anbar and Hart (1964)], for the generation of free radicals [Wojtovich and Foster (2014); Clough and Buenger (1995); Pattison and Davies (2006)] and for other phototoxic effects [Vargas et al. (1998); Tinevez et al. (2012); Magidson and Khodjakov (2013); Kolega (2004); Hoebe et al. (2008)].
1.7 Scratch assay
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Figure 4 – Jablonski diagram showing the major photochemical pathways for excitation (EX-green), emission (Em-blue), intersystem crossing (IC), relaxation (color coded dashed lines) and photo-bleaching (bleaching). $S_0, S_1, S_{n>1}$ are single while $T_1$ and $T_{n>1}$ are triplet states of a fluorochrome. The excitation of $T_1$ and $S_{n>1}$ states are effective bleaching pathways.

Many techniques have been established to prevent these unwanted effects, e.g., by using photo-protective chemical compounds [Kim et al. (2009); Singh et al. (2006); Alberto et al. (2013); Sung et al. (2012)], by changing the medium composition [Bogdanov et al. (2012, 2009)], or by using more effective acquisition settings [Watkins and St Croix (2013); Swedlow et al. (2009); North (2006)]. The most efficient ones seem to be those where excitation repetition does not match the fluorochrome relaxation time from the higher energy states [Donnert et al. (2009, 2007)]. In these studies, triplet state relaxation (T-Rex) and dark state relaxation (D-Rex) modes improved photo-stability and signal intensity. However, to the best of our knowledge none have used these approaches in cell migration studies in combination with the scratch assay.

1.7 Scratch assay

The scratch assay (or wound healing assay) is a well-accepted low-cost method to stimulate and study migration of a confluent monolayer of cells in vitro. To some degree, this method imitates in vivo cell migration, is very reproducible and is commonly used to measure parameters such as speed, polarity and directionality of migrating cells [Liang et al. (2007)]. After scratch initiation, cells migrate towards the newly generated, cell-free gap. The cause of this reaction relies on a complex network of cellular functions (proliferation [Zahm et al. (1997); Coomber and Gotlieb (1990)] and adhesion [Parsons et al. (2010); Toral et al. (2007)]) and structures (cytoskeleton [Ganguly et al. (2012); Wong and Gotlieb (1988)], cell membrane and transmembrane proteins [Becchetti and Arcangeli (2010); Seeger-Nukpezah and Golemis (2012); Camacho et al. (2000)]), as well as molecular processes [Lauffenburger and Horwitz (1996); Rahnama et al. (2006)] and biochemical pathways [Chalkiadaki et al. (2009); Cabodi et al. (2009)]. Due to this wide
variety of processes and pathways involved, but also due to the experimental simplicity, the scratch assay has been extensively used with a broad range of adherent cells. Moreover, chemotaxis is central to scratch closure [Devreotes and Janetopoulos (2003)] and so the scratch assay does not require additional chemoattractants or gradient chambers to elicit a directional cell migratory response. As such, can easily be applied to study the above mentioned functions and processes during cell migration [Stock et al. (2013); Schwab et al. (2008); Devreotes and Janetopoulos (2003)]. Chemotactic assays focus on specific cytokines and involve the study of respective receptors. In contrast, in scratch assays, with the presence of FCS-containing medium, all present cytokines (like EGF, FGF, VEGF) as well as integrin mediated signaling (for adherent cells), can induce cell polarization, alter actin dynamics and also affect the chemotactic migration during wound healing. Thus, the scratch assay can easily be applied to monitor cell migration behavior through time-lapse, live-imaging microscopy. As such, chemotaxis has been implicated in cancer metastasis [Condeelis et al. (2001); Gangur et al. (2002); Murphy (2001); Moore (2001); Müller et al. (2001)], especially through chemokines and their receptors. Therefore, the scratch assay is particularly suitable for the study of the regulation and/or dependency of cell migration on cell-cell and cell-surface interactions. It also can be used to extract information about directionality, speed and displacement of individual cells or from an entire cell population and moreover, to monitor cell divisions as an indicator of cell proliferation, especially in the context of cancer and tumor metastasis.

There are several variations of the wound healing assay, that differ especially the manner in which the live cells are monitored [Stephens and Allan (2003)]. Traditionally, it was performed by acquiring either phase or differential interference contrast (DIC) images at specific time points after the initiation of the scratch (time points 0h, 6h, 12h etc.). Then, the quantification of the migration was expressed as the mean, reduced scratch area over time [Liang et al. (2007); Cory (2011)]. However, in order to acquire more detailed information, especially for individual cells during gap closure, time-lapse live cell imaging must be used with either DIC or fluorescent light (in stained cells) [Cory (2011)], at different time intervals dependent on the experimental requirements. This acquisition for wound healing assays using fluorescent light is lately widely used.

1.8 Interference reflection microscopy

Interference reflection microscopy (IRM), was first introduced in cell biology by A. Curtis back in 1964 [Curtis (1964)]. Since then, numerous researchers have applied IRM to study cell adhesion to glass surface without the requirement of any stain.
1.8 Interference reflection microscopy

1.8.1 IRM principle

The generation of an IRM image relies on the interference of the reflected light waves from the sample (Figure 5). As the light travels through the sample, it is reflected at interfaces between media of different refractive indices (n). The reflection coefficient (r) at the boundary between the media with refractive indices \( n_1 \) and \( n_2 \) is given by Fresnel’s equation 1.

\[
\begin{align*}
    r_{12} &= \frac{n_1 - n_2}{n_1 + n_2} \\
    \text{(1)}
\end{align*}
\]

The reflectivity (R), which is the ratio between the reflected (\( I_r \)) and the incident (\( I_o \)) wave intensity, is given by equation 2:

\[
\begin{align*}
    R &= \frac{I_r}{I_o} = \left( \frac{n_1 - n_2}{n_1 + n_2} \right)^2 = r_{12}^2 \\
    \text{(2)}
\end{align*}
\]

When a cell is growing on a glass surface, then the first reflection takes place at the glass-to-medium interface. Since the difference of the refractive indices of glass and culture medium is relatively large, a strong reflection will result (wave 7 and pixel intensity e in Figure 5). Conversely, when a cell membrane touches the glass surface (a rare event), then the difference between the refractive index of the glass and the cellular membrane, is minimum due to the lack of imaging medium, causing low reflectivity and results in a dark area in the produced image (wave 1 and pixel a in Figure 5). When medium is present between the glass surface and the cell membrane, then reflections will be present at the glass-medium and medium-membrane interfaces (waves 2 and 3 or 4 and 5, respectively in Figure 5). The reflected waves can interfere, if the thickness of the medium film is of the order of magnitude of the used wavelength [Verschueren (1985)]. In such a case, the optical path difference \( \Delta \) between the two reflections is \( \Delta = 2 \cdot n \cdot h \cdot \cos \theta \), where \( n \) is the refractive index of the medium, \( h \) is the vertical distance between the glass and the membrane and \( \theta \) is the angle of refraction in the medium.

The image will contain a dark pixel if \( \Delta = N \lambda \), and a bright one if \( \Delta = \left( N + \frac{1}{2} \right) \lambda \), where \( N \) is the order of interference. That means that all these reflections contain information about the cell-substrate distance, since the grade of interference, as visualized by different pixels intensities (pixels b and c in Figure 5), is dependent on this distance.
Figure 5 – Principle of IRM showing the interference effect of reflected waves and the resulting pixel intensity. The red wavy line represents light coming from the light source. Purple waves are the reflections from different interfaces. The grade of interference (see red lines) of reflected light waves is depending on the distance between the subsequent interfaces. If the distance is small, then the interference is more efficient resulting in a dark pixel (b). If the distance is bigger, then the interference is lower and the pixel intensity is brighter (c). Indicated are the typical refractive indices of the glass, medium and the cell membrane, which determine the amount of reflection.

However, the resulting images can be much more complex, since there can be reflections from other interfaces as in the case of the dorsal cellular membrane (wave 6 in Figure 5). These reflections can interfere with reflections from the lower interfaces, contributing to the resulting pixel intensities and in this case no conclusions can be made about the distances between the glass and the membrane [Gingell and Todd (1979)]. This drawback can be overcome with the use of objectives with high numerical aperture (NA). Since the optical path length $\Delta$ between glass surface and cellular membrane is related to the angle of refraction in the medium ($\theta$), the broad range of angles of incidence within the illuminating cone, produced with high NA, results in a continuous series of overlapping interference patterns, which cancel out each other almost entirely [Verschueren (1985)]. These overlapping patterns converge only for the zero-order fringes (where $\Delta$ is smaller than one $\lambda$) and the intensity of the resulting image is increasing as the distance increases from 0 to approximately 100 nm [Izzard and Lochner (1976); Verschueren (1985); Choi et al. (2008); Limozin and Sengupta (2009)]. The use of high NA values reduces the depth of focus (DoF) as shown by equation 3 [Choi et al. (2008)], where $\lambda$ is the wavelength used, $n$ is the refractive index of the immersion medium and NA the numerical aperture of the objective.
If the NA values used are greater than 1 and if cell thickness is not less than 100 nm, then the image is formed only from zero-order interferences giving information on cell-substrate distances in the range of 100 nm [Verschueren (1985); Choi et al. (2008)].

### 1.9 TIRF

Total internal reflection fluorescence (TIRF) is a microscopy technique for collecting fluorescence exclusively from interfaces between cells and substrate. TIRF utilizes a low

\[
D\text{oF} = \frac{\lambda}{4n \left( 1 - \sqrt{1 - \left( \frac{\text{NA}}{n} \right)^2} \right)} \tag{3}
\]

1.8.2 Quantification

As has been shown previously, a monochromatic incident wave (red waves in Figure 5) is first reflected by the glass to medium interface (reflected wave 2 in Figure 5) and then by the medium-membrane interface (wave 3 in Figure 5), giving rise to rays \( I_1 \) and \( I_2 \) i.e. These two rays can interfere and the intensity \( I \) of the resulting pixel (b in Figure 5) can be given by equation 4.

\[
I = I_1 + I_2 + 2\sqrt{I_1 I_2} \cos[2k h(x,y) + \phi] \tag{4}
\]

where \( k = \frac{2\pi n}{\lambda} \) (with \( n \) being the refractive index of the medium and \( \lambda \) the wavelength of the incident light), \( \phi \) is the phase shift normally equal to \( \pi \) and \( h \) is the distance between the membrane and the glass substrate at the lateral position \( (x,y) \). The intensities \( I_1 \) and \( I_2 \) depend on the incident intensity \( I_0 \) as described in equation 2 based on Fresnel’s reflection coefficient (equation 1).

Equation 4 can be written in a simpler form, using \( \phi = \pi \) and the sum and the difference of the maximal \( (I_{\text{max}} = I_1 + I_2 + 2\sqrt{I_1 I_2}) \) and minimal intensity \( (I_{\text{min}} = I_1 + I_2 - 2\sqrt{I_1 I_2}) \) as follows:

\[
2I = (I_{\text{max}} + I_{\text{min}}) - (I_{\text{max}} - I_{\text{min}}) \cdot \cos \left( \frac{4\pi n h}{\lambda} \right) \implies \tag{5}
\]

\[
\implies h = \frac{\lambda}{4\pi n} \cdot \cos^{-1} \left( \frac{I_{\text{max}} + I_{\text{min}} - 2I}{I_{\text{max}} - I_{\text{min}}} \right) \tag{6}
\]

Equation 6 can be used to calculate the membrane proximity to the glass substrate, since the \( I_{\text{max}} \) and \( I_{\text{min}} \) are experimentally measurable. This equation can be used as long as the above mentioned conditions (NA values above 1 with low DoF, cell thickness and membrane distance from surface below the range of 100 nm) exist.
dose of diffuse incident light that illuminates the entire field of view within a thin layer of around 100 nm from the substrate [Axelrod (1981)]. This technique is ideal for both live-cell imaging and studies of cell migration and adhesion, since it provides high contrast images with nonexistent out-of-focus light [Lacoste et al. (2013)] and also causes low phototoxicity.
2 Materials & Methods

2.1 Cell lines manipulation

2.1.1 Cell lines

HeLa SS6 (kind gift by Prof. Mary Osborn, Göttingen; [Elbashir et al. (2001)]) and HT-1080 (DSMZ, Hannover; [Rasheed et al. (1974)]) cells were used for immunofluorescence stains and transient or stable expression of either EGFP-actin, EGFP-Kv10.1, Kv10.1-DsRed2, mVenus or Kv10.1-mVenus encoding vectors. These cells were maintained and propagated according to provider’s instructions.

Dr. M. Mitkovski had previously performed all the experiments with HeLa cells, before the start of this study.

2.1.2 Normal culture

HT-1080 cells were routinely cultured in T25 or T75 flasks (Sarstedt) and incubated in a CO₂ humidified incubator at 37°C and 5% CO₂ until they reach 80-90% confluence. Then, the culture medium was removed and cells were washed with 5 ml PBS (or 10 ml in the case of T75 flasks). The cells were then detached with 0.5 ml (or 1 ml for T75 flasks) Trypsin/EDTA solution (0.05%/0.2% (w/v) in PBS without Ca²⁺/Mg²⁺, Biochrom), for 2 min at 37°C and then resuspended in 5 ml pre-warmed culture medium, transferred in sterile tubes (Greiner Bio One) and centrifuged for 2 min at 290 g at room temperature (RT). Then the supernatant was removed and the cell pellet was resuspended in 1 ml (per initial T25 flask used) culture medium. From this resuspension, 50-150 µl (according to the desired dilution) were transferred into a new T25 flask with 5 ml of fresh culture medium (or 250-400 µl into a T75 flask with 10 ml medium), supplemented by 0.5 mg/ml G418 antibiotic (Life Technologies, Darmstadt) as an additional selective pressure to maintain the stable cell lines. Then, cells were kept at 37°C and 5% CO₂ in a humidified environment until confluency.

In the cases where special cell density was needed, cells were counted with a Neubauer slide (Laboroptik Ltd-UK). 10 µl of resuspended cells were added on the slide and 4 big squares of the Neubauer slide were counted. The total cell density (per ml) was then calculated, by dividing the counted number by 4 and multiplying by 10⁴. Then, the appropriate amount of volume was used in order to seed the desired cell density.

For the freezing of cells, approximately 10⁶ cells were resuspended in 500 µl of culture medium and placed into a cryovial (Greiner Bio One) containing 225 µl of DMEM, 150 µl of FCS and 125 µl of DMSO (Sigma). Then, the cryovials were placed at approximately 0°C for 10 minutes and then at -80°C for at least 24 h. Afterwards, they were transferred...
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in liquid nitrogen for permanent storage. In order to start a culture from frozen cells, the cryovials were removed from the liquid nitrogen, and placed into a water bath at 37°C for 1-2 min. Then, their content was added in 10 ml of pre-warmed culture medium and centrifuged at 290 g for 2 min. Afterwards, the supernatant was removed, the cell pellet was resuspended in 5 ml of medium containing 0.5 mg/ml G418 antibiotic and the mixture was added into a new T25 flask.

2.1.3 Transfection

HT-1080 cells were stably transfected with mVenus or Kv10.1-mVenus encoding vectors and placed under further G418 antibiotic selection. The expected molecular weight of the mVenus protein is at 24 kDa while the one of the chimeric Kv10.1-mVenus is at 134 or 154 kDa depending on the glycosylated isoform of the channel [Napp et al. (2005)]. The stable transfection of HT-1080 cells occurred before the start of this study and performed by Dr. Mitkovski using Lipofectamine® 2000 Transfection Reagent (Invitrogen) according to manufacturer’s instructions.

2.1.4 Cell Sorting

The transfected HT-1080-mVenus and HT-1080-Kv10.1-mVenus cells were sorted based on their fluorescence intensity, using a FACSAria™ flow cytometer (BD Biosciences). For the excitation of the mVenus fluorochrome the 488 nm Argon laser was used, while the emission was collected using 530/30 BP filter. A gating around the cell population (excluding debris and cell clumps) was used based on the forward and side scatter of the cells. With this gating both types of transfected cells were sorted based on different fluorescence intensities, into three populations; low fluorescence (LF), high fluorescence (HF) and very high fluorescence (VHF). For all the following experiments (unless otherwise stated) we used the HF population of HT-1080-mVenus cells and the VHF population of HT-1080-Kv10.1-mVenus cells. For the data acquisition the BD FACSDiva™ software (version 5.0; BD Bioscience) was used.

Dr. M. Mitkovski performed the sorting of the transfected cell lines, before the start of this study.

2.2 Electrophysiology

For electrophysiological experiments, sorted HT-1080-Kv10.1-mVenus cells of different fluorescence intensities, were grown for 24 h before the experiment on poly-L-lysine-coated glass coverslips. Macroscopic currents were recorded at room temperature in the whole-cell configuration of the patch-clamp technique [Hamill et al. (1981)] using an
2.3 Molecular biology

EPC-9 amplifier and Pulse software (HEKA). Patch pipettes with a tip resistance of 1.5 to 2 MΩ were made from Corning no. 0010 capillary glass (WPI) and series resistance was compensated by 70%. The internal solution contained 100 mM KCl, 45 mM N-Methyl-D-GLutamine, 10 mM 1,1-bis(O-aminophenoxy)ethane-N, N, N’, N’-tetraacetic acid (BAPTA) tetrapotassium salt, 10 mM HEPES/HCl, pH 7.35 and the external solution contained 160 mM NaCl, 2.5 mM KCl, 2 mM CaCl₂, 1 mM MgCl₂, 8 mM glucose, 10 mM HEPES/NaOH, pH 7.4. The cells were held at -60 mV and a voltage step of 20 mV over the range of -100 to -40 mV with 1600 ms durations was applied. The cell was then depolarized to +40 mV to activate Kᵥ10.1 current.

The electrophysiology experiment was performed by Dr. Ye Chen, before the start of this study.

2.3 Molecular biology

Total RNA was extracted from HT-1080 cells stably expressing either mVenus or Kᵥ10.1-mVenus using QiaShredder columns from Qiagen and purified with the RNeasy Mini kit of Qiagen (Qiagen, Hilden, Germany). Then, the purified total RNA was reverse transcribed with the SuperScript® reverse transcriptase (Invitrogen, Karlsruhe, Germany) to cDNA, which was used for the quantification of the expression levels of Kᵥ10.1 ion channel with the appropriate primers in a LightCycler® 480 (Roche Diagnostics Deutschland GmbH, Mannheim, Germany) real time PCR instrument.

2.3.1 RNA purification

Approximately 6 – 7·10⁶ HT-1080-Kᵥ10.1-mVenus and HT-1080-mVenus cells were used for the extraction of total RNA. The cells were scrapped from the flasks, collected in culture medium, centrifuged at 290 g and washed once with ice cold PBS. Then, the cells were collected after centrifugation at 290 g and after removal of the PBS they were disrupted by addition of 600 µl RTL Buffer with 1% (v/v) β-mercaptoethanol. For the homogenization, a 25G needle was used. The homogenate then passed through QiaShredder columns (Qiagen, Cat. Nu.: 79656) with centrifugation for 2 min at 16000 g. One volume (600 µl) of ethanol (70% in DEPC-H₂O) was added at the lysate and from that mixture approximately 700 µl were added to RNeasy mini columns (Cat. Nu.: 74106), following manufacturer’s instructions. For the elimination of genomic DNA contamination, our samples were treated with DNase for 30 min at RT. Finally, the purified RNA was eluted in 30 µl of RNase free DEPC water, and was stored at -80°C or processed immediately with the cDNA synthesis protocol.
2.3.2 Reverse transcriptase PCR

For the cDNA synthesis, 2.5 µg of purified RNA were processed with the use of SuperScript® First-Strand kit from Invitrogen. A negative control sample was also used for each sample in order to validate for genomic DNA contamination. For each sample and negative control, we added 0.5 µg of oligo (dT) and also DEPC-H₂O to a final volume of 12 µl. Samples and negative controls, were vortexed gently and centrifuged shortly, before incubated at 70°C for 10 min. Afterwards, they were cooled for 1 min on ice and 7 µl or RT Reaction buffer were added. The mixture was incubated for 5 min at 42°C. The RT Reaction buffer for each sample contained the following:

<table>
<thead>
<tr>
<th>RT Reaction Buffer</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 µl 10x RT Buffer</td>
</tr>
<tr>
<td>2 µl MgCl₂ 25mM</td>
</tr>
<tr>
<td>1 µl dNTPs 10mM</td>
</tr>
<tr>
<td>2 µl of dithiothreitol (DTT) 0.1 M</td>
</tr>
</tbody>
</table>

Table 1 – Reverse Transcription Reaction Buffer

Samples were then supplemented with 1 µl (200 units) of reverse transcriptase and negative controls with 1 µl DEPC-H₂O. The mixtures were then incubated at 42°C for 50 min and then at 70°C for 15 min in order to inactivate reverse transcriptase. For the digestion of the remaining RNA, 2 units of RNase enzyme were used and each reaction tube was incubated at 37°C for 20 min. Finally 4 µl of DEPC-H₂O were added at each sample and negative control, for a final volume of 25 µl and a final cDNA concentration of 100 ng/µl.

2.3.3 Real-time PCR

The resulting cDNA, as well as the calibrator cDNA (derived from human total brain and CNS RNA, Clontech Laboratories, Inc., USA) were used as template for the relative quantification of the KCNH1 gene expression. Real-time PCR was performed using the Hydrolysis probe (TaqMan) technology in a LightCycler® 480. The primers used for the amplification of the KCNH1 gene (exon 6) were: 5’-TCTGTCCTGTTGCCATATGATGT-3’ (forward), 5’-CGGAGCAGCCGGACAA-3’ (reverse), while the detection probe was: 5’-(FAM)-AACGTGGATGAGGGCATCAGCAGCCT-(6-Tamra)-3’. The transferrin receptor encoding gene was also amplified in parallel as a reference with: 5’-GACTTTGGATCGGTGGTGCT-(6-Tamra)-3’. The transferrin receptor encoding gene was also amplified in parallel as a reference with: 5’-GACTTTGGATCGGTGGTGCT-(6-Tamra)-3’. The transferrin receptor encoding gene was also amplified in parallel as a reference with: 5’-GACTTTGGATCGGTGGTGCT-(6-Tamra)-3’. The transferrin receptor encoding gene was also amplified in parallel as a reference with: 5’-GACTTTGGATCGGTGGTGCT-(6-Tamra)-3’. The transferrin receptor encoding gene was also amplified in parallel as a reference with: 5’-GACTTTGGATCGGTGGTGCT-(6-Tamra)-3’.
The PCR protocol used, included an initial incubation for 2 min at 50°C and for 10 min at 95°C, then 50 cycles of 10 sec at 95°C (denaturation), 15 sec at 56°C (annealing) and 60 sec at 60°C (extension) and a final cooling step of 30 sec at 40°C.

For the analysis of the results, the LightCycler analysis software (version 1.50Sp4) was used. All the target/reference ratios were normalized with the target/reference ratio of the calibrator sample, while no efficiency-correction for this run was used.

The Real Time PCR experiment was performed with the kind help of Mrs. U. Kutzke.

2.4 Biochemistry

2.4.1 Protein extraction

Total protein was extracted from approximately 90% confluent T75 flasks with HT-1080-mVenus and HT-1080-Kv10.1-mVenus cells. Cells were washed twice with ice cold PBS, scraped off the flasks with 10 ml PBS and centrifuged at RT for 2 min at 800 g. Then the supernatant was discarded and the pellet was washed twice with ice cold PBS. Finally, the cell pellet was resuspended in 400 µl lysis buffer [50 mM Tris-HCl pH 7.4; 300 mM NaCl; 5 mM EDTA; 1% Triton X-100; a tablet of complete protease inhibitor (PI) cocktail (Roche) per 10 ml solution] and the homogenate was incubated on ice for 20 min. After the incubation, the lysates were centrifuged for 15 min at 16000 g and the supernatants were carefully transferred into new tubes and stored at -20°C or used for downstream application.

2.4.2 Protein quantification

Diluted (1:5) protein extracts were quantified with the Pierce BCA protein assay kit (Cat. Nu.:23225; Thermo Scientific). 7 µl of total proteins extracted with the previous procedure were diluted with 28 µl of ddH2O and 10 µl of this mixture was loaded in triplicates on a 96 well plate. On this plate were added, also in triplicates, 10 µl of the BSA (bovine serum albumin) standards, diluted as shown in Table 2.
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<table>
<thead>
<tr>
<th>Vial</th>
<th>dH$_2$O($\mu$l)</th>
<th>BSA($\mu$l)</th>
<th>Concentration ($\mu$g/µl)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0</td>
<td>35</td>
<td>2</td>
</tr>
<tr>
<td>B</td>
<td>17.5</td>
<td>52.5</td>
<td>1.5</td>
</tr>
<tr>
<td>C</td>
<td>35</td>
<td>35</td>
<td>1</td>
</tr>
<tr>
<td>D</td>
<td>30</td>
<td>30 from B</td>
<td>0.75</td>
</tr>
<tr>
<td>E</td>
<td>35</td>
<td>35 from C</td>
<td>0.5</td>
</tr>
<tr>
<td>F</td>
<td>35</td>
<td>35 from E</td>
<td>0.25</td>
</tr>
<tr>
<td>G</td>
<td>30</td>
<td>30 from F</td>
<td>0.125</td>
</tr>
<tr>
<td>H</td>
<td>32</td>
<td>8 from G</td>
<td>0.0025</td>
</tr>
<tr>
<td>I</td>
<td>60</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 2 – BSA dilution scheme used for protein quantification

The working solution (WS) was prepared by dilution of Reagent B (4% cupric sulfate) 1:50 in Reagent A (sodium carbonate, sodium bicarbonate, bicinechonic acid and sodium tartrate in 0.1 M sodium hydroxide). 200 µl of this WS was added in each well with standards or samples, and the plate was incubated at 37°C for 30 min. The absorbances were measured at 562 nm with a Wallac VICTOR2 plate reader (Perkin Elmer) and with the titration curve from the standards we were able to calculate the extracted total protein concentration of our samples.

2.4.3 SDS-PAGE protein separation

For the electrophoretic separation of the extracted proteins under mild denaturation, we used a 10% Li-SDS gel. The gel mixture was made by 4.45 ml ddH$_2$O, 2.25 ml of 4x Buffer (1.5 M Tris/HCl, pH 8.8; 0.4% Li-SDS), 2.25 ml of 40% AA/bis-AA (Acrylamide-Bis-Acrylamide) (29:1; BioRad), 4.5 µl TEMED 100% and 45 µl APS 10%. The liquid mixture was put between two glass surfaces and left for 30-45 min at RT in order to polymerize.

Protein extracts from HT-1080-mVenus and HT-1080-K$_v$10.1-mVenus cells as well as a ladder (Precision Plus Protein™, All Blue Standards; Bio-Rad Laboratories, Inc.) were loaded in different concentrations at the gel. Specifically, 5, 10 and 20 µg of total protein extract from HT-1080-mVenus cells and 40, 50 and 60 µg from HT-1080-K$_v$10.1-mVenus cells were loaded. The electrophoresis took place for approximately 150 min under 100 mVolts.

2.4.4 Fluorescent detection from gel

The fluorescence signal from the mVenus protein (expressed in both types of HT-1080 cells), was detected using a GE Typhoon Trio™ imager (Amersham Biosciences Corp).
The gel was imaged upon 488 and 633 nm excitation generated by an Argon and He-Ne laser, respectively. For the detection of mVenus fluorescence the 520/40 band pass (BP) emission filter was used, while for the detection of the ladder, the 670/30 BP filter was used.

### 2.4.5 Immunoprecipitation

For the immunoprecipitation (IP) approximately 300 µg of proteins extracted and quantified as described in 2.4.1 and 2.4.2 respectively, were incubated for 1 h at 4°C together with 20 µl of Protein G Magnetic Beads (New England Biolab; Cat. Nu.: S1430S), in order to clear the extract and reduce non specific binding to the beads. Then, with the use of a magnetic rack, the beads were separated from the supernatant, which was placed into fresh tubes. Then 2 µg of mAb1218 (Abcam Anti-GFP antibody, mouse monoclonal; 2 µg/µl) was added and the samples were incubated overnight using a rotator, at 4°C.

20 µl of the magnetic beads were added at the mixture, vortexed gently and incubated for 1 h at 4°C. Then the beads were recovered using a magnetic rack and washed 3 times with 400 µl of protease free wash solution (0.1% Triton X-100, 50 mM Tris-HCl, 300 mM NaCl, 5 mM EDTA and one PI tablet for each 10 ml solution). After an additional wash with 400 µl protease free TBS (TRIS buffered saline: 50 mM TRIS, 150 mM NaCl, pH 7.6), the beads were resuspended in 16.25 µl TBS, 2.5 µl Reducing Agent (Invitrogen; 500 mM DTT) and 6.25 µl of 4x LDS sample buffer (Invitrogen; 40% glycerol, 6.8% Tris-Base, 6.6% Tris-HCl, 8% LDS, 0.06% EDTA, 0.75% Serva Blue G250, 0.25% Phenol Red) for a final volume of 25 µl. For every sample, a no-IP (input) tube, containing 16.25 µl of the extracted protein, together with 6.25 µl of 4x LDS sample buffer and 2.5 µl Reducing Agent was also prepared.

All the samples (IP and No-IP) were incubated for 10 min at 70°C and then placed in a magnetic rack to separate beads from supernatant. The IP and No-IP samples and a pre-stained protein ladder (New England Biolabs; Cat. Nu.: P7710S) were finally loaded on a 3-8% Tris-Acetate SDS gel for separation and western blotting.

### 2.4.6 Western blot detection

For the protein separation of the immunoprecipitated samples the NuPAGE Tris-Acetate SDS Buffer Kit (Invitrogen) was used. The Running Buffer was prepared by diluting 50 ml of 20x Tris-Acetate Running buffer (1 M Tricine, 1 M Tris Base, 70 mM SDS in H₂O, pH 8.25) in one liter of distilled water. From this dilution, 200 ml were complemented with 500 µl Antioxidant (N,N-Dimethylformamide and sodium bisulfate). A ready-to-use pre-cast NuPAGE Novex 3–8 % Tris-Acetate gel (Invitrogen) was loaded into a XCell SureLock electrophoresis chamber (Invitrogen) and the 200 ml of the Run-
ning Buffer with the antioxidant were used to fill the inner part of the chamber, while the rest of the Running Buffer filled the outer part. The samples and the ladder were loaded in the gel and the electrophoresis run for 50 min at 150 mVolts.

Before the end of the electrophoresis, 1200 ml of Transfer Buffer (10 mM NaHCO₃, 3 mM Na₂CO₃, 20% methanol and 0.01% SDS solution at pH 9.22) were prepared. After the separation, the proteins were transferred to a nitrocellulose membrane (Amersham Hybond ECL - GE Healthcare) with the following procedure: The membrane and the gel were incubated in Transfer Buffer and under shacking at RT for 10 min. Then a 'sandwich' consisting of the gel with the proteins and the membrane placed within tight contact surrounded by two pieces of Whatman paper and a sponge at each side, was placed into a transfer tank Mini Trans-Blot Cell (BioRad) within a gel holder cassette (Bio-Rad). For the transfer, a gradient voltage from 10 to 40 mV increased by steps of 10 mV every 10 min and a final step at 50 mV for 40 min was applied. Then, the nitrocellulose membrane with the proteins was removed and dried overnight at RT.

The dried membrane was incubated in distilled water for 10 min and then the Pierce Western Blot Signal Enhancer (Thermo Scientific) was used according to the manufacturer’s instructions (Solution A for 5 min, 5x wash with distilled water, solution B for 10 min and 5x wash with distilled water). Then, the blotted membrane was blocked for 1 h with 0.1% Casein (Roche) in TBST (Tris buffered saline containing Tween-20) at RT, in order to block unspecific binding sites for the antibodies. Afterwards, the membrane was incubated with polyclonal rabbit anti-Eag1 antibody (Napp et al. (2005); 1:1500 in 0.1% Casein-TBST) for 90 min and washed thoroughly for 7 times with deionized water followed by 5 min incubation with TBST at RT. Then, the membrane was incubated for 60 min at RT with secondary ECL anti-rabbit IgG antibody HRP-linked (GE Healthcare; 1:7000 in 0.1% Casein-TBST). Subsequently, the membrane was washed again for 7 times with deionized water and incubated for 5 min with TBST at RT. Then, we dried the membrane with paper towels and incubated it for 5 min with Immobilon Western Chemiluminescent HRP Substrate (Millipore). Finally, the luminescence was imaged using Chemi-Doc XRS system (BioRad).

In order to blot again the membrane with a second antibody after the imaging, the nitrocellulose was washed for 5 min at RT with TBS, the strip buffer was applied for 7 min and a last wash for 5 min with TBS was performed. Then, the procedure could start again from the blocking step (1 h with 0.1% Casein in TBST at RT). In this study, the second blotting of the membrane took place with mAb6556 (anti-GFP polyclonal mouse; 1:1000; Abcam) and in this case the secondary antibody used was ECL anti-mouse IgG antibody HRP-linked (GE Healthcare; 1:7000 in 0.1% Casein-TBST). All the interval steps for the second blotting were the same, as for the first blotting.
2.5 Immunocytochemistry

2.5.1 Primary cilia

Primary cilia consist of microtubules [Satir et al. (2010)] with acetylated-α-tubulin present at various microtubule formations stabilizing this specific structure [Maruta et al. (1986)] and its labeling can be used to visualize primary cilia [Schneider et al. (2009)].

Cells (with a density of 130 thousand per ml) were grown on glass coverslips (#1.5 - Menzel-Gläser) for 24h, scratched with a 10 µl pipet tip and then 1h after the scratch, they were fixed in 10% Neutral Buffered Formalin (100 ml/L formaldehyde 37-40%, 900 ml/L distilled water, 4 gr/L monobasic sodium phosphate, 6.5 gr/L dibasic sodium phosphate; SIGMA®) for 8 min at 4°C and permeabilized at RT in 0.5% Triton-X-100 in TBS. After the blocking in TBS with 10% BSA for 30 min, cells were incubated for 1h at RT with anti-acetylated-α-tubulin [1:2000 mouse; Abcam®] and then after washing with TBST, they were incubated for 30 min at RT with AlexaFluor®546 secondary antibody [1:1000 goat anti-mouse; Life Technologies®]. The prepared coverslips were then mounted with Prolong Gold anti fade kit with DAPI (Molecular Probes®) and kept for at least 12h at 4°C.

Samples were then visualized in a Leica SP5 CLSM, using the 514 nm argon laser excitation for the mVenus fluorochrome (expressed in HT-1080 cells), the 405 UV laser for the DAPI signal and the 561 laser excitation for the AlexaFluor®546 signal.

2.5.2 Focal adhesion kinase

Focal Adhesion Kinase is a crucial signaling protein that acts as an important receptor and regulator of cell shape, adhesion and motility and is localized to cell adhesion cites known as focal contacts [Mitra et al. (2005)]. These contacts are thought to be approximately 40 nm higher than the substrate, almost twice the length of the extracellular fragment of integrins [Pierres et al. (2002)].

For the staining of FAK, cells were grown for 24h in 4-well dishes (Lab-Tek Chambered Coverglass #1 - Thermo Scientific Nunc™ Lab-Tek® Chamber Slides) with a density of 50 thousand per ml. The cells were then fixed with 10% Neutral Buffered Formalin (SIGMA®) for 10 min at RT and permeabilized also at RT in 0.5% Triton-X-100 in TBS. After blocking with 10% BSA in TBS for 30 min, cells were incubated for 1h at RT with anti-FAK mAb [1:250 purified mouse; BD Bioscience] and then after washing with TBST, they were incubated for 30 min at RT with AlexaFluor®647 secondary antibody [1:500 goat anti-mouse IgG; Molecular Probes®]. The prepared samples were kept in TBS at 4°C until the time of imaging.

Samples were visualized in a Leica SP5 CLSM, using the 514 nm laser excitation for
the mVenus fluorochrome, and the 633 nm laser excitation for the AlexaFluor®647 signal. For the IRM acquisition we followed the settings that are described at 2.6.

2.5.3 Phalloidin staining

Phalloidin bicyclic peptide can selectively label filamentous-actin (F-actin) and can be used to visualize stress fibers and filopodia. Filopodia are F-actin rich, long and thin plasma membrane protrusions that can be found in association with lamellipodia at the leading edge of migrating cells and are involved in migration and in extracellular environment sensing [Doherty and McMahon (2008)].

In this study, the phalloidin staining was used in HeLa cells, together with EGFP-Kv10.1 in order to reveal the localization of Kv10.1 ion channel to filopodia. HeLa cells were fixed with 10% Neutral Buffered Formalin (SIGMA®) for 10 min at RT and permeabilized also at RT in 0.5% Triton-X-100 in TBS. The samples were then blocked with 10% BSA in TBS for 30 min, and incubated for 1 h at RT with AlexaFluor®633-Phalloidin [1:100; Invitrogen, Cat. No. A22284] followed by washing with TBS.

Dr. M. Mitkovski prepared the samples and acquired the respective images, before the start of this study.

2.6 Interference reflection microscopy

2.6.1 Acquisition

In this study, for the acquisition of IRM images we used two excitation wavelengths at 570 and 670 nm (at 10% of nominal laser output) using the Leica SP5 white light laser. The usage of dual wavelength excitation gave us the opportunity to identify higher order interferences in multiple Newton rings patterns. We also used a Leica HCX PL APO 63x / 1.3 Glyc CORR CS (21°C) objective (A in Figure 6), while the mounting medium was Immersol™ G Glycerin (Zeiss) with a refractive index n=1.456 (at 23°C). With this objective, which has a relatively high NA (1.3), and choosing a pinhole size of 1 A.U. we had achieved a relatively small DoF ensuring that only the reflections from the lower part of the acquired cells were collected. This objective had also a correction collar. With the proper correction collar adjustments, we were able to make corrections for the mounting medium refractive index, the cover glass thickness as well as the temperature. We also used the resonant scanner of the system, which can scan and acquire data with high frequency (8 kHz) and collected the reflected light using Leica’s hybrid-detectors using 10 times frame averaging and 2 times line accumulation of photons.

Moreover, in order to ensure that the objective was set correctly, before the start of the acquisition we performed the following adjustments: we used the excitation from both
wavelengths (570 and 670 nm) and under reflection mode we focused on the upper level of the glass substrate by selecting the focal plane with the brightest background (wave 7 and pixel e in Figure 5). Then we switched to an xz scan mode and without changing the focal plane we rotated the objective correction collar in such a way that the xz scan line (orange line in B in Figure 6) was as sharp and intense as possible, indicating that most reflection takes place at this interface. The above procedure was repeated also when we acquired images from distant areas of the same well or from different wells of the 4-well chamber that we used, in order to ensure that the possibly different glass thickness would not affect the acquired reflected signal.

![Image](image_url)

**Figure 6** – Fine adjustment of objective’s correction collar (red arrow in A) in order to obtain the sharpest line under xz IRM scan mode (B). The horizontal yellow line is coming from the reflection of 570 and 670 nm wavelength of the interface between the glass and the culture medium. Image in A from Leica Microsystems - Confocal Application Letter - April 2004, No. 17

The above settings were used in the case of single time point IRM acquisition of live cells in order to determine the adhesion ability of cells, but also in the case of time lapse live IRM imaging for the dynamics of cell-surface adhesion. Especially for the time lapse live IRM imaging, we employed an auto focus routine based on the IRM signal from a position 2-3 fields of view away from the acquired cells. Areas containing small, granular particles were avoided, as they are prone to generating high intensity signal that can skew the final IRM-based adhesion quantification. Also, cells that under IRM appeared with multiple Newton rings were avoided. These rings in some cases were apparent despite the settings we used, probably because of cell thickness (lower than 100 nm) that caused interference of reflections from dorsal cell areas or unevenness of the chamber surface.

### 2.6.2 Quantification

The background of the acquired images is always not homogeneous, even when all hardware settings have been set up properly. In our case, in order to overcome this prob-
lem, we removed the uneven illumination of the background by normalizing the raw pixel intensities by a highly blurred version of the raw image, using the gaussian distribution of intensities in a range of 20 pixels radius. The normalization occurred with the division of the raw pixel intensities by the intensities of the blurred image, removing the low frequency signal from the acquired images. This technique is quite similar to other techniques that make use of background subtraction from IRM images [Limozin and Sengupta (2007)].

For the height reconstruction based on the normalized reflected intensities, we used the Min/Max method [Limozin and Sengupta (2009); Schilling et al. (2004)], since the distances of cell membranes from the substrate are less than a couple of hundred nm, and the NA values are such that we can avoid interferences from the dorsal area of the cell. In this case, the experimental maximum and minimum intensities are the same as the theoretical ones and equation 5 or 6 can be used for height determination. In this study, the minimum and maximum normalized intensities were determined from the acquired images (single time point or time lapse images), using a simple algorithm. Having these intensities we managed to reconstruct the IRM images with pixel values that correspond to the distance of the membrane from the glass surface.

2.7 Scratch assay

For every scratch assay performed in this study, all the following conditions were kept, unless stated otherwise.

2.7.1 Sample preparation

HT-1080-mVenus and / or HT-1080-Kv10.1-mVenus cells were seeded in 4 or 8-well chambers (Lab-Tek Chambered Coverglass #1 - Thermo Scientific Nunc™ Lab-Tek® Chamber Slides), 24 h before the experiment at a density of 130 thousand cells per ml. Approximately 45 min before acquisition, a scratch with a 10 µl pipette tip was made in each well, and the cells were washed once with imaging solution (IS). The IS is a modified Tyrodes buffer consisting of 135 mM NaCl, 5.37 mM KCl, 1.66 mM MgCl₂, 1.8 mM CaCl₂ and 10 mM HEPES at pH 7.4. Finally, IS supplemented with 5% FCS (ISF) was added to each well prior to acquisition.

For imaging with the IncuCyte™ ZOOM device (Essen Bioscience Inc.), cells were seeded in wells of an ImageLock™ 96-well micro-plate with a density of 15 thousand cells per well. Cells, seeded in micro-plate vessels were incubated for 24 h in the IncuCyte™ ZOOM at 37°C and 5% CO₂. Then the scratch was made with the Wound-Maker™, a 96-pin mechanical device designed to create homogeneous, 700-800 micron wide scratch wounds in cell monolayers. The culture medium was then exchanged with
fresh one, in order to remove the detached cells and the plate was put back in the IncuCyte™ ZOOM.

For the case where mAb56 or AST blockers were used, cells were incubated with 0.01 μg/ml mAb56 or 1 μM AST, respectively for 24 h prior to live imaging. The IS contained the identical blocker concentrations.

### 2.7.2 Live imaging conditions

For the time-lapse acquisition, cells were kept at 37°C (controlled by “The Cube” system (Life Imaging Services; Switzerland)) and 8% CO₂ (controlled by “The Brick” (Life Imaging Services; Switzerland) gas mixer with a rate 25 L/h) in a humidified environment. The scratch closure was monitored for at least 3 hours after the generation of the scratch.

### 2.7.3 Microscope settings

Time lapse imaging was performed with a Leica SP5 (Leica Microsystems, Mannheim) confocal laser scanning microscope (CLSM), at multiple positions at an approximate 150 sec time interval using a 20x immersion objective, while employing an autofocus routine to counteract z-drifts in time (Figure 7).

The mVenus fluorochrome was excited using 3% of the nominal Argon laser power output, at 514 nm, with an energy density of 1.581 μJ/cm² per time frame scan (see 2.10.1 for laser energy measurements). For the detection of emitted photons, a hybrid detector (under photon counting mode) was used, where each line was accumulated 10 (Acc) and each frame averaged 6 times (Av) (Figure 17). In this case, we used the resonant scanner of the system at 8 KHz. The pinhole of the system was set at 2 AU (Airy units). These stimulation / acquisition settings were found to generate low phototoxicity, but sufficient fluorescence signal for later analyses and are in accordance with previous studies [Borlinghaus (2006); Donnert et al. (2007)]. The resulted data consisted of single channel time stack images per monitored field of view, used for analysis.

During IRM live cell imaging the environmental conditions were kept identical to those during fluorescence collection. Using the same time interval, objective and the same type of scanner, we employed an autofocus routine based on the IRM signal of the scratch. The recorded IRM signal was based on the 633nm excitation/reflection (10% nominal laser output). The mVenus signal generated by the stably transfected HT-1080 cells upon 514 nm excitation was collected in a sequential manner. The resulted data consisted of multi channel time stack images per monitored field of view, where the pixel intensities of the IRM acquired signal reflected the distance of cell membranes from the substrate (Figure 5).
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Figure 7 – Schematic representation of the scratch assay acquisition using a 4-well chamber. Multiple positions / fields of view (blue squares) were monitored over time. Up to 4 positions per well were acquired for at least 3 h after the generation of the scratch.

2.8 Cell surface adhesion

2.8.1 Sample preparation

For the study of cell-surface adhesion of individual cells with IRM, both HT-1080-mVenus and HT-1080-Kv10.1-mVenus cells were seeded in 4-well chambers (Lab-Tek Chambered Coverglass #1 - Thermo Scientific Nunc™ Lab-Tek® Chamber Slides), 24 h before the experiment. In this case the cell density was 50 thousand cells per ml. Before the acquisition, the culture medium was replaced with pre-warmed at 37°C ISF, after a wash with also pre-warmed IS. This medium exchange was essential to take place slowly and gently in order not to disturb the adherent cells. For experiments where mAb56 blocker was used, the culture medium as well as the ISF were supplemented with 0.01 µg/ml mAb56.

2.8.2 Cell-surface adhesion ability

In order to measure the adhesion ability of individual HT-1080-mVenus and HT-1080-Kv10.1-mVenus cells, we acquired single time point Dual-Wavelength IRM images as described in 2.6. More specifically, 35 HT-1080-mVenus and 35 HT-1080-Kv10.1-mVenus live cells were acquired under IRM mode. The experiment was repeated after blocking Kv10.1 with 0.01 µg/ml mAb56 24 h before and during the experiment. In this case, 40 individual HT-1080-mVenus and 30 HT-1080-Kv10.1-mVenus cells were acquired under IRM mode.

2.8.3 Cell-surface adhesion dynamics

In order to reveal the dynamic nature of cell-surface adhesion process, we proceeded with time-lapse live imaging acquisition using dual-wavelength IRM settings as described in 2.6, monitoring every cell for almost 20 min with a time interval of approximately 24
For this experiment, 7 individual HT-1080-mVenus and 5 HT-1080-Kv10.1-mVenus cells were acquired and quantified.

2.8.4 TIRF

In this study for the qualitative detection of Kv10.1-mVenus signal from the lower part of the adhesive cell surface, a demo system from TILL Photonics (now part of FEI Life Sciences) was used. For TIRF experiments the samples were prepared as described in the cases of scratch assays (see 2.7.1).

2.9 Image analysis

The FIJI (Fiji Is Just ImageJ) image-processing package [Schindelin et al. (2012)] was used to open, inspect, manipulate and quantify all our CLSM data sets. Additionally, new, automated analysis algorithms were implemented in the form of FIJI macros or Perl² programming language scripts in order to analyze images and post-process measured results.

2.9.1 Scratch assay

The scratch closure speed was calculated from the slope of the linear part of the plotted scratch area over time (red line in Figure 8).

![Image](image_url)

**Figure 8** – Reduction of scratch area over time. During scratch closure, the phases of acceleration, stable speed and deceleration (initial, central and final part of plotted curve, respectively) can be distinguished. Speed \( \frac{\text{mm}}{\text{min}} \) was calculated only for the time period with a linear scratch closure speed (red line).

With a specific program, implemented as a set of FIJI macros we were able to process the time-lapse sequence of each field of view in a frame-by-frame manner, while detecting

²www.perl.org
and measuring the scratch area and the unoccupied intercellular area (Figure 9). Data obtained in this manner, with the help of a number of Perl scripts, was used to calculate the scratch closure speed (SCS) in $\mu m^2/min$ (by equation 7) and the cell-cell adhesion loss (as a maximum intercellular area - MIA - during the monitored scratch closure period, normalized by the initial area occupied by cells - IAO), during the dynamic phenomenon of cell migration, initially induced by a scratch (equation 8).

$$\text{Scratch Closure Speed (SCS)} = \frac{\Delta \text{Scratch Area}}{\Delta t}$$ (7)

$$\% \text{Maximum Intercellular Area (MIA)} = \frac{\text{Maximum Intercellular Area}}{\text{Initial Area Occupied}}$$ (8)

Figure 9 – A and C illustrate the 0 and 125 min (after the acquisition started) time point of HT-1080-mVenus cells, while B and D show the same respective time points with HT-1080-K,10.1 cells. Marked in red is the scratch area, while the blue color is indicative of the intercellular space. Both colors are masks generated and overlayed by the FIJI macro at each time point.
2.9.2 Scratch assay with IRM

The dynamic measurement of the lamellipodial cell-surface adhesion during the scratch closure, was accomplished by acquiring and processing the fluorescence and IRM signal. We applied the same algorithm used for the quantification of the scratch closure rate to generate binary masks of migrating cells from their fluorescence signal. These masks were then modified by subtracting sequential frames and dilating the resulting mask, to cover parts below the lamellipodium, where anterograde movement had occurred (red areas in B of Figure 10). In these regions we measured the adhesive area (green in C of Figure 10) from the IRM signal (A in Figure 10) and these measurements were then normalized by the size of the migration zone area and accumulated for the first 40 mins of the acquisition. With this, we were able to generate graphs showing the dynamic cell-surface behavior of migrating cells under the lamellipodial area.

![Figure 10 - IRM images of cells during scratch closure. The IRM signal was inverted (A), and after the generation of migration zone masks (B), the thresholded adhesive area (shown in C) was calculated. D is the merged image of A, B and C. The adhesive area (green in C and D) was normalized by the migration zone area (red in B and D).](image)
2.9.3 Individual cell tracking measurements

A representative group of cells was marked for the first 140 min of scratch closure with an interval of 2.16 min and cell-route coordinates were extracted with FIJI. In total, 500 HT-1080-mVenus and 490 HT-1080-Kv10.1 cells, from different experiments were tracked using fields of view, where the major scratch axis was always horizontal. From each field of view 10 individual cells from the edges of the scratch were manually marked as shown in Figure 11.

![Figure 11](image)

**Figure 11** – Each scratch field of view was divided in 5 sections (A) in each of which 2 cells migrating into different directions were manually marked (B). The reference point for each cell (blue dots) was placed at the nucleus. From the coordinates of each reference point at every time frame, we were able to project all cell trajectories (white tracks) in C and also calculate the final displacement vector for each cell (red arrows). Additional measurements performed with all cell routes coordinates using the equations described in Table 3. Cells shown are HT-1080-mVenus.

Cell trajectories were plotted using a common origin point in order to visualize any possible differences at their migratory pattern, after the extraction of the coordinates from control and Kv10.1 overexpressing cells and for all time points. In addition to all routes and for an interval of 2.16 min, we calculated the displacements ($d_i$) (equation 13, Table 3), the final displacement from the point of origin ($d_f$) (equation 15, Table 3; red arrows in Figure 11) and also the accumulated distance ($AD$) covered during $N$ displacements of each cell (equation 17, Table 3).

Additionally, for every displacement we calculated the interval migration speed ($u_i$) (equation 10, Table 3), and we were able to find the mean ($\bar{u}_i$) and maximum ($u_{max}$) migration speed of all $N$ displacements (equations 12 and 14 in Table 3, respectively). Concerning the directionality of migration, we calculated the average migration angle ($MA$) of every cell (equation 16, Table 3) and we were also able to calculate the straightness ($Str_c$) of each route, as the ratio between the final displacement ($d_f$) and the accumulated distance $AD$ (equation 18, Table 3).

Finally, in order to describe the overall motion of these migrating cells we calculated the Mean Squared Displacement (MSD) value, which can be considered as the amount of
explored space [Dieterich et al. (2008)] and is used to describe the type of movement that particles or even cells have. In this study the $\Delta t$ used for the MSD calculation, ranged from 2.16 to 13 min, out of 140 min time period measured, for both cell types.

\[ \Delta x = (x_{i+1} - x_i) \quad (9) \]
\[ u_i = \frac{d_i}{\Delta t} \quad (10) \]

\[ \Delta y = (y_{i+1} - y_i) \quad (11) \]
\[ a_i = \frac{1}{N} \sum u_i \text{ for } i = 1..N \quad (12) \]

\[ d_i = \sqrt{\Delta x^2 + \Delta y^2} \quad (13) \]
\[ u_{max} = \max (u_i) \quad (14) \]

\[ d_c = \sqrt{\Delta x^{(final)}_i + \Delta y^{(final)}_i} \quad (15) \]
\[ \overline{MA} = \frac{1}{\tan \left( \frac{\Delta y^{(final)}}{\Delta x^{(final)}} \right)} \quad (16) \]

\[ AD = \sum d_i \text{ for } i = 1..N \quad (17) \]
\[ Str_c = \frac{d_c}{AD} \quad (18) \]

\[ MSD_i = \frac{1}{N} \sum d_i^2 \text{ for } i = 1..N \quad (19) \]

<table>
<thead>
<tr>
<th>Table 3 – Equations used for individual cell tracking measurements</th>
</tr>
</thead>
</table>

2.9.4 Cell-surface adhesion ability

From the acquired IRM images we calculated the proximity of membrane area to the glass surface using the equation 6 described in 2.6.2. Additionally, binary masks of cells footprints were generated by segmenting the IRM images with the FIJI Trainable Weka Segmentation plugin\(^3\) (blue area in Figure 12) and their areas were measured. Membrane areas lower than 40 nm from the substrate (focal adhesion areas) were considered to be the areas that participate to focal adhesion sites [Pierres et al. (2002); Klein et al. (2013)]. These areas were masked (red areas in Figure 12) and measured for every acquired cell.

\(^3\)http://fiji.sc/Trainable_Weka_Segmentation
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Figure 12 – Representative image of cell-surface adhesion ability quantification. From the IRM raw data, we generated images with pixel intensities that correspond to membrane-substrate distances in nm (A). Additional mask images were generated, that correspond to cell footprints (blue area in C) and the areas that are closer than 40 nm to the surface were marked (red areas in B and C). Calibration bar units in A are in nm. Cell shown here is HT-1080-mVenus.

With these measurements at hand, we calculated the ratio of membrane area that is closer than 40 nm to the surface by the cell footprint for every cell. This ratio is the proportion of cell footprint that is used for focal adhesion on the substrate. The higher this ratio is, the greater is the ability of a cell to adhere on the substrate.

2.9.5 Cell-surface adhesion dynamics

Using the algorithm that is extensively described in 6.2, we were able first to define for every time point and for every monitored cell, the non-motile area (blue in Figure 13), as well as the protruding (green in Figure 13) and retracting (red in Figure 13) areas.
Moreover, we managed to measure for both HT-1080-mVenus and HT-1080-K_10-mVenus cells, the mean cell footprint, the protrusion and retraction rate (µm²/min), the mean distance (in nm) of cell membrane in protrusion, retraction and non-motile cell regions, as well as the rate of vertical membrane movements (in nm/min) in protruding, retracting and non-motile membrane areas.

2.10 Stimulation / acquisition settings effect

2.10.1 Laser measurements

The laser intensity was measured using a photodiode mounted on a soda lime glass slide and placed in the object plane of the microscope. The photodiode (Hamamatsu S2386-18K) was connected to a commercial trans impedance amplifier of ≥ 50 kHz bandwidth at a conversion factor of up to \( x = 10^7 \frac{V}{A} \) (FEMTO DLPCA 200), the output voltage \( U_{out} \) of which is recorded with a digital storage oscilloscope (Figure 14). From the photodiode’s calibration sheet, the responsivity \( \gamma(\lambda) \) of the photodiode (given as current per incident power) can be derived for the exact wavelengths in question with sufficient accuracy by linear interpolation. The incident light power is then given by equation 20:

\[
P = \frac{U_{out}}{x \cdot \gamma(\lambda)}
\]
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Figure 14 – Photodiode’s light signals recorded as voltages by a digital storage oscilloscope. Software setting at 1 and 80% of nominal laser power (A and B, respectively)

Special caution must be taken at all times to ensure that the photodiode does not saturate, or that the combination of photodiode, BNC-cable and amplifier does not smooth out the signal. The saturation was checked by additionally illuminating the Photodiode with a high power LED torch. The signal rises far above the values obtained for the lasers, thus proving that the photodiode is not saturated. The above-described measurements took place with the kind help of Mr. Kai Bröking.

The light signal consists of square pulses of a constant duration (Figure 14). Integration over one pulse yields the total incident light energy imposed on the sample during the acquisition of each single pixel. The duration of one such pulse was established to be $\tau = 40 \, \mu$s. The measurement was repeated using either continuous 514 nm wavelength (CW) generated by the Argon ion laser, or pulsed laser at 514 nm from an NKT White Light Laser (WL), and a resonant scanner at 8 kHz or a conventional scanner at 0.4 kHz. The power delivered to the sample was independent of the scan speed (Figure 15).

Figure 15 – Laser power delivered to sample for each % setting of nominal output laser power. The power delivered is independent of the scan speed.

Moreover, we were able to calculate the energy density $ED$ as $\mu\text{j/cm}^2$ for each % of nominal laser power used, from the characteristics of the 20x objective, used for the mea-
measurements and the following experiments (Figure 16).

(a) Energy density of continuous wavelength at 514nm with resonant (8KHz) and conventional (0.4KHz) scanner

(b) Energy density of pulsed wavelength at 514nm with resonant (8KHz) and conventional (0.4KHz) scanner

**Figure 16** – Energy density of continuous and pulsed wavelength with two different scanners

The fitted polynomial equations shown in graphs of Figure 16 were used to calculate the energy density for every combination of laser and scanner used during the acquisition of data (Table 4).

<table>
<thead>
<tr>
<th>Combination</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>CW and 0.4 kHz scanner</td>
<td>$ED = 0.0113 \cdot s^2 + 0.0255 \cdot s + 0.0115$</td>
</tr>
<tr>
<td>CW and 8 kHz scanner</td>
<td>$ED = 0.0016 \cdot s^2 + 0.0035 \cdot s + 0.0014$</td>
</tr>
<tr>
<td>WL and 0.4 kHz scanner</td>
<td>$ED = 0.0041 \cdot s^2 + 0.0049 \cdot s + 0.0023$</td>
</tr>
<tr>
<td>WL and 8 kHz scanner</td>
<td>$ED = 0.0006 \cdot s^2 + 0.0005 \cdot s + 0.0009$</td>
</tr>
</tbody>
</table>

**Table 4** – Equations used for energy density calculations for the different combinations of settings used. ED is the energy density and s the % of nominal laser power

### 2.10.2 Sample preparation

The effect of different stimulation and acquisition settings on cell migration, was studied with the use of the scratch assay and only for HT-1080-mVenus cell line. For the preparation of the samples we followed the steps described in 2.7.1.

### 2.10.3 Microscope settings

Throughout the study, it was essential to ensure that every described difference in cell behavior across different acquisition settings does not arise due to differences at the amount of the delivered laser excitation energy. To this direction, with the equations of Table 4, we calculated the % of nominal laser output(s) for the different combinations of acquisition settings, using specific energy density (ED) levels. The energy densities described in Table 5 (first column), correspond to the total energy delivered to the sample.
during the acquisition of a single time frame. The time interval between two sequential time frames was, as in all scratch assays in this study, approximately 150 sec. The maintenance of this time interval was not possible using the slow scanner (0.4 kHz) together with multiple acquisition settings over multiple position of the multi-well dishes. For this reason we did not choose this approach in our study.

<table>
<thead>
<tr>
<th>Energy Density (µJ/cm²)</th>
<th>CW 8 kHz (multi)</th>
<th>CW 8 kHz (single)</th>
<th>WL 8 kHz (multi)</th>
<th>WL 8 kHz (single)</th>
<th>CW 0.4 kHz (single)</th>
<th>WL 0.4 kHz (single)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.948</td>
<td>3% (6x Acc, 6x Av)</td>
<td>23.26%</td>
<td>6.11% (6x Acc, 6x Av)</td>
<td>39.32%</td>
<td>8.05%</td>
<td>14.60%</td>
</tr>
<tr>
<td>1.581</td>
<td>3% (10x Acc, 6x Av)</td>
<td>30.34%</td>
<td>6.11% (10x Acc, 6x Av)</td>
<td>50.90%</td>
<td>10.71%</td>
<td>19.03%</td>
</tr>
<tr>
<td>2.453</td>
<td>4% (10x Acc, 6x Av)</td>
<td>38.06%</td>
<td>8.49% (10x Acc, 6x Av)</td>
<td>63.51%</td>
<td>13.61%</td>
<td>23.86%</td>
</tr>
<tr>
<td>4.905</td>
<td>6% (10x Acc, 6x Av)</td>
<td>54.28%</td>
<td>12.13% (10x Acc, 6x Av)</td>
<td>90.00%</td>
<td>19.71%</td>
<td>33.99%</td>
</tr>
</tbody>
</table>

Table 5 – List of % of nominal laser powers and accumulation (Acc) / average (Av) settings for each combination of hardware settings used at each level of energy density delivered to sample per time frame scan. CW corresponds to continuous wavelength from the argon state laser, while WL refers to the white light pulsed laser. For both types of lasers the excitation wavelength was at 514 nm. A multiple and a single scanning approach, concerning the Acc and Av, was selected almost for every combination of laser and scanner type.

The mVenus fluorochrome was excited using either Argon laser at 514 nm (continuous wavelength - CW) or White Light Laser at 514 nm (pulsed wavelength at 80 MHz - WL). Two types of scanning were used in combination with the two laser types. A fast, with the use of resonant scanner at 8 kHz, and a slow, with the use of a conventional scanner at 0.4 kHz (Figure 18). In the case of the fast scanner, we were also able to try different line accumulation and frame average settings (Figure 17), within the 150 sec frame interval as shown in Table 5.
2.10 Stimulation / acquisition settings effect

Figure 17 – Two different scanning modes were followed for the acquisition of a single time frame in the live time-lapse imaging. In single acquisition mode (A), the field of view is scanned line-by-line only once acquiring the emitted photos. In multiple acquisition mode (B), each line of the field of view is scanned multiple times accumulating the emitted photos and the procedure is repeated multiple times for frame averaging. In yellow is presented the HT-1080-mVenus cells with intercellular areas (blue areas) generated during the closure of the scratch (red area).

The different acquisition time scales, as shown in Figure 18, were calculated from the hardware’s specifications or were exported from the metadata information, contained within the acquired images. Every combination of acquisition settings was repeated at least three times in different wells of the multi-well chambers, using at least 4 fields of view for each well.

Figure 18 – Schematic representation of the respective settings for each line scan. The use of resonant scanner (8 kHz) resulted in a short line scanning time (125 µs for 512 x 512 pixel images). In this case, during the pixel dwell time (0.25 µs) the pulsed (at 80 MHz) white light laser excites fluorochromes with 20 pulses per pixel, while the argon laser (CW) is continuously on. The use of the 20 times slower scanner (0.4 kHz) raises the line (512 pixels) scanning time to 2.5 ms, meaning that the pixel dwell time is 5 µs. During this time period there is a constant excitation with the argon laser (CW) or 400 pulses from the pulsed WL laser.
2.10.4 Image analysis

For each different combination of settings, the scratch closure speed was measured from the acquired data as described in 2.9.1.

Concerning the calculation of acquired fluorescent intensity reduction, we measured the mean gray value of a manually selected region at the migration front of the scratch, at time point 0 and then after 100 min of acquisition. The mean gray value measured with FIJI is independent by the size of the selected region. However, special attention was taken in order to avoid selecting intercellular areas lacking fluorophores. Then, with the mean gray values from time point 0 and 100 (\(G_0\) and \(G_{100}\), respectively) we were able to calculate the % of the fluorescent intensity reduction (FIR) with equation 21. At least 4 different time-lapse acquisitions, derived from 3 different experimental dates for each combination of hardware settings, were used for the quantification of FIR.

\[
\%FIR = \left( \frac{G_0 - G_{100}}{G_0} \right) \cdot 100
\]

2.11 Statistical analysis

Multiple measurements were obtained for each experiment and for each cell line used. Results are shown as mean ± standard error of the mean (SEM). The comparison of two independent population means inferred from two or more experiments was conducted by applying the Student’s t-test and p values less than 0.05 were considered significant. For the statistical analysis of the results we used the Excel software package (Microsoft, Redmond, USA). In all graphs the statistical significance is represented with * as shown in Table 6.

<table>
<thead>
<tr>
<th>ns</th>
<th>p-value &gt; 0.05</th>
</tr>
</thead>
<tbody>
<tr>
<td>*</td>
<td>0.01 &lt; p-value ≤ 0.05</td>
</tr>
<tr>
<td>**</td>
<td>0.001 &lt; p-value ≤ 0.01</td>
</tr>
<tr>
<td>***</td>
<td>p-value ≤ 0.001</td>
</tr>
</tbody>
</table>

Table 6 – Representation of statistical significance in diagrams
3 Results

3.1 Electrophysiology

The fluorescence intensity correlated with the Kv10.1 current, where higher mVenus fluorescence corresponded with higher Kv10.1-current (Figure 19). This correlation confirmed that the chimeric Kv10.1-mVenus channels were functional and properly placed at cellular membrane.

Figure 19 – Typical Kv10.1 current characterized by a Cole-Moore shift can be measured on the plasma membrane of HT-1080 cells stably expressing Kv10.1-mVenus. (A) Upper part of the figure shows a representative Kv10.1 current from one recording. Below, the voltage protocol used to stimulate the current is shown. The cells were held at -60 mV and voltage steps of 20 mV over the range from -100 to -40 mV lasting for 1600 ms (only 100 ms is shown) were applied. The cell is then depolarized to +40 mV to activate the Kv10.1 current. (B) For different cell populations with varied fluorescent intensities (low, medium, high and very high also indicated by - , +, ++ and ++++, respectively), the portion of cells which have surface Kv10.1 current are 0% (n=15), 13% (n=16), 30% (n=20) and 38% (n=16) respectively. The current densities (pA/pF ± std) are 0, 0.92±0.06 (n=2), 12.48±6.28 (n=5) and 8.04±2.79 (n=6) respectively. Data acquired by Dr. Ye Chen.

3.2 Molecular biology

The Kv10.1 overexpression in HT-1080-Kv10.1-mVenus cells in respect to the mVenus (control) cells has been shown with real-time PCR, where the transferrin receptor expression was used as a reference and the results were normalized to the respective ratio of a calibration sample. As shown in Figure 20, the KCNH1 expression levels are significantly higher for Kv10.1-mVenus overexpressing cells, revealing a successful and stable transfection.
3.3 Biochemistry

3.3.1 Fluorescent detection from gel

The detection of the mVenus fluorescence derived, either from the free mVenus expressed in control cells, or from the chimeric K_v,10.1-mVenus expressed in HT-1080-K_v,10.1-mVenus cells, revealed the overexpression of mVenus tagged K_v,10.1 protein with a molecular weight between 134 and 154 kDa, as expected for the glycosylated isoforms of the ion channel [Napp et al. (2005)], indicated with a blue arrow in Figure 21. Moreover, with this detection we were able to ascertain the overexpression of the mVenus fluorochrome from HT-1080-mVenus cells as revealed by the thick and intense bands below the marker for 25 kDa (red arrow in Figure 21).
3.3 Biochemistry

Figure 21 – Fluorescence detection of the free mVenus (red arrow) and K_v10.1-mVenus (blue arrow) chimeric proteins expressed in HT-1080-mVenus and HT-1080-K_v10.1-mVenus cells, respectively. Proteins were separated by electrophoresis in a Li-SDS gel and the mVenus fluorochrome was excited with the 488 nm wavelength of the argon laser of the Typhoon gel imager (signal in red, blue or black as shown at the calibration bar). For the protein ladder we used the 633 nm excitation from the He-Ne laser of the system (yellow signal at the edges of the gel).

From this detection, we can also conclude that the expression levels of the free mVenus fluorochrome are very high in our control cells, indicated by the intense signal of mVenus, even when we loaded 10 times less total protein extract (5 µg; second lane from the left in Figure 21). On the other hand the levels of K_v10.1-mVenus protein are much lower as seen by the low fluorescent signal (blue arrow in Figure 21). These findings confirm the electrophysiology and molecular biology experiments and also the observation with confocal microscopy, where the fluorescent signal from HT-1080-K_v10.1-mVenus cells was less intense than in the case of our control cells, using the same acquisition settings.

Unspecific fluorescent signals (double bands between 25 and 37 kDa markers in Figure 21) can be interpreted as mVenus fragments or mVenus dimers not separated by the electrophoretic procedure.

3.3.2 Immunoprecipitation and Western blot

As a further proof of the expressed mVenus and K_v10.1-mVenus proteins, we performed an immunoprecipitation of mVenus using an anti-GFP antibody (that specifically targets mVenus) as described in 2.4.5, followed by Western blotting with an antibody against K_v10.1 (targeting the C-terminal region of the channel) and also with an anti-GFP antibody as described in 2.4.6.

Membrane immunoblotting with the anti-K_v10.1 antibody, generated a band just be-
low the 150 kDa marker for the extract from HT-1080-Kv10.1-mVenus cells, which corresponds to the chimeric Kv10.1-mVenus protein (single arrowheads in left panel of Figure 22). This band (even though not so sharp) appeared after the membrane blotting, also at the non-immunoprecipitated input of HT-1080-Kv10.1-mVenus extracts. Unfortunately, since the expression level of Kv10.1 in HT-1080-mVenus cells is very low (Figure 20), no band was visible for non-IP HT-1080-mVenus extract after anti-Kv10.1 blotting.

![Figure 22](image)

*Figure 22* – Immunoprecipitation with anti-GFP and immunoblotting with anti-Kv10.1 (left) and anti-GFP (right), shows the overexpression of mVenus (double arrowheads at 24kDa) and Kv10.1-mVenus (single arrowheads below 150kDa) in HT-1080-mVenus and HT-1080-Kv10.1-mVenus cells respectively.

Moreover, the membrane blotting with anti-GFP not only confirmed the co-precipitation of Kv10.1-mVenus described above, but also we were able to detect the expressed mVenus from HT-1080-mVenus extracts, just below the 25 kDa marker (double arrowheads at right panel in Figure 22).

With this experiment, we were able to confirm and enhance the findings of the gel fluorescent detection with the Typhoon system, revealing the successful and stable transfection of HT-1080 cells with either the mVenus fluorochrome (control cells) or with the Kv10.1-mVenus chimeric construct.

### 3.4 Kv10.1 localization

Live, EGFP-actin and Kv10.1-DsRed2 co-expressing HeLaSS6 cells, grown on a fibronectin-coated glass surface, formed EGFP-actin stress fibers and contained the typical, spotted appearance of Kv10.1-DsRed2 positive endosomes as reported by Ninkovic
et al. (2012). Figure 23 (arrows in B₁) illustrates filamentous EGFP-actin-rich structures that converge onto common points, which is characteristic of focal adhesion (FA) site-rooted stress fibers [Wolfenson et al. (2009)]. B₂ in Figure 23 (DsRed2 channel), shows that Kᵥ10.1-DsRed2, acquired during live imaging, also localized near these adhesion sites (arrows at identical positions in B₁ and B₂).

![Figure 23](image)

**Figure 23** – (A) Kᵥ10.1-mVenus aggregated at the cell-cell interface when expressed in neighboring cells. (B₁-B₂) FA sites (arrows) revealed by EGFP-Actin stress fibers (B₁; green pixels) and Kᵥ10.1-DsRed2 (B₁ and B₂; red pixels) revealed overlapping localization of Kᵥ10.1 with FA sites. A phalloidin stain (C₁) revealed that EGFP-Kᵥ10.1 (inset of C₂) localized to filopodia (C₂). Additional live cell imaging studies revealed an anterograde transport of Kᵥ10.1 (black arrow in C₃) into filopodia (kymograph inset in C₃). Migrating cells at the front of the scratch imaged with spinning disk CLM (D₁) and in TIRF mode (D₂). Cells shown at B and C are HeLa. Cells shown at A and D are HT-1080-Kᵥ10.1-mVenus. Images acquired by Dr. M. Mitkovski.

TIRF live-imaging microscopy was employed to further investigate Kᵥ10.1 localization to adhesion sites. HT-1080 cells stably transfected with Kᵥ10.1-mVenus, located at a scratch assay migration front, were imaged over time. In this experiment, we observed the localization of Kᵥ10.1-mVenus at the lower membrane (~ 100 nm). Regular flashes of mVenus signal in time indicate transport of Kᵥ10.1-mVenus to the membrane (data not shown). The striped appearance of Kᵥ10.1-mVenus at the lower cell membrane is indicative of its localization within FA sites (white arrows in D₂ of Figure 23).

Filopodia are F-actin rich cellular processes, often located at the cell migration front and can be visualized in fixed cells with fluorescently labeled phalloidin. C₁ of Figure 23 shows one such stain, revealing EGFP-Kᵥ10.1 (green pixels in C₂ of Figure 23) aggregates localized along filopodia. Moreover, live imaging experiments revealed an anterograde transport of EGFP-Kᵥ10.1 along filopodia showing the dynamic nature of this process (kymograph inset in C₃ of Figure 23).
Results

Live imaging with Kv10.1-mVenus overexpressing HT-1080 cells revealed that Kv10.1-mVenus localizes in the cell-cell membrane interface (A of Figure 23).

3.5 Cell migration

As described in 2.9.1 we studied cell migration in the context of the scratch assay for both types of cells (HT-1080-mVenus and HT-1080-Kv10.1-mVenus). First, in order to choose the optimal acquisition settings that allowed us to have the best signal with the minimum consequences in cell migration speed, we studied the effect of different combinations of hardware settings (Table 5) on the scratch closure speed (SCS) of HT-1080-mVenus cells. SCS as defined with equation 7 was calculated from the linear slope portion of the plotted scratch area over time, as indicated in Figure 8. Moreover, after tracking a representative number of cells from the leading edge of scratch assays, we were able to quantify specific migration characteristics of individual cells, using the equations described in Table 3.

3.5.1 Effect of stimulation / acquisition settings on scratch closure speed

**Increased energy density causes increased cell migration rate** The increased energy density delivered to samples at each scan was accompanied by an increased migration rate of cells (expressed as SCS in \( \mu \text{m}^2/\text{min} \)). This rise in cell migration speed appeared in all acquisition combinations used in this study as shown in Table 7. Additionally, in some cases the maximum energy density used per scan (4.905 \( \mu \text{J/cm}^2 \)) caused a decreased migration (SCS) of cells reflecting a non-physiological behavior and inhibition of cell motility.
Table 7 – Scratch Closure Speed is affected by the amount of energy density delivered to the sample during live imaging. Increased energy density caused an increase in SCS in most different combinations of hardware settings. In some cases the higher energy density delivered to the sample caused inhibition of cell migration due to non-physiological behavior of cells. The pulsed excitation (WL) always causes an increased migration speed compared with continuous wavelength excitation (CW), as well as the single acquisition mode versus multiple acquisition. The slower scanning speed (0.4 kHz) seems to have the same effect on SCS despite the different types of lasers and seems to cause inhibition of cell migration at higher energy density levels. Column H indicates the color-coded scale of cell migration and phototoxicity effects. SCS numbers are the average values from each combination of hardware settings, performed in triplicates.

<table>
<thead>
<tr>
<th>Energy Density (µJ/cm²)</th>
<th>CW 8kHz (multi)</th>
<th>CW 8kHz (single)</th>
<th>WL 8kHz (multi)</th>
<th>WL 8kHz (single)</th>
<th>CW 0.4kHz (single)</th>
<th>WL 0.4kHz (single)</th>
<th>Migration &amp; Phototoxicity Scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0.948</td>
<td>353</td>
<td>370</td>
<td>405</td>
<td>435</td>
<td>387</td>
<td>Low</td>
</tr>
<tr>
<td>B</td>
<td>1.581</td>
<td>367</td>
<td>390</td>
<td>435</td>
<td>453</td>
<td>405</td>
<td>Medium</td>
</tr>
<tr>
<td>C</td>
<td>2.453</td>
<td>369</td>
<td>402</td>
<td>450</td>
<td>480</td>
<td>412</td>
<td>High</td>
</tr>
<tr>
<td>D</td>
<td>4.905</td>
<td>396</td>
<td>426</td>
<td>475</td>
<td>404</td>
<td>381</td>
<td>Inhibition</td>
</tr>
</tbody>
</table>

Pulsed laser increases cell migration speed The use of White Light Laser (WL - columns D, E and G of Table 7) as an excitation source (at 514 nm) for the mVenus-expressing HT-1080 cells, caused an increased migration speed compared with the use of continuous laser emitting at 514 nm (CW - columns B, C and F of Table 7) in all different combinations of scanning speeds and accumulation settings. Moreover, the comparison of the same scanning speed and accumulation settings revealed that the use of the pulsed laser, lead to a cell migration speed increase.

Scanning speed affects cell migration Due to the fact that we used the conventional scanner with a scanning speed (0.4 kHz) 20 times slower than the resonant scanner (8 kHz), the use of slow scanning in combination with multiple accumulation was not possible for live image acquisition, while maintaining a time interval of 150 sec. For this reason, we are only able to compare cell migration speed between slow (columns F and G of Table 7) and fast (columns C and E of Table 7) scanning, only under single accumulation mode regime.

Interestingly the effect of scanning speed in cell migration, differs for the two types of lasers used in this study. Specifically, it seems that for the case where continuous wavelength was applied, the fast scanning speed affects less the scratch closure rate than the slow scanning speed (column C versus column F of Table 7, respectively). The opposite seems to happen in the case of the pulsed laser, since with the slower scanning mode (column G) cells migrate slower than in the case of fast scanning (column E) mode.
**Results**

**Single accumulation mode increases cell migration speed**  As mentioned before, the multiple accumulation settings were used only in combination with the resonant scanner (8 kHz). After comparison of multiple accumulation settings (columns B and D of Table 7) with single accumulation settings (columns C and E of Table 7, respectively), it is seen that single accumulation mode with the use of either pulsed or continuous wavelength increases scratch closure speed.

**Increased cell migration correlates with increased fluorescence intensity reduction**  After the measurement of mean gray value reduction (equation 21), we were able to observe that the hardware settings combinations that favored an increased SCS, were also effective for an increased reduction of the acquired fluorescent signal during the first 100 min of acquisition. More specifically, we were able to discover that increased migration speed was accompanied by a higher reduction of acquired fluorescence intensity over time. Interestingly, the comparison of the two heat-map tables 7 and 8, matches perfectly, with the exception of column D. There, the combination of pulsed laser excitation with the fast scanner under multiple acquisition mode, seems to promote migration, but with a small reduction in fluorescence intensity.

<table>
<thead>
<tr>
<th>Energy Density (μJ/cm²)</th>
<th>Fluorescence Intensity Reduction (%)</th>
<th>Fluorescence Intensity Reduction Scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>CW 8kHz (multi)</td>
<td>CW 8kHz (single)</td>
<td>WL 8kHz (multi)</td>
</tr>
<tr>
<td>A 0.948</td>
<td>12.5</td>
<td>18.6</td>
</tr>
<tr>
<td>B 1.581</td>
<td>13.0</td>
<td>21.3</td>
</tr>
<tr>
<td>C 2.453</td>
<td>13.7</td>
<td>23.5</td>
</tr>
<tr>
<td>D 4.905</td>
<td>15.2</td>
<td>27.1</td>
</tr>
</tbody>
</table>

*Table 8 –* The reduction of fluorescence intensity is proportional to the amount of energy density delivered to the sample during live imaging, in all different combinations of hardware settings. The mVenus bleaching is more likely under pulsed laser excitation (WL), as well as the single acquisition mode versus multiple acquisition. The slower scanning speed (0.4 kHz) seems to have the same effect on fluorescence intensity reduction despite the different types of lasers. Column H indicates the color-coded scale of acquired fluorescence intensity reduction.

**3.5.2 Kᵥ10.1 increases scratch closure speed**

As described in 2.7.3, we used identical acquisition settings for both cell types for the recording of a number of scratch assays, which were then subjected to semiautomatic analysis that ultimately calculated the SCS. This calculation revealed that the Kᵥ10.1 overexpression in HT-1080 cells increased the scratch closure rate, while its blockage with 0.01 μg/ml mAb56 significantly inhibited this increased migration. Application of
1 μM AST lead to an SCS decrease and effectively rescued the effect introduced by the KV10.1 overexpression (Figure 24).

**Figure 24** – HT-1080-mVenus cells (white bar) close the scratch at a significantly lower rate (355.7 μm²/min) than HT-1080-Kv10.1-mVenus cells (black bar-593.9 μm²/min) p value=2.24 × 10⁻¹². After the incubation with 0.01 μg/ml mAb56, mVenus cells retain their scratch closure rate (356.3 μm²/min), while Kv10.1 cells significantly (p value=1.03 × 10⁻⁶) reduce their SCS (467.4 μm²/min). Their between difference remained statistically significant with a p value=4.89 × 10⁻⁸. In the case of incubation with AST (1 μM), mVenus cells increased (not significantly) their scratch closure rate (385.3 μm²/min) while Kv10.1 cells appeared to have a highly significant (p value=2.28 × 10⁻⁹) reduction of scratch closure speed compared with Kv10.1 cells without any blocking agent, down to 415 μm²/min, statistically the same with the control treated cells. AST showed a significantly (p value=10⁻²) greater inhibition of the Kv10.1-enhanced scratch closure speed when compared to the mAb56 blockage. Sample number (N) is the number of different fields of view quantified in each case.

### 3.5.3 Effect of Kv10.1 on individual cell migration

The track coordinates of the respectively marked cells were extracted and plotted using a common origin point (Figure 25). Therein, the plots reveal that Kv10.1 overexpressing cells have longer and more dispersed routes, compared with control cells during the same period of time. The blockage with mAb56 or AST appears to decrease these differences.
In order to quantify these apparent differences in the migration pattern between mVenus and Kv10.1-mVenus overexpressing cells, we calculated the average final migration angle with respect to the x-axis (horizontal axis of the field-of-view), the maximum migration speed, the accumulated distance, the mean squared displacement and the straightness of each cell route, using the previously mentioned equations (16, 14, 17, 19 and 18, respectively). The fact that the general task of scratch closure was not affected by Kv10.1 overexpression or blocking thereof is reflected in the overall lack of difference in the final migration angle (90°; orthogonal to the major scratch axis, C in Figure 26).
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Figure 26 – (A) The accumulated distance (AD) was significantly (p value=1.5 × 10⁻⁵⁶) greater for Kᵥ₁₀.₁ cells (110.01 μm) than the one of mVenus cells (57.53 μm). Incubation with mAb56 or AST caused a significant AD reduction (p value=4.8 × 10⁻¹⁵ and 2.3 × 10⁻¹⁵) of Kᵥ₁₀.₁ cells (86.82 μm and 86.34 μm respectively). The accumulated distance of mVenus cells after the treatment with mAb56 or AST remained significantly (p value=3.9 × 10⁻³⁴ and 2.3 × 10⁻¹⁵) lower than the one of Kᵥ₁₀.₁ overexpressing cells (53.64 μm and 64.20 μm respectively). (B) The average maximum migration speed (Uₘₐₓ) differed significantly between mVenus and Kᵥ₁₀.₁ cells (1.26 μm/min versus 2.16 μm/min) with a p value of 1.8 × 10⁻²⁹. mAb56 blocking caused a Uₘₐₓ speed decrease in both cell types at 1.08 μm/min and 1.68 μm/min respectively with their between difference having a p value of 4.3 × 10⁻¹⁹. The maximum migration speed reduction was significant for mVenus (p value=10⁻³) and for Kᵥ₁₀.₁ cells (p value=8.7 × 10⁻¹⁰). With AST, the maximum migration speed decreased for both cell types at 1.14 μm/min and 1.56 μm/min respectively. This reduction was not significant for mVenus cells treated with AST, but it had a great significance for Kᵥ₁₀.₁ cells (p value=7.9 × 10⁻¹⁵). The difference in maximum migration speed between mVenus and Kᵥ₁₀.₁ cells, incubated with AST, remained significant with a p value of 1.4 × 10⁻¹². (C) The average migration angle MA for HT-1080-mVenus and HT-1080-Kᵥ₁₀.₁-mVenus cells was almost orthogonal to the scratch axis revealing that the task of wound closure in the scratch assay was not affected. (D) The straightness of cell routes expressed as the rate between the Euclidean and accumulated distance was significantly different (p value=3 × 10⁻⁶) between mVenus and Kᵥ₁₀.₁ cells (0.92 versus 0.89, respectively). This difference disappeared after mAb56 blocking, since the straightness of Kᵥ₁₀.₁ cell routes increased significantly (p value=2.2 × 10⁻⁶) to 0.91. The AST treatment increased slightly the straightness of mVenus control cell routes (straightness 0.92) and significantly (p value=0.01) the straightness of Kᵥ₁₀.₁ cell trajectories (straightness 0.90), while their between difference remained statistically significant (p value=2 × 10⁻³). Sample number (N) is the number of individual cells, tracked in each case.
Additionally, $K_v10.1$ overexpression resulted in a greater maximum migration speed (B in Figure 26). However, the speed increase is reduced by mAb56 or AST treatment.

Faster HT-1080-$K_v10.1$ cell migration resulted in a greater accumulated distance, compared with HT-1080-mVenus cells during the same period of time, while it was reduced for HT-1080-$K_v10.1$ cells, after the blocking with mAb56 or AST (A in Figure 26).

Moreover, HT-1080-$K_v10.1$ cells migrate along significantly less straight routes than HT-1080-mVenus cells (D in Figure 26). However, mAb56 application rescued the effect generated by the $K_v10.1$ overexpression, while AST treatment only reduced this difference.

The overall effect of the $K_v10.1$ ion channel on the migration pattern can be presented by a MSD plot (Figure 27), with $K_v10.1$ overexpression resulting in a more exploratory behavior with more degrees of freedom, as indicated by the different intercepts of the power fitted trend lines. This behavior changed after mAb56 or AST treatment. This MSD plot further confirms the observed dispersed routes in Figure 25.

![Figure 27](image-url) – The more dispersed routes of HT-1080-$K_v10.1$ cells (red lines) compared with the ones of HT-1080-mVenus (green lines) is reflected in an MSD diagram. This diagram also illustrates that the routes of HT-1080-$K_v10.1$ cells are less dispersed after mAb56 and AST blocking (dashed and dotted lines, respectively).

### 3.6 Cilia formation

The marked differences in migration pattern between HT-1080-mVenus and HT-1080-$K_v10.1$-mVenus cells lead us to investigate the role primary cilia may play in this process. With this aim in mind, a number of scratch assays were fixed 1 h after introduction of the
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scratch, and stained with anti-acetylated-\(\alpha\)-tubulin-AlexaFluor\(^{\circledR}\) 546 to mark the primary cilia and DAPI as a nuclear counterstain (Figure 28).

This staining revealed the absence of primary cilia in both types of HT-1080 cells, even after 24 h starvation (data not shown) and so the different migration patterns cannot be explained by the appearance of primary cilia. In both cell types (HT-1080-mVenus and HT-1080-K\(_{r10.1}\)-mVenus), the acetylated-\(\alpha\)-tubulin staining revealed several midbodies connecting the separated daughter cells, indicating at least, a successful fixation and staining protocol.

![Figure 28](image)

Figure 28 – A and B are HT-1080-mVenus cells while C and D are HT-1080-K\(_{r10.1}\)-mVenus cells. Blue signal comes from DAPI stained nuclei, green signal from mVenus expressed fluorochrome and red signal from anti-acetylated-\(\alpha\)-tubulin-AlexaFluor\(^{\circledR}\) 546. White arrowheads, indicate the presence of midbodies as stained with the anti-acetylated-\(\alpha\)-tubulin. Several of these midbodies seem to be broken after the immunocytochemistry treatment.
3.7 Cell-cell adhesion

As is the case for mVenus-expressing HT-1080 cells, the Kᵥ10.1-mVenus expressing counterparts are capable of generating a confluent layer when cultured under *in vitro* conditions, such that no gaps are created between cells. Both cell types completely occupied the intercellular area before the migration stimulation (A and D in Figure 29). However, the differences between HT-1080-mVenus and HT-1080-Kᵥ10.1-mVenus cells, became visible immediately after the scratch introduction to the confluent cell layer (B and E in Figure 29). After the complete closure of the scratch, both cell types manage to form again a confluent layer without any apparent differences (C and F in Figure 29).

![Figure 29](image)

*Figure 29* – Phase contrast images acquired with the IncuCyte™ ZOOM of HT-1080-mVenus (A, B and C) and HT-1080-Kᵥ10.1-mVenus cells (D, E, F) before the scratch introduction (A and D), during migration (B and E) and after the complete closure of the scratch (C and F), indicate that during a non-migratory state both cell types do not have any obvious differences concerning their shape, size and cell-cell adhesion ability.

Intercellular area measurements were used to estimate the difference in cell-cell adhesion between HT-1080-mVenus and HT-1080-Kᵥ10.1-mVenus overexpressing cells. The measured intercellular area (blue areas in Figure 9), generated only at the onset of cell movement, was significantly larger for HT-1080-Kᵥ10.1-mVenus cells. These measurements were normalized to the initial area occupied by cells in order to have a comparable intercellular-space-value that is independent of the initial gap width or the number of cells around the scratch (%MIA in equation 8).

The results revealed a significantly larger %MIA between migrating Kᵥ10.1 cells (Figure 30) and mVenus control cells, indicating a deficit in cell-cell adhesion due to the overexpression of Kᵥ10.1. In fact, migrating HT-1080-Kᵥ10.1 cells were generating 2.5 times...
more %MIA compared to HT-1080-mVenus cells.

The increased intercellular space, due to Kᵥ10.1 overexpression, was significantly reduced upon exposure to channel blockers, such as the monoclonal antibody mAb56 or AST.

**Figure 30** – The %MIA was significantly (p value=$3.3 \times 10^{-7}$) higher for HT-1080-Kᵥ10.1-mVenus cells (10.22%) compared with the one of HT-1080-mVenus cells (3.81%). After mAb56 or AST incubation, there was a significant (p value=$6.96 \times 10^{-7}$ and p value=$6.38 \times 10^{-6}$ respectively) reduction of the % maximum intercellular area for Kᵥ10.1 overexpressing cells almost by half (5.05% and 6.25%). The reduction of the intercellular space of HT-1080-mVenus cells due to mAb56 or AST blocking (2.49% and 2.29% respectively), was not statistically significant. Sample number (N) is the number of different fields of view quantified in each case.

### 3.8 Cell-surface adhesion

Cell-surface adhesion for both HT-1080-mVenus and HT-1080-Kᵥ10.1-mVenus was measured in three different ways. Since TIRF experiments revealed a strong localization of Kᵥ10.1 to the lamellipodial region (D2 in Figure 23), we started by measuring the adhesive area at the lamellipodial region of migrating cells in the context of the scratch assay, using the IRM technique described in 2.9.2. Furthermore, we measured the adhesive ability of individual cells as a ratio of focal adhesion areas (areas that are closer than 40 nm to the glass surface) per footprint area, as well as the adhesion dynamics over time as described in 2.9.5.

#### 3.8.1 Adhesive area at migration front

As described in 2.9.2, we managed to calculate the normalized, accumulated, adhesive area at the migration front, which is constant over time for mVenus and Kᵥ10.1
overexpressing cells (linear slopes in Figure 31). However, the normalized adhesive area is significantly greater for HT-1080-mVenus cells when compared to HT-1080-Kv10.1-mVenus, which is reflected in the larger slope of the normalized, accumulated, adhesive area (Figure 31). This result indicates better lamellipodial-surface adhesion for migrating HT-1080-mVenus cells.

Interestingly, the mAb56 incubation rescued the effect of Kv10.1 overexpression in lamellipodial-surface adhesion of migrating cells, while AST had no effect on both cell types.

![Figure 31](image)

**Figure 31** – (A) The adhesive area at the migration front for HT-1080-mVenus cells (grey circles) is always greater than the one of HT-1080-Kv10.1-mVenus cells (black squares) during the first 40 minutes of scratch closure. After the blocking with mAb56 (grey bars for mVenus and black bars for Kv10.1 cells), the normalized adhesive area of both cell types increased at similar level. AST blocking had no effect on the adhesive area for both mVenus and Kv10.1 cells (grey triangle and black polygon respectively). The error bars were calculated using a simplified formula as described by Ku (1966). (B) The slope of the accumulated adhesive area for HT-1080-mVenus cells (0.22 ± 6 × 10⁻³) is significantly (p value=2.6 × 10⁻³) greater than the slope of HT-1080-Kv10.1-mVenus cells (0.19 ± 7.8 × 10⁻³). A significant (p value=1.6 × 10⁻² and 3.8 × 10⁻³) slope increase to 0.25 ± 10⁻² and 0.24 ± 10⁻² resulted after mAb56 incubation for HT-1080-mVenus and HT-1080-Kv10.1-mVenus cells respectively rescuing the effect of Kv10.1 overexpression. AST had no effect on the slope of the accumulated adhesive area for both types of cells.

### 3.8.2 Cell-surface adhesion ability

After calculating the membrane distances from the substrate using equation 6, the cell-surface adhesion ability of individual cells was quantified from DW-IRM images as described in 2.9.4. With these measurements, we were able to identify and measure area that participates in focal adhesion, since they were separated from the glass surface by less than 40 nm. The % of cell footprint area that is at a distance less than 40 nm from the substrate is indicative of cell-surface adhesion ability.

Interestingly, from these measurements we were able to see that the ability for surface adhesion of HT-1080-Kv10.1-mVenus cells was significantly less than the ability of control cells, confirming and reproducing the results obtained from the normalized adhesive
area at the lamellipodial region of the cells (Figure 32). Moreover, as in the adhesive area of the migration front, the adhesive ability of Kᵥ,10.1-mVenus overexpressing cells was rescued after blocking of the channel with the mAb56, since there was a significant increase of the % of cell footprint that is available at the FA sites.

![Bar graph showing % of cell footprint used in FA sites for HT-1080-mVenus cells (2.47 ± 0.4%) is significantly (p value = 9 × 10⁻³) greater than the one of HT-1080-Kᵥ,10.1-mVenus cells (1.23 ± 0.1%). This effect of Kᵥ,10.1 overexpression was rescued after mAb56 incubation for HT-1080-mVenus and HT-1080-Kᵥ,10.1-mVenus cells since the percentage of cell footprint area used in FA sites for Kᵥ,10.1 overexpressing cells increased significantly (p value = 2.6 × 10⁻³) to 3.09 ± 0.2%, without any significant difference from the respective % of HT-1080-mVenus cells (2.64 ± 0.2%) after mAb56 incubation. This % for the control cells, after mAb56 blocking, even though slightly increased compared to the one before the blockage, was significantly different. Sample number (N) is the total number of individual cells measured in each state.]

**Figure 32** – The % of cell footprint used in FA sites for HT-1080-mVenus cells (2.47 ± 0.4%) is significantly (p value = 9 × 10⁻³) greater than the one of HT-1080-Kᵥ,10.1-mVenus cells (1.23 ± 0.1%). This effect of Kᵥ,10.1 overexpression was rescued after mAb56 incubation for HT-1080-mVenus and HT-1080-Kᵥ,10.1-mVenus cells since the percentage of cell footprint area used in FA sites for Kᵥ,10.1 overexpressing cells increased significantly (p value = 2.6 × 10⁻³) to 3.09 ± 0.2%, without any significant difference from the respective % of HT-1080-mVenus cells (2.64 ± 0.2%) after mAb56 incubation. This % for the control cells, after mAb56 blocking, even though slightly increased compared to the one before the blockage, was significantly different. Sample number (N) is the total number of individual cells measured in each state.

### 3.8.3 Cell-surface adhesion dynamics

The cell-surface adhesion process dynamics of individual cells was monitored over time (2.8.3) and quantified as described in 2.9.5, based on a novel algorithm (See 6.2 for details).

After plotting the average measurements out of 7 individual HT-1080-mVenus and 5 HT-1080-Kᵥ,10.1-mVenus cells, we were able to see that both cell types have the tendency to increase their footprint over time (A in Figure 33). Interestingly, in this study the control cells seemed to have a smaller (not-significant though) footprint than the Kᵥ,10.1 overexpressing cells (A in Figure 34).

The rate of protrusions and retractions varied slightly over time, but was mostly stable over time and higher for Kᵥ,10.1 overexpressing cells (B in Figures 33 and 34), showing that they tended to explore their surrounding more, by protruding and retracting their membranes at a higher rate than the control cells.

Additionally, after calculating the mean distance of different parts of cell membranes
from the substrate, we were able to see that the non-motile parts of the cells were anchored more closely to the surface, than the motile protruding and retracting parts. All the parts of HT-1080-Kv10.1-mVenus cells appeared higher, than the corresponding ones of HT-1080-mVenus cells (C in Figures 33 and 34), revealing a looser cell-surface adhesion.

Interestingly, the calculation of the average surface-membrane distance changes over time, showed a deficit of HT-1080-Kv10.1-mVenus cells in changing their cell-surface adhesion contacts, compared to their control counterparts. Their rates in protruding and retracting regions were significantly lower than the rates of HT-1080-mVenus cells. For both cell types the anchored non-motile regions were not changing their vertical position over the time of acquisition, since their rate of changing the distance from the surface was almost zero (D in Figures 33 and 34).

**Figure 33** – (A) Cell footprints (in µm²) over the time of live imaging. Both types of cells expand their footprints over time. (B) The protrusions and retractions rates (in µm²/min) were stable over time for both HT-1080-mVenus and HT-1080-Kv10.1-mVenus cells. The rate of protrusions and retractions seems to be higher for the Kv10.1 overexpressing cells. (C) The average distances from surface over time are different for the distinct defined areas of each cell. The non-motile regions of cells are closer to the surface than the protruding and retracting regions for both types of cells. Kv10.1 overexpressing cells though, seem to have a greater overall distance from the substrate over time. (D) The average rate of vertical membrane movements are different for the defined cell areas. For both types of cells the non-motile parts of membrane appear to have almost no vertical movements, since their rate is around zero. The protruding areas appear to have negative rates meaning that they have the tendency to increase their distance from the surface, while the retracting areas seem to have the opposite tendency with movements towards to the substrate. Interestingly HT-1080-Kv10.1-mVenus cells appear to have lower rates of vertical movements. The lines in all line plots are the average measurements out of the monitoring of 7 HT-1080-mVenus and 5 HT-1080-Kv10.1-mVenus cells. The delineated areas represent the measurements used for the calculation of the average values plotted in Figure 34.
Figure 34 – (A) The average cell footprint (in µm²) over the time of live imaging was not significantly (p value=0.26) different between HT-1080-mVenus (1399.17 ± 144.89 µm²) and HT-1080-K₅₁₀.₁-mVenus cells (1767.56 ± 260.25 µm²). (B) The mean rate of protrusions and retractions (in µm²/min) was significantly lower for HT-1080-mVenus cells than the one for K₅₁₀.₁ overexpressing cells (p values 0.020 and 0.028 respectively). More specifically, the protrusion rate for control cells was 108.6 ± 11.6 µm²/min while for HT-1080-K₅₁₀.₁-mVenus cells was 155.6 ± 12.2 µm²/min. The retraction rate was also lower for HT-1080-mVenus cells (106.9 ± 13 µm²/min) than the retraction rate of HT-1080-K₅₁₀.₁-mVenus cells (151.8 ± 11.6 µm²/min). The protrusion rate was not statistically different than the retraction rate for both cell types. (C) The non-motile areas of HT-1080-mVenus cells were significantly (p value=2 × 10⁻³) closer to surface (61.70 ± 0.5 nm) than the one of HT-1080-K₅₁₀.₁-mVenus cells (64.6 ± 0.4 nm). The mean distance of protruding areas for control cells (66.27 ± 0.7 nm) was also significantly lower (p value=5.7 × 10⁻³) than the one of K₅₁₀.₁ cells (69.33 ± 0.4 nm). For the retracting areas, the mean distance from substrate for HT-1080-K₅₁₀.₁-mVenus cells was significantly (p value=0.023) higher (70.00 ± 0.4 nm) than the one of HT-1080-mVenus cells (67.36 ± 0.9 nm). The protruding areas of HT-1080-mVenus and HT-1080-K₅₁₀.₁-mVenus cells were significantly larger (p values 4 × 10⁻⁴ and 6 × 10⁻⁵ respectively) than the non-motile areas but not significantly different than the retracting areas (p values 0.36 and 0.26 respectively). Moreover, the retracting areas were also significantly larger than the non-motile areas for both types of cells (p values 2.4 × 10⁻⁴ and 2.1 × 10⁻⁵ respectively). (D) The rate of vertical membrane movements was close to zero for the non-motile areas of mVenus and K₅₁₀.₁-mVenus cells (2.7 × 10⁻⁵ and 3.8 × 10⁻⁵ mm/min respectively). Interestingly, this rate was significantly (p value=0.012) larger for the protruding areas of HT-1080-mVenus cells (2.92 ± 0.35 mm/min) compared with the respective rate of HT-1080-K₅₁₀.₁-mVenus cells (1.69 ± 0.08 mm/min). The respective rate of the retracting areas was also significantly (p value=0.012) higher for control cells (2.69 ± 0.32 mm/min) compared with K₅₁₀.₁ overexpressing cells (1.57 ± 0.11 mm/min). The vertical movement rate for protruding areas for HT-1080-mVenus and HT-1080-K₅₁₀.₁-mVenus cells were significantly higher (p values 1.6 × 10⁻⁴ and 4.3 × 10⁻⁵ respectively) than the ones of non-motile areas, but not different (compared as absolute values) than the rates of retracting areas which were also significantly higher (p values 1.5 × 10⁻⁴ and 1.8 × 10⁻⁵ respectively) than the almost zero rate of non-motile areas. For all these rates, the absolute values have been plotted. The mean values in these plots were derived by averaging the respective values in the delineated areas of Figure 33. Sample numbers (N) are the number of individual cells monitored with DW-IRM.
3.8.4 Focal Adhesion Kinase in FA sites

In order to validate our IRM measurements and especially the membrane height determination, we fixed HT-1080-mVenus and HT-1080-Kv10.1-mVenus cells as described in 2.5.2 and stained FAK. We then acquired IRM data and also the emission from the anti-FAK-AlexaFluor®647 fluorochrome. The IRM intensities were then converted to membrane-surface distances (using equation 6) and the converted images were overlayed with the signal from FAK as shown in Figure 35.

This reported, as expected, that the FAK protein is mainly localized in focal adhesion (FA) sites, where it participates in the formation of focal contacts. These sites were the areas whose location was less than 40 nm from the substrate, as quantified from the IRM signal. The co-localization of these sites with the FAK proteins, as shown in B of Figure 35, validates the accuracy of our calculations concerning the distance of cell membrane from the surface based on the IRM signal intensity.

**Figure 35** – Representative example of an HT-1080-mVenus cell showing Focal Adhesion Kinase (FAK) localization in Focal Adhesion areas, as calculated from IRM signal intensities. (A) Gray scale intensities represent the distance in nm of cell membrane from the glass surface, as calculated from the IRM signal based on equations 5 and 6. Red areas, indicate anti-FAK-AlexaFluor®647 staining of Focal Adhesion Kinase. (B) Plot of intensities, along yellow line in A for anti-FAK-AlexaFluor®647 signal (red line) and for gray scale intensities/distances (black line). Membrane areas located at a distance smaller than 40 nm (blue line cutoff) are considered focal adhesion areas and are marked in gray.
4 Discussion

Cell migration is a process fundamental to life, but may also be one of the hallmarks of a pathological scenario such as is cancer [Dieterich et al. (2008)]. The latter has been associated with an increase in $K_{v}10.1$ expression [Agarwal et al. (2010)], which motivated us to further investigate how this particular ion channel may affect cell migration. Cell-cell and cell-surface adhesion dynamics impact cell physiology and alterations thereof may lead to transitions between different migration patterns, some of which enable cancer cell invasion and metastasis [Friedl and Wolf (2003); Le Bras et al. (2012); Rodriguez et al. (2012)]. The latter has been well-characterized in the human mesenchymal malignant HT-1080 fibrosarcoma cell line [Folpe (2014); Stout (1948); Rasheed et al. (1974)]. In addition, HT-1080 cells have been found to natively express the $K_{v}10.1$ ion channel, whose silencing by RNA interference reduces their proliferation [Weber et al. (2006)].

To better discern the role of $K_{v}10.1$ in cancer, we generated a stable HT-1080 cell line overexpressing a fluorescently tagged form of this ion channel, and compared it to an additional control HT-1080 cell line stably overexpressing the fluorophore only. The well-studied malignancy and invasiveness of HT-1080 cells, together with the implication of the $K_{v}10.1$ ion channel in tumorigenesis and cell migration, makes them an ideal model for the study of cell adhesion and migration.

We applied the in vitro scratch assay to study the migration characteristics of entire cell populations or those of individual cells. In this study we employed and further developed the capabilities of the traditional scratch assay to estimate and measure cell-cell and cell-surface adhesion, through the implementation of novel acquisition regimes and new analysis algorithms. We implemented time-lapse live imaging in multi-well dishes to assess in parallel the behavioral dynamics of the two HT-1080 cell lines in response to different treatments, targeting $K_{v}10.1$. Moreover, for the first time, live IRM recordings of non-migrating individual cells and migrating cell populations were acquired and analyzed with novel algorithms, which enabled us to study and measure the effect of $K_{v}10.1$ on the cell-surface adhesion ability and dynamics.

Accurate acquisition of multiple parameters, along with their automated large-scale analysis, are important steps towards the discovery of potentially statistically significant, treatment-induced changes in the dynamic behavior of the cells during scratch closure. Towards this goal, we have used a Leica SP5 CLSM, highlights of which include: 1. the 8KHz resonant scanner, 2. the fully motorized microscope stage capable of carrying multi-well dish within a temperature and CO$_2$-controlled environment, 3. the low-noise and highly sensitive hybrid detectors, 4. the software-based autofocus and 5. the live data acquisition mode. Appropriate choice of image acquisition settings necessitated a methodological study of their effect on the migration behavior of HT-1080 cells.
4.1 **Stimulation / acquisition setting-dependent cell behavior**

We observed that the control HT-1080 cell behavior depended on the various time-lapse live image acquisition settings. Therefore, we were compelled to quantify the degree of phototoxicity of these acquisition settings by means of the scratch closure rate, where faster migration rate (up to a total loss of migration) corresponded to higher phototoxicity. The resulting findings enabled us to select the optimal settings for this type of hardware and cells, and may be used by others as an initial template towards the optimization of their live imaging model systems. Surprisingly, to the best of our knowledge, there is only one study [Spitler and Berns (2014)] that has reported the effect of a very limited set of image acquisition settings on the scratch assay outcome, but not in the context of live imaging and only by using a single dosage of red shifted wavelengths, as used for low-level laser therapy (LLLT). Our study is the first to report the effect of different laser types and scan settings on cell migration speed and fluorophore bleaching, during time lapse imaging of scratch closure.

### 4.1.1 Fluorochromes in higher energy states increase cell migration speed

Some of the acquisition settings we applied favor the scenario where a larger number of fluorochromes to remain longer in higher energy states like $S_1$ and $T_1$, since some of the scanning durations of our settings match the $S_1 \rightarrow S_0$ and $T_1 \rightarrow T_0$ transition times (Figure 36). Interestingly, we observed in these cases an increase in scratch closure speed for all the energy density levels tested, or even an altogether cell migration stop when the delivered energy density exceeded an apparent tolerance limit of the cells (Table 7). This inhibition was accompanied by higher reduction of fluorescence yield over time and therefore indicated a higher photobleaching rate of the mVenus fluorochrome (Table 8). The white light laser (WL) delivers 0.25 ns lasting laser pulses that repeat every 12.5 ns. This excitation scenario was found to increase cell migration speed, by likely favoring fluorochromes to populate the higher $S_1$ energy state (Figure 4), with a low reduction of fluorescence intensity (column D in Table 8). Additionally, with the use of the conventional scanner set to a scanning speed of 0.4 kHz, we excited mVenus fluorochromes with a pixel dwell time of 5 µs continuously with CW laser illumination, or repeatedly with the pulsed WL laser. This period of excitation, which is not only longer than the mVenus lifetime ($\sim$3 ns) [Sarkar et al. (2009)], but also exceeds the triplet state relaxation time ($T_1 \rightarrow T_0$ at the range of µs), can favor the existence of fluorochromes at higher energy states, which are effective pathways for photobleaching (columns F and G in Table 8) and coincides with an increased migration rate. The increased cell migration speed with the use of single acquisition mode and the fast, resonant 8 kHz scanner, can be explained by the fact that per pixel the amount of energy delivered is almost 40 to 60 times more than
in the case of the multiple acquisition regime. In this scenario, many more fluorochromes are excited simultaneously and therefore increase the probability of intersystem crossing at high-energy triplet states, which are efficient photobleaching pathways (columns C, E, F and G in Table 8).

The interaction of higher energy state fluorochromes, or of the newly-generated free radicals with surrounding macromolecules responsible for cell-surface adhesion and cell motility, may be the reason of increased migration rate, after the usage of the above-mentioned stimulation / acquisition settings.

**Figure 36** – Time scale bar relating relaxation durations of the various excited states to the various applied acquisition settings. mVenus fluorochrome lifetime is $\sim 3$ ns while its triplet state relaxation time is at the range of $\mu$s.

### 4.1.2 Optimal settings for live imaging of cell migration

Live, time-lapse imaging of cell migration processes is essential in order to acquire the maximum amount of information regarding dynamic events. However, we must be aware that the process of cell migration is promoted by the laser excitation type and intensity as well as by the pixel dwell time, even with the minimum amount of energy required to generate enough recorded photons for subsequent analysis. In our study the scratch closure time of the same cell type, with the use of transmitted light during image acquisition, was at least 3 times slower than the case where the minimum energy levels used (data not shown). However, the knowledge of the stimulation settings effect on cells behavior is essential in order to choose the optimal hardware settings that give the best signal-to-noise ratio, while exerting the least effect on cell migration, so as to not overshadow the biological effect under investigation.

Based on our results and also considering previous studies concerning fluorescence yield optimization and photobleaching reduction [Donnert et al. (2007, 2009); Borlinghaus (2006)], we propose that for the laser-based monitoring of scratch assay dynamics that relies on the hardware we had at our disposal, a CW laser at a scanning speed of 8
kHz is most optimal. In order to increase the signal intensity, it proved helpful to use multiple line accumulations of emitted photons, where the hybrid detectors accumulated the signal faster than the background noise. The optimal way of delivering the energy, required for a more efficient fluorochrome excitation, is in small packages, in order to reduce the bleaching by the transition of excited fluorochromes to higher singlet or triplet states, which in turn can favor cell migration.

4.2 Cell adhesion

4.2.1 $K_{v}10.1$ reduces cell-surface adhesion

The dynamic nature of the cell adhesion process is more obvious during changes of cell state, like movement and surface adhesion [Webb et al. (2002)]. Specifically, migrating cells are morphologically and functionally polarized along the movement axis [Ridley et al. (2003); Schwab et al. (2007)], following a protrusive machinery based on cytoskeleton polarization. Depending on the type of protrusion, actin filaments can polymerize in a dendritic network within the lamellipodia, or in long parallel bundles in filopodia, having an essential role in migrating and invading cancer cells [Condeelis et al. (2001); Bergert et al. (2012); Zahm et al. (1997)].

It is also known that FAK co-localizes with integrins at FA sites and together with many additional signaling molecules (like small GTPases) interacts with the cytoskeleton [Parsons et al. (2010); Zhao and Guan (2011)]. There are studies concerning the dynamic transport of $K_{v}10.1$ via endosomal vesicles to the cell membrane, after interacting with Rabaptin-5 [Ninkovic et al. (2012)] and also about the transport of $K_{v}10.1$ to focal adhesion sites and its interaction with the cytoskeleton, with the cooperation of cortactin (CTTN) [Herrmann et al. (2012)]. Moreover, we have identified anterograde transport of $K_{v}10.1$ in filopodia, which are structures where focal adhesions may be formed.

In this study, no obvious cell-surface adhesion differences were noticeable between resting $K_{v}10.1$ and mVenus-overexpressing HT-1080 cells, as both cell types managed to form a confluent layer without noticeable cell-cell adhesion artifacts. However, using IRM and novel quantification methods, we were able to see that even non-migrating individual HT-1080-$K_{v}10.1$-mVenus cells were dedicating a much smaller portion of their footprint to FA areas, than the control cells (Figure 32). Moreover, their adhesion dynamics were also different from control HT-1080-mVenus cells, which had closer contacts with the surface (mean distances of non-motile, protruding and retracting areas from the surface, in Figure 34C) and also higher rates of vertical distance changes over time (Figure 34D). These differences reveal a deficit in cell-surface adhesion in $K_{v}10.1$ overexpressing cells, which results in a more distant placement of the cell with respect to the glass surface, indicating a looser substrate adhesion. This deficit also results in the reduced ability
of K₉.10.1 overexpressing cells to move their membrane in axial direction, compared with
the control cells. The surface adhesion deficit of those cells is also accompanied by an
increased spread rate, as indicated by the significantly higher protrusion and retraction
rate (Figure 34B). This increased spread rate is likely rooted in the cell-surface adhe-
sion deficit, since looser adhesion of the protruding and retracting parts of cell membrane
favors the ability for faster lateral movements. Interestingly, the ability of K₉.10.1 over-
expressing cells to protrude and retract faster than control, is apparent even during the
resting state, before the cells are tasked to migrate, and can explain also the increased
migration rate in the context of scratch assay.

Impressively, mAb56 application improved cell-surface adhesion significantly for both
mVenus and K₉.10.1 overexpressing cells, by generating larger adhesive areas at the mi-
gration front and using larger portion of their footprint in FA areas. The improvement
in lamellipodial-surface adhesion ability is significant even in control cells after mAb56
exposure, probably due to the presence and higher concentration of natively expressed
K₉.10.1 at the leading edge of migrating HT-1080-mVenus cells. This result could be
promising for fibrosarcoma patient treatment with mAb56, where the adhesion ability of
fibrosarcoma cells would be improved, thereby reducing the malignancy and invasiveness
of this cancer. However, it seems that this improvement in the cell adhesion of control
cells, after the application of mAb56, is not sufficient to cause a significant difference in
their migration ability, with the exception at the maximum migration speed (Uₘₐₓ), which
was reduced considerably. This can be explained by the low K₉.10.1 expression levels in
control cells and may be an additional indication that cell adhesion deficits, due to K₉.10.1,
precede and favor migration speed alterations. More importantly, the effect of K₉.10.1
overexpression in cell-surface adhesion was rescued by the mAb56, since no significant
difference was measured between not only the lamellipodial but also the full adhesive
area of the mVenus and K₉.10.1-overexpressing cells. This rescue by the specific mAb56
blocker indicates also the specificity of the K₉.10.1 effect in cell-surface adhesion deficit
it generated in the first place. The proof of K₉.10.1 participation in cell-surface adhesion
inhibition is enhanced by the accompanied reduced migration ability of HT-1080-K₉.10.1
cells upon mAb56 treatment, in accordance with the previously reported interrelation of
adhesion and migration [Friedl and Wolf (2010)]. Interestingly, AST treatment had no
effect in the lamellipodial cell-surface adhesion of control and K₉.10.1 overexpressing
cells.

The fact that the K₉.10.1 ion channel is responsible for cell-surface adhesion deficits
is supported by the localization of this channel to focal adhesion sites and at the lamel-
lipodial area of some migrating cells. This localization was discovered using TIRF live
imaging. The areas where F-actin fibers converge are sites where focal adhesions are
located and that is where the localization of K₉.10.1 ion channels was also shown in our
Discussion

Moreover, with live imaging experiments we were able to show the anterograde transport of \( K_{v10.1} \) ion channel in filopodia, which are important for cell-surface adhesion and directional migration [Parsons et al. (2010)]. These findings, together with the previously mentioned studies [Ninkovic et al. (2012); Herrmann et al. (2012)], leave no doubt that \( K_{v10.1} \) is transported to focal adhesion sites, where it interacts with focal adhesion-associated proteins in a dynamic way, whenever there is a formation or turnover of cell-surface adhesion and affects cell-surface adhesion.

Both mAb56 and AST prevent \( K^+ \) ion permeation, and change the structural conformation of \( K_{v10.1} \). More specifically, it is believed that after binding, both blockers force the \( K_{v10.1} \) channel to remain in the open conformation. It is suspected that mAb56 and AST affect the \( K_{v10.1} \) conformation in a different manner, since their binding sites are located in distant areas of the pore of the channel. The rescue of the effect caused by \( K_{v10.1} \) overexpression on cell-surface adhesion ability, upon mAb56 application, but not after AST treatment, suggests that cell-surface adhesion is regulated by the non-conducting properties of \( K_{v10.1} \), probably due to stereochemical interactions with molecules involved in these processes. This hypothesis is enhanced by the \( K_{v10.1} \) localization results of this study and is in agreement with other studies, in which structural and functional interactions of potassium channels with molecules important for cell-surface adhesion (i.e. integrins), have been proposed [Arcangeli and Becchetti (2006); Bretscher (1996); Pardo and Stühmer (2013); Pillozzi and Arcangeli (2010)].

4.2.2 \( K_{v10.1} \) reduces cell-cell adhesion in migrating cells

Initially, we were able to show the aggregation of \( K_{v10.1} \) at the cell-cell interface of neighboring HeLa \( K_{v10.1} \) overexpressing cells. However, \( K_{v10.1} \) overexpression did not cause an apparent cell-cell adhesion defect in resting HT-1080 cells, since these cells managed to form a confluent layer before and after the end of scratch closure. Nevertheless, the dynamic observation of scratch closure, gave us the opportunity to investigate cell-cell adhesion dynamics and revealed adhesion deficits in \( K_{v10.1} \) overexpressing cells, since during scratch closure greater intercellular space was generated in the HT-1080-\( K_{v10.1} \) migrating population (Figure 30). These cell-cell adhesion deficits seem to be related with the accumulation of \( K_{v10.1} \) over-expressed channels at cell-cell interfaces.

The blockage of \( K_{v10.1} \) with mAb56 and AST showed a significant reduction of generated intercellular space, indicating a significant improvement in cell-cell adhesion. A non-statistically significant reduction of generated intercellular space was also observed after the application of mAb56 and AST in HT-1080-mVenus (control) cells, probably corresponding to the low levels of natively expressed \( K_{v10.1} \), in HT-1080 cells.

More probably, direct or indirect \( K_{v10.1} \) stereochemical interactions with macro-
4.3  **Kv10.1 overexpression enhances cell migration while reducing directionality**

We have documented that the increase in cell migration speed coincides with Kv10.1 overexpression in individual cells that are part of a migrating cell population. In absolute agreement with previous studies [Hammadi et al. (2012)], we also showed the increased migration rate of Kv10.1 overexpressing cells during scratch closure. Additionally, Kv10.1 overexpression caused a different migration pattern of individual cells located at the scratch frontier. More specifically, HT-1080-Kv10.1 individual cells migrate with a greater maximum migration speed and adopt a more dispersed migration pattern with longer and less straight routes, while they retain their ability to migrate orthogonally with respect to the major scratch axis. This behavior could explain the invasiveness and metastatic ability [Dieterich et al. (2008); Becchetti and Arcangeli (2010); Pillozzi and Arcangeli (2010)] that has been reported [Pardo et al. (1999, 2005); Lin et al. (2011); Agarwal et al. (2010)] for cancers over-expressing Kv10.1.

The increased migration ability of Kv10.1 overexpressing cells seems to be due to cell-surface adhesion deficits, caused by accumulation of Kv10.1 ion channels at the cellular membrane. This increased migration ability was apparent even in stationary cells, where it manifested itself in high protrusion and retraction rates. Moreover, the blocking of Kv10.1 ion channels with mAb56 inhibited the migration rate of HT-1080-Kv10.1 cells in the context of scratch closure and also their individual maximum migration speed, while at the same time causing a less dispersed migration pattern with shorter and more straight routes. The same changes were observed upon AST treatment, where scratch closure rate and maximum individual migration speed of HT-1080-Kv10.1 cells decreased, resulting also in a less dispersed migration pattern with shorter routes. However, AST treatment did not rescue (but reduced) the effect of Kv10.1-overexpression on the route straightness. This result in combination with the non-affected lamellipodial-surface adhesion...
after AST application, indicates a modulation of cell migration by cell-surface adhesion forces. This is consistent with what previous studies have reported concerning the effects of cell adhesion on cell-migration patterns [Friedl and Wolf (2010); Ridley et al. (2003); Miron-mendoza et al. (2008); Smith et al. (2007); Zhang et al. (2008)].

Like in previous studies [Friedl and Wolf (2003); Sanz-Moreno and Marshall (2009); Zhao and Guan (2011); Lauffenburger and Horwitz (1996)], these findings, show a dynamic relation between cell-cell adhesion, cell-surface adhesion and the migration pattern, which are essential for tumor progression and invasiveness [Rodriguez et al. (2012); Friedl and Gilmour (2009)]. With this study we propose that Kv10.1 overexpression regulates all the above-mentioned processes, not only in a migrating cell population, but also serves to prime resting, non-motile cells with adhesion deficits that allow for faster and more dispersed migration.

5 Conclusions and perspectives

Stimulation of the cells under study is required to study and better quantify the dynamic process of directional migration. We have confirmed that the scratch assay is suitable for this type of study, since it stimulates a cell population to migrate. In spite of the Kv10.1 overexpression, HT-1080 cells are also attracted to the initially introduced scratch, and finally close it, by forming a confluent cellular monolayer that is almost indistinguishable from their control counterparts. To better observe the dynamics of migrating cells in the context of the scratch assay, time-lapse live imaging is required. With our study, we revealed the effect of different stimulation / acquisition paradigms have on migration behavior and fluorescence yield of acquired cells. More importantly, this gave us the ability to adopt the least behavior-altering acquisition settings for all the subsequent scratch assay experiments.

Based on our results, we propose that Kv10.1 is responsible for cell-cell and cell-surface adhesion deficits. These deficits lead to a faster and more unconstrained migration of Kv10.1 overexpressing HT-1080 cells. Additionally, we propose a possible different involvement of Kv10.1 in the regulation of cell-cell and cell-surface adhesion, which to some degree can explain the different migration patterns after application of mAb56 or AST, which block Kv10.1 by different mechanisms.

This study sheds light on the invasiveness and the metastatic ability of Kv10.1-expressing tumor cells, which is caused among others by the appearance of adhesion deficits. Especially in the case of fibrosarcoma, which is a malignant mesenchymal tumor with great invasive ability, the reduced surface adhesion enables a faster and more scattered migration ability, which is essential for the malignancy of this type of cancer. However,
we were able to improve cell-cell and cell-surface adhesion ability of HT-1080-mVenus (control) fibrosarcoma cells with the application of the mAb56. This approach resulted only in a significantly reduced maximum migration speed of fibrosarcoma cells, but seems promising for further implication of mAb56 for the treatment of Kv10.1-induced cancer.

We were further able to introduce new, semi-automated methods for scratch assay and time-lapse IRM analysis, which gave us the ability to quickly analyze a large amount of acquired data and to extract data regarding the scratch and the intercellular area size as well as measurements quantifying the dynamics of cell-substrate adhesion, with a minimum required user interaction. This also avoids any user-induced bias during analysis.

Our results are in absolute agreement with previous studies [Arcangeli and Becchetti (2006, 2010); Ridley et al. (2003); Pillozzi et al. (2011); Camacho et al. (2000)], concerning the localization and interaction of Kv10.1 with adhesion sites and cytoskeleton, as well as the effect of Kv10.1 on cell migration [Hammadi et al. (2012)]. However, for the first time the effect of Kv10.1 on cell-cell and cell-surface adhesion and migration was studied dynamically during and prior to scratch closure. Moreover, the effect of Kv10.1 on cell directionality was reported. These results may also be predictive for tumor cell behavior, especially concerning cell invasiveness and metastatic ability.

In the future, the role of Kv10.1 in cell proliferation during the scratch assay could also be investigated. The effect of Kv10.1 in cell proliferation has been reported before, but never during the scratch migration [Ascher et al. (2011); Gómez-Varela et al. (2007); García-Quiroz and Camacho (2011); Pardo et al. (1999)]. The dynamic monitoring of cell proliferation though, during cell migration, can provide important data about how cell proliferation affects scratch closure and whether Kv10.1 may alter migration patterns through cell cycle manipulation. More specific, EdU can be used, together with Hoechst, in order to calculate the number and duration of cell division, even in different zones around the scratch, and to reveal how this proliferation ability is changing after blocking of Kv10.1. As part of the same experiment, filamentous actin content may be quantified through phalloidin staining, thereby quantifying any effect Kv10.1 overexpression may have on cytoskeleton dynamics in a migrating population.

Also, as the cellular cytoskeleton plays a major role in cell migration, a potential interplay between Kv10.1 and molecules controlling cytoskeleton dynamics can be investigated. Possible key players for this interactions could be PIP2, calmodulin or members of the family of small Rho GTPases, e.g., RhoA, Rac1 and Cdc42, that promote the formation of specific cellular morphologies and play a major role in cell migration [Meng et al. (2004); Nelson (2008); Petrie et al. (2009); Arcangeli and Becchetti (2006)]. The study of these interactions can help us reveal the molecular basis of the relation of Kv10.1 with cell-cell, cell-surface adhesion and migration.

In vivo experiments with injection of HT-1080-mVenus and HT-1080-Kv10.1-mVenus
cells in mice, could also give important insights into the effect of Kv10.1 in cell migration, invasion and metastasis. A subsequent application of mAb56 in these mice could additionally reveal the importance of mAb56 as an anti-cancer drug, for the case that it will result in alteration of the behavior of HT-1080-Kv10.1 overexpressing cells.

The overall aim of such a project would be the investigation of the rules governing the interplay between the Kv10.1 ion channel appearance and cell adhesion and motility. The understanding of these mechanisms may help explaining to some degree the role of cell motility and adhesion in cancer. The observation of the different patterns existing in movement and adhesion of cancer cells expressing Kv10.1 will help us perceive the role of this ion channel in those two important cell functions.

The outcome of these proposed studies may provide optimal tools for the study of tumor physiology, pattern of metastasis, and for monitoring tumor progression as well as the outcome and the effects of interventions on cancer.
6 Appendix / Algorithms

6.1 List of primary antibodies

<table>
<thead>
<tr>
<th>Label</th>
<th>Clonality</th>
<th>Host</th>
<th>Target</th>
<th>Experiment</th>
<th>Dilution</th>
<th>Provider</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>56</td>
<td>Monoclonal</td>
<td>Mouse</td>
<td>Kv1.10.1 pore loop</td>
<td>Scratch Assay, IRM</td>
<td>0.01 µg/ml</td>
<td>L.A. Pardo;</td>
<td>Hemmerlein et al. (2006)</td>
</tr>
<tr>
<td>1218</td>
<td>Monoclonal</td>
<td>Mouse</td>
<td>GFP / mVenus</td>
<td>IP</td>
<td>2 µg/µl</td>
<td>Abcam®</td>
<td></td>
</tr>
<tr>
<td>9391</td>
<td>Polyclonal</td>
<td>Rabbit</td>
<td>Kv1.10.1 C-terminus</td>
<td>WB</td>
<td>1:1500</td>
<td>L.A. Pardo;</td>
<td>Napp et al. (2005)</td>
</tr>
<tr>
<td>6556</td>
<td>Polyclonal</td>
<td>Mouse</td>
<td>GFP / mVenus</td>
<td>WB</td>
<td>1:1000</td>
<td>Abcam®</td>
<td></td>
</tr>
<tr>
<td>24610</td>
<td>Monoclonal</td>
<td>Mouse</td>
<td>acetylated-α-tubulin</td>
<td>IHC</td>
<td>1:2000</td>
<td>Abcam®</td>
<td></td>
</tr>
<tr>
<td>610087</td>
<td>Monoclonal</td>
<td>Mouse</td>
<td>FAK</td>
<td>IHC</td>
<td>1:250</td>
<td>BD Bioscience</td>
<td></td>
</tr>
</tbody>
</table>

Table 9 – List of used primary antibodies in different assays in this study

6.2 Adhesion dynamics algorithm (“ProRet”)

This algorithm is implemented in FIJI macros, combining in a novel way already existing plugins and methods. The following paragraphs is a summary of the main components of the software.

Software input and output

The software can accept a large variety of different file types, since it uses the Bio-Formats plugin importer. When multi stack container files are processed, the software gives the opportunity to select one or more image stacks that can be processed with the same parameters (A1 in Figure 37). The user can also define the channel (in case of multiple channel image stacks) that corresponds to the IRM signal (A2 in Figure 37), and also select a specific range of time frames for analysis (A3 in Figure 37).
Figure 37 – Dialogue menu of "ProRet" software. The user can select the input file (A1) as well as the channel (A2) and frames (A3) of interest. In B the user can insert the analysis parameters (subtraction steps 4, time frame interval 5, area selection 6 and Weka segmentation parameters 7). Finally, in C the user can choose the output parameters (name of output folder 8, type of measurements 9, which images will be saved 10, if area selection will be saved 11 and which types of plots will be saved 12).
The user then must enter the subtraction step that will be used for defining the protruding, the retracting and the non-motile areas of cells and also the vertical membrane movement rate at these regions (A4 in Figure 37). Moreover, the user can define the frame time interval used for the acquisition (A5 in Figure 37). This value will be used for the rate calculations giving the results as areas per sec, per min, per hrs or just per frame, depending on user input. All the measurements will take place in an area defined by the user. The software allows to load a previously selected area (A6 in Figure 37).

“ProRet” uses the Weka Trainable Segmentation plugin in order to classify and define the cell regions from the treated IRM image. The user has three options for this segmentation (A7 in Figure 37). An already trained classifier of the Weka plugin can be loaded in case the training has happened before, or the user can generate and train a new classifier (highly recommended in the case of an analysis taking place for the first time in a new data set). Additionally the user can load a previously classified version of the under analysis image. It is assumed at this step that the user will load a segmented version of the image time-stack that is selected for analysis.

The output files of each run are saved in a separate folder named by the user under the parent directory of the input file (C8 in Figure 37). For each selected image (A1 in Figure 37), a separate folder with the name of each time stack is generated under the specified output folder. The selected types of results (C9 in Figure 37) are saved in a text file with tab-separated columns. Additionally the processed images at the different stages of the program (images 3, 4, 7a, 7b, 7c, 8a, 8b, 8c, 9a, 9b, 9c in Figure 38) can also be saved, for further use or for evaluation of the software behavior by the user, based on the user selections (C10 in Figure 37). The area selection (loaded or selected by the user) that was used for the measurements can also be saved (C11 in Figure 37). The calculated results are plotted automatically by the software and can be also saved as .tif files giving the opportunity for a fast overview of the results for each analyzed image (C12 in Figure 37).

Image pre-treatment

The defined range of time frames of the input image is converted to 32 bit and each frame is normalized with a highly blurred (Gaussian blur 20 pixel radius) version of the stack, in order to remove noise derived from uneven illumination in each frame. Similar approaches for noise removal have also been implemented by others [Limozin and Sen-gupta (2007)] in the case of IRM data pre-treatment. The filtered stack is then registered using the StackReg plugin [Thévenaz et al. (1998)] in order to remove drifting from frame to frame that could affect the measurements. After this step, the software determines the minimum and maximum intensity value among all time frames of the stack and converts each pixel intensity value into distance from glass surface (in nm) using equation 6 as
described in 2.6.2.

Figure 38 – Adhesion dynamics analysis workflow of the IRM signal of a cell. From the loaded stack (1) the noise is removed and the stack is registered (2 and 3). One version of this treated image is then segmented (with the Weka Trainable Segmentation plugin) and the classified binary image (4) is used to measure cell footprint over time and to define and measure the non-motile area (8a) and after frame subtraction the retracting (8b) and the protruding areas (8c) over time. These binary defined areas are then used in combination with the IRM treated image (3) in order to measure the mean adhesion intensity in non-motile area (7a), in retracting areas (7b) and in protruding areas (7c) for every time point. Moreover, using the subtracted adhesion intensities (5) in combination with the binary defined areas, the adhesion intensity rate (differences) is calculated for the respective regions (non-motile area 9a, retracting areas 9b and protruding areas 9c).

This treated multi-frame image contains pixel values that correspond to the calculated distance of each area from the substrate. This image (2 in Figure 38) will be used to measure then mean membrane distances, mean vertical membrane movement, and cell areas after segmentation.
6.2 Adhesion dynamics algorithm (“ProRet”)

Segmentation

The segmentation of the image is needed in order to define and distinguish cell regions from background. This can be difficult using a simple threshold, especially in the case of IRM images. For this reason, in “ProRet” we have used the Trainable Weka Segmentation plugin\(^4\) that is included at the latest ImageJ/Fiji distributions. With this plugin the user can train chosen classifiers based on the set of images that will be analyzed. These classifiers can also be loaded, shortening the analysis time. Additionally the user has the opportunity to load previously classified binary time-stack images (that corresponds to the same image that is under process).

Defining and measuring areas

After the classification, this binary classified image (4 in Figure 38) is used to define the cell footprint area, the non-motile cell area, as well as the protruding and retracting areas as following:

**Cell footprint area:** Since the binary classified image was generated based on the segmentation of the IRM signal, the measurement of the user-defined area of this image, gives the cell area footprint. After the measurement of this area per time frame, the area footprint can be plotted over time.

**Non-motile area:** The binary classified image with pixel values 0 for background and 255 for cell area is used in order to generate a projection of the average pixel values of the time stack image. Areas of the binary image that have always a value of 255 (non motile regions) are represented in the projection image as areas with pixel values of 255. All the pixels with average value less than 255 represent the motile over time regions of a cell. With a simple thresholding we keep from this projection only the non-motile regions (values 255), generating finally a binary (0,1) image mask that after multiplication with the classified image, a binary time stack image with the non-motile area of the cell (8a in Figure 38) is generated.

**Protruding and retracting areas:** At the binary classified image (4 in Figure 38) the StackSubtract32 plugin is applied generating a new time stack image where each frame contains the protruding (negative values) and retracting areas (positive values) of the cell (6 in Figure 38). Keeping with a threshold only the positive values or only the negative ones (converting them into their absolute value) we generate two binary (0, 255) time

\(^4\)http://fiji.sc/Trainable_Weka_Segmentation
stacks, one containing only the retracting and the second only the protruding areas (8b and 8c respectively in Figure 38).

The above-defined areas were then measured for each time frame calculating the protruding and retracting area rate (area per time over time).

**Measuring membrane proximity at the defined regions:** Having the IRM treated image with pixel values that correspond to membrane distances from the glass surface (3 of Figure 38), after multiplication with the respective binary images defining the non-motile, the retracting and protruding regions, we generated images with height values at the defined areas (7a, 7b, and 7c respectively in Figure 38). Measuring the mean height for each time frame for each image, we calculated the mean membrane proximity for the respective areas over time.

**Measuring membrane proximity rate at the defined regions:** From the IRM treated image with height values (2 in Figure 38), using the StackSubtract32 plugin, a new time-stack image with height differences was generated (5 in Figure 38). Each pixel value at this image represents the membrane proximity change for the defined step of subtraction. Multiplying this image with the binary images with the defined regions (non-motile, retracting and protruding), new images with height differences only at the defined regions were generated (9a, 9b, and 9c respectively in Figure 38). Measuring the mean pixel value for each frame of these images, we calculated the mean membrane proximity rate over time.
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