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CHAPTER 1

Introduction

Additive divisor problems have a rich history in analytic number theory. A clas-
sical example is the binary additive divisor problem, which asks for the asymptotic
evaluation of the sum

D2,2(x, h) :=
∑
n≤x

d(n)d(n+ h), h ≥ 1,

where d(n) is the usual divisor function. It is the presence of the shift parameter h,
which makes the problem rather difficult, since many standard methods from ana-
lytic number theory cannot be applied then. Nevertheless, a lot of effort has been
made to study the problem and it is well understood by now – for example, we
know that, for any ε > 0,

D2,2(x, h) = xP2,h(log x) +O
(
x

2
3 +ε
)

for h� x
2
3 ,

with P2,h a quadratic polynomial depending on h, a result we have cited from
Motohashi [36], where a detailed account of the history of this problem can be
found as well. A similar asymptotic formula holds in fact also for much larger h
(the best result in this respect is due to Meurman [33]).

One reason for the interest in this sum is its relation to the Riemann zeta
function ζ(s). As a way of studying the behaviour of ζ(s) in the critical strip, the
moments

Ik(T ) :=
∫ T

1

∣∣∣∣ζ(1
2 + it

)∣∣∣∣2k dt
have been subject to intense research. So far, asymptotic formulas have been estab-
lished only for the cases k = 1 and k = 2 (see e.g. [42, Chapter VII]). While the
asymptotic behaviour of the second moment I1(T ) can be determined fairly easily,
the fourth moment I2(T ) is much more complicated, and it is here that the shifted
convolution sums D2,2(x, h) come up and play an important role. For k ≥ 3, the
problem of finding an asymptotic formula for Ik(T ) – or even just getting non-trivial
upper bounds – essentially remains unsolved.

A natural generalization of the binary additive divisor problem is given by the
problem of determining the asymptotic behaviour of the sums

Dk,`(x, h) :=
∑
n≤x

dk(n)d`(n+ h), h ≥ 1,

where dk(n) stands for the number of ways to write n as a product of k positive in-
tegers. In analogy to the case k = 2, the study of the shifted convolutions Dk,k(x, h)
might lead to a better understanding of the higher moments of the Riemann zeta
function (see [10, 22]). However, the evaluation of the sums Dk,`(x, h) is by no
means an easy problem. In fact, as soon as k, ` ≥ 3, the problems in estimating the
sums Dk,`(x, h) get overwhelmingly hard, and even for the easiest case

D3,3(x, 1) =
∑
n≤x

d3(n)d3(n+ 1)

no asymptotic formula is known.

1



2 1. INTRODUCTION

The situation changes, however, when k = 2 or ` = 2: The sums

D+
k (x, h) :=

∑
n≤x

dk(n)d(n+ h) and D−k (x, h) :=
∑
n≤x

dk(n+ h)d(n), h ≥ 1,

can indeed be treated by current methods, and they form the main topic of this
thesis. The best results for D±2 (x, h) have been obtained by employing spectral
methods coming from the theory of automorphic forms. Here we want to show how
these methods can be applied to the sumsD±k (x, h) with k ≥ 3 in a way that enables
us to obtain results considerably better than what has been achieved previously.

This will already become clear when we look at D±3 (x, h). The first asymptotic
formula for this sum goes back to Hooley [21], who showed that, for h fixed,

D±3 (x, h) = C3(h)x log3 x+O
(
x(log x log log x)2),

where C3(h) is some positive constant. We also want to mention Linnik [31] at this
point, who used the dispersion method to treat the sumsD±k (x, h) for general k ≥ 3,
and whose results were subsequently improved by other authors. We will have to
say more about this later – for the moment, however, we want to focus on D±3 (x, h),
for which approaches specific to this case soon allowed to get considerably better
results.

The first result with a power saving in the error term seems to be given by
Deshouillers [11], who used spectral methods to attack a smoothed version of this
problem, much in the spirit of his earlier joint work with Iwaniec [12] on the binary
additive divisor problem. Naturally, Deshouillers’ result can also be used to treat
sums like D±3 (x, h) with sharp cut-off, although he did not work out the details. As
Friedlander and Iwaniec [18] pointed out, a different approach was possible as a con-
sequence on their work on the ternary divisor function in arithmetic progressions.
Heath-Brown [20] improved their result, and showed that, for any ε > 0,

D−(x, 1) = xP3,1(log x) +O
(
x

101
102 +ε

)
, (1.1)

where P3,1 is a polynomial of degree 3. The methods used in [18] and [20] depend
ultimately on very deep results coming from algebraic geometry, and make no use
of spectral theory.

Later, Bykovskĭı and Vinogradov [8] returned to the spectral approach of
Deshouillers [11] based on the Kuznetsov formula and stated (1.1) with an ex-
ponent 8

9 in the error term. Unfortunately, not more than a few brief hints were
given to support this claim, and our first result is a detailed proof of the following
asymptotic formula, which yields in addition a substantial range of uniformity in
the shift parameter h.

Theorem 1.1. We have, for h� x
2
3 ,

D±3 (x;h) = xP3,h(log x) +O
(
x

8
9 +ε
)
,

where P3,h is a cubic polynomial depending on h, and where the implied constants
depend only on ε.

We also want to state the analogous result for the sum weighted by a smooth
function.

Theorem 1.2. Let w : [1/2, 1]→ R be smooth and compactly supported. Then
we have, for h� x

2
3 ,∑

n

w
(n
x

)
d3(n)d(n± h) = xP3,h,w(log x) +O

(
x

5
6 + θ

3 +ε
)
,

where P3,h,w is a cubic polynomial depending on h and w, and where the implied
constants depend only on w and ε.



1. INTRODUCTION 3

By θ we denote here and in the following the bound in the Ramanujan-Petersson
conjecture (see Section 3 in Chapter 2 for a precise definition). In any case, θ = 7

64 is
admissible and with this value we get in Theorem 1.2 an error term which is� x

7
8 ,

thus improving the result of Deshouillers [11].
Before going on to discuss the sums D±k (x, h) with k ≥ 4, we want to state a

few related results which can be proven using the same methods as for the results
above. Let ϕ be a holomorphic cusp form of weight κ for the modular group SL2(Z).
Let a(n) be its normalized Fourier coefficients, so that ϕ(z) has the Fourier expan-
sion

ϕ(z) =
∞∑
n=1

a(n)n
κ−1

2 e(nz). (1.2)

The divisor function and the Fourier coefficients a(n) share a lot of similarities in
their behaviour, so one might expect to get analogous results as in Theorems 1.1
and 1.2 for the sums

A+
3 (x, h) :=

∑
n≤x

d3(n)a(n+ h) and A−3 (x, h) :=
∑
n≤x

d3(n+ h)a(n), h ≥ 1,

and their smooth counterparts, with the difference that we cannot expect a main
term to appear anymore. Indeed Pitt [39] and Munshi [38] already obtained results
of this sort. Using our method, we will be able to partially improve their results by
showing the following theorem.

Theorem 1.3. We have, for h� x
2
3 ,

A±(x;h)� x
8
9 +ε,

where the implied constants depend only on ϕ and ε.

Not surprisingly, the analogous result for the smoothed sum holds as well.

Theorem 1.4. Let w : [1/2, 1]→ R be smooth and compactly supported. Then
we have, for h� x

2
3 , ∑

n

w
(n
x

)
d3(n)a(n± h)� x

5
6 + θ

3 +ε,

where the implied constants depend only on w, ϕ and ε.

Another interesting problem is the following sum, which can be seen as a dual
version to D±3 (x, h),

D3(N) :=
N−1∑
n=1

d3(n)d(N − n).

In contrast to the analogous sum with two binary divisor functions (see [36, The-
orem 2]), the main term in our case is a little bit more complicated. Our result is
the following theorem.

Theorem 1.5. We have

D3(N) = M3(N) +O
(
N

11
12 +ε

)
,

where the main term M3(N) has the form

M3(N) = N
∑

0≤i,j,k,`≤3
i+j+k+`≤3

ci,j,k,`F
(i,j,k,`)(0, 0, 0, 0),
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with certain constants ci,j,k,` and

F (α, β, γ, δ) := Nα
∑
d|N

χ1(d)
d1−β

∑
c|d

χ2(c)χ3

(
d

c

)
,

where the arithmetic functions χ1, χ2 and χ3 are defined by

χ1(n) :=
∏
p|n

(
1− 1

p3−γ−β − p1−γ+δ − p1−γ + 1

)
,

χ2(n) :=
∏
p|n

(
1 + 1

p2−β−δ − p−δ − 1

)
, χ3(n) :=

∏
p|n

(
1− 1

p1−γ−δ

)
.

(1.3)

The implied constant depends only on ε.

In particular, we have as leading term
D3(N) = (1 + o(1))C0C(N)N log3N,

where the constant C0 is given by

C0 := 3
π2

∏
p

(
1− 1

p(p+ 1)

)
,

and where C(N) is a multiplicative function defined on prime powers by

C
(
p`
)

:= 1 +
(

1− 1
p`

)
2p2 + 2p− 1
p3 − 2p+ 1 −

`

p`
p+ 1

(p2 + p− 1) .

Of course, we can also look at the same problem with the divisor function d(n)
replaced by the Fourier coefficients a(n),

A3(N) :=
N−1∑
n=1

d3(n)a(N − n),

and it should not come as a surprise that an analogue of Theorem 1.5 holds in this
situation as well.

Theorem 1.6. We have
A3(N)� N

11
12 +ε,

where the implied constant depends only on ε.

As indicated above, many of the methods used to treat D±3 (x, h) – in particular
those leading to power savings in the error term – do not extend to the sums
D±k (x, h) with k ≥ 4. We already mentioned the work of Linnik [31], who established
an asymptotic formula for the first time by showing that, for k ≥ 3,

D±k (x, 1) = Ck(1)x logk x+O
(
x(log x)k−1(log log x)k

4
)
,

where Ck(1) is some positive constant. This result was improved subsequently by
other authors, in particular by Motohashi [35], who gave an asymptotic formula
including all lower-order terms. Specifically, he proved that, for each k ≥ 3, there
exists a constant ck such that

D±k (x, 1) = xPk,1(log x) +O
(
x(log x)−1(log log x)ck

)
,

where Pk,1 is a polynomial of degree k. Fouvry and Tenenbaum [17] were able to
improve on this result and show that, for each k ≥ 4, there exists a δk > 0 such
that

D+
k (x, 1) = xPk,1(log x) +O

(
xe−δk

√
log x

)
. (1.4)
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In a recent preprint, Drappeau [14] refined their approach and used spectral meth-
ods to get a power saving in the error term. His result states that there exists
a δ > 0, such that

D+
k (x, h) = xPk,h(log x) +O

(
x1− δk

)
for h� xδ, (1.5)

where Pk,h is a polynomial of order k depending on h.
We also need to mention again the work of Bykovskĭı and Vinogradov [8], where

they state a result which is considerably better than (1.5). Unfortunately, their
proposed proof is incomplete and does not seem to yield the error terms claimed in
their paper1. Nevertheless, their initial approach turned out to be useful and led us,
together with new crucial ingredients, to a proof of the following theorem, which
improves on (1.4) and (1.5).

Theorem 1.7. We have, for k ≥ 4 and h� x
15
19 ,

D±k (x, h) = xPk,h(log x) +O
(
x1− 4

15k−9 +ε + x
56
57 +ε

)
,

where Pk,h is a polynomial of degree k depending on h, and where the implied
constants depend only on k and ε.

The analogous result for the sum weighted by a smooth function is as follows.

Theorem 1.8. Let w : [1/2, 1]→ R be smooth and compactly supported. Then
we have, for k ≥ 4 and h� x

15
19 ,∑

n

w
(n
x

)
dk(n)d(n± h) = xPk,h,w(log x) +O

(
x1− 1

3k−2 +ε + x
37
38 + θ

19 +ε
)
,

where Pk,h,w is a polynomial of degree k depending on w and h, and where the
implied constants depend only on w, k and ε.

At this point, we want to describe in broad terms the main ideas used to prove
these results. The most direct way to handle shifted convolutions like D±k (x, h) is
to open one of the divisor functions, and then try to evaluate the arising divisor
sums over arithmetic progressions in some way. This was the strategy followed
in many of the works mentioned above, for example in [18, 20] on D±3 (x, h), and
in [14, 17, 31, 35] on D±k (x, h), and in all these works the choice was to open d(n).
In contrast to this, we have chosen to open dk(n) – although this approach is more
difficult from a combinatorial point of view as we have to deal with more variables,
the main advantage is that it is much easier to handle the divisor functions d(n) over
arithmetic progressions than the generalized divisor functions dk(n) with k ≥ 3.

This way we arrive at sums of the form∑
a1,...,ak
ai�Ai

d(a1 · · · ak + h), (1.6)

where we can assume that the variables a1, . . . , ak are supported in dyadic inter-
vals ai � Ai. As long as some of the variables are supported in large intervals, we
can average over one of them by use of the Voronoi summation formula, and then
use the Kuznetsov formula to handle the sums of Kloosterman sums that appear at
this point. If k = 3, this strategy goes through and eventually leads to the asymp-
totic formula for D±3 (x, h) stated in Theorem 1.1. The results concerning A±3 (x, h),
D3(N) and A3(N) are proven the same way and differ only in technical details.

1In particular, the step from (5.6) to (5.7) is not correct unless n1 and n2 are coprime, and it is
unclear how their proposed treatment of S(n1, n2) should work for general n1 and n2. See also
the comments after Lemma 5.2 for another problematic issue.
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However, if k ≥ 4, this is not enough. The problem is that it can happen that
all the intervals Ai are so small, that we cannot average over any of the variables ai
(for example, when all Ai are of the size Ai � x

1
k ). In this case, we follow an idea

of Bykovskĭı and Vinogradov [8], and insert the expected main term Φ0(b) for the
sum

Φ(b) :=
∑
a1�A1

d(a1b+ h)

manually into (1.6), so that the latter can be written as∑
a2,...,ak
ai�Ai

Φ0(a2 · · · ak)−
∑

a2,...,ak
ai�Ai

(Φ0(a2 · · · ak)− Φ(a2 · · · ak)).

While the first sum will be part of the eventual main term, we need to find an
upper bound for the second sum. To do so, we use the Cauchy-Schwarz inequality
to bound it by ( ∑

b�A2···Ak

dk−1(b)2

) 1
2
( ∑
b�A2···Ak

(Φ0(b)− Φ(b))2

) 1
2

,

which has the important effect that the variables a2, . . . , ak are now merged into
one large variable b. After opening the square in the right factor, we are faced with
three different sums, the most difficult of them being∑

b�A2···Ak

Φ(b)2 =
∑

a1,ã1�A1

∑
b�A2···Ak

d(a1b+ h)d(ã1b+ h).

The evaluation of the inner sum on the right hand side, a variation of the binary
additive divisor problem with linear factors in the arguments, lies at the heart of
our method. In a slightly more general form, we can state it as

D(x1, x2, r1, r2) :=
∑
n

w1

(
r1n+ f1

x1

)
w2

(
r2n+ f2

x2

)
d(r1n+ f1)d(r2n+ f2),

where w1, w2 : [1/2, 1]→ R are smooth and compactly supported weight functions,
where r1 and r2 are positive integers, and where f1 and f2 are integers such that
r1f2 − r2f1 6= 0.

The case r1 = r2 = 1 is of course nothing else than a smooth version ofD±2 (x, h),
which has been studied extensively. A few results are also available when r1 and r2
are assumed to be coprime: Besides the implicit treatment in [5], there is the work
of Duke, Friedlander and Iwaniec [15], who showed that

D(x1, x2, r1, r2) = (main term) +O
(

(r2x1 + r1x2) 1
4 (r1r2x1x2) 1

4 +ε
)
. (1.7)

As they did not make use of spectral theory, the size of the error term is inferior
compared to what can be achieved for D±2 (x, h). More importantly, the range in
r1 and r2 where this formula is non-trivial is comparatively small and would not be
sufficient for our purposes. For the sake of completeness, we want to mention that
this result has been improved in the case r2 = 1 in a preprint by Aryan [1].

Correlations of a more general type have been investigated by Matthiesen [32],
but the methods used there do not apply to our case and do not give power savings
in the error term. Similar problems, where the divisor functions are replaced by
Fourier coefficients of automorphic forms, have been studied as well (see e.g. [2]).
In particular, Pitt [40, Theorem 1.4] was able to prove an asymptotic estimate for
an analogue of D(x1, x2, r1, r2) for r1, r2 squarefree and f1 = f2 = −1, where the
divisor functions are replaced by Fourier coefficients of holomorphic cusp forms.
Unfortunately, his method relies on Jutila’s variant of the circle method, which
becomes ineffective when a main term is present, as is the case in our problem.
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We could not find any results in the literature covering the sum D(x1, x2, r1, r2)
for general r1 and r2, and the following result seems to be new.

Theorem 1.9. Set
r0 := min{(r1, r2

∞), (r2, r1
∞)} and h := r1f2 − r2f1.

Then we have, for f1 � x1
1−ε, f2 � x2

1−ε and h 6= 0,

D(x1, x2, r1, r2) = M(x1, x2, r1, r2) +O
(
r0(r2x1) 1

2 +θ+ε
)
,

where the main term is given by

M(x1, x2, r1, r2) :=
∫
w1

(
r1ξ + f1

x1

)
w2

(
r2ξ + f1

x2

)
· P2(log(r1ξ + f1), log(r2ξ + f2)) dξ,

where P2(ξ1, ξ2) is a quadratic polynomial depending on r1, r2, f1 and f2. The
implied constants depend only on w1, w2 and on ε.

We also want to state the following result for an analogue of D(r1, r2, x2, x2)
with sharp cut-off.

Theorem 1.10. Let r0 and h 6= 0 be defined as above. Assume that
f1 � (r1x)1−ε, f2 � (r2x)1−ε and (r0r1r2, h)h� r0

1
3 (r1r2) 5

3x
1
3−ε.

Then we have∑
x
2<n≤x

d(r1n+ f1)d(r2n+ f2) = xP2(log x) +O
(

(r0r1r2, h)θr0
2
3 +θ(r1r2) 1

3x
2
3 +ε
)
,

where P2(ξ) is a quadratic polynomial depending on r1, r2, f1 and f2, and where
the implied constants depend only on ε.

It seems likely that the dependance on r0 in these results is not optimal, al-
though it is not immediately clear how an improvement might be achieved. Com-
pared to (1.7) our result has a better error term, and more importantly, it is non-
trivial for much larger r1 and r2, which will be crucial when applying it to the
sums D±k (x, h). In the case r2 = 1, our result is the same as [1, Theorem 0.3].

The proof of Theorems 1.9 and 1.10 follows standard lines: We split one of the
divisor functions and use the Voronoi summation formula to deal with the divisor
sums in arithmetic progressions. The main difficulty lies in the handling of the sums
of Kloosterman sums entering the stage at this point. In a simplified form, we are
faced with sums roughly of the shape∑

c
(c,r2)=1

S(1− r1r2, 1; r1c)
r1c

F (r1c),

where F is some weight function, and where r2 is understood to be mod c. We could
bound the Kloosterman sums individually using Weil’s bound, and the resulting
error terms in our theorems would be of a size comparable to (1.7). However, as we
already mentioned, this would not be sufficient for our purposes, and – once again
– our aim is to use spectral methods to get results beyond that.

If r1 and r2 are coprime, we can use the Kuznetsov formula with an appropriate
choice of cusps. Otherwise, it is not directly clear how the Kuznetsov formula might
be put into use here. We solve the problem by splitting the variable r1 = tv into a
factor t, which is coprime to r2, and a factor v, which contains only the same prime
factors as r2. By twisted multiplicativity of Kloosterman sums, we have

S(1− r1r2, 1; r1c)
r1c

= S(tc, tc; v)
v

S
(
r2 − r1, v2r2; tc

)
tc

,
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where now all the inverses are understood to be modulo the respective modulus of
the Kloosterman sum. Following an idea of Blomer and Milićević [7], we separate
the variable c occuring in the first factor by exploiting the orthogonality of Dirchlet
characters as follows,

S(tc, tc; v)
v

= 1
ϕ(v)

∑
χ mod v

χ(tc)Ŝv(χ) with Ŝv(χ) :=
∑
y (v)

(y,v)=1

χ(y)S(y, y; v)
v

,

where the left sum runs over all Dirichlet characters mod v. This way we are led to
sums of Kloosterman sums twisted by Dirichlet characters, which we can treat by
spectral methods.

This thesis is organized as follows. In Chapter 2 we collect the tools needed in
the subsequent chapters and fix the necessary notation. The treatment of D±3 (x, h)
and A±3 (x, h) is carried out in Chapter 3, and afterwards, in Chapter 4, we deal
with D3(N) and A3(N). In Chapter 5, we look at D±k (x, h) for k ≥ 4. We have put
the treatment of D(x1, x2, r1, r2) in a separate chapter, Chapter 6.

Last but not least, we want to mention that the contents of Chapters 3 and 4
have been published in [44], that the content of Chapter 5 has been made available
online in [45], and that the content of Chapter 6 has been made available online
in [43].

Acknowledgements. I would like to express my gratitude to my supervisor
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while preparing this thesis. My thanks also go to Prof. Jörg Brüdern, who accom-
panied me as co-supervisor. Furthermore, I would like to thank the Volkswagen
Foundation for the financial support.



CHAPTER 2

Preliminaries

In this chapter, we want to go through the main tools needed to prove our
results and fix the necessary notation.

In the following, ε always stands for some positive real number, which can be
chosen arbitrarily small. However, it need not be the same on every occurrence,
even if it appears in the same equation. The letter p is reserved for prime numbers.
When we write A � B, this means A � B � A. Given a function f : R → C, we
will occasionally write

supp f � X
to mean that there exist constants c1, c2 > 0, such that supp f ⊆ [c1X, c2X]. The
expression (a, b) denotes the greatest common divisor of a and b. The summation∑

a (c)

(. . .) :=
∑

a mod c
(. . .)

means that the variable a runs over some residue system mod c. Analogously, we
will frequently write n ≡ h (c) instead of n ≡ h mod c. As usual, e(q) := e2πiq and

S(m,n; c) :=
∑
a (c)

(a,c)=1

e

(
ma+ na

c

)
and cq(n) :=

∑
a (q)

(a,q)=1

e

(
na

q

)
,

which are the usual notations for Kloosterman sums and Ramanujan sums (here
a indicates a solution to aa ≡ 1 mod c).

1. The Voronoi summation formula and Bessel functions

Using the well-known Voronoi formula for the divisor function (see [24, Chap-
ter 4.5] or [25, Theorem 1.6]) and the identity∑

n≡h (c)

d(n)f(n) = 1
c

∑
d|c

∑
b (d)

(b,d)=1

e

(
−bh
d

) ∞∑
n=1

d(n)f(n)e
(
bn

d

)
,

it is not hard to show the following summation formula for the divisor function in
arithmetic progressions:

Theorem 2.1. Let h and c ≥ 1 be integers. Let f : (0,∞)→ R be smooth and
compactly supported. Then∑

n≡h (c)

d(n)f(n) = 1
c

∫
λh,c(ξ)f(ξ) dξ

− 2π
c

∑
d|c

∞∑
n=1

d(n)S(h, n; d)
d

∫
Y0

(
4π
√
nξ

d

)
f(ξ) dξ

+ 4
c

∑
d|c

∞∑
n=1

d(n)S(h,−n; d)
d

∫
K0

(
4π
√
nξ

d

)
f(ξ) dξ,

9
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with

λh,c(ξ) :=
∑
d|c

cd(h)
d

(log ξ + 2γ − 2 log d). (2.1)

If we define the differential operator

∆δ(ξ) :=
(

log ξ + 2γ + 2 ∂
∂δ

)∣∣∣∣
δ=0

, (2.2)

we can rewrite λh,c(ξ) as

λh,c(ξ) = ∆δ(ξ)
∑
d|c

cd(h)
d1+δ .

Writing λh,c(ξ) this way can be particularly useful when doing explicit calculations,
as the expression on the right hand side is now multiplicative in c.

An analogue of Theorem 2.1 for the Fourier coefficients a(n) defined in (1.2) can
be obtained in the same way as above by using the corresponding Voronoi formula
(see [25, Theorem 1.6]):

Theorem 2.2. Let h and c ≥ 1 be integers. Let f : (0,∞)→ R be smooth and
compactly supported. Then∑
n≡h (c)

a(n)f(n) = (−1)κ2 2π
c

∑
d|c

∞∑
n=1

a(n)S(h, n; d)
d

∫ ∞
0
Jκ−1

(
4π
√
nξ

d

)
f(ξ) dξ.

At this point, we also want to recall the bounds
d(n)� nε and a(n)� nε,

the latter following from the Ramanujan-Petersson conjecture proven by Deligne.
We want to sum up some well-known facts concerning the Bessel functions

Jν(ξ), Yν(ξ), ν ∈ Z, and K0(ξ) (see e.g. [23, Appendix B.4]). Regarding K0(ξ), it
is known that, for ξ � 1,

K
(µ)
0 (ξ)� 1

eξ
√
ξ

for µ ≥ 0,

and that, for ξ � 1,

K0(ξ)� | log ξ| and K
(µ)
0 (ξ)� 1

ξµ
for µ ≥ 1.

Regarding the other two Bessel functions, we know that, for ξ � 1,

J (µ)
ν (ξ), Y (µ)

ν (ξ)� 1√
ξ

for ν ≥ 0, µ ≥ 0.

For ξ � 1, we can bound Jν(ξ) and its derivatives by

J (µ)
ν (ξ)� ξν−µ for ν ≥ 0, µ ≥ 0,

while we have the following bounds for Y0(ξ),

Y0(ξ)� | log ξ| and Y
(µ)
0 (ξ)� 1

ξµ
for µ ≥ 1,

and the following for Yν(ξ),

Y (µ)
ν (ξ)� 1

ξν+µ for ν ≥ 1, µ ≥ 0.

From the recurrence relations
(ξνBν(ξ))′ = ξνBν−1(ξ) and Bν−1(ξ)−Bν+1(ξ) = 2B′ν(ξ), (2.3)
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which are true for Bν(ξ) = Jν(ξ) and Bν(ξ) = Yν(ξ), we get∫
B0

(
4π
√
hξ

c

)
f(ξ) dξ =

(
−2c

4π
√
h

)ν ∫
ξ
ν
2Bν

(
4π
√
hξ

c

)
f (ν)(ξ) dξ. (2.4)

This identity is particularly useful when estimating the Bessel transforms occurring
in Theorems 2.1 and 2.2. Furthermore, the Bessel functions Jν(ξ) and Yν(ξ) oscillate
for large values, and to make use of this behaviour we have the following lemma.

Lemma 2.3. For any ν ≥ 0, there are smooth functions vJ , vY : (0,∞) → C
such that

Jν(ξ) = 2 Re
(
e

(
ξ

2π

)
vJ

(
ξ

π

))
, (2.5)

Yν(ξ) = 2 Re
(
e

(
ξ

2π

)
vY

(
ξ

π

))
, (2.6)

and such that, for any µ ≥ 0,

v
(µ)
J , v

(µ)
Y � 1

ξµ+ 1
2

for ξ � 1, (2.7)

where the implied constants depend on ν and µ.

Proof. We start with the integral representations

J0(ξ) = 1
π

∫ ∞
0

sin
(
x

2π + πξ2

2x

)
dx

x
and Y0(ξ) = − 1

π

∫ ∞
0

cos
(
x

2π + πξ2

2x

)
dx

x
,

which can be found in [19, 3.871]. Here we will only look at Yν(ξ), as the proof
for Jν(ξ) is almost identical. As in [12, Lemma 4], we use a substitution

y =
√
x

2π −
ξ

2
√
x
, x = π2

(
y +

√
y2 + ξ

π

)2

,

so that we can write the integral above as

Y0(ξ) = − 2
π

∫ ∞
−∞

cos
(

2π
(
y2 + ξ

2π

))(
y2 + ξ

π

)− 1
2

dy.

Now writing the cosine function out as a sum of exponential functions, we get (2.6)
for Y0 with

vY (ξ) = − 2
π

∫ ∞
0

e(y2)√
y2 + ξ

dy.

The estimate (2.7) can be shown by splitting the integral at 1 and repeatedly using
partial integration on the part which goes to ∞. The statements for Yν(ξ) follow
from (2.3). �

2. The Hecke congruence subgroup and Kloosterman sums

Here and in the following sections we will go through some results from the
theory of automorphic forms. For a general description of the spectral theory of au-
tomorphic forms, we refer to [23] and [24, Chapters 14–16]. A very nice introduction
to Maaß forms of higher weight with arbitrary nebentypus can be found in [16].
We also want to cite [5] as a reference, where we borrow parts of the notation.

Let q be some positive integer, let κ ∈ {0, 1}, and let χ be a Dirichlet character
mod q0, with q0 | q, such that

χ(−1) = (−1)κ.
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Let Γ := Γ0(q) be the Hecke congruence subgroup of level q. The character χ
naturally extends to Γ by setting

χ(γ) := χ(d) for
(
a b
c d

)
∈ Γ.

Every cusp a of Γ is equivalent to some u
w with (u,w) = 1 and w | q. It is called

singular if
χ(γ) = 1 for all γ ∈ Γa,

where Γa is the stabilizer of a.
For any cusp a of Γ, we can choose σa ∈ SL2(R) such that

σa∞ = a and σa
−1Γaσa = Γ∞.

Given two singular cusps a, b, we define, for n,m ∈ Z, the Kloosterman sum

Sab(m,n; γ) :=
∑

δ mod γZ
χ

(
σa

(
α β
γ δ

)
σb
−1
)
e

(
m
α

γ
+ n

δ

γ

)
,

where the sum runs over all δ mod γZ, for which there exist α, β such that(
α β
γ δ

)
∈ σa−1Γσb.

Note that this definition depends on the chosen scaling matrices σa and σb.
As an example, for a = b = ∞ and the choice σ∞ = 1, the sum is non-empty

exactly when q | c and in this case it reduces to the usual twisted Kloosterman sum

S∞∞(m,n; c) = Sχ(m,n; c) :=
∑
a (c)

(a,c)=1

χ(a)e
(
ma+ na

c

)
.

A well-known result by Weil says that, for any prime p, this sum can be bound by

Sχ(m,n; p) ≤ 2(m,n, p) 1
2 p

1
2 ,

which, in case χ is the principal character, leads to the bound

S(m,n; c) ≤ d(c)(m,n, c) 1
2 c

1
2 .

However, for general χ we have to account for its conductor as well, and in this
case the following bound holds (see [28, Theorem 9.2]),

Sχ(m,n; c)� (m,n, c) 1
2 q0

1
2 c

1
2 +ε.

Another important example is given for q having the form q = rs with (r, s) = 1
and q0 | r. Consider the two singular cusps ∞ and 1

s , together with the choices

σ∞ =
(

1 0
0 1

)
and σ 1

s
=
(√

r 1
s
√
r
√
r
−1

)
.

Now the sum S∞ 1
s
(m,n; γ) is non-empty exactly when γ may be written as

γ =
√
rsc, with c ∈ Z \ {0}, (c, r) = 1,

and in this case we have

S∞ 1
s
(m,n; γ) = e

(
n
s

r

)
χ(c)S(m,nr; sc).
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3. Automorphic forms and their Fourier expansions

By Sk(q, χ) we denote the finite-dimensional Hilbert space of holomorphic
cusp forms of weight k ≡ κ mod 2 with respect to Γ0(q) and with nebentypus χ.
Let θk(q, χ) be its dimension. For each k, we choose an orthonormal Hecke eigen-
basis fj,k, 1 ≤ j ≤ θk(q, χ). Then the Fourier expansion of fj,k around a singular
cusp a (with associated scaling matrix σa) is given by

i(σa, z)−kfj,k(σaz) =
∞∑
n=1

ψj,k(n, a)(4πn) k2 e(nz),

where we have set
i(γ, z) := cz + d for γ =

(
a b
c d

)
.

Next, let L2(q, χ) be the Hilbert space of Maaß forms of weight κ with respect
to Γ0(q) and with nebentypus χ, and let L2

0(q, χ) ⊂ L2(q, χ) be its subspace of Maaß
cusp forms. Let uj , j ≥ 1, run over an orthonormal Hecke eigenbasis of L2

0(q, χ) with
corresponding real eigenvalues λ1 ≤ λ2 ≤ . . .; we can assume each uj to be either
even or odd. We set tj2 = λj − 1

4 , where we choose the sign of tj so that itj ≥ 0
if λj < 1

4 , and tj ≥ 0 if λj ≥ 1
4 . Then the Fourier expansions of these functions

around a singular cusp a is given by

j(σa, z)−κuj(σaz) =
∑
n 6=0

ρj(n, a)W n
|n|

κ
2 ,itj

(4π|n|y)e(nx),

where
j(γ, z) := cz + d

|cz + d|
for γ =

(
a b
c d

)
.

The Selberg eigenvalue conjecture says that λ1 ≥ 1
4 , which would imply that all tj

are real and non-negative. While for κ = 1 this is known to be true, it is still an
open question for κ = 0. The eigenvalues with 0 < λj <

1
4 , together with the corre-

sponding values tj , are called exceptional, and lower bounds for the exceptional λj
imply upper bounds for the corresponding itj . Let θ ∈ [0,∞) be such that itj ≤ θ
for all exceptional tj uniformly for all levels q and any nebentypus; by the work of
Kim and Sarnak [27], we know that we can choose

θ = 7
64 . (2.8)

The orthogonal complement to L2
0(q, χ) in L2(q, χ) is the Eisenstein spec-

trum E(q, χ), plus possibly the space of constant functions if χ is trivial. It can
be described explicitly by means of the Eisenstein series

Ec(z; s) :=
∑

γ∈Γc\Γ

χ(γ)j
(
σc
−1γ, z

)−κ Im
(
σc
−1γz

)s
,

where c is a singular cusp. Although these series converge only for Re(s) > 1, the
functions Ec(z; s) can be continued meromorphically to the whole complex plane.
For s on the line Re(s) = 1

2 , their Fourier expansions around a singular cusp a are
given by

j(σa, z)−κEc

(
σaz;

1
2 + it

)
= cc,1(t)y 1

2 +it + cc,2(t)y 1
2−it

+
∑
n6=0

ϕc,t(n, a)W n
|n|

κ
2 ,it

(4π|n|y)e(nx),

where t ∈ R.
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Note that by the choice of our basis, we have that

|ρj(−n,∞)| = |tj |κ|ρj(n,∞)| for n ≥ 1.

Furthermore, since all Eisenstein series are even, the same is true for their Fourier
coefficients, namely

|ϕc,t(−n,∞)| = |t|κ|ϕc,t(n,∞)| for n ≥ 1.

4. The Kuznetsov formula

With the whole notation set up, we can now formulate the famous Kuznetsov
formula, which in our case reads as follows.

Theorem 2.4. Let f : (0,∞)→ C be smooth and compactly supported, let a, b
be singular cusps, and let m, n be positive integers. Then

∑
γ

Sab(m,n; γ)
γ

f

(
4π
√
mn

γ

)
=
∞∑
j=1

ρj(m, a)ρj(n, b)
√
mn

cosh(πtj)
f̃(tj)

+
∑

c sing.

1
4π

∫ ∞
−∞

ϕc,t(m, a)ϕc,t(n, b)
√
mn

cosh(πt) f̃(t) dt

+
∑

k≡κ (2), k>κ
1≤j≤θk(q,χ)

(k − 1)!ψj,k(m, a)ψj,k(n, b)
√
mnḟ(k),

and

∑
γ

Sab(m,−n; γ)
γ

f

(
4π
√
mn

γ

)
=
∞∑
j=1

ρj(m, a)ρj(−n, b)
√
mn

cosh(πtj)
f̌(tj)

+
∑

c sing.

1
4π

∫ ∞
−∞

ϕc,t(m, a)ϕc,t(−n, b)
√
mn

cosh(πt) f̌(t) dt,

where γ runs over all positive real numbers for which Sab(m,n; γ) is non-empty,
and where the Bessel transforms are defined by

f̃(t) = 2πitκ

sinh(πt)

∫ ∞
0

(J2it(ξ)− (−1)κJ−2it(ξ))f(ξ) dξ
ξ
,

f̌(t) = 8i−κ cosh(πt)
∫ ∞

0
K2it(ξ)f(ξ) dξ

ξ
,

ḟ(k) = 4ik
∫ ∞

0
Jk−1(ξ)f(ξ) dξ

ξ
.

Proof. For a = b = ∞, the first formula was proven in [41], the second
formula in [3, Proposition 2]. The extension to our situation with general cusps is
straightforward. �

For a = b =∞, the sum of Kloosterman sums in the theorem above is just∑
γ

S∞∞(m,±n; γ)
γ

f

(
4π
√
mn

γ

)
=

∑
c≡0 (q)

Sχ(m,±n; c)
c

f

(
4π
√
mn

c

)
, (2.9)
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while in the case q = rs with (r, s) = 1 and q0 | r mentioned above, we have∑
γ

S∞ 1
s
(m,±n; γ)
γ

f

(
4π
√
mn

γ

)

= e

(
±ns
r

) ∑
c

(c,r)=1

χ(c)S(m,±nr; sc)√
rsc

f

(
4π
√
mn√
rsc

)
. (2.10)

To get some first estimates for the Bessel transforms appearing above, we refer
to [6, Lemma 2.1], where the case κ = 0 is covered. The proofs carry over to the
case κ = 1 with minimal changes.

Lemma 2.5. Let f : (0,∞)→ C be a smooth and compactly supported function
such that

supp f � X and f (ν)(ξ)� 1
Y ν

for ν ≥ 0,

for positive X and Y with X � Y . Then

f̃(it), f̌(it)� 1 + Y −2t

1 + Y
for 0 ≤ t < 1

4 , (2.11)

f̃(t)
(1 + t)κ , f̌(t), ḟ(t)� 1 + | log Y |

1 + Y
for t ≥ 0, (2.12)

f̃(t)
(1 + t)κ , f̌(t), ḟ(t)�

(
X

Y

)2( 1
t

5
2

+ X

t3

)
for t� max(X, 1). (2.13)

For certain oscillating functions, we can do better. Assume w : (0,∞) → C to
be a smooth and compactly supported function such that

suppw � X and w(ν)(ξ)� 1
Xν

for ν ≥ 0,

and define, for α > 0,
f(ξ) := e

(
ξ
α

2π

)
w(ξ).

Then the following two lemmas give bounds for the Bessel transforms of f depending
on the sizes of X and α.

Lemma 2.6. Assume that
X � 1 and αX � 1.

Then, for any ν, µ ≥ 0,

f̃(it), f̌(it)� X−2t
(
Xµ + 1

(αX)ν

)
for 0 < t ≤ 1

4 , (2.14)

f̃(t)
(1 + t)κ , f̌(t), ḟ(t)� αε

αX

(
αX

t

)ν
for t > 0. (2.15)

Proof. We will only look at the case κ = 0, since the proofs in the case κ = 1
can be done very similarly.

We begin with (2.14). Using the Taylor series of the Jν-Bessel function we can
write the Bessel transform f̃(it) as

f̃(it) = 2π
∞∑
m=0

(−1)m

4mm!

∫ ∞
0
e
(
ξ
α

2π

)
g(ξ, t,m)w(ξ)ξ2m−1 dξ, (2.16)

with

g(ξ, t,m) := − 1
sin(πt)

(
1

Γ(m+ 2t+ 1)

(
ξ

2

)2t
− 1

Γ(m− 2t+ 1)

(
ξ

2

)−2t
)
.
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For 0 < t < 1
2 , one can check that we have the bound

∂ν

∂ξν
g(ξ, t,m)� X−2t−ν

(m− 1)! .

By splitting the sum in (2.16) at m = µ
2 , and using partial integration for the finite

part while estimating trivially the rest, we get that

f̃(it)� X−2t
(
Xµ + 1

(αX)ν

)
.

The estimate for f̌(it) follows in exactly the same way by using the corresponding
Taylor series for K2it(ξ).

For the proof of (2.15), we follow [26, Lemma 3]. We begin with the following
identity (see [19, 8.411.11]),

J2it(η)− J−2it(η)
sinh(πt) = 2

πi

∫ ∞
−∞

cos(η cosh ζ) cos(2tζ) dζ, (2.17)

which gives

f̃(t) = 4
∫ ∞
−∞

∫
cos(η cosh ζ) cos(2tζ)f(η) dη

η
dζ =: −(I+ + I−),

with
I± :=

∫ ∞
−∞

∫
e

(
η

(
α± cosh ζ

2π

))
w(η)
η

cos(2tζ) dηdζ.

To bound I+ we use partial integration µ times on the integral over η and get

I+ � αε

(αX)µ .

The treatment of I− is a little trickier, since the factor

γ(ζ) := α− cosh ζ

occuring in the exponent may vanish, so that we have to treat the integral differently
depending on whether γ(ζ) is near 0 or not. Out of technical reasons, it is easier to
use smooth weight functions to split the integral. Set

Z1 := arcosh(α−A) and Z2 := arcosh(α+A), with A := 1
X
.

Let ui : R→ [0,∞), i = 1, 2, be suitable weight functions such that

u1(ξ) = 1 for |ξ| ≤ 1
2Z1 and suppu1 ⊆ [−Z1, Z1],

u2(ξ) = 1 for |ξ| ≥ 2Z2 and suppu2 ⊆ [−∞,−Z2] ∪ [Z2,∞],

and define
u3(ξ) := 1− u1(ξ)− u2(ξ).

Note that for all i = 1, 2, 3,

u
(ν)
i (ξ)� 1 for ν ≥ 0.

Then we have to consider the integrals

I−i :=
∫ ∫

ui(ζ)e
(
η
γ(ζ)
2π

)
w(η)
η

cos(2tζ) dηdζ, (2.18)

and using partial integration µ times over η we get

I−1 , I
−
2 �

A

α(XA)µ + αε

(αX)µ ,
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whereas bounding I−3 directly gives

I−3 �
A

α
.

This already proves (2.15) for ν = 0. The result for ν ≥ 1 can be shown the
same way by partially integrating ν times over ζ before estimating the integrals
absolutely.

The estimate for f̌(t) can be shown analogously by using the integral represen-
tation

K2it(η) = 1
cosh(πt)

∫ ∞
0

cos(η sinh ζ) cos(2tζ) dζ

(see [19, 8.432.4]). Finally, the proof for ḟ(k) also goes along the same lines – in
this case we use the identity

Jk(η) = 1
π

∫ π

0
cos(kζ − η sin ζ) dζ,

which can be found, for instance, in [19, 8.411.1]. �

Lemma 2.7. Assume that

X � 1 and |α− 1| � Xε

X
.

Then, for any ν ≥ 0,

f̃(it), f̌(it)� 1 for 0 < t ≤ 1
4 , (2.19)

f̃(t)
(1 + t)κ , ḟ(t)� Xε

X
1
2

(
X

1
2

t

)ν
for t > 0, (2.20)

f̌(t)� Xε

X

(
X

t

)ν
for t > 0. (2.21)

Proof. We will again only look at the case κ = 0, since the proofs in the
case κ = 1 can be done along the same lines.

The first bound (2.19) follows directly from (2.11). The proof of the other
bounds follows the same path as in Lemma 2.6, so we only want to point out some
differences. In the case of f̃(t), we again use the identity (2.17). For I+ we get here
the bound

I+ � 1
Xµ

.

It is again necessary to split I−, and in order to do so, we choose a suitable weight
function u1(ξ) which satisfies

u1(ξ) = 1 for |ξ| ≥ 2Z, u1(ξ) = 0 for |ξ| ≤ Z,

and
u

(ν)
1 (ξ)� 1

Zν
� 1
A
ν
2

for ν ≥ 0,

where
A := Xε

X
and Z := arcosh(2A+ α).

Set u2(ξ) := 1− u1(ξ). Then
I− =: I−1 + I−2

in the same way as in (2.18), and we get

I−1 �
A

1
2

(XA)µ + 1
Xµ
� Xε

X
1
2

and I−2 � A
1
2 � Xε

X
1
2
.
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This gives (2.20) for ν = 0. By partially integrating over ζ, we get the result for
higher ν. Finally, the results for f̌(t) and ḟ(k) can be deduced similarly by using
the appropriate integral representations for the occuring Bessel functions. �

5. The large sieve inequalities and estimates for Fourier coefficients

Another important tool are the large sieve inequalities for Fourier coefficients of
cusp forms and Eisenstein series, which were proven by Deshouillers and Iwaniec [13]
with respect to Hecke congruence subgroups. Their results can be extended to the
more general setting needed here, the details of which have luckily been worked out
by Drappeau [14].

Let a be singular cusp of Γ written in the form a = u
w with (u,w) = 1. For a

sequence an of complex numbers we set

Σ(1)
j,±(N) := (1 + |tj |)±

κ
2√

cosh(πtj)

∑
N<n≤2N

anρj(±n, a)
√
n,

Σ(2)
c,t,±(N) := (1 + |t|)±κ2√

cosh(πt)

∑
N<n≤2N

anϕc,t(±n, a)
√
n,

Σ(3)
j,k(N) :=

√
(k − 1)!

∑
N<n≤2N

anψj,k(n, a)
√
n.

Then the following bounds are known as the large sieve inequalities.

Theorem 2.8. Let T ≥ 1, N ≥ 1
2 , and a as above. Let an be a sequence of

complex numbers. Then∑
|tj |≤T

∣∣∣Σ(1)
j,±(N)

∣∣∣2 � (
T 2 + q0

1
2

(
w,

q

w

)N1+ε

q

) ∑
N<n≤2N

|an|2,

∑
c sing.

∫ T

−T

∣∣∣Σ(2)
c,t,±(N)

∣∣∣2 dt� (
T 2 + q0

1
2

(
w,

q

w

)N1+ε

q

) ∑
N<n≤2N

|an|2,

∑
k≤T, k≡κ (2)
1≤j≤θk(q,χ)

∣∣∣Σ(3)
k,j(N)

∣∣∣2 � (
T 2 + q0

1
2

(
w,

q

w

)N1+ε

q

) ∑
N<n≤2N

|an|2,

where the implied constants depend only on ε.

Proof. With the appropriate changes, these bounds can be deduced essen-
tially in the same way as it is done in [13, Section 5]. We refer to [14] for details. �

When there is no averaging over n, the following lemma gives useful bounds,
especially when q or T is large.

Lemma 2.9. Let T ≥ 1, n ≥ 1, and a as above. Then∑
|tj |≤T

(1 + |tj |)±κ

cosh(πtj)
|ρj(±n, a)|2n� T 2 + (qnT )ε(q, n) 1

2 q0
1
2

(
w,

q

w

)n 1
2

q
,

∑
c sing.

∫ T

−T

(1 + |t|)±κ

cosh(πt) |ϕc,t(±n, a)|2ndt� T 2 + (qnT )ε(q, n) 1
2 q0

1
2

(
w,

q

w

)n 1
2

q
,

∑
k≤T, k≡κ (2)
1≤j≤θk(q,χ)

(k − 1)!|ψj,k(n, a)|2n� T 2 + (qnT )ε(q, n) 1
2 q0

1
2

(
w,

q

w

)n 1
2

q
,

where the implied constants depend only on ε.
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Proof. For the full modular group and trivial nebentypus, a proof for the first
two bounds can be found for example in [37, Lemma 2.4]. Using an appropriate
formula as starting point (e.g. [16, Proposition 5.2]), the proof carries over easily
to our case. Except for the same kind of modifications, the proof of the last bound
is a simpler variant of [13, Proposition 4]. �

For n large, the following bounds are often better.

Lemma 2.10. Let T ≥ 1 and n ≥ 1. Then∑
|tj |≤T

(1 + |tj |)±κ

cosh(πtj)
|ρj(±n,∞)|2n� (qnT )εT 2n2θ, (2.22)

∑
c sing.

∫ T

−T

(1 + |t|)±κ

cosh(πt) |ϕc,t(±n,∞)|2ndt� (qnT )εT, (2.23)

∑
k≤T, k≡κ (2)
1≤j≤θk(q,χ)

(k − 1)!|ψj,k(n,∞)|2n� (qnT )εT 2, (2.24)

where the implied constants depend only on ε.

Proof. The bounds (2.22) and (2.24) can be proven along the lines of [34,
Proposition 2.3]. For (2.23) we refer to [7, Lemma 1]. �

Finally, in order to handle the exceptional eigenvalues, which occur in the
case κ = 0, the following result will turn out to be useful.

Lemma 2.11. Let X ≥ 1, n ≥ 1, and a as above. Assume that

X � X0 with X0 := q

(q, n) 1
2 q0

1
2
(
w, qw

)
n

1
2
.

Then∑
tj exc.

|ρj(±n, a)|2n
cosh(πtj)

X4itj � (qnX)ε
(
X

X0

)4θ
(

1 + (q, n) 1
2 q0

1
2

(
w,

q

w

)n 1
2

q

)
,

where the implied constants only depend on ε.

Proof. We have that∑
tj exc.

|ρj(±n, a)|2n
cosh(πtj)

X4itj �
(
X

X0

)4θ ∑
tj exc.

|ρj(±n, a)|2n
cosh(πtj)

(1 +X0)4itj .

Now we use the fact that, for Y ≥ 1,∑
tj exc.

|ρj(±n, a)|2n
cosh(πtj)

Y 4itj � 1 + (qnY )ε(q, n) 1
2 q0

1
2

(
w,

q

w

)n 1
2Y

q
,

which can be shown the same way as in [24, chapter 16.5], and the result follows. �





CHAPTER 3

Proof of Theorems 1.1, 1.2, 1.3 and 1.4

In this chapter we will look at the sums D±3 (x, h) and A±3 (x, h), and prove
Theorems 1.1, 1.2, 1.3 and 1.4. Since our method applies to D±3 (x, h) and A±3 (x, h)
in the same way, it will pose no further difficulty to treat both cases simultaneously.
With this in mind, we let α(n) be a placeholder for d(n) or a(n).

Let w : [1/2, 1] → R be a smooth and compactly supported function which
satisfies

w(ν)(ξ)� 1
Ων for ν ≥ 0, and

∫ ∣∣w(ν)(ξ)
∣∣dξ � 1

Ων−1 dξ for ν ≥ 1,

for some Ω ≤ 1. We will then look at the sum

Ψ :=
∑
n

w
(n
x

)
d3(n)α(n+ h), h ∈ Z \ {0},

and, assuming that h is of the size
h� Ω2x1−ε, (3.1)

we will prove the following asymptotic formula for Ψ.

Lemma 3.1. The sum Ψ can be written asymptotically as

Ψ = M +O
(
x

5
6 +ε
(
x
θ
3 + 1

Ω 1
2

)(
1 +

(
|h|
x

2
3

) 1
4
))

,

where M is the possible main term, which vanishes if α(n) = a(n) and otherwise
has the form

M = xP3,h,w(log x),
with a cubic polynomial P3,h,w.

Recall that θ was defined in (2.8). The choice Ω = 1 gives Theorems 1.2 and 1.4,
while the choice Ω = x−

1
9 , together with suitable weight functions, gives Theo-

rems 1.1 and 1.3.

1. A decomposition of the ternary divisor function

We need a smooth decomposition of the ternary divisor function, for which we
want to use a similar construction as the one used by Meurman [33] (which origi-
nally goes back to Heath-Brown). Let u0 : R→ [0,∞) be a smooth and compactly
supported function such that

u0(ξ) = 1 for |ξ| ≤ 1, and u0(ξ) = 0 for |ξ| ≥ 2,
and define

u1(ξ) := u0

(
ξ

x
1
3

)
, u2(ξ) := u0

(
ξ√
x
a

)
.

If abc ≤ x, then obviously
(u1(a)− 1)(u1(b)− 1)(u1(c)− 1) = 0 and (u2(b)− 1)(u2(c)− 1) = 0,

21
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and hence

d
(n
a

)
=
∑
bc=n

a

u2(b)(2− u2(c)),

as well as

d3(n) =
∑
abc=n

(u1(a)u1(b)u1(c)− 3u1(a)u1(b) + 3u1(a))

=
∑
abc=n

(u1(a)u1(b)u1(c)− 3u1(a)u1(b)) + 3
∑
a|n

u1(a)d
(n
a

)
=
∑
abc=n

h(a, b, c), (3.2)

where we have set

h(a, b, c) := u1(a)u1(b)u1(c)− 3u1(a)u1(b) + 3u1(a)u2(b)(2− u2(c)).

Note that this function is non-zero only when a, b� c.
Moreover, we will use a partition of unity on (0,∞) constructed as follows.

Let uX : (0,∞)→ R be smooth and compactly supported functions such that

suppuX ⊂
[
X

2 , 2X
]

and u
(ν)
X (ξ)� 1

Xν
for ν ≥ 0,

and such that ∑
X

uX(ξ) = 1 for ξ ∈ (0,∞),

where the last sum runs over powers of 2. Then we set

hABC(a, b, c) := h(a, b, c)uA(a)uB(b)uC(c)

and

ΨABC :=
∑
a,b,c

w

(
abc

x

)
hABC(a, b, c)α(abc+ h), (3.3)

so that

Ψ =
∑
A,B,C

ΨABC , (3.4)

where again A, B and C run over powers of 2.
In the following, we will evaluate ΨABC asymptotically and show that

ΨABC = MABC +O
(
x

5
6 +ε
(

1
Ω 1

2
+ x

θ
3

)(
1 + |h|

1
4

x
1
6

))
, (3.5)

where MABC vanishes if α(n) = a(n) and otherwise is given by

MABC :=
∑
a,b

1
ab

∫
λh,ab(ξ + h)w

(
ξ

x

)
hABC

(
a, b,

ξ

ab

)
dξ,

with λh,ab(ξ + h) defined as in (2.1). In view of (3.4), this proves Lemma 3.1 after
evaluating the possible main term, which we will do in Section 6.
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2. Use of the Voronoi summation formula

In (3.3) it will be sufficient to look at the sums running over the variables
b and c alone, since this is where the saving in the error term actually will come
from. We will do the evaluation of this sum in a slightly more general form than
actually needed here, since we will need these results in Chapter 5 again. With this
in mind, we define

Φv(a) :=
∑
b,c

w

(
abc

x

)
v(a, b, c)α(abc+ h), (3.6)

where v : R3 → R is a smooth and compactly supported function, such that

supp v � A×B × C,

and
∂ν1+ν2+ν3

∂aν1∂bν2∂cν3
v(a, b, c)� 1

Aν1Bν2Cν3
for ν1, ν2, ν3 ≥ 0.

In the coming sections, we will prove the following lemma, which gives an asymptotic
formula for Φv(a).

Lemma 3.2. Let A� x
1
2 and h� Ω2x1−ε. Then Φv(a) can be written asymp-

totically as
Φv(a) = Mv(a) +Rv(a),

where the main term Mv(a) vanishes if α(n) = a(n) and otherwise has the form

Mv(a) := 1
a

∑
b

1
b

∫
λh,ab(ξ + h)w

(
ξ

x

)
v

(
a, b,

ξ

ab

)
dξ, (3.7)

and where the error term Rv(a) is bounded by

Rv(a)� (a, h) 1
2x

1
2 +ε
(

1
Ω 1

2
+ xθ

A2θ

)(
1 + B

1
2

C
1
2

)(
1 + |h|

1
4

A
1
2

)
. (3.8)

Choosing v = hABC , and recalling that

A,B � C and A� x
1
3 ,

this result then immediately leads to (3.5).
In order to prove Lemma 3.2, we write the sum Φv(a) as

Φv(a) =
∑
b

∑
m≡h (ab)

α(m)w
(
m− h
x

)
v

(
a, b,

m− h
ab

)
=
∑
b

∑
m≡h (ab)

α(m)f(m; a, b),

where we have set

f(ξ; a, b) := w

(
ξ − h
x

)
v

(
a, b,

ξ − h
ab

)
.

Note that

supp f( • ; a, b) � x and ∂ν1+ν2

∂ξν1∂bν2
f(ξ; a, b)� 1

(xΩ)ν1Bν2
for ν1, ν2 ≥ 0.
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Here we use Theorem 2.1 in case α(n) = d(n),

Φv(a) = 1
a

∑
b

1
b

∫
λh,ab(ξ)f(ξ; a, b) dξ

− 2π
a

∑
b,c
c|ab

1
b

∞∑
m=1

d(m)S(h,m; c)
c

∫ ∞
0
Y0

(
4π
√
mξ

c

)
f(ξ; a, b) dξ

+ 4
a

∑
b,c
c|ab

1
b

∞∑
m=1

d(m)S(h,−m; c)
c

∫ ∞
0
K0

(
4π
√
mξ

c

)
f(ξ; a, b) dξ,

and Theorem 2.2 in case α(n) = a(n),

Φv(a) = (−1)κ2 2π
a

∑
b,c
c|ab

1
b

∞∑
m=1

a(m)S(h,m; c)
c

∫ ∞
0
Jκ−1

(
4π
√
mξ

c

)
f(ξ; a, b) dξ.

The possible main term of Φv(a) is given by

Mv(a) := 1
a

∑
b

1
b

∫
λh,ab(ξ)f(ξ; a, b) dξ,

which is identical to (3.7). It remains to evaluate the remaining terms and show
that they satisfy the bound (3.8).

We restate the outer sum as follows,∑
b,c
c|ab

(. . .) =
∑
b,c,d
ab=cd

(. . .) =
∑
d

∑
a

(a,d) |c

(. . .), (3.9)

and set

F±(c,m) := 1
c

∫ ∞
0
B±
(

4π
√
mξ

c

)
f

(
ξ; a, cd

a

)
dξ,

with
B+(ξ) = Y0(ξ), B−(ξ) = K0(ξ), if α(n) = d(n),
B+(ξ) = Jκ−1(ξ), B−(ξ) = 0, if α(n) = a(n),

(3.10)

so that the sums we have to deal with can be written in the form

R±ABC :=
∑
d

1
d

∑
m

α(m)
∑
a

(a,d) |c

S(h,±m; c)
c

F±(c,m).

Note that we have now c � AB
d .

The function F±(c,m) can be bounded by

F±(c,m)� x1+ε d

AB
,

however, when m� c2

x , we can use (2.4) to get the better bounds

F+(c,m)� 1
x
ν
2−

3
4 Ων−1

cν−
1
2

m
ν
2 + 1

4
and F−(c,m)� 1

x
ν
2−

3
4

cν−
1
2

m
ν
2 + 1

4
.

We set

M−0 := xε

x

(
AB

d

)2
and M+

0 := xε

xΩ2

(
AB

d

)2
,
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and a standard exercise then shows that we can cut the sum over m in R±ABC
at M±0 , so that it is sufficient to look at the sums

R±ABC(M) :=
∑

M<m≤2M
α(m)

∑
a

(a,d) |c

S(h,±m; c)
c

F±(c,m), (3.11)

where we have divided the range of summation overm into dyadic intervals [M, 2M ]
with M = M±0

2k , where k runs over positive integers.

3. Auxiliary estimates

We want to treat the inner sum in (3.11) with the Kuznetsov formula in the
form (2.9) with q = a

(a,d) and trivial nebentypus χ0. To bring the functions F±(c,m)
into the right shape, we define

F̃±(c,m) := h(m) c

4π
√
|h|m

∫ ∞
0
B±

(
c

√
ξ

|h|

)
f

(
ξ; a, 4π

√
|h|m
c

d

a

)
dξ,

where h(m) is a smooth and compactly supported bump function, such that

supph �M and h(ν)(m)� 1
Mν

for ν ≥ 0,

and
h(m) ≡ 1 for m ∈ [M, 2M ].

Then we have

F±(c,m) = F̃±

(
4π
√
|h|m
c

,m

)
for m ∈ [M, 2M ].

In order to seperate the variable m we use Fourier inversion. First define

G0(λ) := x1+ε d

AB
min

(
M,

1
λ
,

1
Mλ2

)
,

which is just a normalization factor. We have

F̃±(c,m) =
∫
G0(λ)G±λ (c)e(λm) dλ, G±λ (c) := 1

G0(λ)

∫
F̃±(c,m)e(−λm) dm,

so that

R±ABC(M) =
∫
G0(λ)

∑
M<m≤2M

α(m)e(λm)
∑
a

(a,d) |c

S(h,±m; c)
c

G±λ

(
4π
√
|h|m
c

)
dλ.

Before going on, we need some good estimates for the Bessel transforms occuring
in the Kuznetsov formula. For convenience set

W :=
√
|h|M d

AB
and Z :=

√
xM

d

AB
,

and note that W � 1, which follows from the assumption in (3.1).

Lemma 3.3. If M �M−0 , we have

G̃±λ (it), Ǧ±λ (it)�W−2t for 0 ≤ t < 1
4 , (3.12)

G̃±λ (t), Ǧ±λ (t), Ġ±λ (t)� xε

1 + t
5
2

for t ≥ 0. (3.13)



26 3. PROOF OF THEOREMS 1.1, 1.2, 1.3 AND 1.4

If M−0 �M �M+
0 , we have, for any ν ≥ 0,

G̃±λ (it), Ǧ±λ (it)� x−ν for 0 ≤ t < 1
4 , (3.14)

G̃±λ (t), Ǧ±λ (t), Ġ±λ (t)� xε

Z
5
2

(
Z

t

)ν
for t ≥ 0. (3.15)

Proof. Since all occurring integrals can be interchanged, we can look directly
at the Bessel transforms of F̃±(c,m) and its first two partial derivatives in m.
We will confine ourselves with the treatment of F̃±(c,m), since the corresponding
estimates for the derivatives can be shown the same way.

First we want to use Lemma 2.5 to prove the first two bounds. Again we can
look directly at the function inside the integral over ξ, given by

H1(c) := cB±

(
c

√
ξ

|h|

)
f

(
ξ; a, 4π

√
|h|m
c

d

a

)
,

for which we have the bounds

suppH1 �W and H
(ν)
1 (c)� xεW

(
xε

W

)ν
for ν ≥ 0.

Hence, by the mentioned lemma,

H̃1(it), Ȟ1(it)�W 1−2t for 0 ≤ t < 1
4 ,

H̃1(t), Ȟ1(t), Ḣ1(t)� xεW

1 + t
5
2

for t ≥ 0,

from which we get (3.12) and (3.13).
When M � M−0 , oscillation effects come into play. By using Lemma 2.3 and

partially integrating once over ξ, we get

F̃+(c,m) = − h(m)
πi
√
|h|m

Re
(∫ ∞

0
e

(
c

2π

√
ξ

|h|

)
w̃(c) dξ

)
,

with

w̃(c) := ∂

∂ξ

(√
ξ|h|vY

(
c

π

√
ξ

|h|

)
f

(
ξ; a, 4π

d
√
|h|m
ac

))
.

Note that supp w̃ �W , and that we have the bounds

w̃(ν)(ξ)� W 1−ν

Z
3
2
C(ξ) for ν ≥ 0, with C(ξ) := 1 +

∣∣∣∣w′(ξ − hx
)∣∣∣∣.

It is now enough to look at

H2(c) := e

(
c

2π

√
ξ

|h|

)
w̃(c).

We use Lemma 2.6 with α =
√

ξ
|h| and X = W , which is possible since

W � xε

Ω

√
|h|
x
� 1

xε
and αW � Z � xε,

and so we get

H̃2(it), Ȟ2(it)� x−ν for 0 ≤ t < 1
4 ,

H̃2(t), Ȟ2(t), Ḣ2(t)� xεC(ξ) W
Z

5
2

(
Z

t

)ν
for t ≥ 0,

which then give (3.14) and (3.15). �
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4. Use of the Kuznetsov formula

Now we are ready to apply the Kuznetsov formula. We will only look at the
sum R+

ABC(M), and we will assume that h ≥ 1, since all other cases can be treated
in very similar ways. As indicated, we use the Kuznetsov formula in the form (2.9)
on the inner sum,∑

a
(a,d) |c

S(h,m; c)
c

G+
λ

(
4π
√
hm

c

)
=
∞∑
j=1

ρj(h,∞)ρj(m,∞)
√
hm

cosh(πtj)
G̃+
λ (tj)

+
∑
c

1
4π

∫ ∞
−∞

ϕc,t(h,∞)ϕc,t(m,∞)
√
hm

cosh(πtj)
G̃+
λ (t) dt

+
∑

k≡0 (2)
1≤j≤θk

(
a

(a,d) ,χ0
)(k − 1)!ψj,k(h,∞)ψj,k(m,∞)

√
hmĠ+

λ (k − 1),

so that we can then write R+
ABC(M) as

R+
ABC(M) =

∫
G0(λ)(Ξexc.(M) + Ξ1(M) + Ξ2(M) + Ξ3(M)) dλ,

where

Ξexc.(M) :=
∑
tj exc.

G̃+
λ (tj)

(
ρj(h,∞)

√
h√

cosh(πtj)

)
Σ(exc.)
j (M),

Ξ1(M) :=
∑
tj≥0

G̃+
λ (tj)

(
ρj(h,∞)

√
h√

cosh(πtj)

)
Σ(1)
j (M),

Ξ2(M) :=
∑
c

1
4π

∫ ∞
−∞

G̃+
λ (t)

(
ϕc,t(h,∞)

√
h√

cosh(πt)

)
Σ(2)

c,t (M) dt,

Ξ3(M) :=
∑

k≡0 (2)
1≤j≤θk

(
a

(a,d) ,χ0
) G̃

+
λ (k − 1)

(√
(k − 1)!ψj,k(h,∞)

√
h
)

Σ(3)
j,k(M),

and

Σ(exc.)
j (M) := 1√

cosh(πtj)

∑
M<m≤2M

α(m)e(λm)ρj(m,∞)
√
m,

Σ(1)
j (M) := 1√

cosh(πtj)

∑
M<m≤2M

α(m)e(λm)ρj(m,∞)
√
m,

Σ(2)
c,t (M) := 1√

cosh(πtj)

∑
M<m≤2M

α(m)e(λm)ϕc,t(m,∞)
√
m,

Σ(3)
j,k(M) :=

√
(k − 1)!

∑
M<m≤2M

α(m)e(λm)ψj,k(m,∞)
√
m.

The sum Ξexc.(M) needs a special treatment, which we will do in the following
section. First, we want to look at the other sums, and here we will restrict ourselves
to Ξ1(M), since the treatment of Ξ2(M) and Ξ3(M) can be done along the same
lines.

First assume M �M−0 . We divide Ξ1(M) into two parts:

Ξ1(M) =
∑
tj≤1

(. . .) +
∑
1<tj

(. . .) =: Ξ1a(M) + Ξ1b(M).
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For Ξ1a(M) we get using (3.13), Cauchy-Schwarz, Theorem 2.8 and Lemma 2.9,

Ξ1a(M)� max
0≤tj≤1

∣∣G̃+
λ (tj)

∣∣ ∑
tj≤1

|ρj(h,∞)|
√
h√

cosh(πtj)

∣∣∣Σ(1)
j (M)

∣∣∣
� xε

(
1 + (a, h) 1

2 (a, d)h 1
2

a

) 1
2(

1 + (a, d)M
a

) 1
2

M
1
2

� (a, h) 1
4 (a, d) 1

2

d

xεAB

x
1
2

(
1 + B

1
2

C
1
2

)(
1 + h

1
4

A
1
2

)
,

so that ∫
G0(λ)Ξ1a(M) dλ� (a, h) 1

4 (a, d) 1
2x

1
2 +ε

(
1 + B

1
2

C
1
2

)(
1 + h

1
4

A
1
2

)
.

We split up the remainig sums into dyadic segments

Ξ1(M,T ) :=
∑

T<tj≤2T
G̃+
λ (tj)

ρj(h,∞)
√
h√

cosh(πtj)
Σ(1)
j (M),

and in the same way as above, we get

Ξ1(M,T )� (a, h) 1
4 (a, d) 1

2

d

xεAB

x
1
2T

1
2

(
1 + B

1
2

C
1
2T

)(
1 + h

1
4

A
1
2T

)
,

which then gives∫
G0(λ)Ξ1b(M) dλ� (a, h) 1

4 (a, d) 1
2x

1
2 +ε

(
1 + B

1
2

C
1
2

)(
1 + h

1
4

A
1
2

)
.

The case M �M−0 is handled the same way: We again divide Ξ1(M) into two
parts

Ξ1(M) =
∑
tj≤Z

(. . .) +
∑
Z<tj

(. . .),

and this time we have to use the bound (3.15), which eventually leads to∫
G0(λ)Ξ1(M) dλ� (a, h) 1

4 (a, d) 1
2
x

1
2 +ε

Ω 1
2

(
1 + B

1
2

C
1
2

)(
1 + h

1
4

A
1
2

)
.

The same bounds can be proven very similarly for Ξ2(M) and Ξ3(M), so that
we end up with

R+
ABC(M) =

∫
G0(λ)Ξexc.(M) dλ

+O
(

(a, h) 1
4 (a, d) 1

2
x

1
2 +ε

Ω 1
2

(
1 + B

1
2

C
1
2

)(
1 + h

1
4

A
1
2

))
. (3.16)

5. Treatment of the exceptional eigenvalues

For M � M−0 , the exceptional eigenvalues pose no problem at all, since the
Bessel transforms G̃+

λ (tj) are very small, as can be seen from (3.14). Hence, in (3.16),
the contribution of Ξexc.(M) certainly does not lead to a larger error term.

For M �M−0 , this is a totally different story. If we would bound Ξexc.(M) the
same way as in the section above using (3.12), we would end up with∫

G0(λ)Ξexc.(M) dλ� (a, h) 1
4 (a, d) 1

2
x

1
2 +θ+ε

hθ

(
1 + B

1
2

C
1
2

)(
1 + h

1
4

A
1
2

)
. (3.17)
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With the currently best value for θ, this would weaken our result considerably.
However, we can reduce the effect of the exceptional eigenvalues by exploiting the
fact that these eigenvalues appear infrequently. Cauchy-Schwarz and (3.12) give

Ξexc.(M)�

 ∑
tj exc.

W−4itj |ρj(h,∞)|2h

 1
2
 ∑
tj exc.

∣∣Σexc.
j (M)

∣∣2 1
2

.

The second factor can be treated with the large sieve inequalities. Because of

W−1 � x
1
2

h
1
2
� a

(a, d)h 1
2
,

we can use Lemma 2.11 to bound the first factor. So,

Ξexc.(M)� (a, h) 1
2

(a, d)
d

xεA1−2θB

x
1
2−θ

(
1 + B

1
2

C
1
2

)(
1 + h

1
4

A
1
2

)
,

and hence∫
G0(λ)Ξexc.(M) dλ� (a, h) 1

2 (a, d)x
1
2 +θ+ε

A2θ

(
1 + B

1
2

C
1
2

)(
1 + h

1
4

A
1
2

)
,

which is a substantial improvement to (3.17).
Eventually we get

R±ABC(M)� (a, h) 1
2 (a, d)x 1

2 +ε
(

1
Ω 1

2
+ xθ

A2θ

)(
1 + B

1
2

C
1
2

)(
1 + h

1
4

A
1
2

)
,

which as a consequence gives (3.8). This completes the proof of Lemma 3.2.

6. The main term

Here we will evaluate the main term of Ψ, which appears only when α(n) = d(n),
and arises in this case after summing over all the main terms MABC . It is given by

M0 :=
∑
a,b

1
ab

∫
λh,ab(ξ + h)w

(
ξ

x

)
h

(
a, b,

ξ

ab

)
dξ

= x

∫
w(ξ)

∑
a,b

λh,ab(xξ)
ab

h

(
a, b,

xξ

ab

)
dξ +O(xεh),

so that effectively we only need to look at

Ma(ξ) :=
∑
a,b

λh,ab(xξ)
ab

Ha(a, b; ξ),

where

Ha(a, b; ξ) := h

(
a, b,

xξ

ab

)
.

Using Mellin inversion this sum can be written as

Ma(ξ) = 1
2πi

∑
a

1
a

∫
(σ)
Ĥa(a, s; ξ)

∞∑
b=1

λh,ab(xξ)
b1+s ds, σ > 0,

where the Mellin transform of Ha(a, b; ξ) is given by

Ĥa(a, s; ξ) :=
∫ ∞

0
Ha(a, b; ξ)bs−1 db, Re(s) > 0.
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A routine calculation then shows that, for Re(s) > 0,
∞∑
b=1

λh,ab(xξ)
b1+s = ζ(1 + s)

∞∑
d=1

cd(h)(log(xξ) + 2γ − 2 log d)(a, d)1+s

d2+s ,

so that it is sufficient to look at

Mb(ξ, d) := 1
2πi

∑
a

(a, d)
a

∫
(σ)
Ĥa(a, s; ξ)ζ(1 + s) (a, d)s

ds
ds. (3.18)

Here we want to use the residue theorem. Ĥa(a, s; ξ) can be continued mero-
morphically to the whole complex plane with a simple pole at s = 0, and its Laurent
series is given by

Ĥa(a, s; ξ) = 3v1(a)1
s

+ 3v1(a)
(

log xξ
a

+ C(a)
)

+O(s),

where
C(a) :=

∫ ∞
0
v′1(b) log b db+ 1

3

∫ ∞
0
v′1(b)v1

(
xξ

ab

)
log xξ

ab2
db.

We also have that
Ĥa(a, s; ξ)� 1

|s||s+ 1|x
1
3 Re(s).

Now we shift the line of integration in (3.18) to Re(s) = −1 + ε, and the residue
theorem gives

Mb(ξ, d) = 3Mc(d) + 3Md(ξ, d) +O
(
d1−ε

x
1
3−ε

)
,

where

Mc(d) :=
∑
a

(a, d)
a

log (a, d)
a

Hc(a), Md(ξ, d) :=
∑
a

(a, d)
a

Hd(a, ξ),

and

Hc(a) := v1(a), Hd(a; ξ) := v1(a)
(

log xξ
d

+ γ + C1(a)
)
.

The evaluation of these two sums can be done the same way as above using
Mellin inversion and the residue theorem. The appearing Dirichlet series can be
continued meromorphically via∑

a

(a, d)
a1+s log (a, d)

a
=
∑
r|d

µ(r)
r
σs

(
d

r

)
(ζ ′(1 + s)− ζ(1 + s) log r)

ds
,

∑
a

(a, d)
a1+s = ζ(1 + s)

ds

∑
r|d

µ(r)
r
σs

(
d

r

)
,

which are identites for Re(s) > 0. The Mellin transforms Ĥc(s) and Ĥd(s; ξ) too
have a meromorphic continuation to the whole complex plane, both with a simple
pole at s = 0, and with Laurent series of the form

Ĥc(s) = 1
s

+ P1c(log x) + sP2c(log x) +O
(
s2),

Ĥd(s) = 1
s
P1d(log x, log ξ) + P2d(log x, log ξ) +O(s),

where P1c and P1d are linear polynomials, and P2c and P2d quadratic ones (which
may depend on d and v1). We also have the bounds

Ĥc(s), Ĥd(s; ξ)� 1
|s||s+ 1|x

1
3 Re(s)+ε.
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Applying the residue theorem the same way as before, we get

Mb(ξ, d) = P2,d(log x, log ξ) +O
(
d1−ε

x
1
3−ε

)
,

where P2,d is a quadratic polynomial depending only on d, which as a consequence
shows that the main term is of the form as stated in Lemma 3.1.





CHAPTER 4

Proof of Theorems 1.5 and 1.6

In this chapter we will look at D3(N) and A3(N), and prove Theorems 1.5
and 1.6. As before, we can consider both sums simultaneously, so that we will stick
to the convention that α(n) is a placeholder for d(n) or a(n).

1. Construction of a smooth partition of unity

We first construct a smooth decomposition of the unit interval in a form suiting
our needs. There exist functions wj : R → [0,∞), j ≥ 1, which are smooth and
compactly supported and which satisfy

suppwj ⊂
[

1
2j+2 ,

1
2j

]
and w

(ν)
j (ξ)� 2(j+1)ν for ν ≥ 0,

and
∞∑
j=1

wj(ξ) = 1 for ξ ∈ (0, 1/4].

For j ≥ 1 we then define

w−j(ξ) := wj(1− ξ) and w0(ξ) := 1− w1(ξ)− w−1(ξ),

so that by construction ∑
j∈Z

wj(ξ) = 1 for ξ ∈ (0, 1).

We can write our sum now as
N−1∑
n=1

d3(n)α(N − n) =
∑
j∈Z

∑
n

wj

(
n

N − 1

)
d3(n)α(N − n),

hence it is enough to look at

Ψj :=
∑
n

wj

(
n

N − 1

)
d3(n)α(N − n). (4.1)

The evaluation of these sums follows the same path as in Chapter 3, and we will
therefore use in large parts the same notation and omit many details.

For the sake of easier notation, we will leave out the j-subscript from now on,
so that, for example, w(ξ) := wj(ξ). Note that the variable n in (4.1) is supported
in

n ∈
[x

2 , 2x
]

for j ≥ 0, and n ∈
[
N − 1− 2x,N − 1− x

2

]
for j < 0,

where
x := N − 1

2|j|+1 .

A first trivial bound for Ψ := Ψj is now given by

Ψ� Nεx.

33
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The decomposition we use for d3(n) is the same as in (3.2), but with a different
normalization, namely

u1(ξ) := u0

(
ξ

(N − 1) 1
3

)
and u2(ξ) := u0

 ξ√
N−1
a

,
and as in Chapter 3, we then need to evaluate the sums

ΨABC :=
∑
a,b,c

w

(
abc

N − 1

)
hABC(a, b, c)α(N − abc).

Our result will be the following asymptotic formula.

Lemma 4.1. We have

ΨABC = MABC +O
(
N

11
12 + N

4
3 +ε

x
1
2

)
,

where MABC vanishes if α(n) = a(n), and otherwise is given by

MABC :=
∑
a,b

1
ab

∫
λN,ab(ξ)hABC

(
a, b,

N − ξ
ab

)
w

(
N − ξ
N − 1

)
dξ,

with λN,ab(ξ) defined as in (2.1).

We use Lemma 4.1 when x � N
8
9 , and otherwise just bound trivially. Af-

ter evaluating the possible main term, which we will do in Section 4, this proves
Theorems 1.5 and 1.6.

2. Use of the Voronoi summation formula

The saving in the error term comes again primarily from averaging over the
variables b and c, and it is hence sufficient to look at

ΦABC(a) :=
∑
b,c

w

(
abc

N − 1

)
hABC(a, b, c)α(N − abc)

=
∑
b

∑
m≡N(ab)

α(m)f(m; a, b),

where
f(ξ; a, b) := hABC

(
a, b,

N − ξ
ab

)
w

(
N − ξ
N − 1

)
.

Note that
supp f(•; a, b) ⊂

[
N − 1− 2x,N − 1− x

2

]
for j ≥ 0,

and

supp f(•; a, b) ⊂
[x

2 , 2x
]

for j < 0,

and that the derivatives of f(ξ; a, b) are bounded by
∂ν

∂ξν
f(ξ; a, b)� 1

xν
for ν ≥ 0.

Furthermore, we have that
ABC � x for j ≥ 0, and ABC � N for j < 0.

After using the Voronoi formula, we get as a possible main term for ΦABC(a),

MABC(a) := 1
a

∑
b

1
b

∫
λN,ab(ξ)f(ξ; a, b) dξ,
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and as error terms we have to deal with

RABC(a) := 1
a

∑
b,c
c|ab

1
b

∞∑
m=1

α(m)S(N,±m; c)
c

∫
B±
(

4π
√
mξ

c

)
f(ξ; a, b) dξ,

where B±(ξ) are defined as in (3.10). We rearrange the variables in the same way
as in (3.9), so that

RABC(a) =
∑
d

1
d

∞∑
m=1

α(m)
∑
a

(a,d) |c

S(N,±m; c)
c

F±(c,m),

where F±(c,m) is defined as

F±(c,m) := 1
c

∫
B±
(

4π
√
mξ

c

)
f

(
ξ; a, cd

a

)
dξ.

It is not hard to see that we can cut the sum over m in RABC(a) at M±0 , where

M+
0 := N1+ε

x2

(
AB

d

)2
, M−0 := Nε

N

(
AB

d

)2
for j ≥ 0,

and

M+
0 := M−0 := Nε

x

(
AB

d

)2
for j < 0,

so that we eventually have to look at

R±ABC(M) :=
∑

M<m≤2M
α(m)

∑
a

(a,d) |c

S(N,±m; c)
c

F±(c,m).

3. Use of the Kuznetsov formula

We bring again everything into the right shape for the use of the Kuznetsov
formula by setting

F̃±(c,m) := F±

(
4π
√
Nm

c
,m

)
,

and using Poisson inversion to separate the variable m, so that

R±ABC(M) =
∫
G0(λ)

∑
M<m≤2M

α(m)e(λm)
∑
ar|c

S(N,±m; c)
c

G±λ

(
4π
√
Nm

c

)
dλ,

where

G±λ (c) := 1
G0(λ)

∫
F̃±(c,m)e(−λm) dm

with

G0(λ) := Nεx
d

AB
min

(
M,

1
λ
,

1
Mλ2

)
.

We also set
W :=

√
NM

d

AB
.

When bounding the Bessel transforms of G±λ (c), we have to distinguish between
the cases j ≥ 0 and j < 0.
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3.1. The case j ≥ 0. In this case, we have the following bounds if M �M−0 ,

Ĝ±λ (it), Ǧ±λ (it)� NεW−2t for 0 ≤ t < 1
4 ,

Ĝ±λ (t), Ǧ±λ (t), G̃±λ (t)� Nε

1 + t
5
2

for t ≥ 0,

and if M−0 �M �M+
0 , we have, for any ν ≥ 0,

Ĝ±λ (it), Ǧ±λ (it)� Nε

W
for 0 ≤ t < 1

4 ,

Ĝ±λ (t), G̃±λ (t)� Nε

W

(
W

1
2

t

)ν
for t ≥ 0,

Ǧ±λ (t)� Nε

W
3
2

(
W

t

)ν
for t ≥ 0.

All these bounds can be derived the same way as in Lemma 3.3. There are two
slight differences, though: Applying partial integration once over ξ is useless here,
and instead of Lemma 2.6 we need to use Lemma 2.7.

Now applying the Kuznetsov formula and the large sieve inequalities, we get
the bounds

R+
ABC(M)� (a,N) 1

4 (a, d) 1
2
N

3
4 +ε

A
1
2
, (4.2)

R−ABC(M)� (a,N) 1
4 (a, d) 1

2
N

3
4 +ε

A
1
2

(
1 + A

1
2N

1
4

x
1
2

)
. (4.3)

In contrast to Chapter 3, the exceptional eigenvalues cause no problems at all.

3.2. The case j < 0. Here the following bounds hold if M � Nε

N

(
AB
d

)2,
Ĝ±λ (it), Ǧ±λ (it)� NεW−2t for 0 ≤ t < 1

4 ,

Ĝ±λ (t), Ǧ±λ (t), G̃±λ (t)� Nε

1 + t
5
2

for t ≥ 0,

and if N
ε

N

(
AB
d

)2 �M �M±0 , we have that

Ĝ±λ (it), Ǧ±λ (it)� Nε

W
for 0 ≤ t < 1

4 ,

Ĝ±λ (t), Ǧ±λ (t), G̃±λ (t)� Nε

W
for t ≥ 0,

Ĝ±λ (t), Ǧ±λ (t), G̃±λ (t)� Nε

t
5
2

(
1 + W

t
1
2

)
for t�W.

The use of the Kuznetsov formula this time gives

R±ABC(M)� (a,N) 1
4 (a, d) 1

2
N

3
4 +ε

A
1
2
.

As before, the exceptional eigenvalues do not lead to any difficulties.
This bound, together with the other bounds (4.2) and (4.3), then leads to

ΦABC(a) = MABC(a) +O
(

(a,N) 1
4 (a, d) 1

2
N

3
4 +ε

A
1
2

(
1 + A

1
2N

1
4

x
1
2

))
,

and together with the fact that

A� B � C and A� N
1
3 ,

we get Lemma 4.1.
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4. The main term

To finish the proof of Theorem 1.5, we have to evaluate the main term, which
occurs in case α(n) = d(n) and is then given by

M0 :=
∑
a,b

1
ab

∫ N−1

1
λN,ab(ξ)h

(
a, b,

N − ξ
ab

)
dξ

= N

∫ 1

0

∑
a,b

λN,ab(N(1− ξ))
ab

h

(
a, b,

(N − 1)ξ
ab

)
dξ +O(Nε).

This, too, can be done in the same way as in Chapter 3, so we will just state a few
intermediate results. It is enough to look at

Ma(ξ) :=
∑
a,b

λN,ab(N(1− ξ))
ab

h

(
a, b,

(N − 1)ξ
ab

)
dξ,

and this sum can be evaluated by using Mellin inversion and the residue theorem,
so that we get

Ma(ξ) = 3
∞∑
d=1

cd(N)(log(N(1− ξ)) + 2γ − 2 log d)
d2 (Mc(d) +Md(ξ, d))

+O
(

1
N

1
3−εξ1−ε

)
,

with

Mc(d) :=
∑
a

(a, d)
a

log
(

(a, d)
a

)
v1(a),

Md(ξ, d) :=
∑
a

(a, d)
a

v1(a)
(

log
(
Nξ

d

)
+ γ + C(a)

)
,

and

C(a) :=
∫ ∞

0
v′1(b) log b db+ 1

3

∫ ∞
0
v′1(b)v1

(
(N − 1)ξ

ab

)
log
(

(N − 1)ξ
ab2

)
db.

The evaluation of Mc(d) and Md(ξ, d) follows the usual pattern, and as result
we get

Mc(d) +Md(ξ, d) =
∑
r|d

µ(r)
r

∑
m| dr

P2,ξ(logN, log d, log r, logm) +O
(

d1−ε

N
1
3−εξ1−ε

)
,

where P2,ξ is a quadratic polynomial depending on ξ. From this, we see that the
main term of D3(N) has the form

M := N

∞∑
d=1

cd(N)
d2

∑
r|d

µ(r)
r

∑
m| dr

P3(logN, log d, log r, logm) +O
(
N

2
3 +ε
)
,

with a cubic polynomial P3.
We want to reshape this result a little bit. Set

G(α, β, γ, δ) := Nα
∞∑
d=1

cd(N)
d2−β

∑
r|d

µ(r)
r1−γ σδ

(
d

r

)
,

so that the main term can be stated in terms of the partial derivatives of G up
to third order evaluated at (0, 0, 0, 0). A lengthy but elementary calculation shows
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that

G(α, β, γ, δ) = Nα
∑
d|N

∑
c|d
b|c

µ

(
d

c

)
c1−γ+δ

d2−γ−βbδ

∑
(r,d)=1

∑
(s,br)=1
(d,rs)=1

µ2(r)µ(s)µ(d)
r3−γ−δs2−β−δd2−β

= C(β, γ, δ)Nα
∑
d|N

χ1(d)
d1−β

∑
c|d

χ2

(
d

c

)
χ3(c),

with
C(β, γ, δ) := 1

ζ(2− δ)
∏
p

(
1− p1−γ+δ − 1

p1−γ(p2−β − 1)

)
,

and χ1, χ2, and χ3 as defined in (1.3). This finally proves Theorem 1.5.



CHAPTER 5

Proof of Theorems 1.7 and 1.8

In this chapter we will look at the sums D±k (x, h) with k ≥ 4, and prove
Theorems 1.7 and 1.8.

Let w : [1/2, 1]→ [0,∞) be a smooth and compactly supported function satis-
fying

w(ν)(ξ)� 1
Ων for ν ≥ 0, and

∫ ∣∣w(ν)(ξ)
∣∣dξ � 1

Ων−1 for ν ≥ 1,

for some Ω ≤ 1. We will look at the sum

Ψ :=
∑
n

w
(n
x

)
dk(n)d(n+ h), h ∈ Z \ {0},

and, assuming that h is of the size
h� Ω2x1−ε,

we will prove the following lemma, which gives an asymptotic formula for Ψ.

Lemma 5.1. We have the asymptotic formula
Ψ = M +R,

where the main term M is given by

M :=
∫
w

(
ξ

x

)
Pk,h(log x, log ξ, log(ξ + h)) dξ,

with a polynomial Pk,h of degree k, and where we have the following estimate for
the error term R,

R� x1− 1
3k−2 +ε

Ω
1
4 + 1

4(3k−2)
+ x

37
38 +ε

(
1

Ω 1
2

+ x
θ

19

)(
1 +

(
|h|
x

15
19

) 1
16
)
. (5.1)

Remember that the constant θ, which appears in the estimate for R, was defined
in (2.8).

Theorem 1.8 follows directly from Lemma 5.1 with the choice Ω = 1. Moreover,
with the choice Ω = x−

1
57 we get

R� x
229
228−

227
228(3k−2) +ε + x

56
57 +ε

(
1 +

(
|h|
x

15
19

) 1
16
)
,

while the choice Ω = x−
4

15k−9 leads to

R� x1− 4
15k−9 +ε + x

37
38 +ε

(
x

2
15k−9 + x

θ
19

)(
1 +

(
|h|
x

15
19

) 1
16
)
.

We use the former bound for k ≤ 15 and the latter bound for k ≥ 16, so that

R� x1− 4
15k−9 +ε + x

56
57 +ε

(
1 +

(
|h|
x

15
19

) 1
16
)
.

After choosing appropriate weight functions, this proves Theorem 1.7.

39
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1. Opening the divisor function dk(n)

In order to prove Lemma 5.1, we will open dk(n) and then dyadically split
the supports of the appearing variables. This will be carried out rigorously in the
following section – for the moment, just assume that we have a sum of the form

Ψv1,...,vk :=
∑

a1,...,ak

w
(a1 · · · ak

x

)
v1(a1) · · · vk(ak)d(a1 · · · ak + h), (5.2)

where v1, . . . , vk are smooth and compactly supported functions satisfying

supp vi � Ai and v
(ν)
i (ξ)� 1

Ai
ν for ν ≥ 0.

Our main results are three asymptotic estimates for Ψv1,...,vk , which we state to-
gether in the following lemma.

Lemma 5.2. We have the asymptotic formula

Ψv1,...,vk = Mv1 +Rv1 ,

where Mv1 is the main term given by

Mv1 :=
∫
w

(
ξ

x

) ∑
a2,...,ak
d|a2···ak

v2(a2) · · · vk(ak)
a2 · · · ak

v1

(
ξ

a2 · · · ak

)
λh,d(ξ + h) dξ, (5.3)

with λh,d(ξ+h) defined as in (2.1), and where we have the following bounds for the
error term Rv1 ,

Rv1 �
x

3
2 +ε

A1
3
2 Ω 1

2
, (5.4)

Rv1 �
x

3
2 +ε

A1A2

(
1

Ω 1
2

+ (A1A2)2θ

xθ

)(
1 + A2

1
2

A1
1
2

)(
1 + |h| 14 A1

1
2A2

1
2

x
1
2

)
, (5.5)

Rv1 �
x1+ε

A1
1
2 Ω 1

4
+A1

3
8x

7
8 +ε

(
1

Ω 1
8

+ x
θ
4

A1
3
4 θ

+ |h|
1

16

A1
3

16

x
θ
4

A1
3
4 θ

)
. (5.6)

The implied constants depend only on k, the involved functions w, v1, . . . , vk and ε.

When A1 is so large that it makes sense to average over a1 alone, we get the first
bound (5.4), which is proven in Section 3. The proof essentially boils down to the
evaluation of the following sums over arithmetic progressions modulo b = a2 · · · ak,∑

a1

w

(
a1b

x

)
v1(a1)d(a1b+ h),

for which we can get a non-trivial asymptotic formula as long as b� x
2
3−ε. Conse-

quently, also the bound (5.4) is non-trivial only for A1 � x
1
3 +ε.

A further gain in the error term can be achieved here if we average over an-
other variable a2 as we did very similarly in Chapter 3. The main ingredient is the
Kuznetsov formula that enables us to exploit the cancellation between the Kloost-
erman sums that arise when the Voronoi summation formula is used to evaluate
the sums above. We will work this out in Section 4, and the resulting bound (5.5)
is useful when A1A2 � x

1
2 +ε.

The most difficult case occurs when none of the Ai is particularly large. It is
handled in Section 5, and the path we follow there is in some sense dual to the
proof of the first bound: Instead of averaging over a1, we use the Cauchy-Schwarz
inequality to merge the variables a2, . . . , ak to one large variable b, so that we can
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then evaluate the sum over this new variable asymptotically. As mentioned in the
introduction, the main difficulty lies in the treatment of the sums∑

b

w

(
a1b

x

)
w

(
ã1b

x

)
d(a1b+ h)d(ã1b+ h),

where a1 and ã1 are of the size a1, ã1 � A1. In Chapter 6, we will prove an
asymptotic formula for these sums, which has (at best) a non-trivial error term
as long as a1, ã1 � x

1
3−ε, and thus the resulting bound (5.6) is also non-trivial only

if A1 � x
1
3−ε. Note that this bound is furthermore useful only if A1 � xε.

Of course, the statement of Lemma 5.2 is symmetric in all the variables. For
given A1, . . . , Ak, the optimal strategy would be to pick the Ai which is the largest,
and which is always at least as large as x 1

k , and then apply either (5.4) or (5.6) with
respect to this Ai. This is essentially the path that Bykovskĭı and Vinogradov [8]
wanted to take. Unfortunately, this strategy does not go through, as there is a gap
at Ai � x

1
3 where both methods fail to give a non-trivial result – in fact, in the

worst case, if for example A1 = A2 = A3 � x
1
3 and A4 = . . . = Ak � 1, there is no

way to get a non-trivial result from these two bounds alone.
However, we still have another bound at our disposal. In case there exist

two Ai1 , Ai2 � x
1
k , at least one of the estimates (5.5) or (5.6) will always be

sufficiently good to get a power saving at the end. If there is only one Ai � x
1
k , we

can bridge the gap at Ai � x
1
3 by using the bound (5.6) with respect to one of the

other Ai. More specifically, set

X1 := x
k

3k−2

Ω
k−1

2(3k−2)
, X2 := x

5
19 and X3 :=

(
x

X1

) 1
k−1

= x
2

3k−2 Ω
1

2(3k−2) .

If one of the Ai is large enough so that Ai � X1, we use (5.4) to get the estimate

Rv1 �
x1− 1

3k−2 +ε

Ω
1
4 + 1

4(3k−2)
.

If there are two Ai1 , Ai2 satisfying Ai1 , Ai2 � X2, we make use of (5.5) and get

Rv1 � x
37
38 +ε

(
1

Ω 1
2

+ x
θ

19

)(
1 +

(
|h|
x

18
19

) 1
4
)
.

Otherwise, there has to be at least one Ai such that X3 � Ai � X2, which means
that we can use (5.6), hence getting the bound

Rv1 �
x1− 1

3k−2 +ε

Ω
1
4 + 1

4(3k−2)
+ x

37
38 +ε

Ω 1
8

+ x
37
38 + θ

19 +ε

(
1 +

(
|h|
x

15
19

) 1
16
)
.

All in all, this leads to the estimate (5.1).

2. The main term

We first want to describe how to split up the k-th divisor function so that we
can conveniently evaluate the main term at the end. Let u0 : (0,∞)→ [0,∞) be a
smooth and compactly supported function such that

suppu0 ⊂
[

1
2 , 2
]

and
∑
`∈Z

u0

(
ξ

2`

)
= 1 for ξ ∈ (0,∞).

We set

u`(ξ) := u0

(
ξ

2`

)
,
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and

h`(ξ) := u`

(
ξ

X3

)
for ` ≥ 1, and h0(ξ) :=

∑
`≤0

u`

(
ξ

X3

)
,

and define the sums

Ψ(j) :=
∑

a1,...,ak

w
(a1 · · · ak

x

)
hj1(a1) · · ·hjk(ak)d(a1 · · · ak + h),

where j = (j1, . . . , jk) is a k-tuple with elements in N = {0, 1, 2, 3, . . .}, so that our
main sum can be split up as

Ψ =
∑
j∈Nk

j 6=(0,...,0)

Ψ(j).

Given a k-tuple j, there is at least one coordinate ji > 0, so that we can use
Lemma 5.2 with respect to the corresponding variable ai. As it turns out, it does
not matter which one we choose – but for the moment we will assume that we can
take j1 to avoid notational complications. We dyadically split all the occurring h0(ξ)
in Ψ(j), apply Lemma 5.2, and then sum everything up again, so that

Ψ(j) = M (j) +R(j),

where R(j) is bounded by (5.1), and where

M (j) :=
∫
w

(
ξ

x

)∑
d

cd(h)
d2 λh,d(ξ + h)

∑
j∈Nk

j 6=(0,...,0)

M (j)
a (ξ) dξ,

with

M (j)
a (ξ) := d

∑
a2,...,ak
d|a2···ak

hj1

(
ξ

a2 . . . ak

)
hj2(a2) · · ·hjk(ak)

a2 · · · ak
.

We use Mellin inversion to write this sum as

M (j)
a (ξ) = 1

2πi

∫
(σ)
ĥj1(s)d

s

ξs
Z(s, d) ds, σ < 0,

with

ĥj1(s) :=
∫ ∞

0
hj1(η)ηs−1 dη and Z(s, d) := d1−s

∑
a2,...,ak
d|a2···ak

hj2(a2) · · ·hjk(ak)
(a2 · · · ak)1−s .

For integers d2, . . . , dk such that d2 · · · dk = d, we define

c2 := d

d2
, c3 := d

d2d3
, . . . , ck−1 := d

d2 · · · dk−1
, ck := 1,

so that we can rewrite the sum appearing in Z(s, d) in the following way,∑
a2,...,ak
d|a2···ak

(. . .) =
∑

d2···dk=d

∑
(a2,d)=d2

∑
(a3,c2)=d3

· · ·
∑

(ak−1,ck−2)=dk−1

∑
dk|ak

(. . .),

and as a consequence we can express Z(s, d) as

Z(s, d) =
∑

d2···dk=d

k∏
i=2

 ∑
(a,ci)=1

hji(dia)
a1−s

.
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The sums running over a can be evaluated in the usual way using Mellin inver-
sion and the residue theorem, leading to∑

(a,ci)=1

hji(dia)
a1−s = ψ0(ci)

di
s Hji(s) +O

(
di

1−ε

(2jiX3)1−ε

)
,

where the functions Hj(s) are defined as

H0(s) := ζ(1− s)dis
ψ−s(ci)
ψ0(ci)

− X3
s

s

∫ 2

1
v′0(η)ηs dη,

and, for ji ≥ 1,

Hji(s) :=
(
2jiX3

)s ∫ 2

1
2

v0(η)ηs−1 dη,

and where
ψα(n) :=

∏
p|n

(
1− 1

p1+α

)
.

Because of
ĥj1(s) = Hj1(s),

we can write M (j)
a (ξ) as

M (j)
a (ξ) = 1

2πi
∑

d2···dk=d
ψ0(c2) · · ·ψ0(ck)

∫
(σ)

k∏
i=1

(
Hji(s) +O

(
di

1−ε

(2jiX3)1−ε

))
ds

ξs
.

Note that this expression is independent of the variable chosen with respect to
Lemma 5.2.

At this point, we sum together all the functions Hji(s) with ji ≥ 1, so that∑
j∈Nk

j 6=(0,...,0)

M (j)
a (ξ) =

∑
j∈{0,1}k
j 6=(0,...,0)

M
(j)
b (ξ) +O

(
d1−ε

X3
1−ε

)
,

where

M
(j)
b (ξ) := 1

2πi
∑

d2···dk=d
ψ0(c2) · · ·ψ0(ck)

∫
(σ)

1
ξs

(
k∏
i=1

Gji(s)
)
ds,

with

G1(s) := X3
s

s

∫ 2

1
v′0(η)ηs dη and G0(s) := H0(s).

Next, we move the line of integration to σ = 1−ε, and use the residue theorem
to extract a main term from the pole at s = 0. Because of

G1(s)� X3
Re(s)

|s|ν
for ν ≥ 0, and ζ(ε+ it)� |t| 12 +ε,

we get that

M
(j)
b (ξ) = Pk−1,h,d(log x, log ξ) +R

(j)
b (ξ) +O

(
X3

k−1

x1−ε

)
,

where Pk−1,h,d is a polynomial of degree k − 1, and where

R
(j)
b (ξ) = (−1)k−j1−...−jk 1

2πi
∑

d2···dk=d
ψ0(c2) · · ·ψ0(ck)

∫
(1−ε)

G1(s)k

ξs
ds.
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However, because of the fact that

X3
k

x
≤ 1

4 ,

and because we can move the line of integration to the right as far as we want, we
have at least

R
(j)
b (ξ)� dε

x
.

All in all, the main term of Ψ is given by∑
j∈Nk

j 6=(0,...,0)

M (j) =
∫
w

(
ξ

x

)
Pk,h(log x, log ξ, log(ξ + h)) dξ +O

(
x1+ε

X3
+ xεX3

k−1
)
,

where Pk,h is a polynomial of degree k. Since the error term here is smaller than
in (5.1), this proves the asymptotic evaluation claimed in Lemma 5.1.

3. Proof of (5.4)

We write (5.2) as

Ψv1,...,vk =
∑

a2,...,ak

v2(a2) · · · vk(ak)Φ(a2 · · · ak),

where

Φ(b) :=
∑

m≡h (b)

d(m)f(m) =
∑
r

d(rb+ h)f(rb+ h), (5.7)

with

f(ξ) := w

(
ξ − h
x

)
v1

(
ξ − h
b

)
.

Note that
supp f � x and f (ν)(ξ)� 1

(xΩ)ν for ν ≥ 0,

and ∫ ∣∣∣f (ν)(ξ)
∣∣∣ dξ � 1

(xΩ)ν−1 for ν ≥ 1.

This divisor sum over an arithmetic progression can be treated with Lemma 2.1,
and we get

Φ(b) = 1
b

∫
∆δ(ξ)f(ξ)

∑
d|b

cd(h)
d1+δ dξ

− 2π
b

∑
d|b

∞∑
m=1

d(m)S(h,m; d)
d

∫
Y0

(
4π
√
mξ

d

)
f(ξ) dξ

+ 4
b

∑
d|b

∞∑
m=1

d(m)S(h,−m; d)
d

∫
K0

(
4π
√
mξ

d

)
f(ξ) dξ,

(5.8)

where ∆δ(ξ) is defined in (2.2). From (5.8), it follows easily using Weil’s bound for
Kloosterman sums and the recurrence relations for Bessel functions, that

Φ(b) = 1
b

∫
w

(
ξ

x

)
v1

(
ξ

b

)
∆δ(ξ + h)

∑
d|b

cd(h)
d1+δ dξ +O

(
xε
b

1
2

Ω 1
2

)
(5.9)
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(we refer to [4, Section 2] for a more detailed treatment). This formula holds uni-
formly in b, and eventually leads to

Ψv1,...,vk = Mv1 +O
(

x
3
2 +ε

A1
3
2 Ω 1

2

)
,

with Mv1 given as in (5.3).

4. Proof of (5.5)

Now we write (5.2) as

Ψv1,...,vk =
∑

a3,...,ak

v3(a3) · · · vk(ak)Φ2(a3 · · · ak),

where

Φ2(b) :=
∑
a1,a2

w

(
a1a2b

x

)
v1(a1)v2(a2)d(a1a2b+ h).

Let v0 : R→ [0,∞) be a smooth and compactly supported function such that

supp v0 �
x

A1A2
and v

(ν)
0 (ξ)�

(
x

A1A2

)−ν
for ν ≥ 0,

and

v0(b) = 1 for b ∈
[

x

2A1A2
,

x

A1A2

]
.

We insert this function into Φ2(b), and write it as

Φ2(b) =
∑
a1,a2

w

(
ba2a1

x

)
v(b, a2, a1)d(ba2a1 + h),

with
v(b, a2, a1) := v0(b)v2(a2)v1(a1).

This sum is just a special case of (3.6) with

A := A3 · · ·Ak, B := A2 and C := A1,

so that, by Lemma 3.2, we have

Φ2(b) = M2(b) +R2(b),

where the main term has the form

M2(b) := 1
b

∑
a2

1
a2

∫
∆δ(ξ + h)w

(
ξ

x

)
v1

(
ξ

a2b

)
v2(a2)

∑
d|a2b

cd(h)
d1+δ dξ,

and where R2(b) is bounded by

R2(b)� (b, h) 1
4x

1
2 +ε
(

1
Ω 1

2
+ (A1A2)2θ

xθ

)(
1 + A2

1
2

A1
1
2

)(
1 + |h| 14 (A1A2) 1

2

x
1
2

)
.

This immediately leads to (5.5).
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5. Proof of (5.6)

We write
Ψv1,...,vk =

∑
b

δ(b)Φ(b),

where Φ(b) is defined as in (5.7), and where

δ(b) :=
∑

a2,...,ak
a2···ak=b

v2(a2) · · · vk(ak).

Furthermore, set
B := A2 · · ·Ak �

x

A1
.

If B is too large, it does not make sense to evaluate the divisor sum over arith-
metic progressions as in the sections before. Instead, we just insert the main term
from (5.8), namely

Φ0(b) := 1
b

∫
∆δ(ξ + h)w

(
ξ

x

)
v1

(
ξ

b

)∑
d|b

cd(h)
d1+δ dξ,

manually in our sum,

Ψv1,...,vk =
∑
b

δ(b)Φ0(b)−
∑
b

δ(b)(Φ0(b)− Φ(b)).

The main term of Ψv1,...,vk is then given by the left-most sum. In fact,∑
b

δ(b)Φ0(b) = Mv1 ,

with Mv1 defined as in (5.3).
It remains to show that the remainder

Rv1 :=
∑
b

δ(b)(Φ0(b)− Φ(b))

is small, and as a first step we use Cauchy-Schwarz,

Rv1 ≤

(∑
b�B

|δ(b)|2
) 1

2
(∑

b

|Φ0(b)− Φ(b)|2
) 1

2

.

While the first factor can be estimated trivially,∑
b�B

|δ(b)|2 � xεB � x1+ε

A1
,

the other factor needs more work. We write∑
b

|Φ0(b)− Φ(b)|2 = Σ1 − 2Σ2 + Σ3,

with
Σ1 :=

∑
b

Φ0(b)2, Σ2 :=
∑
b

Φ0(b)Φ(b) and Σ3 :=
∑
b

Φ(b)2.

In what follows, we will evaluate these sums and show that
Σ1 = M0 +O

(
xεA1

2), (5.10)

Σ2 = M0 +O
(
x1+ε + x

1
3 +εA1

2

Ω 1
3

)
, (5.11)

Σ3 = M0 +O
(
x1+ε

Ω 1
2

+A1
7
4x

3
4 +ε

(
1

Ω 1
4

+ x
θ
2

A1
3
2 θ

+ |h|
1
8

A1
3
8

x
θ
2

A1
3
2 θ

))
, (5.12)
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where M0 is defined below in (5.15). Hence

Rv1 �
x1+ε

A1
1
2 Ω 1

4
+A1

3
8x

7
8 +ε

(
1

Ω 1
8

+ x
θ
4

A1
3
4 θ

+ |h|
1

16

A1
3

16

x
θ
4

A1
3
4 θ

)
,

thus proving (5.6).

5.1. Evaluation of Σ1. We have

Σ1 =
∫∫

∆δ1(ξ1 + h)∆δ2(ξ2 + h)w
(
ξ1
x

)
w

(
ξ2
x

)
Σ1a(ξ1, ξ2) dξ1dξ2,

where
Σ1a(ξ1, ξ2) :=

∑
b

f1(b)
b2

∑
d1,d2|b

cd1(h)cd2(h)
d1

1+δ1d2
1+δ2

,

with
f1(η) := v1

(
ξ1
η

)
v1

(
ξ2
η

)
.

We use Mellin inversion to evaluate the sum over b, so that we can write

Σ1a(ξ1, ξ2) = 1
2πi

∫
(σ)
f̂1(s)Z1(s) ds, σ > −1, (5.13)

where

f̂1(s) :=
∫ ∞

0
f1(η)ηs−1 dη and Z1(s) :=

∑
b

1
b2+s

∑
d1,d2|b

cd1(h)cd2(h)
d1

1+δ1d2
1+δ2

.

The Dirichlet series Z1(s) converges absolutely for Re(s) > −1, but it is not hard
to find an analytic continuation up to Re(s) > −2, namely

Z1(s) = ζ(2 + s)
∑
d1,d2

cd1(h)cd2(h)(d1, d2)2+s

d1
3+δ1+sd2

3+δ2+s .

We move the line of integration in (5.13) to σ = −2 + ε, and use the residue
theorem to extract a main term. The function Z1(s) has a pole at s = −1 with
residue

Res
s=−1

Z1(s) =
∑
d1,d2

cd1(h)cd2(h)(d1, d2)
d1

2+δ1d2
2+δ2

=: Cδ1,δ2(h).

Furthermore, we have the bound

Z1(−2 + ε+ it)� xε|t| 12 +ε,

which also holds for the derivatives with respect to δ1 and δ2, and the following
estimate for f̂1,

f̂1(s)� BRe(s)

1 + |s|2 .

It follows that

Σ1a(ξ1, ξ2) = Cδ1,δ2(h)
∫
f1(η)
η2 dη +O

(
xε

B2

)
.

One can check that Cδ1,δ2(h) can be written as

Cδ1,δ2(h) = Cδ1,δ2γδ1,δ2(h),

where we have set

Cδ1,δ2 := Cδ1,δ2(1), (5.14)
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and where γδ1,δ2(h) is a multiplicative function defined on prime powers by

γδ1,δ2

(
p`
)

:=
∑̀
i=0

1
pi+iδ1+iδ2

+
`−1∑
i=0

i∑
j=0

(
1

p(i+1)+jδ1+(i+1)δ2
+ 1
p(i+1)+(i+1)δ1+jδ2

)

− p− 1
p3+δ1+δ2 − p1+δ1 − p1+δ2 + 1

`−1∑
i=0

i∑
j=0

(
1

pi+jδ1+iδ2
+ 1
pi+iδ1+jδ2

)
.

Hence
Σ1 = M0 +O

(
xεA1

2),
where

M0 :=
∫∫∫

∆δ1(ξ1 + h)∆δ2(ξ2 + h)Cδ1,δ2γδ1,δ2(h)F (ξ1, ξ2, η) dξ1dξ2dη (5.15)

with

F (ξ1, ξ2, η) := 1
η2 v1

(
ξ1
η

)
v1

(
ξ2
η

)
w

(
ξ1
x

)
w

(
ξ2
x

)
. (5.16)

5.2. Evaluation of Σ2. We have

Σ2 =
∫

∆δ1(ξ1 + h)w
(
ξ1
x

) ∑
d1≤D1

cd1(h)
d1

2+δ1
Σ2a(ξ1; d1) dξ1 +O

(
x1+εA1

D1

)
,

where we have cut the sum over d1 at D1, and where we have set

Σ2a(ξ1; d1) := d1
∑
r

r
∑

m≡h (rd1)

f2(m− h, r)d(m),

with

f2(ξ2, η) := v1(η)
ξ2

w

(
ξ2
x

)
v1

(
ηξ1
ξ2

)
.

We can again use Lemma 2.1 to treat the inner sum, and we get, similarly to (5.9),

Σ2a(ξ1; d1) =
∫

∆δ2(ξ2 + h)Σ2b(ξ2; d1) dξ2 +O
(
xε
d1

3
2A1

5
2

xΩ 1
2

)
,

with
Σ2b(ξ2; d1) :=

∑
r

f2(ξ2, r)
∑
d2|rd1

cd2(h)
d2

1+δ2
.

We can now evaluate the sum over r using Mellin inversion in the same way as
in the section before. We have

Σ2b(ξ2; d1) = 1
2πi

∫
(σ)
f̂2(ξ2, s)Z2(s) ds, σ > 1,

where
f̂2(ξ2, s) :=

∫
f2(ξ2, η)ηs−1 dη,

and
Z2(s) :=

∑
r

1
rs

∑
d2|rd1

cd2(h)
d2

1+δ2
= ζ(s)

∑
d2

cd2(h)(d1, d2)s

d2
1+s+δ2

.

After moving the line of integration to σ = ε and using the residue theorem, we get

Σ2b(ξ1, ξ2; d1) =
∑
d2

cd2(h)(d1, d2)
d2

2+δ2

∫
f2(ξ2, η) dη +O

(
xε

x

)
,
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which then leads to

Σ2a(ξ1; d1) =
∫∫

∆δ2(ξ2 + h)f2(ξ2, η)
∑
d2

cd2(h)(d1, d2)
d2

2+δ2
dηdξ2

+O
(
xε + xε

d1
3
2A1

5
2

xΩ 1
2

)
.

We complete the sum over d1 again, and eventually get

Σ2 = M0 +O
(
x1+ε + x1+εA1

D1
+ xε

D1
1
2A1

5
2

Ω 1
2

)
.

The optimal value for D1 is

D1 = x
2
3 Ω 1

3

A1
,

which gives (5.11).

5.3. Evaluation of Σ3. We have

Σ3 =
∑
r1,r2

v1(r1)v1(r2)Σ3a(r1, r2),

with
Σ3a(r1, r2) :=

∑
b

w

(
r1b

x

)
w

(
r2b

x

)
d(r1b+ h)d(r2b+ h).

For r1 6= r2, this sum is a special case of D(x1, x2, r1, r2), which we will study in
detail in Chapter 6. As stated in Lemma 6.1, we can write Σ3a(r1, r2) asymptotically
as

Σ3a(r1, r2) = M3a(r1, r2) +R3a(r1, r2), (5.17)
with a main term M3a(r1, r2) and an error term R3a(r1, r2). More precisely, the
main term has the form

M3a(r1, r2) :=
∫
w
(r1η

x

)
w
(r2η

x

)
∆δ1(r1η + h)∆δ2(r2η + h)C3a(r1, r2, h) dη,

where

C3a(r1, r2, h) :=
∑

u∗1 |(r1,h)
u∗2 |(r2,h)

u∗1
δ1u∗2

δ2

(r1, h)δ1(r2, h)δ2
ψδ1

(
r1u
∗
1

(r1, h)

)
ψδ2

(
r2u
∗
2

(r2, h)

)

·
∑(

d,
r1u∗1r2u∗2

(r1,h)(r2,h)

)
=1

1
d2+δ1+δ2

cd

(
r1h− r2h

(r1, h)(r2, h)

)
,

with the arithmetic function ψα(n) defined as

ψα(n) :=
∏
p|n

(
1− 1

p1+α

)
.

Concerning the error term, we know from (6.3),

R3a(r1, r2)� (r1, r2)?A1
1
2x

1
2 +ε

·

(
1

Ω 1
2

+
(
r1r2, h

r2 − r1

(r1, r2)

) 1
4 +θ

xθ

A1
3θ

(
1 + |h|

1
4

A1
3
4

))
, (5.18)

where
(r1, r2)? := min{(r1, r2

∞), (r2, r1
∞)}.
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Of course, there is also the trivial bound

R3a(r1, r2)� xεB. (5.19)

The contribution of the diagonal elements r1 = r2 is negligible, so that we
can bound the respective sums trivially. Otherwise, we use the asymptotic for-
mula (5.17), so that we can write Σ3 asymptotically as

Σ3 = M3 +R3,

where we have a main term of the form

M3 :=
∑
r1 6=r2

v1(r1)v1(r2)M3a(r1, r2),

and where R3 is bounded by

|R3| ≤
∑
r�A1

|Σ3a(r, r)|+
∑

r1,r2�A1, r1 6=r2
(r1,r2)?>R0

|R3a(r1, r2)|+
∑

r1,r2�A1, r1 6=r2
(r1,r2)?≤R0

|R3a(r1, r2)|,

with R0 � A1 some constant to be determined at the end. For the first sum, we
get ∑

r�A1

|Σ3a(r, r)| � x1+ε.

For the second sum, we use the trivial bound (5.19),

∑
r1,r2�A1, r1 6=r2

(r1,r2)?>R0

|R3a(r1, r2)| � xεB
∑

r1,r2�A1
(r1,r2)>R0

1� xεB
∑
r0>R0

A1
2

r02 � x1+εA1

R0
.

Finally, for the third sum, we use (5.18). Note hereby, that∑
r1,r2�A1

(r1,r2)?≤R0

(r1, r2)? �
∑
r0≤R0

r0
∑

r1,r2�A1
(r1,r2

∞)=r0

1 ≤
∑
r0≤R0

r0
∑

r1,r2�A1
r0|r1

1� R0A1
2,

and, moreover, that

∑
r1,r2�A1
r1 6=r2

(r1,r2)?≤R0

(r1, r2)?
(
r1r2, h

r2 − r1

(r1, r2)

) 1
4 +θ
�

∑
r0≤R0

r0
∑

r0r1�A1
r2�A1
r0r1 6=r2

(
r0r1r2, h

r2 − r0r1

(r0r1, r2)

) 1
2

≤
∑
r0≤R0

r0
∑
t�A1

∑
r1r0

(r0,t)
�A1

t �r2
r0r1

(r0,t)
6=r2(

r0r1
(r0,t)

,r2
)

=1

(
t2,

(
r2 −

r0r1

(r0, t)

)
h

) 1
2
(
r0r1r2

(r0, t)
, h

) 1
2

≤
∑
s≤R0

∑
r0≤R0

s

t�A1
s

(r0,t)=1

r0s
∑

r1r0�A1
st �r2

r0r1 6=r2

(st, (r2 − r0r1)h)(r0r1r2, h) 1
2

� . . . ,
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and after dividing the ranges of the variables s and t dyadically into ranges s � S
and t � T ,

. . .�
∑
S,T

S
∑

r0�R0
S

r0
∑

r1r0�A1
ST �r2

r0r1 6=r2

(r0r1r2, h) 1
2
∑
s�S
t�T

(st, (r2 − r0r1)h)

� |h|εA1
ε
∑
S,T

S2T
∑

r0�R0
S

r0(r0, h) 1
2

∑
r1� A1

r0ST

(r1, h) 1
2
∑

r2�A1
ST

(r2, h) 1
2

� |h|εR0A1
2+ε.

Hence ∑
r1,r2�A1, r1 6=r2

(r1,r2)?≤R0

|R3a(r1, r2)| � R0A1
5
2x

1
2 +ε

(
1

Ω 1
2

+ xθ

A1
3θ

(
1 + |h|

1
4

A1
3
4

))
.

We set

R0 = min

A1,
x

1
4

A1
3
4

(
1

Ω 1
2

+ xθ

A1
3θ

(
1 + |h|

1
4

A1
3
4

))− 1
2
,

which leads to

Σ3 = M3 +O
(
x1+ε +A1

7
4x

3
4 +ε

(
1

Ω 1
4

+ x
θ
2

A1
3
2 θ

+ |h|
1
8

A1
3
8

x
θ
2

A1
3
2 θ

))
.

It remains to evaluate the main term M3.

5.4. The main term of Σ3. The main term of Σ3 is given by

M3 =
∫

∆δ1(1)∆δ2(1) 1
hδ1+δ2

∑
u1,u2|h

u∗1 | hu1
, u∗2 | hu2

u1
δ1u2

δ2u∗1
δ1u∗2

δ2

·
∑
d≤D

(d,u∗1u
∗
2)=1

M3b(d)
d2+δ1+δ2

dη +O
(
A1x

1+ε

D

)
,

where we have cut the sum over d at D � A1, and where

M3b(d) :=
∑
r1,r2

(r1,u1d)=1
(r2,u2d)=1

f3,1

(
hr1

u1

)
f3,2

(
hr2

u2

)
ψδ1(r1u

∗
1)ψδ2(r2u

∗
2)cd(r1u2 − r2u1),

with
f3,i(ξ) := (ξη + h)

δi
2 v1(ξ)w

(
ξη

x

)
.

We open the Ramanujan sum, so that

M3b(d) =
∑
y (d)

(y,d)=1

∑
(r1,u1d)=1

f3,1

(
hr1

u1

)
ψδ1(r1u

∗
1)e
(
yr1h2

d2

)

·
∑

(r2,u2d)=1

f3,2

(
hr2

u2

)
ψδ1(r2u

∗
2)e
(
−yr2h1

d1

)
,

where we have set

d1 := d

(d, u1) , h1 := u1

(d, u1) and d2 := d

(d, u2) , h2 := u2

(d, u2) .
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In order to evaluate these sums, we encode the additive twists by means of Dirichlet
characters,

e

(
yr1h2

d2

)
= 1
ϕ(d2)

∑
χ2 mod d2

χ2(yr1h2)τ(χ2),

so that we can write M3b(d) as

M3b(d) = ϕ(d)
ϕ(d1)ϕ(d2)

∑
χ1 mod d1
χ2 mod d2

χ2≡χ1 mod d

χ1(−h1)χ2(h2)τ(χ1)τ(χ2)W2,1W1,2,

where

Wi,j :=
∑

(r,uid)=1

f3,i

(
hr

ui

)
ψδi(ru∗i )χj(r).

Now we use Mellin inversion to write these sums as follows,

Wi,j = 1
2πi

∫
(σ)

ui
s

hs
f̂3,i(s)Z3(s) ds, σ > 1,

where

f̂3,i(s) :=
∫
f3,i(ξ)ξs−1 dξ and Z3(s) :=

∑(
r,hdui

)
=1

ψδi(ru∗i )χj(r)
rs

.

The Dirichlet series Z3(s) converges absolutely for Re(s) > 1, but it is easy to check
that an analytic continuation is given by

Z3(s) = ψδi(u∗i )
∏
p|uid

(
1− χj(p)

ps

) ∏
p|uiu∗i d

(
1− χj(p)

p1+s+δi

)−1
L(s, χj)

L(1 + s+ δi, χj)
.

We move the line of integration to σ = ε, and the only pole we need to take care
of lies at s = 1 and appears only when χj is the principal character, in which case

Res
s=1

Z3(s) = 1
ζ(2 + δi)

ψδi(u∗i )ψ0(uid)
ψ1+δi(uiu∗i d) .

Furthermore we have the following bound for f̂3,i(s),

f̂3,i(s)� A1
Re(s) min

{
1, 1
|s|
,

1
Ω|s||s+ 1|

}
,

which also holds for its derivative with respect to δi, and the following bounds for
the involved L-functions,

ζ(s)� |t|
1−σ

2 +ε and L(s, χj)� (|t|dj)
1−σ

2 +ε

(see [29, (3)] for the latter). This way, we get the following asymptotic formula
for Wi,j when χj is principal,

Wi,j = f̂3,i(1)
ζ(2 + δi)

ui
h

ψδi(u∗i )ψ0(uid)
ψ1+δi(uiu∗i d) +O

(
xε

Ω 1
2

)
,

while otherwise we get the following upper bound,

Wi,j � xε
dj

1
2

Ω 1
2
.
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Eventually, this leads to

M3 =
∫∫∫

∆δ1(ξ1 + h)∆δ2(ξ2 + h)F (ξ1, ξ2, η)C3(h) dηdξ1dξ2 dη

+O
(
x1+ε

Ω 1
2

+ A1x
1+ε

D
+ x1+εD

A1Ω

)
,

with F (ξ1, ξ2, η) as defined in (5.16), and with

C3(h) := 1
ζ(2 + δ1)ζ(2 + δ2)

∑
h1,h2|h

u1|h1, u2|h2

h1
δ1h2

δ2u1u2

h2+δ1+δ2
ψδ1

(
h1

u1

)
ψδ1

(
h2

u2

)

·
∑(

d,
h1h2
u1u2

)
=1

1
d1+δ1+δ2

µ
(

d
(d,u1)

)
µ
(

d
(d,u2)

)
ϕ
(

d
(d,u1)

)
ϕ
(

d
(d,u2)

) ψ0(d)ψ0(u1d)ψ0(u2d)
ψ1+δ1(h1d)ψ1+δ2(h2d) .

One can easily check that C3(1) = Cδ1,δ2 , with Cδ1,δ2 as defined in (5.14), and that
the arithmetic function

γ3(h) := C3(h)
C3(1)

is multiplicative in h. A much more tedious calculation then shows that γ3(h)
and γδ1,δ2(h) indeed agree on prime powers, and hence must be the same function.
As a consequence, our main term has the form

M3 = M0 +O
(
x1+ε

Ω 1
2

+ A1x
1+ε

D
+ x1+εD

A1Ω

)
.

Clearly, the optimal value for D is
D = A1Ω 1

2 ,

and we finally get (5.12).





CHAPTER 6

Proof of Theorems 1.9 and 1.10

In this chapter we will work out an asymptotic formula for D(x1, x2, r1, r2),
and prove Theorems 1.9 and 1.10

Let w1, w2 : [1/2, 1] → R be smooth and compactly supported functions satis-
fying

w
(ν)
i (ξ)� 1

Ων for ν ≥ 0, and
∫ ∣∣∣w(ν)

i (ξ)
∣∣∣ dξ � 1

Ων−1 for ν ≥ 1,

for some Ω ≤ 1. We will look at the sum

Ψ :=
∑
n

w1

(
r1n+ f1

x1

)
w2

(
r2n+ f2

x2

)
d(r1n+ f1)d(r2n+ f2),

and, assuming that

f1 � x1
1−ε, f2 � x2

1−ε and h� r2x1
1−εΩ2, (6.1)

our aim is to prove the following asymptotic formula for Ψ.

Lemma 6.1. The sum Ψ can be written asymptotically as

Ψ = M +R,

where M denotes the main term, which has the form

M :=
∫
w1

(
r1ξ + f1

x1

)
w2

(
r2ξ + f2

x2

)
P2(log(r1ξ + f1), log(r2ξ + f2)) dξ

with a quadratic polynomial P2(ξ1, ξ2) depending on r1, r2, f1 and f2, and where
the error term R can be bounded by

R� r0(r2x1) 1
2 +ε
(
|h|θ

Ω 1
2

+ (r2x1)θ
)
, (6.2)

R� r0(r2x1) 1
2 +ε

(
1

Ω 1
2

+
(

(r0r1r2, h)x1

r0r12r2

)θ(
1 + (r0r1r2, h) 1

4 |h| 14
r0

1
4 (r1r2) 1

2

))
, (6.3)

R� r0(r2x1) 1
2 +ε

(
1

Ω 1
2

+
(
r2x1

|h|

)θ(
1 + (r0r1r2, h) 1

4 |h| 14
r0

1
4 (r1r2) 1

2

))
. (6.4)

Recall that we had set

r0 := min{(r1, r2
∞), (r2, r1

∞)},

and that θ was defined in (2.8). Note that Lemma 6.1 gives a non-trivial result only
when

r0
2r1

2r2 � x1,

which we will implicitly assume from now on. Furthermore, from the first two
bounds in (6.1) and the size of the supports of w1 and w2, it follows that

r2x1 � r1x2.

55
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Theorem 1.9 follows immediately from Lemma 6.1 by using the first bound (6.2)
for the error term and choosing Ω = 1. In order to prove Theorem 1.10 from
Lemma 6.1, we choose

Ω = r0
2
3 r1

2
3 r2

1
3

x1
1
3

,

and use the second bound (6.3) to show that

R� (r0r1r2, h)θr0
2
3 +θ(r1r2) 1

3

(
x1

r1

) 2
3 +ε

, (6.5)

for h satisfying

(r0r1r2, h)h� (r1r2) 4
3

r0
1
3

(
x1

r1

) 2
3
(
r0

2r1
2r2

x1

)4θ

.

Unfortunately, due to the presence of θ, the possible range for h is weakened consid-
erably in its size, even if we take the currently best value for this constant. We can
improve this slightly, however, by making use of the third bound (6.4) in Lemma 6.1
to show that the bound (6.5) also holds in the range

(r1r2) 4
3

r0
1
3

(
x1

r1

) 2
3
(
r0

2r1
2r2

x1

)4θ

� (r0r1r2, h)h� r0
1
3 r1

4
3 r2

5
3x1

1
3−ε.

Theorem 1.10 follows by setting x1 = r1x, x2 = r2x and using suitable weight
functions.

1. A decomposition of the divisor function

Before diving into the proof of Lemma 6.1, we want to describe first the de-
composition we will use for the divisor function. Let u0 : R → [0,∞) be a smooth
and compactly supported function such that

u0(ξ) = 1 for |ξ| ≤ 1, and u0(ξ) = 0 for |ξ| ≥ 2,

and set
u1(ξ) := u0

(
ξ
√
x2

)
and h(a, b) := u1(a)(2− u1(b)).

For ab ≤ x2, we have
(u1(a)− 1)(u1(b)− 1) = 0,

so that we can write d(n), for n ≤ x2, as

d(n) =
∑
ab=n

u1(a)(2− u1(b)) =
∑
ab=n

h(a, b).

This construction was used already by Meurman [33] to treat the binary additive
divisor problem (and originally goes back to Heath-Brown).

It will furthermore be helpful to dyadically divide the supports of the two
involved variables a and b. In order to do so, we choose smooth and compactly
supported functions uX : (0,∞)→ [0,∞) such that

suppuX ⊂
[
X

2 , 2X
]

and u
(ν)
X (ξ)� 1

Xν
for ν ≥ 0,

and ∑
X

uX(ξ) = 1 for ξ ∈ (0,∞),

where the last sum runs over powers of 2. Then we set

hAB(a, b) := h(a, b)uA(a)uB(b).
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Back to our sum – we split the second divisor function and use the dyadic
decomposition described above, so that

Ψ =
∑
A,B

ΨAB ,

where

ΨAB :=
∑
n

w1

(
r1n+ f1

x1

)
w2

(
r2n+ f2

x2

)
d(r1n+ f1)

∑
a,b

ab=r2n+f2

hAB(a, b)

=
∑
a,b

ab≡f2 (r2)

f̃(a, b)d
(
r1

r2
(ab− f2) + f1

)
,

and

f̃(a, b) := w1

(
r1
r2

(ab− f2) + f1

x1

)
w2

(
ab

x2

)
hAB(a, b).

Note that the variables A and B, which run over powers of 2, satisfy

AB � x2, A� B and A� x2
1
2 .

In the following, we have to pay a lot of attention to possible common divisors
between the different parameters, and it will be helpful to define, for i = 1, 2,

ui := (ri, fi), si := ri
ui
, gi := fi

ui
, and h := r1f2 − f1r2, h0 := h

u1u2
.

Now, since the product ab in the above sum must be divisible by u2, we can write

ΨAB =
∑
u∗2 |u2

∑
a

(a,s2u
∗
2)=1

∑
b

ab≡g2 (s2)

f̃

(
u2

u∗2
a, u∗2b

)
d

(
r1

s2
(ab− g2) + f1

)
.

Choose ã and s̃2 such that
aã+ s2s̃2 = 1,

so that b in the above sum has the form

b = ãg2 + s2n with n ∈ Z,

and hence

ΨAB =
∑
u∗2 |u2
a,n

(a,s2u
∗
2)=1

f̃

(
u2

u∗2
a,

u∗2
u2a

(r2(an− g2s̃2) + f2)
)
d(r1(an− g2s̃2) + f1)

=
∑
u∗2 |u2
a

(a,s2u
∗
2)=1

∑
m≡f1−g2r1s2 (r1a)

d(m)f(m; a),

with

f(ξ; a) := w1

(
ξ

x1

)
w2

(
r2
r1

(ξ − f1) + f2

x2

)
hAB

(
u2

u∗2
a,

u∗2
u2a

(
r2

r1
(ξ − f1) + f2

))
.

Note that the modular inverse s2, which occurs in the congruence condition, is
understood to be mod a. Also note that the support of f(ξ; a) is given by

supp f(•; a) � x1 and supp f(ξ; •) � u∗2
u2
A,
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and that its derivatives can be bounded by
∂ν1+ν2

∂ξν1aν2
f(ξ; a)� 1

(x1Ω)ν1

(
u2

u∗2A

)ν2

for ν1, ν2 ≥ 0,

while also satisfying∫ ∣∣∣∣ ∂ν1+ν2

∂ξν1aν2
f(ξ; a)

∣∣∣∣ dξ � 1
(x1Ω)ν1−1

(
u2

u∗2A

)ν2

for ν1 ≥ 1, ν2 ≥ 0.

2. Use of the Voronoi summation formula

We use Theorem 2.1 to treat the divisor sums in arithmetic progressions ap-
pearing in ΨAB . This way we are led to

ΨAB = MAB − 2πΣ+
AB + 4Σ−AB ,

where
MAB := 1

r1

∑
u∗2 |u2

∑
(a,s2u∗2)=1

1
a

∫
λf1−g2r1s2,r1a(ξ)f(ξ; a) dξ,

with λf1−g2r1s2,r1a(ξ) defined as in (2.1), and where

Σ±AB := 1
r1

∑
u∗2 |u2

∑
(a,s2u∗2)=1

∑
c|r1a

c

a

∞∑
m=1

d(m)S(f1 − g2r1s2,±m; c)
c2

·
∫
B±
(

4π
√
mξ

c

)
f(ξ; a) dξ,

with
B+(ξ) := Y0(ξ) and B−(ξ) := K0(ξ).

The main term will be extracted from MAB , but we will postpone this until the
end, and first take care of Σ±AB .

We reshape these sums a little bit,

Σ±AB = 1
r1

∑
u∗2 |u2

∑
a,c
c|r1a

(a,s2u
∗
2)=1

(. . .) = 1
r1

∑
u∗2 |u2
r∗1 |r1

∑
d

(d,r1)=r∗1

∑
a,c

dc=r1a
(a,s2u

∗
2)=1

(. . .)

= 1
r1

∑
u∗2 |u2
r∗1 |r1

∑
d

(d,r∗1s2u
∗
2)=1

∑
c

(c,s2u
∗
2)=1

(. . .),

where we have to replace c by r∗1c and a by dc, so that

Σ±AB =
∑
u∗2 |u2
r∗1 |r1

∑
d

(d,r∗1s2u
∗
2)=1

R±AB
d

,

with

R±AB :=
∑
c

(c,s2u
∗
2)=1

∞∑
m=1

d(m)S(f1 − g2r1s2,±m; r∗1c)
r∗1c

F±(r∗1c; dc,m),

and

F±(η; a,m) := r∗1
ηr1

∫
B±
(

4π
√
mξ

η

)
f(ξ; a) dξ.

As a reminder, the modular inverse s2 occuring in the Kloosterman sum is now
understood to be mod dc.
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Let

M−0 := x1
ε

x1
A∗2, M+

0 := x1
ε

x1Ω2A
∗2 and A∗ := u∗2

u2

r∗1A

d
.

Regarding F±(r∗1c; dc, n), we have the bounds

F+(r∗1d; dc,m)� (x1Ω) 1
2

m
1
2

(
A∗

√
mx1Ω

)ν− 1
2

,

F−(r∗1d; dc,m)� x1
1
2

m
1
2

(
A∗
√
mx1

)ν− 1
2

,

which can be proven using (2.4). With the help of these bounds, it is not hard to
see that the sum over m in R±AB can be cut at M±0 . After dyadically dividing the
remaining sum, we are left with

R±AB(M) :=
∑
c

(c,s2u
∗
2)=1

∑
M<m≤2M

d(m)S(f1 − g2r1s2,±m; r∗1c)
r∗1c

F±(r∗1c; dc,m).

3. Treatment of the Kloosterman sums

Not surprisingly, we would like to treat the sum of Kloosterman sums occuring
in R±AB(M) with the Kuznetsov formula. However, in our situation this does not
seem to be possible directly. To deal with this difficulty, we factor out the part of
the variable r∗1 which has the same prime factors as s2u

∗
2,

v := (r∗1 , (s2u
∗
2)∞), t1 := r∗1

v
,

and use the twisted multiplicativity of Kloosterman sums,
S(f1 − g2r1s2,±m; r∗1c)

r∗1c
=
S
(
f1ct1,±mct1; v

)
v

S
(
h0u1,±mv2s2; ct1

)
ct1

.

Here, all the modular inverses are finally understood to be modulo the respective
modulus of the Kloosterman sum. Obviously, the first factor still depends on c, but
here we follow an idea of Blomer and Milićević [7] and use Dirichlet characters to
separate this variable. We define

Ŝv(χ;m) :=
∑
y (v)

(y,v)=1

χ(y)S(f1y,±my; v)
v

,

where χ is a Dirichlet character modulo v, so that by the orthogonality relations of
Dirichlet characters it follows that

S
(
f1ct1,±mct1; v

)
v

= 1
ϕ(v)

∑
χ mod v

χ(ct1)Ŝv(χ;m),

where the sum runs over all Dirichlet characters modulo v. Hence

R±AB(M) = 1
ϕ(v)

∑
χ mod v

χ(t1)R±AB(M ;χ),

with
R±AB(M ;χ) :=

∑
M<m≤2M

d(m)Ŝv(χ;m)K±AB(χ;m),

and

K±AB(m;χ) :=
∑
c

(c,s2u
∗
2)=1

S
(
h0u1u

∗
2,±ms2u∗2v

2; t1c
)

t1c
χ(c)F±(r∗1c; dc,m).
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Of course it is important to have good bounds for Ŝv(χ;m). Directly using
Weil’s bound for Kloosterman sums, we get

Ŝv(χ;m)� (f1,m, v) 1
2 v

1
2 +ε,

but this can be improved with a little bit of effort, and the remainder of this section
will be concerned with proving the following improved bound,

Ŝv(χ;m)�
(
f1,m,

v

cond(χ)

)
vε, (6.6)

where cond(χ) is the conducter of χ. The sum actually vanishes in a lot of cases, in
particular when f1, m and v have certain common factors, but this result will be
sufficient for our purposes. At this point, we also want to mention that

1
ϕ(v)

∑
χ mod v

v

cond(χ) = v

ϕ(v)
∑
v∗|v

1
v∗

∑
χ mod v

cond(χ)=v∗

1 ≤ v

ϕ(v)d(v)� vε, (6.7)

which will be useful later.
In order to prove (6.6), note first that Ŝv(χ;m) is quasi-multiplicative in the

sense that, if v = v1v2 with coprime v1 and v2, and χ = χ1χ2 with the corresponding
Dirichlet characters χ1 (mod v1) and χ2 (mod v2), then

Ŝv(χ;m) = χ1(v2)χ2(v1)Ŝv1(χ1;m)Ŝv2(χ2;m).

It is therefore enough to look at the case where v is a prime power v = p`.
Assume first that χ = χ0 is the principal character. For v = p, we have

Ŝp(χ;m) = 1
p

∑
x,y (p)
(x,p)=1

e

(
y(f1x±mx)

p

)
− ϕ(p)

p
=

∑
x (p)

f1x±mx≡0 (p)

1− ϕ(p)
p
� (f1,m, p),

and, for prime powers v = p`, ` ≥ 2, we have

Ŝp`(χ;m) = 1
p`

∑
x,y (p`)
(x,p)=1

e

(
y(f1x±mx)

p`

)
− 1
p`

∑
x (p`),y (p`−1)

(x,p)=1

e

(
y(f1x±mx)

p`−1

)

= #
{
x (p`)

∣∣f1x±mx ≡ 0 (p`)
}
− 1
p

#
{
x (p`)

∣∣f1x±mx ≡ 0 (p`−1)
}

�
(
f1,m, p

`
)
.

In the following, we can now assume that χ is non-principal. For v = p prime,
this means that χ is primitive and hence

Ŝp(χ;m) = 1
p

∑
x,y (p)

(xy,p)=1

χ(y)e
(
y(f1x±mx)

p

)

= 1
p

∑
x,y (p)

f1x±mx6≡0 (p)

χ(y)χ(f1x±mx)e
(
y

p

)
− 1
p

∑
x,y (p)

f1x±mx≡0 (p)

χ(y)

= τ(χ)
p

∑
x (p)

(x,p)=1

χ(f1x±mx)

� 1,

where we have used the fact that both the Gauß sum τ(χ) and the character sum
on the right are bounded by O

(√
p
)
, which is well-known for the former and follows
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from Weil’s work for the latter (see e.g. [24, Theorem 11.23] or [30, Chapter 6,
Theorem 3]).

It remains to look at the case of χ having modulus v = p`, ` ≥ 2, which
is slightly more complicated. Let χ be induced by the primitive character χ∗ of
modulus v∗ = p`

∗ , and set v◦ := p`−`
∗ . In our sum

Ŝp`(χ;m) = 1
p`

∑
x (p`)

(x,p`)=1

∑
y (p`)

χ(y)e
(
y(f1x±mx)

p`

)
,

we parametrize y by

y = y1 + v∗y2, with y1 mod v∗ and y2 mod v◦.

Then

Ŝp`(χ;m) = 1
v

∑
x (v)

(x,v)=1

∑
y1 (v∗)

χ∗(y1)e
(
y1(f1x±mx)

v

) ∑
y2 (v◦)

e

(
y2(f1x±mx)

v◦

)

= 1
v∗

∑
x (v)

(x,v)=1
f1x±mx≡0 (v◦)

∑
y1 (v∗)

χ∗(y1)e
(
y1(f1x±mx)

v

)

= τ(χ∗)
v∗

∑
x (v)

(x,v)=1
f1x±mx≡0 (v◦)

χ∗
(
f1x±mx

v◦

)
.

We set

ṽ◦ := v◦

(f1,m, v◦)
, ṽ := v∗ṽ◦, f̃1 := f1

(f1,m, v◦)
and m̃ := m

(f1,m, v◦)
,

and the sum becomes

Ŝp`(χ;m) = (f1,m, v
◦)τ(χ∗)

v∗

∑
x (ṽ)

f̃1x±m̃x≡0 (ṽ◦)

χ∗
(
f̃1x± m̃x

ṽ◦

)
.

If ṽ◦ = 1, we have square-root cancellation for the character sum on the right (see
e.g. [46, Theorem 2]), so that Ŝp`(χ;m)� (f1,m, v

◦).
Otherwise note that both f̃1 and m̃ have to be coprime with p, as otherwise

the sum is empty. We parametrize x by

x = x1(1 + ṽ◦x2), with x1 mod ṽ◦, (x1, ṽ
◦) = 1 and x2 mod v∗.

In this case we can write x mod ṽ in the following way

x ≡ x1

(
1− ṽ◦x2(1 + ṽ◦x2)

)
mod ṽ,

and after putting this in our sum, we have

Ŝp`(χ;m) = (f1,m, v
◦)τ(χ∗)

v∗

∑
x1 (ṽ◦)

f̃1x1±m̃x1≡0 (ṽ◦)

∑
x2 (v∗)

χ∗(P (x2)),

where P (X) is the rational function

P (X) :=
f̃1x1ṽ

◦X2 + 2f̃1x1X + f̃1x1±m̃x1
ṽ◦

ṽ◦X + 1 .
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If p ≥ 3, we can use [9, Theorem 1.1] to get the bound∑
x2 (v∗)

χ∗(P (x2))� 1.

If p = 2 and ṽ◦ ≥ 8, we rewrite this sum∑
x2 (v∗)

χ∗(P (x2)) =
∑

x2 (2v∗)

χ∗
(
P
(x2

2

))
= 2

∑
x2 (v∗)

χ∗
(
P
(x2

2

))
,

so that we can again apply [9, Theorem 1.1] and show that this sum is O(1). Finally,
for the remaining cases ṽ◦ = 2 and ṽ◦ = 4, we can use [9, Theorem 2.1] to show
square-root cancellation. This concludes the proof of (6.6).

4. Auxiliary estimates

We want to use the Kuznetsov formula in the form (2.10) with
q̃ := t1s2u

∗
2v

2, r̃ := s2u
∗
2v

2, s̃ := t1 q̃0 := v, m̃ := h0u1u
∗
2, ñ := m.

However, before we can do so, some technical arrangements have to be made. Set

F̃±(c;m) := h(m)r
∗
1
r1

v
√
s2u∗2

4π

√
r2

m|h|

∫
cB±

(
c

√
ξ
r2

|h|

)
f

ξ; 4πd
√
m

r∗1c

√
|h|
r2

 dξ,

where h is a smooth and compactly supported bump function such that

supph �M and h(ν)(m)� 1
Mν

for ν ≥ 0,

and
h(m) = 1 for m ∈ [M, 2M ].

We have defined F̃±(c;m) in such a way that

F±(r∗1c; dc,m) = 1√
r̃
F̃±

(
4π
√
|m̃ñ|√
r̃s̃c

;m
)

for m ∈ [M, 2M ].

Note that

supp F̃±(•;m) � C := 1
A∗

√
M |h|
r2

and F̃±(c;m)� v
√
s2u∗2

r∗1
A∗r1

x1
1+ε.

We furthermore need to separate the variable m to be able to use the large
sieve inequalities later, and to this end we make use of Fourier inversion,

F̃±(c;m) =
∫
G0(λ)G±λ (c)e(λm) dλ, G±λ (c) := 1

G0(λ)

∫
F̃±(c;m)e(−λm) dm,

where
G0(λ) := v

√
s2u∗2

r∗1
A∗r1

x1
1+ε min

(
M,

1
Mλ2

)
.

Eventually, our sum of Kloosterman sums looks like

K±AB(χ;m) =
∫
G0(λ)e(λm)

∑
c

(c,r̃)=1

χ(c)
S
(
m̃,±ñr̃; s̃c

)
cs̃
√
r̃

G̃±λ

(
4π
√
|m̃ñ|
cs̃
√
r̃

)
dλ.

Next, we need to find good estimates for the Bessel transforms occuring in the
Kuznetsov formula. For convenience set

W := 1
A∗

√
|h|M
r2

and Z := 1
A∗

√
x1M.

Note that due to the assumptions made in (6.1), it holds that W � 1.
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Lemma 6.2. If M �M−0 , we have

G̃±λ (it), Ǧ±λ (it)�W−2t for 0 ≤ t < 1
4 ,

G̃±λ (t)
(1 + t)κ , Ǧ

±
λ (t), Ġ±λ (t)� x1

ε

1 + t
5
2

for t ≥ 0.

If M−0 �M �M+
0 , we have, for any ν ≥ 0,

G̃±λ (it), Ǧ±λ (it)� x1
−ν for 0 ≤ t < 1

4 ,

G̃±λ (t)
(1 + t)κ , Ǧ

±
λ (t), Ġ±λ (t)� x1

ε

Z
5
2

(
Z

t

)ν
for t ≥ 0.

Proof. Except for obvious modifications, these bounds can be proven the
same way as Lemma 3.3. �

5. Use of the Kuznetsov formula

Here we will only look at K+
AB(χ;m) and we will assume that h > 0, since all

other cases can be treated in essentially the same way.
We use the Kuznetsov formula as explained above and get

R+
AB(M ;χ) =

∫
G0(λ)(Ξ1(M) + Ξ2(M) + Ξ3(M)) dλ,

where

Ξ1(M) :=
∞∑
j=1

G̃+
λ (tj)

(1 + |tj |)κ

(
(1 + |tj |)

κ
2√

cosh(πtj)
ρj(m̃,∞)

√
m̃

)
Σ(1)
j (M),

Ξ2(M) :=
∑

c sing.

1
4π

∫ ∞
−∞

G̃+
λ (r)

(1 + |t|)κ

(
(1 + |t|)κ2√

cosh(πr)
ϕc,r(m̃,∞)

√
m̃

)
Σ(2)

c,r (M) dr,

Ξ3(M) :=
∑

k≡κ (2), k>κ
1≤j≤θk(q,χ)

Ġ+
λ (k)

(√
(k − 1)!ψj,k(m̃,∞)

√
m̃
)

Σ(3)
j,k(M),

with

Σ(1)
j (M) := (1 + |tj |)

κ
2√

cosh(πtj)

∑
M<m≤2M

d(m)Ŝv(χ;m)e
(
λm−ms̃

r̃

)
ρj

(
m,

1
s̃

)√
m,

Σ(2)
c,r (M) := (1 + |t|)κ2√

cosh(πt)

∑
M<m≤2M

d(m)Ŝv(χ;m)e
(
λm−ms̃

r̃

)
ϕc,r

(
m,

1
s̃

)√
m,

Σ(3)
j,k(M) :=

√
(k − 1)!

∑
M<m≤2M

d(m)Ŝv(χ;m)e
(
λm−ms̃

r̃

)
ψj,k

(
m,

1
s̃

)√
m.

Assume first that M �M−0 . We divide Ξ1(M) into three parts:

Ξ1(M) =
∑
tj≤1

(. . .) +
∑
tj>1

(. . .) +
∑
tj exc.

(. . .) =: Ξ1a(M) + Ξ1b(M) + Ξ1c(M).
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We use Cauchy-Schwarz on Ξ1a(M), and then make use of Lemma 6.2, Theorem 2.8
and Lemma 2.10 to bound the different factors, so that we get

Ξ1a(M) ≤ max
tj≤1

∣∣∣∣ G̃+
λ (tj)

(1 + tj)κ

∣∣∣∣
(∑
tj≤1

(1 + tj)κ

cosh(πtj)
|ρj(m̃,∞)|2m̃

) 1
2
(∑
tj≤1

∣∣∣Σ(1)
j (M)

∣∣∣2) 1
2

� x1
εm̃θ

(
1 + q̃

1
2
0
M

q̃

) 1
2

Mεvε
∑

M<m≤2M
(f1,m, v

◦)2

 1
2

� v◦
1
2x1

εhθ
A∗

x1

(
x1

1
2 + A∗

v
1
4 (r∗1s2u∗2) 1

2

)
,

where we have set
v◦ := v

cond(χ) .

We split up Ξ1b(M) into dyadic segments

Ξ1b(M,T ) :=
∑

T<tj≤2T

G̃+
λ (tj)

(1 + |tj |)κ

(
(1 + |tj |)

κ
2√

cosh(πtj)
ρj(m̃,∞)

√
m̃

)
Σ(1)
j (M),

and in the same way as above we can show that

Ξ1b(M,T )� v◦
1
2x1

εhθ
A∗

T
1
2x1

(
x1

1
2 + A∗

v
1
4 (r∗1s2u∗2) 1

2

)
,

which leads to the same bound for Ξ1b(M) as for Ξ1a(M). Finally, for Ξ1c(M), we
get

Ξ1c(M)� v◦
1
2x1

ε(r2x1)θA
∗

x1

(
x1

1
2 + A∗

v
1
4 (r∗1s2u∗2) 1

2

)
,

and all in all, we end up with∫
G0(λ)Ξ1(M) dλ� v◦

1
2 v(r2x1) 1

2 +θ+ε. (6.8)

In exactly the same manner, but using Lemma 2.9 instead of Lemma 2.10, we
can also get the bounds

Ξ1a(M), Ξ1b(M)� v◦
1
2x1

εA
∗

x1

(
x1

1
2 + A∗

v
1
4 (r∗1s2u∗2) 1

2

)(
1 + (r∗1r2v, h) 1

4h
1
4

(r∗1r2) 1
2 v

1
4

)
,

and

Ξ1c(M)� v◦
1
2x1

ε
(r2x1

h

)θA∗
x1

(
x1

1
2 + A∗

v
1
4 (r∗1s2u∗2) 1

2

)(
1 + (r∗1r2v, h) 1

4h
1
4

(r∗1r2) 1
2 v

1
4

)
,

so that∫
G0(λ)Ξ1(M) dλ� v◦

1
2 v(r2x1) 1

2 +ε
(r2x1

h

)θ(
1 + (r1r2v, h) 1

4h
1
4

(r1r2) 1
2 v

1
4

)
. (6.9)

Furthermore, since

x1
ε

C
� x1

1
2 r2

1
2

h
1
2
� r∗1r2v

1
2

(r∗1r2v, h) 1
2h

1
2

= q̃

(q̃, m̃) 1
2 q̃

1
2
0 m̃

1
2

,
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we can make use of Lemma 2.11 here, which means that concerning Ξ1c(M) we also
have the bound

Ξ1c(M)�
(∑
tj≤1

|ρj(m̃,∞)|2m̃
cosh(πtj)

(
x1
ε

C

)4itj) 1
2
(∑
tj≤1

∣∣∣Σ(1)
j (M)

∣∣∣2) 1
2

� v◦
1
2x1

θ+ε (r∗1r2v, h)θ

(r∗1
2r2v)θ

A∗

x1

(
x1

1
2 + A∗

v
1
4 (r∗1s2u∗2) 1

2

)(
1 + (r∗1r2v, h) 1

4h
1
4

(r∗1r2) 1
2 v

1
4

)
,

and hence∫
G0(λ)Ξ1(M) dλ� v◦

1
2 v(r2x1) 1

2 +ε
(
x1

(r1r2v, h)
r12r2v

)θ(
1 + (r1r2v, h) 1

4h
1
4

(r1r2) 1
2 v

1
4

)
.

(6.10)

Next, assume M−0 �M �M+
0 . We split Ξ1(M) into three parts as follows,

Ξ1(M) =
∑
tj≤Z

(. . .) +
∑
tj>Z

(. . .) +
∑
tj exc.

(. . .).

The sum over the exceptional eigenvalues causes no problems in this case, as the
respective Bessel transforms are very small. The rest can be treated in the same
way as above, and we get the bounds∫

G0(λ)Ξ1(M) dλ� v◦
1
2 v(r2x1) 1

2 +ε h
θ

Ω 1
2
, (6.11)∫

G0(λ)Ξ1(M) dλ� v◦
1
2 v(r2x1) 1

2 +ε 1
Ω 1

2

(
1 + Ω 1

2
(r1r2v, h) 1

4h
1
4

(r1r2) 1
2 v

1
4

)
. (6.12)

The same reasoning applies similarly to Ξ2(M) and Ξ3(M), the main difference
being that we do not have to worry about exceptional eigenvalues at all. In the end
we get from (6.8) and (6.11),

R+
AB(M ;χ)� v◦

1
2 v(r2x1) 1

2 +ε
(
hθ

Ω 1
2

+ (r2x1)θ
)
,

from (6.10) and (6.12),

R+
AB(M ;χ)� v◦

1
2 v(r2x1) 1

2 +ε

(
1

Ω 1
2

+
(
x1(r1r2v, h)
r12r2v

)θ(
1 + (r1r2v, h) 1

4h
1
4

(r1r2) 1
2 v

1
4

))
,

and from (6.9) and (6.12),

R+
AB(M ;χ)� v◦

1
2 v(r2x1) 1

2 +ε

(
1

Ω 1
2

+
(r2x1

h

)θ(
1 + (r1r2v, h) 1

4h
1
4

(r1r2) 1
2 v

1
4

))
.

With the help of (6.7), these bounds eventually lead to (6.2), (6.3) and (6.4).

6. The main term

The only thing left to do in order to prove Lemma 6.1 is the evaluation of the
main term. After summing over all A and B, it has the form

M0 := 1
r1

∑
u∗2 |u2

∑
a

(a,s2u
∗
2)=1

1
a

∫
λf1−r1g2s1,r1a(ξ)f(ξ; a) dξ

=
∫
w1

(
r1ξ + f1

x1

)
w2

(
r2ξ + f2

x2

)∑
u∗2 |u2

Ma(ξ, u∗2)

 dξ, (6.13)
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with

Ma(ξ, u∗2) :=
∑
a

(a,s2u
∗
2)=1

λf1−r1g2s2,r1a(r1ξ + f1)
a

h

(
u2a

u∗2
,
u∗2
u2a

(r2ξ + f2)
)
.

Using Mellin inversion, we can write the last sum as

Ma(ξ, u∗2) = 1
2πi

∫
(σ)
ĥ(s; ξ)Z(s; ξ) ds, σ > 0, (6.14)

where ĥ(s; ξ) is the Mellin transform

ĥ(s; ξ) :=
∫ ∞

0
h

(
u2a

u∗2
,
u∗2
u2a

(r2ξ + f2)
)
as−1 da, Re(s) > 0,

and where the function Z(s; ξ) is defined as the Dirichlet series

Z(s; ξ) :=
∑
a

(a,s2u
∗
2)=1

λf1−r1g2s2,r1a(r1ξ + f1)
a1+s , Re(s) > 0.

Our plan is to move the line of integration in (6.14) to σ = −1 + ε, so that we
can use the residue theorem to extract a main term. Using partial integration, a
meromorphic continuation of ĥ(s; ξ) can easily be found, but for Z(s; ξ) the situation
is not quite as obvious.

We write

λf1−r1g2s2,r1a(r1ξ + f1) = ∆δ(r1ξ + f1)
∑
d|r1a

cd(f1 − r1g2s2)
d1+δ ,

with ∆δ(r1ξ + f1) as defined in (2.2). Now we separate the part of r1 which shares
common factors with s2u

∗
2 from the rest by setting

v := (r1, (s2u
∗
2)∞), t1 := r1

v
,

so that ∑
d|r1a

cd(f1 − r1g2s2)
d1+δ =

(∑
d|v

cd(f1)
d1+δ

)(∑
d|t1a

cd(h0u1)
d1+δ

)
,

and hence

Z(s; ξ) = ∆δ(r1ξ + f1)
(∑
d|v

cd(f1)
d1+δ

) ∑
a

(a,s2u
∗
2)=1

1
a1+s

∑
d|t1a

cd(h0u1)
d1+δ .

The two right-most sums can be transformed to∑
a

(a,s2u
∗
2)=1

1
a1+s

∑
d|t1a

cd(h0u1)
d1+δ =

∑
d

(d,s2u
∗
2)=1

cd(h0u1)(d, t1)
d2+δ Z̃(s; d),

with
Z̃(s; d) := ζ(1 + s) (d, t1)s

ds

∏
p|s2u∗2

(
1− 1

p1+s

)
.

This is a meromorphic function, defined on the whole complex plane, which means
that the desired meromorphic continuation for Z(s; ξ) can be given by

Z(s; ξ) = ∆δ(r1ξ + f1)
(∑
d|v

cd(f1)
d1+δ

) ∑
d

(d,s2u
∗
2)=1

cd(h0u1)(d, t1)
d2+δ Z̃(s; d)

.
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Hence

Ma(ξ, u∗2) = ∆δ(r1ξ + f1)
(∑
d|v

cd(f1)
d1+δ

) ∑
d

(d,s2u
∗
2)=1

cd(h0u1)(d, t1)
d2+δ Ĩ0(ξ, d)

,
with

Ĩ0(ξ, d) := 1
2πi

∫
(σ)
ĥ(s; ξ)Z̃(s; d) ds.

The Mellin transform ĥ(s; ξ) has, at s = 0, the Taylor expansion

ĥ(s; ξ) = 2
s

+ log(r2ξ + f2) + 2 log u
∗
2
u2

+O(s),

while that of Z̃(s; d) is given by

Z̃(s; d) =
(

1
s

+ γ + ∂

∂ρ

)∣∣∣∣
ρ=0

(d, t1)ρ

dρ

∏
p|s2u∗2

(
1− 1

p1+ρ

)
+O(s).

All in all, the residue of their product at s = 0 is

Res
s=0

(
ĥ(s; ξ)Z̃(s; d)

)
= ∆ρ(r2ξ + f2)

(
u∗2
u2

)ρ (d, t1)ρ

dρ

∏
p|s2u∗2

(
1− 1

p1+ρ

)
.

We now move the line of integration to σ = −1 + ε,

Ĩ0(ξ, d) = ∆ρ(r2ξ + f2)
(
u∗2
u2

)ρ (d, t1)ρ

dρ

∏
p|s2u∗2

(
1− 1

p1+ρ

)
+O

(
d1−ε

x2
1
2−ε

)
,

which leads to

Ma(ξ, u∗2) = ∆δ(r1ξ + f1)∆ρ(r2ξ + f2)Mb(ξ, u∗2) +O
(
x2
ε

x2
1
2

)
,

with

Mb(ξ, u∗2) :=
(
u∗2
u2

)ρ(∑
d|v

cd(f1)
d1+δ

) ∏
p|s2u∗2

(
1− 1

p1+ρ

)

·

 ∑
d

(d,s2u
∗
2)=1

cd(h0u1)(d, t1)1+ρ

d2+δ+ρ

.
An elementary but quite tedious calculation shows that this product can be trans-
formed in such a way that we can write∑

u∗2 |u2

Mb(ξ, u∗2) = Cδ,ρ(r1, r2, f1, f2),

where

Cδ,ρ(r1, r2, f1, f2) :=
∑
u∗1 |u1
u∗2 |u2

(
u∗1
u1

)δ(
u∗2
u2

)ρ
ψδ(s1u

∗
1)ψρ(s2u

∗
2)γδ+ρ(s1u

∗
1s2u

∗
2),

with
ψα(n) :=

∏
p|n

(
1− 1

p1+α

)
and γα(n) :=

∑
(d,n)=1

cd(h0)
d2+α .

After a look back at (6.13), we finally see that M0 has the form

M0 = M +O
(
x2

1
2 +ε

r2

)
,
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with

M :=
∫
w1

(
r1ξ + f1

x1

)
w2

(
r2ξ + f2

x2

)
P2(log(r1ξ + f1), log(r2ξ + f2)) dξ,

where P2(ξ1, ξ2) is the quadratic polynomial defined by
P2(log ξ1, log ξ2) := ∆δ(ξ1)∆ρ(ξ2)Cδ,ρ(r1, r2, f1, f2).

This concludes the proof of Lemma 6.1.
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