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A search for the Standard Model Higgs boson produced in association with a pair of top
quarks (tt̄H) is presented. The analysis uses 20.3 fb−1 of pp collision data at

√
s = 8 TeV,

collected with the ATLAS detector at the Large Hadron Collider during 2012. The search
is designed for the H → bb̄ decay mode and is performed in the single lepton (electrons
or muons) decay channel of the top quark pair. In order to improve the sensitivity of
the search, events are categorised according to their jet and b-tagged jet multiplicities
into nine different analysis regions. A matrix element method is developed and applied
to regions with six jets to obtain discriminants separating tt̄H events from the irreducible
tt̄ + bb̄ background. In signal-enriched regions, a neural network is employed combining
kinematic variables and variables obtained from the matrix element method to maximise
the separation between signal and background events. The nine analysis regions are sta-
tistically combined using a profile likelihood fit to improve the background predictions and
reduce the systematic uncertainties. The ratio of the measured tt̄H signal cross section to
the Standard Model expectation is found to be

µ = 1.2± 1.3

assuming a Higgs boson mass of 125 GeV. No significant excess of events above the back-
ground expectation is found and an observed (expected) limit of

µ < 3.6 (2.6)

is set at 95% confidence level. The single lepton channel is combined with the dilepton
channel of the tt̄ decay resulting in µ = 1.5± 1.1 and an observed (expected) upper limit
of 3.4 (2.2) times the Standard Model cross section at 95% confidence level.
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1
Preface

”For me it’s really an incredible thing that it’s happened in my lifetime” were the words
by Peter Higgs on the 4th of July 2012 after the Large Hadron Collider (LHC) experiments
announced the discovery of a new particle, what we now believe is the Higgs boson predicted by
Brout, Englert, Higgs and others about 50 years ago [1–4]. It is astonishing, but also proves
the success of science, that a theory proposed long time ago, when the discovery seemed
completely unrealistic, could finally be verified due to the great development of technology. I
had the pleasure to meet Peter Higgs shortly after the discovery in August 2012 at the Scottish
Universities Summer School in Physics in St. Andrews. He gave a talk for the students, in which
he briefly summarised the historical development of the theory he and others had formulated.
At the time they developed the theory, the picture we had of our world and the Universe was
very different. Peter Higgs had also been an organiser of this summer school for a long time
and thanks to him the students can enjoy a nice selection of wines during the dinners every
evening. During one of these dinners, I had a chat with him and other students mostly about
topics unrelated to physics. Suddenly, he was very concerned about how well he presented the
topic of the talk and told us that he was nervous giving it. One year later he and Englert
received the Nobel-Prize for the formulation of the mechanism, which lead to the discovery of
the Higgs boson. I can only imagine how nervous he might have been during the Nobel-Prize
ceremony, but the fact that he still felt insecure when giving a talk in front of students made
him very human. It made us realise that we are just like him, that everyone of us can come up
with a beautiful idea that might change the picture of the world. This thesis is a first attempt
in that direction although admittedly a small step. However, many times in the process of
working on this project a success seemed unrealistic and pioneer work had to be performed in
many directions.
Although we are quite confident that we have discovered a Higgs boson, we do not know yet if
the observed particle is a part of the well established Standard Model (SM) of particle physics
or of a more general theory in which the SM is embedded. There are many open questions
arising from observations in particle physics and astrophysics which do not have answers within
the SM. Thus it is clear, that our current picture of the world is incomplete. To determine the
true nature of the observed Higgs boson, it is important to study all of its properties, which
include the production mechanisms and decay modes. One of the production mechanism of
the Higgs boson predicted by the SM is the production in association with a top-antitop
quark pair (tt̄H), which has not yet been observed because of its small cross section. The
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1. Preface

observation of this process would allow for a direct measurement of the top quark Yukawa
coupling, which is an important parameter of the SM. Furthermore, the Higgs boson has only
been discovered in bosonic decays but not in decays to fermions. For a Higgs boson with a
mass around 125 GeV as discovered at the LHC, the dominant decay mode is the fermionic
H → bb̄ decay. However, the overwhelming multijet background in the dominant production
channels made it impossible to observe it so far. In the tt̄H production, the distinct signature
of the top quark pair decay can be used to suppress the multijet background enabling a search
for the H → bb̄ decay. Though it becomes very challenging to distinguish the signal from
the irreducible and huge background arising from top quark pair production with additional
b-quarks in the final state (tt̄ + bb̄). In order to separate the small signal from a much larger
background, sophisticated analysis techniques have to be applied. For this search the matrix
element method has been deployed, which makes use of the theoretical description of a process
in order to assign a probability weight to each observed event. This probability weight reflects
how likely it is that the observed event is consistent with a certain hypothesis. This analysis
technique is quite unique in particle physics, because it uses maximum available information
from the theoretical model as well as from the kinematics of the observed event. A very small
signal-to-background ratio and a very complex signature of the tt̄H process seem to be an
ideal environment for employing the matrix element method. However, the calculation of the
probability can be very computationally intensive and the development of the method for such
a complicated process is challenging. The matrix element method has been used for precision
measurements of the top quark mass [5, 6] and even for Higgs boson searches [7, 8], but never
before for such a complex final state.
This thesis presents a search for the SM Higgs boson produced in association with top quark
pairs and decaying into a pair of b-quarks using the matrix element method. The top quark
pair decay in the single lepton final state is considered. The data used for this analysis has
been recorded with ATLAS, which is one of the two multi-purpose detectors at the LHC.
The content of this thesis is organised as follows. In Chapter 2, the SM of particle physics
is introduced with an emphasis on top quark and Higgs boson physics. The functionality
and experimental setup of the LHC and the ATLAS experiment are briefly summarised in
Chapter 3. The data recorded with the ATLAS detector, the physics objects reconstructed
from the data and the modelling of the physics processes relevant for this search are detailed in
Chapter 4. In Chapter 5, a description of the matrix element method and its implementation
for this search is given. Details about the various ingredients and the technical realisation are
explained and a simple toy study is performed to prove that the method works as expected.
Chapter 6 describes the actual search for the tt̄H process. First, the event selection and the
categorisation of the events into different analysis regions is outlined. Then the general analysis
strategy and the relevant systematic uncertainties are presented. Results of the matrix element
method are shown and combined in an artificial neural network to maximise the separation
power. Finally, the statistical analysis is performed by employing a profile likelihood fit, which
is used to improve the sensitivity of the search. The tt̄H production rate with respect to the
SM is measured and an upper limit on the production is set because no significant excess is
found. The result is summarised and conclusions are presented in Chapter 7 along with a short
outlook towards future searches and measurements.
Throughout this thesis, natural units implying ~ = c = 1 have been used for subatomic
particles, which means that their energies, momenta and masses are expressed in units of
eV. However, for all other quantities not referring to subatomic scales the usual International
System of Units (SI) is applied.
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2
The Higgs Boson and Top Quarks

in the Context of the Standard Model

2.1. Introduction

In this thesis a search for a Higgs boson produced in association with top quarks is presented.
Both are elementary particles and part of the Standard Model (SM) of particle physics [9–11],
which is briefly summarised in the following. An emphasis is placed on describing how particles
acquire mass and interact with the Higgs boson as well as on the production and decay of the
top quark and Higgs boson. In this context, the milestones achieved in Higgs boson physics by
the two Large Hadron Collider (LHC) experiments A Toroidal LHC ApparatuS (ATLAS) [12]
and Compact Muon Solenoid (CMS) [13] are briefly reviewed.

2.2. A Brief Summary of the Standard Model

The SM of particle physics represents our current understanding of elementary particles and
their interactions. It is probably one of the most compelling and successful theories in science,
since its predictions are being confirmed with remarkable precision in many different experi-
ments. The constituents of matter are spin one-half particles (fermions), which are classified
into quarks and leptons. The quarks and leptons interact with each other through the four
fundamental forces, the strong, the electromagnetic, the weak and the gravitational force. The
SM combines three of the four fundamental forces into one theory based on renormalisable,
relativistic quantum field theory (QFT). Because a consistent QFT of gravity, with General
Relativity being its low energy manifestation, has not been formulated so far, gravity is not
yet included to the SM. However, the gravitational force is by far the weakest and can usually
be neglected in the interactions of elementary particles. The forces of the SM are mediated by
spin one particles - the gauge bosons. The building blocks of our present (low energy) Universe
are only the electron, the electron neutrino, the up- and the down-quark, representing the first
generation of particles in the SM. There are two additional generations, which basically consist
of copies of the particles of the first generation differing only in their masses. The elementary
particles of the SM are summarised in Figure 2.1.
An elementary particle participates in a certain interaction, if it carries the charge of the cor-
responding force. All quarks carry colour charge (red, green, blue) and thus interact through

3



2. The Higgs Boson and Top Quarks in the Context of the Standard Model

Figure 2.1.: The elementary particles of the SM: three generations of quarks and leptons, four force
mediating gauge bosons and the Higgs boson.

the strong force mediated by massless gluons. The gluon exists in eight different versions, each
carrying a combination of colour and anti-colour charge. The up-type quarks (up, charm, top)
carry an electric charge of +2/3e, while the down-type quarks (down, strange, bottom) are
electrically negative with a charge of −1/3e. The charged leptons (electron, muon, tau) have
an integer charge of −1e. All electrically charged particles interact through the electromag-
netic force mediated by the massless photon with no electric charge. Each charged lepton is
complemented by a neutral lepton (electron-, muon-, tau-neutrino) with extremely low mass.
All particles interact through the weak force, since they all carry an isospin, which third
component is either +1/2 (up-type quarks, neutrinos) or −1/2 (down-type quarks, charged
leptons). The weak force is mediated by the electrically charged W± or the neutral Z vector
bosons, both having considerable masses and carrying weak isospin. The W boson is the only
force mediating boson carrying electrical charge. As a consequence, it couples together pairs
of particles which differ by one unit in electric charge. While in case of leptons, it couples
only to pairs of one generation, in case of quarks any exchange between up- and down-type
quarks is allowed. The transition probabilities between physical up-type quarks and down-type
quarks are given by the Cabibbo-Kobayashi-Maskawa (CKM) matrix [14, 15], which favours
transitions within one generation [16]. The masses of the elementary particles are acquired
through interactions with the Higgs field, which minimal excitation state is represented by the
massive Higgs boson with no spin, electric charge or colour charge. Gravity is expected to be
mediated by a spin two graviton, which neither has been discovered nor can be included to
the SM.
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2.2. A Brief Summary of the Standard Model

2.2.1. Mathematical Description

The QFTs of the three forces, Quantum Chromodynamics (QCD), Quantum Flavourdynamics
(QFD) and Quantum Electrodynamics (QED), are described in the SM by gauge theories with
the unified symmetry group SU(3) × SU(2) × U(1) [17–28]. Although not all three theories
can yet be described in a combined way, the electroweak (EW) theory by Glashow, Salam and
Weinberg [9, 10, 29] unifies the electromagnetic and weak interactions into the SU(2) × U(1)
symmetry group. Following the Lagrangian formalism, the dynamics of a QFT is expressed in
terms of a Lagrangian density. For example, the Lagrangian of a free relativistic fermion field
ψ(x) is given by

LD = iψ̄γµ∂µψ −mψ̄ψ . (2.1)

By solving the Euler-Lagrange equation the quantum mechanical field equations are derived. In
case of the non-interacting fermion the solution results in the Dirac equation. The interactions
described by the theories are obtained by requiring local gauge invariance of the Lagrangian
under the symmetry transformation of the group. For instance, the local phase transformation
of the U(1) symmetry of QED is defined by

ψ(x)→ ψ′(x) = eiqχ(x)ψ(x) , (2.2)

where χ(x) is a scalar phase. The local gauge invariance can only be restored by introducing
additional fields of the dimension of the symmetry, which can be identified with the force
mediating bosons. This is achieved by replacing the derivative ∂µ with the covariant derivative
Dµ. In case of QED this is simply given by

∂µ → Dµ = ∂µ + iqAµ with Aµ → A′µ = Aµ − ∂µχ , (2.3)

where Aµ is the photon field and q is the charge of the fermion. By adding a kinetic term
for the gauge bosons, the Lagrangian describing the full dynamics including interactions is
defined. The Lagrangian of QED is then given by

LQED = ψ̄(iγµ∂µ −m)ψ︸ ︷︷ ︸
fermion kinetic term

−1

4
FµνF

µν︸ ︷︷ ︸
photon kinetic term

+qψ̄γµψAµ︸ ︷︷ ︸
fermion-photon interaction

, (2.4)

where Fµν = ∂µAν − ∂νAµ is the field strength tensor of QED.
While the generator of the U(1) symmetry of QED is a scalar phase, the generator of the SU(2)
and SU(3) can be represented by the Pauli and Gell-Mann matrices, which do not commute.
The non-Abelian property of QFD and QCD lead to self-interaction terms of the gauge bosons
in the Lagrangian. Due to the number of gauge bosons in QCD, defined by the dimension
of the symmetry, the self interaction leads to a special characteristic of the strong force. At
low energies, the interaction becomes stronger leading to a confinement of the quarks, such
that no free quarks can be observed. As a consequence, they form hadrons either consisting
of a quark-antiquark pair qq̄ (meson) or a triplet of quarks or antiquarks (baryons). Following
the Pauli exclusion principle, the quarks in a baryon differ in colour charge and hence quarks
always form colourless hadrons.
Noether’s theorem applied to field theory states that a conserved current corresponds to every
symmetry generated by local actions. For QED the conserved current is the probability current

jµ = ψ̄γµψ , (2.5)
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2. The Higgs Boson and Top Quarks in the Context of the Standard Model

which satisfies the continuity equation ∂µj
µ = 0. As a consequence, the symmetries of the SM

lead to the conservation of electric charge, weak isospin and colour charge. Further observed
conservation of quantities, like lepton and baryon number, have no theoretical foundation in
the SM.

2.2.2. The Higgs Mechanism

The described local gauge symmetry can only be satisfied if the introduced gauge bosons
are massless. Adding mass terms for the gauge bosons breaks the local gauge invariance.
While this is not a problem for QED and QCD, where the force is mediated by the massless
photon and gluon, it contradicts the three observed heavy gauge bosons (W± and Z) of the
weak interaction. Additionally, even the mass term of the fermions, written in terms of chiral
particle states, breaks the gauge invariance due to the V-A structure of the weak interaction.
This is solved by introducing the Higgs mechanism [1–4], from which the particles of the SM
acquire their masses by breaking the SU(2) × U(1) local gauge symmetry of the EW theory.
In the minimal model of EW symmetry breaking, the Higgs field is represented by a weak
isospin doublet of one charged and one neutral complex scalar field

φ(x) =

(
φ+

φ0

)
=

1√
2

(
φ1 + iφ2

φ3 + iφ4

)
. (2.6)

The Lagrangian for this field

LHiggs = (∂µφ)†(∂µφ)− V (φ) (2.7)

consists of a kinetic term and a Higgs potential

V (φ) = µ2φ†φ+ λ(φ†φ)2 . (2.8)

The first term can be associated with the mass of the field and the second represents the
self-interaction of the field. The minima of the potential can be identified with the vacuum
expectation value v of the Higgs field. While the parameter λ needs to be positive to obtain
a potential with finite minima, the parameter µ can be chosen freely. Figure 2.2 visualises the
influence of µ on the form of the potential for one complex scalar field.
If µ2 > 0, the potential has just one minimum at a value of zero with all fields being zero.
Hence the vacuum expectation value of the Higgs field would be zero and the symmetry is
preserved. However, for µ2 < 0 the potential has an infinite set of minima v given by

φ†φ =
v2

2
= −µ

2

2λ
, (2.9)

and the choice of the physical vacuum state spontaneously breaks the symmetry of the La-
grangian. Because the photon needs to remain massless after symmetry breaking, only the
vacuum expectation value of φ0 is required to be non-zero

〈0|φ|0〉 =
1√
2

(
0
v

)
. (2.10)

An expansion of φ0 about its vacuum state v introduces a massive scalar and three massless
Goldstone bosons. However, the Goldstone bosons appear to be not physical and can be
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2.2. A Brief Summary of the Standard Model

Figure 2.2.: The Higgs potential for µ2 > 0 (a) and µ2 < 0 (b).

eliminated using the Unitary gauge, which corresponds to choosing the Higgs doublet to be
real

φ(x) =
1√
2

(
0

v + h(x)

)
, (2.11)

where h is a physical field which can be identified with the Higgs boson. The covariant
derivative of SU(2)× U(1) acting on the Higgs field is given by

Dµφ =
1

2

[
2∂µ +

(
igWσ ·W µ + ig′Bµ

)]
φ , (2.12)

where σ are the Pauli spin matrices. The gauge fields W µ and Bµ together with the gauge
couplings gW and g′ define the interactions of SU(2)×U(1). The masses of the gauge bosons
are generated by the kinetic term in the Lagrangian of Equation 2.7:

(Dµφ)†(Dµφ) =
1

2
(∂µh)(∂µh) +

1

8
g2
W (W (1)

µ + iW (2)
µ )(W (1)µ − iW (2)µ)(v + h)2

+
1

8
(gWW

(3)
µ − g′Bµ)(gWW

(3)µ − g′Bµ)(v + h)2
. (2.13)

Identifying the quadratic terms in W
(1)
µ and W

(2)
µ with the masses of the W bosons yields

mW =
1

2
gW v . (2.14)

The two neutral fields W
(3)
µ and Bµ mix with each other and two physical fields Zµ and Aµ

can be obtained by a rotation making the mass matrix diagonal(
Aµ
Zµ

)
=

(
cos θW sin θW
− sin θW cos θW

)(
Bµ

W
(3)
µ

)
, (2.15)

where the Weinberg angle θW is defined by tan θW = g′/gW . The masses of the two neutral
gauge bosons, identified with the massless photon and the massive Z boson, are then given
by

mA = 0 and mZ =
1

2
v
√
g2
W + g′2 . (2.16)
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2. The Higgs Boson and Top Quarks in the Context of the Standard Model

The masses of the massive gauge bosons can be related to each other by

mW

mZ
= cos θW , (2.17)

which has been experimentally verified with high precision. The mass of the Higgs boson can
be identified from the quadratic term in h to be

mH =
√

2λv . (2.18)

Since the parameter λ is a free parameter in the SM, there is no direct prediction of the Higgs
boson mass. However, if the mass is measured and the vacuum expectation value is known,
statements about the stability of the Higgs potential can be made. By using the measured W
boson mass and the coupling gW the vacuum expectation value of the Higgs field is found to
be

v = 246 GeV . (2.19)

The kinetic term of Equation 2.13 also contains the triple and quartic couplings of the Higgs
boson and the vector bosons. Together with the self-interaction of the Higgs boson, the
couplings can be summarised by the Lagrangian

LhV =
ghhh

6
h3 +

ghhhh
8

h4 + δV VµV
µ
(
ghV V h+

ghhV V
6

h2
)
, (2.20)

where V represents one of the vector bosons W,Z and δW = 1, δZ = 1/2. The couplings are
purely defined by the involved masses and the vacuum expectation value

ghhh =
3m2

H

v
, ghhhh =

3m2
H

v2
, ghV V =

2m2
V

v
, ghhV V =

2m2
V

v2
. (2.21)

The Higgs mechanism can also be used to generate the masses of the fermions in a gauge
invariant manner. In the SM fermions are described as left-handed chiral SU(2) doublets
L and as right-handed SU(2) singlets R. Obeying the chiral structure of the electroweak
interaction the gauge invariant term of the form −yf (L̄φR+ R̄φ†L) yields the Lagrangian

Lhf = −
yf√

2
vf̄f −

yf√
2
f̄fh , (2.22)

where yf denotes the Yukawa coupling of a fermion. Hence the fermion masses mf are pro-
portional to the Yukawa coupling representing the strength of the coupling of the Higgs boson
to the fermions

yf =
√

2
mf

v
. (2.23)

All particle masses depend on the vacuum expectation value of the Higgs potential or in other
words, the particles acquire their masses due to a non-zero vacuum expectation value of the
potential after the symmetry breaking.
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2.2. A Brief Summary of the Standard Model

2.2.3. Beyond the SM

Despite its great success, the SM cannot be the final theory of particle physics, because there
are several observation that are not explained by it. A very brief summary of the most
prominent issues is given in the following.

• dark matter and dark energy: the measured rotational velocity of spiral galaxies
does not decrease with r−1/2, although the majority of the visible matter is concentrated
in the central bulge [30]. Hence there must be a significant contribution of non-luminous
dark matter to the total mass of the galaxy. From precision measurements of the fluctu-
ations of the cosmic microwave background, it is concluded that only 5% of the energy-
matter density of the Universe consists of baryonic matter, which is the massive matter
described by the SM. Dark matter contributes 23% while the majority (72%) of the
Universe is composed of dark energy , which explains the accelerated expansion of the
Universe [31]. Several extensions of the SM, such as supersymmetry (SUSY) [32–40],
predict the existence of weakly interacting massive particles (WIMPs), which could sig-
nificantly contribute to the observed cold dark matter. There are only speculations what
dark energy might consist of.

• unification of forces: the gauge couplings of the three forces described by the SM
have similar strength and change with the energy scale (running coupling). Due to the
gauge boson self-interactions, the couplings of the weak force αW and the strong force
αS decrease, while the coupling of the electromagnetic force αEM increases. Hence the
running of the coupling constants bring their values together. If a Grand Unified Theory
(GUT) combining all three forces exists, the forces described by the same mechanism
should have the same coupling constant. In the simplest symmetry group SU(5), which
can describe all three interactions, the couplings of the SM converge but do not meet
exactly. However, if additional particles, like SUSY particles, contribute to the loop
corrections of the gauge boson propagators, they can converge to a single value at a scale
of 1 TeV. Hence it is plausible, that the three forces are just the low energy manifestations
of some larger unknown theory. Additionally, gravity could not be included in the SM,
but certainly plays an important role at the Planck scale ΛP ∼ 1019 GeV. Large efforts
are performed to find a Theory of Everything (TOE) in which all four fundamental forces
are unified.

• hierachy problem: quantum loop corrections in the Higgs boson propagator, which
contribute to the mass of the Higgs boson, become very large at high energy scales. If
the SM is part of a GUT it must be valid to at least ΛGUT ∼ 1016 GeV. Because the
corrections are quadratic in Λ, a very precise fine-tuning needs to be performed to cancel
these loop contributions in order to preserve the Higgs boson mass at the EW scale of
roughly 100 GeV [41]. Here again SUSY would provide a natural cancellation of these
corrections.

• matter-antimatter asymmetry: there is apparently an asymmetry of particles and
anti-particles in the observed Universe, which cannot be explained by the observed
charge-parity (CP) violation in the flavour sector or possible CP violation in neutrino
oscillations. Hence, there should be additional CP violating effects in physics not de-
scribed by the SM.
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2. The Higgs Boson and Top Quarks in the Context of the Standard Model

• neutrino masses: although the Higgs field can generate the masses of the neutrinos,
the Yukawa coupling would be unnaturally small. Alternatively, neutrinos could be
their own anti-particles (Majorana particle) and could obtain their masses through the
seesaw mechanism, which could explain the smallness of the masses. If that is the case,
neutrinoless double β-decay can occur, which is being investigated by several experiments
at the moment.

Most of the existing alternative theories or extensions of the SM have been extremely con-
strained and many have been eliminated by the discovery of the Higgs boson and the obser-
vations of its properties. SUSY [32–40] is probably the most attractive theory. However, the
symmetry must be broken since no SUSY particles could be observed so far. The minimal
SUSY models predict at least five physical Higgs bosons (h, H, A, H±), which need to be
observed. The next run of the LHC at energies up to

√
s = 14 TeV will show if SUSY exists

at reasonable mass scales.

2.3. The Top Quark

The top quark plays, as the heaviest known elementary particle, an important role in the
SM, in particular in the electroweak symmetry breaking. The top quark was discovered in
1995 by the DØ and CDF experiments at the Tevatron [42, 43]. The first world combination
of the Tevatron and LHC experiments resulted in a very precisely measured top quark mass
of 173.34 ± 0.27(stat) ± 0.71(syst) GeV [44]. While the top quark mass is a fundamental
parameter of the SM, all of its other properties are predicted by the SM. Any deviation
from the predictions would give a hint for new physics beyond the SM. Due to its very
short lifetime (∼ 10−25 s) the top quark forms no bound states, which leads to the unique
opportunity to probe a bare quark. As a consequence, the properties of the top quark are
propagated to the decay products and are thus directly accessible. Because it was not produced
in sufficient numbers at the Tevatron, a few of the predicted properties were not measured
with sufficient precision and can now be studied at the LHC. Prominent measurements of the
properties include the mass, electric charge, width, tt̄ mass difference, tt̄ charge asymmetry,
tt̄ spin correlations, W helicity, branching fractions and the coupling to other particles. The
measurements of the properties by the various experiments are summarised in Reference [16].
An important consequence of its high mass is the strong Yukawa coupling to the Higgs boson,
which is approximately one according to Equation 2.23:

yt =
√

2
mf

v
≈
√

2
173 GeV

246 GeV
≈ 0.99 ≈ 1 . (2.24)

This might be a coincidence but could also have a deeper reason in extended theories, which
might explain the quark mass hierarchy. All these theories predict new particles, which would
couple to the top quark and influence many of its properties. Hence, top quark physics is
usually considered to be a unique window for searches for new physics. At the same time,
top quark production is often the main background process to many direct searches for new
physics due to its signatures with large numbers of jets and b-jets.

2.3.1. Top Quark Production

At the LHC, top quarks are mostly produced in pairs via the strong interaction, but also as a
single top quark via the electroweak interaction. There are four leading-order (LO) Feynman
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2.3. The Top Quark

diagrams of the top quark pair production, as shown in Figure 2.3: one through qq̄ annihilation
and three through gluon fusion.

Figure 2.3.: Four LO Feynman diagrams of top quark pair production through strong interaction.

While qq̄ annihilation was the dominant production mechanism at the Tevatron pp̄ collider,
at the LHC gluon fusion dominates the production contributing 80-90% depending on the
centre-of-mass energy. The latest theoretical calculation of the top quark pair production
cross section at next-to-next-to-leading-order (NNLO) including resummation of soft gluon
terms with next-to-next-to-leading-logarithmic (NNLL) accuracy yields σtt̄ = 253+15

−16 pb at√
s = 8 TeV [45–49]. The top quark pair production rate has been measured at all available

centre-of-mass energies reaching recently a very high precision with uncertainties of less than
5% at the LHC [50]. The three production diagrams of the single top quark through the
electroweak interaction are shown in Figure 2.4.

(a) s-channel (b) t-channel (c) Wt-channel

Figure 2.4.: Three LO Feynman diagrams of single top quark production through the weak interaction.

The single top quark production cross section is less than half the size of the tt̄ production cross
section at the LHC [51, 52]. The process is experimentally much more challenging, because it
is accompanied by large backgrounds. While the t-channel was measured at the Tevatron and
the LHC [53, 54], the Wt-channel could be only observed at the LHC [55–57]. In contrast to
that, only upper limits on the virtual s-channel production cross section have been set at the
LHC so far [58,59], while this production has been observed at the Tevatron [54,60].

2.3.2. Top Quark Decay

The top quark is the only quark heavier than the W boson and thus can decay into a real
W boson. Because the CKM matrix element |Vtb| is measured to be close to unity, the top
quark decays almost exclusively into a b-quark and a W boson. The latter can either decay
leptonically into a charged lepton and the corresponding neutrino or hadronically into a pair
of light quarks qq̄ (ud̄ or cs̄). The decays of the top quark pair are classified according to the
decay of the two W bosons into a dilepton, single lepton, and allhadronic channel. Because the
τ lepton decays leptonically or hadronically, it is usually treated separately and is not included
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2. The Higgs Boson and Top Quarks in the Context of the Standard Model

in the categorisation. However, the leptonic decay of τ leptons result in the same signatures as
described in the following and are experimentally included into the dilepton and single lepton
channels.

• dilepton: refers to the decay tt̄ → bb̄ W+W− → bb̄ `ν` `
′ν ′` and corresponds to 5% of

the branching ratio. In the LO picture two b-jets, two opposite sign charged leptons (ee,
µµ, eµ) and two neutrinos resulting in large missing transverse energy are expected. Due
to its very distinct signature, most of the background can be easily suppressed resulting
in a very clean top quark sample. However, a full event reconstruction is difficult, since
the sum of the missing transverse energy needs to be associated with the two neutrinos.
The small branching ratio can result in phase space regions with low statistics.

• single lepton: refers to the decay tt̄ → bb̄ W+W− → bb̄ qq̄′ `ν` and corresponds to
roughly 30% of the branching ratio. In the LO picture, four jets are expected two of
which are b-jets, one charged electron or muon and one neutrino resulting in missing
transverse energy. This channel is the best compromise between a clear signature and
sufficiently large statistics. The reconstructed missing transverse energy can be identified
with the neutrino transverse momentum allowing for a full event reconstruction.

• allhadronic refers to the decay tt̄ → bb̄ W+W− → bb̄ qq̄′ q′′q̄′′′ and corresponds to
roughly 44% of the branching ratio. In the LO picture six jets are expected two of which
are b-jets. The channel is contaminated with multijet background and large combinatorial
background when assigning the jets to the quarks.

The given branching ratios assume lepton universality.

2.4. The Higgs Boson

On the 4th of July 2012, the two LHC experiments ATLAS [61] and CMS [62] reported the
discovery of a new particle in searches for the SM Higgs boson. Until now the measurements
of its couplings and its properties have strengthened the assumption that the observed particle
with a mass around 125 GeV is indeed the SM Higgs boson. However, in order to verify the
SM hypothesis, all possible production and decay rates need to be measured and compared to
the SM prediction.

2.4.1. Higgs Boson Production

There are four important production mechanism of a Higgs boson with a mass of 125 GeV at
the LHC. One representative Feynman diagram for each of these is shown in Figure 2.5 (a).
The production cross section of these processes in pp collisions at a centre-of-mass energy
range relevant for the LHC is presented in Figure 2.5 (b). The Higgs boson is predominantly
produced via the gluon fusion process (diagram (a)), in which two merging gluons create a
quark loop resulting in the creation of a Higgs boson. Since the cross section is proportional
to the squared Yukawa coupling (y2

q ∼ m2
q), the production is mainly mediated by virtual top

quark loops, while other quark loops are highly suppressed. The production cross section of
19.3+15%

−15% pb at
√

s = 8 TeV is known with NNLO precision, with large contributions from
next-to-leading-order (NLO) corrections (80%) and NNLO corrections (20%) compared to the
lower order calculation [63–65].
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Figure 2.5.: The Higgs boson with a mass of 125 GeV is produced via four main production mech-
anisms at the LHC, of which representative Feynman diagrams (a) and cross sections in pp collisions
(b) for centre-of-mass energies relevant at the LHC are shown [63].

The second leading production mechanism, vector boson fusion as shown in diagram (b), oc-
curs by one order of magnitude less often with a cross section of 1.58+3%

−2% pb at 8 TeV [63–65].
As indicated by the name, two vector bosons (W or Z) mediated from two scattering quarks
merge and create a Higgs boson. The scattered quarks result in two hard jets in the forward
and backward regions of the detector, whereas gluon radiation in the central region is highly
suppressed. This is a very distinct characteristic, which can be used to identify this process
cleanly.
As depicted in diagram (c), the Higgs boson can also be produced in association with a W or a
Z boson (V H) with cross sections of 0.70+4%

−5% pb and 0.41+6%
−6% pb at 8 TeV, respectively [63–65].

A vector boson is produced through qq̄ annihilation and radiates a Higgs boson. Due to a clear
signature of a leptonically decaying vector boson, the Higgs boson decay into a pair of b-quarks
can be studied.
Finally, the Higgs boson can be produced in association with a top quark pair (tt̄H). This
process is suppressed by two orders of magnitude compared to gluon fusion. The tt̄H produc-
tion cross sections of 0.13+12%

−18% pb at 8 TeV is known with NLO accuracy [63–65]. The NLO
calculation significantly reduces the scale dependence and increases the LO prediction by 20%.
In the energy range of Figure 2.5 (b), the tt̄H cross section has the strongest dependence on
the centre-of-mass energy leading to an almost five times larger production at

√
s = 14 TeV.

As indicated in diagram (d), a top quark pair is produced through the strong interaction (see
Fig. 2.3) and the Higgs boson is radiated off one of the top quarks. Only this production
allows for a direct measurement of the top quark Yukawa coupling to the Higgs boson, which
is of particular interest. In addition, the distinct signature of the tt̄ decay provides a relatively
clean environment to identify the Higgs boson decay into a pair of b-quarks.
Similar to the tt̄H production, the Higgs boson can be produced in association with bottom
quarks, whose cross section of 0.20+12%

−16% pb is surprisingly higher than the one of the tt̄H pro-
duction at 8 TeV [63–65]. Although the production is suppressed due to the small b-quark
Yukawa coupling being proportional to the b-quark mass, the much smaller required mass of
the bb̄H system allows for a production with significantly less centre-of-mass energy of the pro-
ton constituents. At energies around

√
s = 13 TeV, the tt̄H production cross section becomes

larger than the bb̄H cross section. Because the bb̄H production is overwhelmed by multijet
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2. The Higgs Boson and Top Quarks in the Context of the Standard Model

background, it was not studied experimentally so far. Furthermore, the Higgs boson can be
produced in association with a single top quark (tH) with a cross section of 0.018+5%

−5% pb at
8 TeV [63, 66]. Similar to the tt̄H production, the Higgs boson is mainly radiated from the
top quark produced in any of the single top quark production process, whose LO diagrams are
shown in Figure 2.4. However, the Higgs boson can also be radiated from the W boson propa-
gator. Due to interferences of these two diagram types, the tH production rate is sensitive to
the sign of the top quark Yukawa coupling. While the sign is predicted to be positive in the
SM resulting in destructive interference, in Beyond the Standard Model (BSM) theories the
sign can be negative resulting in constructive interference, which would significantly enhance
the production cross section.

2.4.2. Higgs Boson Decay

The possible SM Higgs boson decay modes are very dependent on the Higgs boson mass as
shown in Figure 2.6 (a) for a Higgs boson mass range of 80 to 1000 GeV.
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Figure 2.6.: The branching ratios and their total uncertainty of the various SM Higgs boson decay
modes for two different mass ranges [63].

If the Higgs boson were heavy enough to decay into two real vector bosons, the modes H →
WW (∗) and H → ZZ(∗) would have dominated the decay with small contributions from H → tt̄
for mH > 2mtop. At very low masses of the Higgs boson, decays into vector bosons or tt̄ would
have played almost no role and the dominant decay mode would have been the experimentally
challenging decay mode H → bb̄. Interestingly, the observed Higgs boson has a mass around
125 GeV, corresponding to a very special region, in which various decay modes contribute.
Figure 2.6 (b) shows a closer look at the decay rates for Higgs boson masses between 120 and
130 GeV, where all but the H → tt̄ decay mode have a relevant and quite constant branching
ratio. Hence, the Higgs boson decay leads to a large variety of signatures and a very rich
phenomenology. Without sufficiently large branching ratios into the two discovery channels,
H → ZZ(∗) and H → γγ, the early discovery of the Higgs boson at the LHC would not have
been possible. The relevant branching ratios and their uncertainties for a Higgs boson mass
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of mH = 125 GeV are listed in Table 2.1.

Table 2.1.: The SM predictions of the Higgs boson decay branching ratios and their relative uncer-
tainties for mH = 125 GeV [64].

Decay Channel Branching Ratio(%) Relative uncertainty

H → bb̄ 57.77 + 3.2%
− 3.3%

H →WW (∗) 21.50 + 4.3%
− 4.2%

H → gg 8.57 +10.2%
−10.0%

H → ττ 6.32 + 5.7%
− 5.7%

H → cc̄ 2.91 +12.2%
−12.2%

H → ZZ(∗) 2.64 + 4.3%
− 4.2%

H → γγ 2.28 + 5.0%
− 4.9%

H → Zγ 1.54 + 9.0%
− 8.8%

H → ss̄ 0.025 + 4.9%
− 4.9%

H → µµ 0.022 + 6.0%
− 5.9%

At that mass, the dominant decay mode of the Higgs boson is H → bb̄ with a branching
ratio of roughly 57.8%. However, it is also one of the most challenging modes, because of
the overwhelming multijet background which can easily mimic the signal. As a consequence,
the H → bb̄ decay can only be observed if the Higgs boson is produced with an additional
distinct signature, such as the leptonic decay of a vector boson (VH) or the decay of a top
quark pair (tt̄H). Despite intensive searches in V H and tt̄H production, this decay mode has
not been observed so far [67–71]. The second most important decay mode is H → WW (∗)

with a branching ratio of 21.5%. Since the Higgs boson mass is smaller than the combined
mass of two W bosons, one W boson is produced virtually. The decay of the two W bosons
provides a variety of different signatures, of which the ones involving leptons are studied at the
LHC [72–74]. Although this decay mode was not one of the discovery channels, the ATLAS
experiment announced a 6.5 σ observation and the CMS collaboration reported a clear evidence
(4.7 σ) for this decay [73, 75]. Despite the fact that H → gg has a relatively large branching
ratio, this decay mode is extremely difficult to detect for the same reasons as given for the
H → bb̄ mode. While for the latter the branching ratio is much larger and the identification
of b-jets helps to identify the decay, an observation of H → gg seems quite unrealistic at the
moment. The same statements can be made for H → cc̄ and H → ss̄. The H → ττ decay
mode has a branching fraction of roughly 6.3% and is an important search channel for the
study of the Higgs boson coupling to fermions. The either hadronic or leptonic τ lepton decay
results in a special signature, which can be detected. First evidence for this decay has been
reported by the LHC experiments [73,76]. Despite the relatively small branching ratios of the
H → ZZ(∗) and H → γγ decay modes of 2.6% and 2.3%, respectively, these two channels
resulted in the discovery of the Higgs boson [61, 62]. The very clear signature and excellent
invariant mass resolution of the four leptons or the two photons of the H → ZZ(∗) → 4`
and the H → γγ decays lead to the observation. The diphoton invariant mass spectrum and
the invariant mass of the four leptons used to identify the Higgs boson decay at the ATLAS
experiment are shown in Figure 2.7.
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(a) diphoton mass spectrum
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Figure 2.7.: The diphoton mass spectrum (a) and the invariant mass of the four lepton system (b) as
reconstructed by the ATLAS collaboration for the discovery but with the full Run I data set [77,78].

Although the background to the H → γγ decay is high in the diphoton mass spectrum (a),
it is expected to fall smoothly and exponentially and hence can be modelled and subtracted.
In the subtracted distribution, a distinct mass peak arises around 125 GeV owing to the
excellent resolution of the reconstructed photons. The peak corresponds to a 5.2 σ excess
over the background-only hypothesis [77]. The four leptons in the H → ZZ(∗) → 4` decay
(b) result in a very narrow mass peak around 125 GeV over a relatively small background
distribution. ATLAS observes a significance of 8.1 σ for this excess over the background-only
predictions [78].
Finally, the H → Zγ and H → µµ are two Higgs boson decay modes with very small branching
ratios of around 0.02%. Nevertheless, they are experimentally accessible because of the clear
signatures of two leptons and a photon or two opposite charged muons, respectively.

2.4.3. Higgs Boson Measurements

Since the discovery of the Higgs boson, the LHC experiments have put great effort into mea-
suring the properties of the observed particle in order to investigate if it is a SM Higgs boson.

Mass

As shown in Figure 2.7, the discovery channels directly provide a mass measurement due to
the excellent resolutions of the reconstructed leptons and photons resulting in a Higgs boson
mass resolution of 1-2%. The result of the latest mass combination of the ATLAS and CMS
measurements is presented in Figure 2.8.
In the combination, the SM Higgs boson mass is

mH = 125.09± 0.21(stat)± 0.11(syst) GeV (2.25)
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 [GeV]
H

m

123 124 125 126 127 128 129

Total Stat. Syst.CMS and ATLAS

 Run 1LHC 						Total      Stat.    Syst.

l+4γγ CMS+ATLAS  0.11) GeV± 0.21 ± 0.24 ( ±125.09 

l 4CMS+ATLAS  0.15) GeV± 0.37 ± 0.40 ( ±125.15 

γγ CMS+ATLAS  0.14) GeV± 0.25 ± 0.29 ( ±125.07 

l4→ZZ→H CMS  0.17) GeV± 0.42 ± 0.45 ( ±125.59 

l4→ZZ→H ATLAS  0.04) GeV± 0.52 ± 0.52 ( ±124.51 

γγ→H CMS  0.15) GeV± 0.31 ± 0.34 ( ±124.70 

γγ→H ATLAS  0.27) GeV± 0.43 ± 0.51 ( ±126.02 

Figure 2.8.: Summary of the Higgs boson mass measurements of the ATLAS and CMS experiments
in the individual channels and in combination [79].

with a remarkable precision [79]. The H → WW (∗) decay mode does not contribute to this
measurement, because of its much poorer mass resolution of around 20% due to the neutrinos
in the final state. The Higgs boson mass is a parameter in the SM. However, it can be pre-
dicted by electroweak fits using precision measurements of the top quark and W boson mass.
Although the most likely value suggests a slightly smaller Higgs boson mass, the observed mass
agrees within 1− 2 σ with the expectation [80,81].

Spin, Charge and Parity

In the SM, the Higgs boson is a CP-even scalar particle corresponding to the quantum number
JCP = 0++. The spin J and CP quantum numbers were subject of studies at the ATLAS
and CMS experiments [82–84]. The positive C quantum number follows from the observation
of the H → γγ decay assuming charge conservation. Similarly, the spin J = 1 hypothesis is
excluded according to the Landau-Yang theorem [85,86] due to this observation. Measurements
of H → ZZ(∗) → 4` and H → WW (∗) → `ν`ν suggest a positive P quantum number [83, 87].
A wide range of models with spin J = 2 as well as CP-even and CP-odd BSM hypotheses with
spin J = 0 are excluded in most cases with more than 99% confidence level (CL) favouring the
SM JCP = 0++ hypothesis [82–84].

Signal Strength

Both LHC experiments performed searches for all experimentally accessible production mecha-
nisms and decay modes of the Higgs boson [73,88]. In these searches, the cross section relative
to the SM cross section, the signal strength µ = σobs/σSM, is measured in order to compare
the production and decay rates observed in the data with the SM hypothesis. The summary
of the ATLAS result of these searches is shown in Figure 2.9.
The measured signal strength of the combined H → γγ decay mode is consistent with the SM
expectation and the uncertainty is small enough to exclude the background-only hypothesis.
The sensitivity is mainly driven by the analysis focussing on the gluon fusion production. In
the combination with the H → ZZ(∗) decay mode a slightly higher signal strength is obtained
and the SM expectation of µ = 1 lies slightly outside the 1 σ uncertainty band. With the
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Figure 2.9: Summary of the ATLAS
signal strength measurements for a
Higgs boson mass around 125 GeV cat-
egorised in the different decay modes.
The exact Higgs boson masses used
in the analysis are quoted in the first
column. The signal strength is mea-
sured in individual analyses (blue) tak-
ing the various production mechanisms
into account and is combined per de-
cay mode (black). The error bars rep-
resent the statistical and systematic un-
certainties. The green shaded bands in-
dicate the uncertainty of the combined
signal strength for its decay mode. V H
and tt̄H production is treated sepa-
rately, however the combined signal
strength of the H → γγ mode includes
the tt̄H contribution [88].

obtained uncertainty, the background-only hypothesis is excluded. The last decay mode where
the Higgs boson is observed is the H →WW (∗) decay, whose signal strength agrees well with
the SM hypothesis within remarkably small uncertainties. In all remaining measurements, the
observed signal strength is consistent with the SM predictions within 1 σ deviation or slightly
larger deviation in case of the H → ττ and V (H → bb̄) analyses. In particular, the measure-
ments in the H → µµ and H → Zγ decay channels have very large uncertainties and are not
sensitive to the SM predictions yet.
All measurements suggest that the observed Higgs boson is produced and decays according
to the SM expectations. The combination of all published measurements of the ATLAS ex-
periment yields a global signal strength of µ = 1.18+0.15

−0.14, which is consistent with the SM
predictions with a p-value of 18% [88]. From these measurements, only the gluon fusion pro-
cess is observed with a significance of more than five sigma, while there is a strong evidence
for vector boson fusion (4.3 σ). The SM hypotheses of V H (2.6 σ) and tt̄H (2.4 σ) produc-
tion are supported by the measurements. So far the Higgs boson has only been observed in
couplings to bosons, while in the ATLAS combination there is strong evidence (4.5 σ) for a
coupling to down-type fermions. Similar results have been published by the CMS collabora-
tion in Reference [73]. The latest results of searches for the tt̄H production are summarised
in Section 7.1.
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3
The ATLAS Experiment at the LHC

3.1. Introduction

The LHC at Conseil Européen pour la Recherche Nucléarie (CERN) near Geneva is the only
collider in the world, which can produce the SM Higgs boson in association with top quark
pairs in sufficient numbers. The analysis presented in this thesis is performed with the ATLAS
detector - one of the experiments measuring the collisions of the LHC. The LHC and the
ATLAS detector have been designed and constructed over decades by a world wide collab-
oration of scientists and engineers constantly pushing technological frontiers to new limits.
Many of them could never profit from their work by actually analysing recorded data of the
performed collisions. The regular operations of the machines started around the same time
as the preparations for this thesis. Only this very privileged time allowed to perform a search
for such a rare process as the tt̄H production. The LHC and the ATLAS detector will be
very briefly introduced in the following chapter. A more detailed description can be found in
References [12,89].

3.2. The Large Hadron Collider

The LHC [89] at CERN is a circular proton or heavy ion collider and the most powerful par-
ticle accelerator in the world. It was built in the former tunnel of the Large Electron-Positron
Collider (LEP) [90], which has a circumference of approximately 27 km and lies around 100 m
in the underground of the French-Swiss countryside near Geneva. During its first run (Run I)
from 2010 to 2013, it was operated at centre-of-mass energies of

√
s = 7 TeV and

√
s = 8 TeV

bringing two proton beams to collisions inside its experiments. After Run I, the machine and
its experiments went into a planned shutdown phase (LS1) of two years, which was used to
upgrade and prepare them for higher energies and luminosities. The machine started its oper-
ation again in early 2015 and is expected to reach its design energy of

√
s = 14 TeV during the

next Run II. These high energies can only be reached by a long pre-accelerator chain which is
sketched in Figure 3.1.
In its main operation mode of pp collisions, ionised hydrogen atoms are accelerated in the
Linear Particle Accelerator (LINAC) 2 to an energy of 50 MeV. The protons are then injected
to the Proton Synchrotron BOOSTER increasing their energy to 1.5 GeV and are passed to
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Figure 3.1.: The LHC accelerator chain and main experiments within the CERN accelerator complex.

the Proton Synchrotron (PS) in order to reach energies of 25 GeV. Finally, they are transferred
to the Super Proton Synchrotron (SPS) and accelerated to the LHC injection energy of 450
GeV, before two beams of protons are filled in the LHC in opposite directions.
Inside the beam pipes of the LHC exists an ultrahigh vacuum of 10−10 mbar to avoid distur-
bances of gas particles. Radio frequency cavities along the beam pipes accelerate the beams to
an energy of up to 7 TeV per beam. The proton beams are kept on their circular trajectory by
1 232 superconducting dipole magnets with field strengths of up to 8.4 T. Additionally, almost
400 superconducting quadrupole magnets focus the beams and magnetic fields of higher order
correct the beam shapes from various distortions. To maintain the superconductivity of the
magnets, the machine is cooled down to 1.9 K by more than 96 tonnes of superfluid helium.
At full design luminosity of 10−34 cm−2s−1 a total of 2 808 bunches are circulating with a
spacing of 25 ns inside the LHC, each consisting of around 1011 protons. When the bunches of
the two beams are crossed inside the experiments, they can create almost a billion interactions
per second.
The ATLAS [12] and CMS [13] experiments are both multi-purpose detectors designed for a
large variety of physics analyses in pp collisions. However, their main goals are the discov-
ery and measurements of the Higgs boson as well as searches for new physics. The LHC-
beauty (LHCb) [91] experiment is designed asymmetric to serve the needs of heavy flavour
physics investigating CP violation and searching for BSM physics. A Large Ion Collider Exper-
iment (ALICE) [92] is specialised for heavy ion collisions and is focusing on physics of strongly
interacting matter at extreme energy densities. In addition to these four main experiments,
the three smaller and very specialised experiments LHC-forward (LHCf) [93], TOTal Elastic
and diffractive cross section Measurement (TOTEM) [94] and Monopole and Exotics Detector
At the LHC (MoEDAL) [95] are located along the beam line.
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3.3. The ATLAS Detector

The ATLAS detector is housed in an underground cavern at Point 1, which is one of the
interaction points of the LHC. It is designed to identify a large spectrum of traversing particles
as well as to measure their tracks and energies with very high precision. At the same time, it has
to handle the high interaction rates, radiation doses, particle multiplicities and energies caused
by the proton collisions [12]. Following the typical onionskin structure of particle detectors
at colliders, ATLAS is almost cylindrical around the interaction point and symmetric in the
forward-backward direction covering almost the full solid angle. As shown in the schematic of
Figure 3.2, ATLAS is a huge technical apparatus with a length of 44 m, a height of 25 m and
a weight of approximately 7000 tonnes.

Figure 3.2.: Schematic drawings of the ATLAS detector and its components [12].

It is composed of many subcomponents, which can be grouped into the magnet system, the
Inner Detector (ID), the calorimeter and the Muon Spectrometer (MS).

The ATLAS Coordinate System

In order to describe the ATLAS detector and the measured particles, a right-handed cartesian
coordinate system (x, y, z) with its origin in the nominal interaction point is used. The x-axis
is pointing from the interaction point to the centre of the LHC ring, the y-axis is pointing
upwards and the z-axis is defined by the counter-clockwise beam direction. Transforming to
a spherical coordinate system (r, θ, φ) the azimuthal angle φ lies in the x-y-plane around
the beam axis z and the polar angle θ in the r-z-plane with r =

√
x2 + y2. However, when

describing highly relativistic particles with m� E, it is convenient to use the pseudorapidity

η = −ln

[
tan

(
θ

2

)]
(3.1)
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instead of the angle θ. The difference in pseudorapidity ∆η is invariant under a Lorentz
transformation. For the same reason, the distance

∆R =
√

∆η2 + ∆φ2 (3.2)

in η-φ space is often used. Finally, the transverse momentum pT of a particle is defined as

pT =
√
p2
x + p2

y = |p| sin θ , (3.3)

where px and py are the momentum components in the x- and y-direction, respectively, and
|p| is the absolute value of the momentum.

3.3.1. Magnet System

The ATLAS magnet system consists of one solenoid and three toroid superconducting magnets
as sketched in Figure 3.3.

Figure 3.3.: Schematic drawing of the ATLAS magnet system [12].

The central solenoid magnet surrounds the tracking system of the ID along a distance of 5.8 m
and produces a magnetic field parallel to the beam axis of 2 T. To minimise the energy loss
of traversing particles, it is constructed with a minimal amount of material and shares the
cooling cryostat of the calorimeter. The calorimeter and its structure also serves as return
yoke for the magnetic flux.
The toroid system provides the magnetic field for the MS and is composed of one large magnet
in the barrel and two smaller magnets in each end-cap region of the detector. Each toroid is
constructed out of eight air-core coils, which generate strongly varying magnetic fields with
field strengths of up to 4.1 T. Both magnet systems are cooled down by liquid helium to a
temperature of 4.5 K to enable the superconductivity.

3.3.2. Inner Detector

The ID is the tracking system of the ATLAS detector. Electrically charged particles leave
traces inside the detector by creating electron-hole pairs in semiconductors or by ionising gas.
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The magnetic field of the solenoid bends the path of a charged particle to a curved trajectory.
By reconstructing the tracks of the particles, their momentum and interaction vertices can be
determined. After every collision more than thousand particles emerge from the interaction
point causing a very high track density in the detector. A precise measurement of their tracks
requires a fine granularity of the tracking system degrading with the distance to the interaction
point. This is achieved by a three-component system consisting of the Pixel detector, the
Semiconductor Tracker (SCT) and the Transition Radiation Tracker (TRT) as illustrated in
Figure 3.4.

(a) longitudinal section (b) distances of layers to beam line

Figure 3.4.: Schematic drawing of the ATLAS Inner Detector with its subsystems Pixel, SCT and
TRT in the barrel and the end-cap regions [12].

The Pixel detector and the SCT are based on doped semiconductor sensors and cover the
range of |η| < 2.5. The innermost Pixel detector consists of three cylindrical barrel layers and
three perpendicular oriented disc layers on each side in the end-cap regions. The three barrel
layers are located in a close distance of 50.5− 122.5 mm to the beam line allowing for a precise
reconstruction of the vertices. Aiming for a good momentum and vertex resolution, the Pixel
detector has the finest granularity of the ID and is highly segmented in 1 744 sensors. Each
sensor is a silicon wafer sectioned into Pixel with a minimum size of 50× 400 µm2 resulting in
almost 50 thousand readout channels. The Pixel system is cooled down to -10◦ C in order to
reduce thermal noise and to obtain an optimal intrinsic spatial resolution. During the LS1, a
new beam pipe with smaller radius and an attached additional Pixel layer was inserted into
the detector [96]. This Insertable B-layer (IBL) is placed at a distance of 25.7 mm to the beam
line and is expected to significantly improve the reconstruction of secondary vertices caused
by heavy flavour (HF) decays.
The SCT is composed of four cylindrical double strip layers parallel to the beam axis and nine
end-cap disks with radially oriented strips. The barrel layers are considerably further away
from the beam line at a distance of 299− 514 mm and half of their modules are arranged with
small stereo angle to improve the spatial resolution. Each of the in total 15 912 strip sensors
have a length of 6.4 cm and a strip pitch of 80 µm.
The TRT uses straw tubes of 4 mm diameter filled with a Xe/CO2/O2 gaseous mixture to
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track and identify the traversing particles. It covers a range of |η| < 2.0, but provides no track
information along the beam axis in the barrel and in r-direction in the end-caps. In the barrel,
the straw tubes are arranged parallel to the beam axis in 73 planes, while in the end-caps
they are radially oriented in 160 planes. The barrel tubes have a distance of 554− 1082 mm
to the beam axis. The space between the tubes is filled with polyethylene with widely varying
indices of refraction, which allows to identify electrons and charged pions making use of the
transition radiation.
A typical track in the ID is reconstructed from three hits in the Pixel detector, eight hits in
the SCT and 36 hits in the TRT. The combination of the three different systems leads to a
robust track reconstruction with good transverse momentum resolution given by the Glückstern
formula [97]

σ(pT )

pT
=

σ(x) · pT
0.3 · L2 ·B

√
720

N + 4
, (3.4)

where σ(x) is the spatial uncertainty, L the length of the track, B the magnetic field of the
solenoid and N the number of measured track points.

3.3.3. Calorimeter

The calorimeter system measures the energy of electromagnetically and hadronically interact-
ing particles, such as electrons, τ leptons, photons and hadrons. The full energy can only
be measured if the particles are completely contained by the calorimeter. Muons with typi-
cal energies at collider experiments act as minimum ionizing particles (MIPs) and escape the
calorimeter leaving only small traces of ionisation. The calorimeter system of ATLAS, as pre-
sented in Figure 3.5, is divided into the electromagnetic (EM) and hadronic calorimeter both
being sampling calorimeters.

Figure 3.5.: Schematic drawing of the liquid Argon and Tile calorimeter of ATLAS [12].

In a sampling calorimeter, very dense absorber material is alternated with a highly ionisable
active material. The absorber material induces particle showers, whose energy deposits are
measured in the active material. Although the energy deposited in the absorber material
cannot be measured, the sampling design allows to reduce the size of the calorimeter.
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Electromagnetic Calorimeter

In the EM calorimeter, mostly electrons and photons create electromagnetic showers through
an interplay of Bremsstrahlung and pair production. The electromagnetic barrel (EMB) and
electromagnetic end-cap (EMEC) calorimeters cover a range of |η| < 1.475 and of 1.375 < |η| < 3.2,
respectively. They consist of accordion-shaped lead absorbers with liquid Argon (LAr) as ac-
tive material in between ensuring good coverage at high granularity. The LAr is chosen as
active medium due to its intrinsic linear behaviour, stable response time and radiation hard-
ness [12]. The EMB has the finest granularity of the calorimeter and is segmented into three
longitudinal layers. The forward region of 3.1 < |η| < 4.9 is covered by the three layered
Forward Calorimeter (FCal), which is designed to cope with high radiation and particle flux
due to its vicinity to the beam pipe. The first wheel (FCal1) is part of EM calorimeter and
is composed of a matrix of concentric copper rods and tubes serving as absorber with LAr
as active material in the gaps. A thin LAr layer (presampler) in the range of 0 < |η| < 1.8
complements the EM calorimeter estimating the energy loss due to the ID material in front of
the calorimeter. With a thickness of at least 22 radiation lengths X0, punch-throughs to the
hadronic calorimeter of electromagnetically interacting particles are mostly avoided.

Hadronic Calorimeter

Hadronically interacting particles form hadronic showers (jets) by interacting via various pro-
cesses with the nuclei of the absorber material. The hadronic calorimeter consists of a Tile
calorimeter in the barrel region as well as a LAr calorimeter in the hadronic end-cap (HEC)
and forward region. In the Tile calorimeter, steel is used as absorber and plastic scintillators as
active material. It is subdivided into a central and two extended barrels and covers a range of
|η| < 1.7. The scintillator light is passed through wavelength shifting fibers to photomultiplier
in order to measure the deposited energy. The HEC is a LAr sampling calorimeter with copper
as absorber and is composed of two cylindrical wheels covering a range of 1.5 < |η| < 3.2. The
two hadronic FCal modules (FCal2 and FCal3) are similarly designed to FCal1, but using
tungsten instead of copper as absorber to minimize the lateral spread of the hadronic showers.
The relative energy resolution of the electromagnetic and hadronic calorimeter is given by

σE
E

=
a√
E
⊕ b

E
⊕ c , (3.5)

where a has been measured to be a = (10.1 ± 0.4)% for electrons in the EM calorimeter and
a = (52 ± 1.0)% for pions in the hadronic calorimeter [12]. Instrumental effects proportional
to 1/E and constant calibration effects are taken into account by the factors b and c .

3.3.4. Muon Spectrometer

Muons are the only detectable particles escaping the calorimeter. The MS is the outermost
part of the ATLAS detector and is designed to track muons in addition to the ID. Since the
tracks are bent by the magnetic field of the toroid system, the momentum of the muons can
be measured. The various components of the MS are shown in Figure 3.6 and cover a range
of |η| < 2.7.
In addition to a precise determination of the muon momentum, the MS provides information to
the trigger system and hence needs to respond fast. To satisfy both requirements, the system
consists of a combination of high-precision tracking and very fast trigger systems. In the
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Figure 3.6.: Schematic drawing of the Muon Spectrometer consisting of the Thin Gap Chambers,
Cathode Strip Chambers, Monitored Drift Tubes and Resistive Plate Chambers [12].

barrel, very reliable and robust Monitored Drift Tubes (MDTs) are used to measure the tracks
precisely, while the fast Resistive Plate Chambers (RPCs) provide the trigger information. In
the end-caps the precise tracking is performed by Cathode Strip Chambers (CSCs), whereas
the quickly responding Thin Gap Chambers (TGCs) are used for triggering. The MDT system
is composed of 1 088 chambers with 3-8 layers of proportional counters and covers a range
of |η| < 2.0. The Aluminium cylinders of the counters are filled with a mixture of Ar/CO2

gas and contain only one sense wire in the centre. Because the MDTs are limited by their
counting rate, CSCs are used instead in the end-caps (2.0 < |η| < 2.7), where a higher particle
flux is expected. The CSC consists of two disks each composed of 16 multi-wire proportional
chambers filled with Ar/CO2 gas. Due to a sophisticated arrangement of the wires, the drift
time of the electrons is significantly reduced allowing for a much higher counting rate. The
RPCs cover a range of |η| < 1.05 and consist of parallel electrode plates with a gas mixture of
C2H2F4, Iso-C4H10 and SF6 in between. The TGCs consist similar to the CSCs of multi-wire
proportional chambers and cover a range of 1.05 < |η| < 2.4. Compared to the CSC, the wire-
to-cathode distance is shorter than the wire-to-wire distance, which allows for an extremely
fast charge collection time.

3.3.5. Trigger and Data Acquisition

With the design luminosity and bunch spacing of the LHC, the interaction rate inside the
ATLAS detector is of the order of 1 GHz. In terms of raw data collected with all components
of the detector, this corresponds to a data rate of approximately 60 Tb/s, which is technically
impossible to handle. However, most of the collisions lead to rather uninteresting physics
events of well known processes, which do not need to be recorded. Most of the interesting
physics events have very typical signatures, such as high energetic leptons and jets or a large
transverse momentum imbalance. By selecting only these events, the event rate can be signifi-
cantly reduced to approximately 200 Hz resulting in a data rate below the manageable rate of
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300 Mb/s. However, the selection needs to happen extremely fast, in real time and very care-
fully in order to not miss any events created by new physics processes. The Trigger and Data
Acquisition (TDAQ) system of ATLAS uses a three level trigger system to filter interesting
events. A flow chart diagram of the main components of the system is shown Figure 3.7.

Figure 3.7.: Flow chart of the ATLAS trigger chain consisting of Level 1, Level 2 and Event Filter [12].

The first stage, the Level 1 (L1) trigger, is completely hardware-based, which means logical
electronics perform the operations. By deciding if the event is of general physics interest, it
reduces the event rate below 75 kHz. Because the taken data can only be stored for a very
short time in pipeline memories, the decision has to be taken within 2.5 µs after the interaction
occurs. Therefore the hardware is integrated into the relevant detector parts. The decision
is purely based on information from the fast trigger part of the MS and the calorimeter. If a
muon is identified by the RPC or TGC, its momentum is roughly estimated from the hits using
look-up tables, since there is no time for a track reconstruction. The calorimeter is used with
a coarse granularity looking for high pT electrons, photons, jets, large transverse momentum
imbalance or a large total amount of transverse energy. If the event is accepted by the L1
trigger, the geometry of the triggered objects is passed as Region of Interest (ROI) to the next
trigger level.
The Level 2 (L2) trigger is purely software-based and analyses the ROIs with full granularity
of all detector components including the tracking system. With a latency time of 10 ms, it can
run more complex but still very simple and efficient reconstruction algorithms. By measuring
the pT of the objects more precisely and requiring isolation criteria on the leptons, the event
rate can be reduced to the order of 1 kHz.
Finally, the global event information is passed to the sofware-based Event Filter (EF), which
has a latency time of the order of a second. During that time, the objects of the event are
fully reconstructed using complex algorithms including alignment and calibration information.
Additional information, such as reconstructed vertices or globally reconstructed transverse
momentum imbalance, is used to reduce the event rate to 200 Hz. Events passing the EF are
stored permanently on local storage elements and are distributed around the world.
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4
Experimental Data,

Physics Objects and Processes

4.1. Introduction

The LHC delivers collisions of proton beams accelerated under characteristic run conditions
for the experiments. The collisions inside the ATLAS detector result in a certain amount of
experimental data, which can then be analysed for a specific purpose. The raw recorded data
of the ATLAS detector, however, consists only of electrical currents and voltages measured in
the different components of the detector. From these quantities tracks and energy deposits
are derived, which are then used to reconstruct various physics objects. The characteristics
of these objects can vary and are usually optimised for the individual analysis. No analysis
in high energy physics can be performed without a model, which can be compared to the
experimental data. This model is usually obtained from Monte Carlo (MC) simulations or is
estimated using the experimental data.
In the following chapter, the commissioning and run conditions of the LHC since the start
of its operations and the resulting experimental data recorded with the ATLAS detector are
described. Subsequently, the physics objects such as electrons, muons and jets, used for this
analysis are defined. Finally, the modelling of the relevant physics processes is specified, which
is later used for comparison with the experimental data.

4.2. Description of the Experimental Data

In accelerator physics the instantaneous luminosity representing a particle current density is
used to quantify the performance of the accelerator and thus its capability of creating collisions.
In a ring collider such as the LHC, the luminosity

L =
N1N2kbf

A
(4.1)

depends on the number of bunches kb in the beams, which collide with the revolution frequency
f , the number of particles per bunch (N1, N2) and the cross sectional area A of the bunch

collision. Expressing the area A =
4πσ*

xσ
*
y

F by the Gaussian width of the beam σ∗ in x- and
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y-direction at the interaction point, taking into account the crossing angle with a reduction
factor F , Equation 4.1 takes the form

L =
N1N2kbf

4πσ*
xσ

*
y

F . (4.2)

The transverse beam profiles and its Gaussian width can be measured by performing van der
Meer (vdM) scans [98]. The beam emittance ε, which is the phase space volume of the colliding
particle bunches, is not conserved due to the acceleration of the beam. It is normally used in
its normalised form εn,= βγε which takes the acceleration into account and hence does not
change as a function of energy. It relates to the beam width at the collision point by making
use of the value of the beta function at the interaction point denoted by β∗ with σ∗ =

√
β∗ε.

Using these two definitions yields the expression

L =
N1N2kbfγ

4πεnβ∗
F (4.3)

for the luminosity. Each of these quantities, except for the crossing angle and correction
factor F , are parameters of the accelerator and can be changed for each fill. Over time the
collisions of the particle bunches degrade the number of particles per bunch and consequently
the luminosity. The other parameters usually stay constant for each fill. The number of events
of a certain process with cross section σ produced in the collisions can now be obtained by
integrating over the time dependent luminosity

N = σ

∫
L dt , (4.4)

where
∫
L dt is referred to as integrated luminosity .

4.2.1. Commissioning and Performance of the LHC

The Incident

The LHC machine started its operation in 2008 and first proton beams were successfully
circulated on September 10th of that year. However on September 19th a faulty electrical
connection with too high resistance between two superconducting wires, driving the magnetic
fields of a dipole and quadrupole magnet, triggered a safety energy discharge of the current [99].
The fast power abort induced electrical noise in the quench detectors provoking several magnet
quenches of close-by magnets. The surrounding liquid helium was heated up and recovered
through self actuated relief valves. An electrical arc, caused by the high voltage, damaged
the helium enclosure of the cooling system. As a consequence, helium was released to the
insulation vacuum of the cryostat, which degraded the insulation and beam vacuum in the
neighbouring sectors. Although the helium was released into the tunnel via spring-loaded relief
discs when reaching atmospheric pressure, the pressure in the vacuum enclosure continued to
rise. This resulted in large pressure forces acting on the vacuum barriers between neighbouring
sectors, which displaced and damaged more than 50 superconducting magnets, their support
structures and the beam pipe in those sectors [100]. The helium, cooling these magnets, was
rapidly released to the tunnel and triggered an emergency stop shutting down all electrical
systems. Until the electrical power could be restored to close the helium valves a total of about
six tonnes of helium were lost. The repair and replacement of the damaged magnets and their
support structures as well as the installation of additional safety measures aiming to prevent
similar incidents in the future took over a year.
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Run I

After a successful restart of the machine’s operation, the first proton-proton collisions at the
injection energy of 450 GeV were reported on November 23th in 2009. Only a few days later
the LHC set a new world record colliding two proton beams with a centre-of-mass energy
of
√

s = 2.1 TeV. After ensuring that the magnets manage currents that allow higher beam
energies, the physics program started at a centre-of-mass energy of

√
s = 7 TeV in spring 2010.

During that year a total integrated luminosity of 48.1 pb−1 was delivered by the machine [101].
At that time, the machine was filled with a maximum of 368 bunches with a spacing of 150 ns
and maximal 1.2× 1011 protons per bunch leading to a peak luminosity of 2.1× 1032 cm−2s−1

(see Tab. 4.1). The run was continued in the beginning of 2011 at the same energy but with

Table 4.1.: A summary of the machine parameters and peak performance of the LHC during 2010,
2011 and 2012. The design parameters and performance are shown for comparison [102,103].

2010 2011 2012 design

beam energy [TeV] 3.5 3.5 4 7

bunch spacing [ns] 150 50 50 25

number of bunches 368 1380 1380 2808

β∗(ATLAS) [m] 3.5 1.0 0.6 0.55

norm. emittance [mm.mrad] 2.0 2.4 2.5 3.75

protons per bunch 1.2× 1011 1.45× 1011 1.7× 1011 1.15× 1011

peak luminosity [cm−2s−1] 2.1× 1032 3.7× 1033 7.7× 1033 1.0× 1034

a reduced bunch spacing and β∗ as well as increased emittance and bunch intensity, which
allowed for greatly increased peak luminosity of 3.7× 1033 cm−2s−1 [102]. The run lasted
until the end of the year and the machine was able to deliver a total integrated luminosity
of 5.46 fb−1 [101]. The evolution of the delivered (green) and recorded (yellow) integrated
luminosity is shown in Figure 4.1 (a).
In 2012 it was decided to increase the energy to 8 TeV in order to enhance the discovery
potential for a SM Higgs boson. In addition, the peak luminosity could be more than doubled
to 7.7× 1033 cm−2s−1 being already close to the design luminosity. This was possible, despite
the fact that the bunches were still separated by twice the design space, due to a much higher
bunch intensity than originally anticipated in the design [103]. The long run resulted in an
integrated luminosity of 22.8 fb−1 produced by the machine of which 21.3 fb−1 was recorded
by ATLAS (yellow). This corresponds to a data taking efficiency of roughly 93.4%. The
difference is mainly due to losses of the data acquisition (DAQ) system and the warm-start
time, which is needed to ramp up the tracking system of the detector. Of the recorded data not
all can be used for physics analysis, because certain parts of the detector might malfunction
or might be misconfigured and are hence not ready during stable beams. The performance of
each sub-detector part is analysed and defects of different level of tolerance are set for certain
run periods in case the performance is worse than expected. These defects are then translated
in a so-called Good Run List of different quality level. In this analysis only the data with
the highest quality level referred to as AllGood is used and shown as a blue histogram in
Figure 4.1 (a). This corresponds to an integrated luminosity of 20.3 fb−1 or an overall detector
efficiency of roughly 95.3%. The dataset at 8 TeV taken between April and October of 2012
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Figure 4.1.: (a) Cumulative luminosity versus time delivered (green) to and recorded (yellow) by
ATLAS and certified to be of good quality (blue) during pp collisions at 7 and 8 TeV in 2011 and 2012.
(b) The number of interactions per crossing weighted by the luminosity for the 2011 and 2012 data
proton-proton collisions. The average number of interactions per crossing calculated for each bunch.
The number shown in the figure corresponds to the mean assuming a poisson distribution [101].

is used for this search and will be referred to as the 2012 dataset or 8 TeV dataset in the
following.
Over the years, different beam parameters were used, which resulted in a variation of the
number of interactions µ per bunch crossing, as shown in Figure 4.1 (b). At 7 TeV, an average
number of interactions per bunch of 〈µ〉 = 9.1 was measured, corresponding to the mean
value of the Poisson distribution. The distribution shows a rather sharp peak around 6 and a
broader tail to higher numbers due to the multiple changes in the beam conditions. For the
8 TeV dataset the average number of interactions 〈µ〉 increased to 20.7 having a rather broad
and more symmetric distribution around that value. The increased number of interactions
per bunch crossing also results in a higher number of energy deposits in the detector, which
are not originating from the hard scattering process of interest. This pile-up can become an
issue when defining physics objects (see Sec. 4.3), if not identified and treated accordingly.
One distinguishes between in-time pile-up, where additional interactions in the same bunch
crossing cause the energy deposits, and out-of-time pile-up, where the limited read-out time of
the detector causes an overlay of interactions of different bunch crossings. The in-time pile-up
effects are enhanced when the number of protons in a bunch is increased or the beam is more
focused, while out-of-time pile-up contributions are larger when the bunch spacing is reduced.
After a short period of heavy ion collisions in 2013, the machine went into a planned shut-down
period until the beginning of 2015 in order to prepare the accelerator and the detectors for the
design energy and instantaneous luminosity.

4.3. Object Reconstruction

Particles created in the interactions of the colliding proton beams and during the decay of
other particles interact differently with the detector. Each particle leaves a characteristic
signature inside the various subsystems of the detector. Special object reconstruction and
identification algorithms are used to define physics objects such as jets, electrons and muons
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from the measured energy deposits and tracks. Since neutrinos leave the detector unseen, their
presence is inferred from an imbalance of the total transverse momentum of the entire event.

4.3.1. Jets

Jets are reconstructed from topologically connected calorimeter cells, topo-cluster [104, 105],
using the anti-kt algorithm [106,107]. The topo-cluster formation starts from a seed cell with
a significant signal-to-noise ratio, where the noise can originate from electronic or pile-up ef-
fects. Cells around that seed with at least half of the signal-to-noise ratio of the seed are
iteratively included until a cluster is formed containing all significant energy deposits. In or-
der to reduce boundary effects, all neighbouring cells to this cluster are added as well to define
the final topo-cluster. One topo-cluster can be split again into several topo-clusters, if the
cluster contains more than one local maximum of energy deposits with a certain threshold in
order to separate overlapping showers from close-by particles. Cells inside the topo-cluster
are calibrated using the local cluster weighting (LCW) method [108, 109], which distinguishes
between electromagnetic and hadronic topo-clusters based on their energy density and longitu-
dinal shower depth. Energy corrections obtained from simulated electromagnetic or hadronic
showers are applied to take non-compensation effects, dead material and out-of-cluster leakage
into account. The energy of the topo-cluster is the sum of all deposited energy in the cells,
the mass is zero and the direction is calculated from the weighted averages of the directions
of the single cells. The calibrated calorimeter clusters are then fed into the anti-kt jet finding
algorithm with a distance parameter of R = 0.4 utilizing the Fastjet [110] software package.
This jet reconstruction is known to be independent of collinear splitting of the initial parton
(collinear safe) and additional soft gluon radiation (infra-red safe). The total four-momentum
of the jet is calculated summing the four-momenta of all its constituents. This calorimeter
jet is then calibrated in order to take several experimental and detector effects into account.
Additional pile-up interactions cause an offset of the jet energy, which is corrected by applying
scale factors (SFs) derived from MC simulation as a function of the number of reconstructed
primary vertices and the average of the expected number of interactions in bins of the jet η
and pT. The direction of the jet is corrected to originate from the primary event vertex. To
account for energy losses inside the detector, jet energy scale (JES) corrections [104] are ap-
plied to the energy and pseudorapidity of the jet by comparing reconstructed jets to truth jets
formed from stable particles in MC simulations. The response of LCW jets of different energy
as a function of the detector pseudorapidity, from which the JES corrections are calculated, is
shown in Figure 4.2 (a).
The JES corrections are measured using a variety of in-situ techniques exploiting the trans-
verse momentum balance of the jet in di-jet events or to well measured reference objects like
a Z boson or a photon. SFs are applied to MC events to correct for a different response in
data. After the energy calibration jets are required to have pT > 25 GeV and |η| < 2.5. Since
semi-leptonic b-hadron decays inside jets cause losses due to the escaping muon and neutrino,
corrections are applied if a jet overlaps within ∆R < 0.4 with a muon by adding the energy of
the measured muon to the jet. The quality of the jet is further increased by applying several
cuts, which cope with energy deposits caused by non-collision background such as cosmic rays,
beam-gas or beam-halo events and noise in the calorimeter. The efficiency of these cuts is close
to 100% [104]. Jets from multiple pp interactions, e.g. pile-up events, tend to be rather soft and
are rejected by cutting on the jet vertex fraction (JVF) [111, 112], which exploits the fraction
of tracks within the jet coming from the primary event vertex. Any jet with pT < 50 GeV and
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(a) LCW scale response (b) JVF pile-up suppression

Figure 4.2.: (a) Average response of simulated (Pythia) jets with various truth energies for the LCW
scale as a function of the detector η. The inverse corresponds to the JES correction in each η bin [105].
(b) Mean jet multiplicity (pT > 20 GeV) versus the average number of interactions 〈µ〉 before (rectangle)
and after the JVF cuts are applied. The diamonds correspond to the used cut value of 0.5 [111].

|η| < 2.4 is required to have at least 50% of its summed track pT of all tracks with pT > 1 GeV
originating from the primary vertex. The effect of the JVF cut is shown in Figure 4.2 (b),
where the average multiplicity of jets with pT > 20 GeV in Z+jets events is shown dependent
on the average number of interactions per bunch crossing 〈µ〉. Without the JVF cut (rectan-
gle), the number of jets rises constantly with the number of interactions due to jets caused by
pile-up. After applying the JVF cut of 0.5 as described above, there is almost no dependency
on the number of interactions which means that almost all jets originating from pile-up are
removed. Since the efficiencies of the JVF cut differ for MC simulation (green empty marker)
and data (black filled marker), correction SFs are derived, which are then applied to MC
simulations. No distinction is made between electrons and jets during the jet reconstruction,
which is why electrons will always be reconstructed as jets. In order to avoid these jets, the
single closest jet with ∆R < 0.2 to an electron is removed.

B-jets

Jets originating form hadronised b-quarks, also known as b-jets can be identified as such by
an algorithm which utilises their unique properties. This b-jet identification is referred to as
b-tagging . B-mesons have a relatively long lifetime of 1.5 ps, which allows them to travel sev-
eral millimetres inside the detector before they decay. For example, a typical b-hadron with a
transverse momentum of 70 GeV would have an average transverse decay length 〈Lxy〉 = βγcτ
of 6.4 mm. Therefore, their decay vertex is considerably displaced from the events’ primary
interaction vertex and can be identified as a secondary vertex in a high precision tracking
system such as the Pixel detector. On top of that, b-mesons are much heavier than hadrons
formed from light quarks (up, down, strange) and thus their decay products tend to have a
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higher momentum perpendicular to the flight direction of the b-meson which causes broader
showers, higher particle multiplicities inside the jet and higher total invariant masses of the jet.
Because of their high mass they can decay into muons, which can be detected in the outermost
MS and be used to identify b-jets. Modern b-tagging algorithms make use of these differences
by combining many variables reflecting the jet properties into one single output (b-tag weight)
representing how likely a jet has originated from a b-quark. For this analysis, the output from
three relatively simple algorithms [113], one based on secondary vertices (SV1), one using
impact parameters (IP3D) and one exploiting the difference between weak b- and c-hadron
decays (JetFitter), are combined using an artificial neural network into the so called MV1
algorithm in order to separate b-, c- and light flavour (LF) jets most efficiently. This b-tagging
algorithm is calibrated at several values of thresholds (working points) chosen to obtain spe-
cific b-tagging efficiencies. The working point corresponding to a 70% efficiency of tagging a
b-quark jet as a b-jet uses a b-tag weight cut value of w > 0.7892 for LCW calibrated jets and
was chosen in this analysis. The rejection factor , defined as the inverse of the mistagging rate,
is 137 for light jets (u-, d-, s-quark, gluon), 13 for taus and 5 for c-quark jets. This leads to a
purity of roughly 92% as determined for b-tagged jets with pT > 20 GeV and |η| < 2.5 in simu-
lated tt̄ events [114]. In order to account for a different performance of the algorithm between
recorded data and MC simulation, correction SFs depending on the jet transverse momentum
are calculated selecting dileptonically decaying tt̄ events with two oppositely charged leptons
and exactly two jets in the final state [114]. For the calculation of the b-tagging efficiency
a probabilistic approach is used (PDF calibration) defining an unbinned likelihood function
containing parton distribution functions (PDFs) for the flavour of the jets, each depending on
the jet momenta and covering all possible combinations of jet flavour. This method allows to
significantly reduce the uncertainties on the SFs. The b-jet efficiencies and SFs obtained by
combining all dilepton decays and using events with two and three jets are shown as a function
of the jet momentum in Figure 4.3.
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Figure 4.3.: The b-jet tagging efficiencies and SFs combining e±µ∓ and e+e−+µ+µ− in the two and
three jet bin for the 70% MV1 working point including statistical and systematic errors [114].
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Since the b-tagging algorithm tags not only b-jets, but also mistags light jets and c-jets, these
jets need to be calibrated as well by measuring the light jet and c-jet tagging efficiencies
and corresponding SFs to account for the differences in MC simulation and data [115]. For
the estimation of the c-jet tagging efficiency D∗+ mesons containing charm quarks are recon-
structed from kaons and pions matching the mass hypotheses and charge combination of the
D∗+ →

(
D0 → K−π+

)
π+ decay. The reconstructed D∗+ meson is then associated with a jet

close to its direction and the tagging efficiency for this jet is measured after subtracting back-
ground contributions and jets with beauty content. The tagging efficiency estimation for jets
containing a D∗+ meson is then extrapolated to inclusive charm jets using MC simulations.
The c-tagging efficiencies in data and simulation and the resulting SFs for the 70% working
point of the MV1 tagger are shown in Figure 4.4.
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Figure 4.4.: The c-jet tagging efficiencies for jets containing D∗+ mesons and the efficiency SFs for
inclusive charm jets for the 70% MV1 working point including statistical and systematic errors [115].

The mistagging efficiency of light jets is calculated using the negative tag method, which defines
a negative version of the tagging algorithm by internally reversing all discriminating b-tagging
variables. The mistag rate can then be calculated by applying the same tag weight criteria.
It needs to be corrected to take into account the finite detector resolution effects. Because of
different track resolutions in the central and more forward regions of the tracking system, the
light jet tag efficiencies and SFs are calculated for two η regions as shown in Figure 4.5.
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Figure 4.5.: The light jet tagging efficiencies and SFs for the 70% MV1 working point including
statistical and systematic errors [115].

4.3.2. Electrons

Electron candidates [116–118] are built from energy deposits (clusters) in the central region of
the electromagnetic calorimeter that are associated with reconstructed tracks in the ID. An
electromagnetic cluster is reconstructed by searching for seeds above a transverse energy of 2.5
GeV with a fixed sized sliding window [119] spanned in the η × φ plane. The direction of the
window, which maximizes the covered energy, is taken as the seed direction and is required
to match loosely to at least one reconstructed track of the ID. From this seed, an electron
cluster is built from longitudinal towers of calorimeter cells with different sizes in the barrel
and end-caps. The energy of the electron is calculated from the measured energy deposits
inside the cluster taking losses from dead material in front of the calorimeter as well as lateral
and longitudinal leakage into account by applying a correction factor, which is determined
using a multivariate algorithm. The direction and charge of the electron is taken from the
primary track in the ID (except for TRT-only tracks), which is defined as the closest track
with electron track properties and is corrected for losses due to Bremsstrahlung. Only clusters
with a total transverse energy of ET > 25 GeV, a cluster direction of |ηcluster| < 2.47 and
outside the transition region of the calorimeter (1.37 < |ηcluster| < 1.52) are considered in this
analysis. The electron reconstruction efficiency is determined with the tag-and-probe (TP)
method using Z → ee decays and varies between 95-99% for different η and ET ranges [117].

37



4. Experimental Data, Physics Objects and Processes

In order to reject background objects such as non-prompt electrons and jets when identifying
electrons, reconstructed candidates are classified into different quality levels. This is achieved
by applying cuts parametrised in |η| and ET using calorimeter and tracking variables such as
the shower shape, hadronic leakage and number of hits in the tracking system. The cut values
are chosen to keep the signal efficiencies and background rejections constant under different
pile-up conditions. The tight++ selection, which has the highest purity and is chosen for this
analysis, discriminates against photon conversion and makes use of the particle identification
of the TRT. This selection provides the best separation from hadron decays, photons and
jets misidentified as electrons, while obtaining signal efficiencies between 60-80% depending
on the |η| and ET region. The efficiencies are calculated using the TP method in Z → ee and
J/ψ → ee decays [117]. Correction factors are derived from these events to account for the
different performance in MC and data depending on η and ET, but they are generally close to
one, except for low ET and high η regions.
Backgrounds from non-prompt electrons and hadronic jets are further reduced by requiring
isolation criteria of the electron candidate. First, calorimeter based isolation is required by
selecting only electrons with a maximal sum of transverse energy deposited in the calorimeter
cells in a cone of ∆R = 0.2 around the electron. The energy is corrected for leakage from the
electron to the isolation cone and for pile-up effects. Second, a track based isolation is applied
by requiring a maximal sum of transverse momentum of the tracks in a cone of ∆R = 0.3
around the electron track. Only tracks, which originate from the primary vertex and of good
quality, are considered. Both isolation requirements have an efficiency of 90% each.
If a jet with pT > 25 GeV and |JV F | > 0.5 is found within the range of 0.2 ≤ ∆R < 0.4 to
the electron, it is likely that the electron originates from a hadronic decay inside the jet and
is thus removed. To ensure that the electron was created inside the interaction of interest, the
longitudinal impact parameter of the electron track with respect to the selected event primary
vertex z0 is required to be less than 2 mm.

4.3.3. Muons

For the reconstruction of muons [120] track information from the ID and the MS is used in
different ways leading to several muon types. For this analysis the combined muon (CB) type
is used, for which first tracks are reconstructed independently of the ID and MS and are then
combined to obtain a muon track, which defines its four-momentum vector. First, the tracks
in the MS are reconstructed by searching each layer of the chambers for local track segments,
which are then combined into an MS track using the track information of all layers. A track
reconstructed in the ID is required to have a certain number of Pixel, SCT and TRT hits
and at most two active Pixel or SCT sensors not responding to the traversing muon track
candidate. If the MS track can be matched to an ID track, the muon track is obtained by a
global refit of all hits assigned to the two tracks in the ID and MS. The energy and direction
of the muon candidate is taken from this track. In this analysis only muons with pT > 25 GeV
and |η| < 2.5 are considered. The CB muons have the highest purity and yield reconstruction
and identification efficiencies, obtained with the TP method in Z → µµ and J/ψ → µµ events,
close to 99% almost independent of the |η| or pT region [120]. The performance in MC is cal-
ibrated to data by correcting the muon momentum scale and resolution using SFs calculated
from Z → µµ, J/ψ → µµ and Υ → µµ decays.
In order to suppress background from non-prompt muons, such as decays from heavy flavour
hadrons, muons are required to satisfy momentum dependent and track based isolation cri-
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teria [121]. If the scalar sum of the transverse momentum of the tracks in a cone of ∆R <
10 GeV/pµT around the muon track is less than 5% of the muon pT, the muon candidate is
rejected. This isolation is designed to perform independently of the pile-up conditions and the
muon momentum and yields efficiencies of roughly 97%. If the muon is found to be close to a
jet within a range of ∆R < 0.4, the muon is discarded to avoid muons produced by HF decays
inside jets. By requiring the longitudinal impact parameter of the muon track with respect
to the primary vertex z0 to be less than 2 mm, the muon originating from the considered
interaction is selected.

4.3.4. Missing Transverse Energy

The total transverse momentum of all particles escaping the detector can be indirectly mea-
sured by implying momentum conservation of the incoming and outgoing particles. In good
approximation, the transverse momenta of the interacting initial partons of a hadron collider
can be neglected. Therefore the missing transverse energy Emiss

T of an event is defined as the
magnitude of the negative vector sum of the momenta of all reconstructed and calibrated ob-
jects plus additional correction terms from the calorimeter and tracking. In the reconstruction
of the Emiss

T , energy deposits and tracks of electrons, photons, hadronically decaying τ leptons,
jets and muons as well as soft calorimeter topo-cluster and tracks (SoftTerm), not associated
to any high-pT object, are taken into account [122]. The x- and y-component of the Emiss

T is
calculated by

Emiss
x(y) = Emiss,e

x(y) + Emiss,γ
x(y) + Emiss,τ

x(y) + Emiss,jets
x(y) + Emiss,SoftTerm

x(y) + Emiss,µ
x(y) , (4.5)

where each term is the negative sum of all object energies projected to the x- or y-direction.
The Emiss

T is then given by

Emiss
T =

√
(Emiss

x )2 +
(
Emiss
y

)2
. (4.6)

However, this definition does not directly represent the momentum imbalance of the hard
scattering event, because it is compromised by an imperfect detector with limited coverage,
finite resolution, electronic noise and dead material. Furthermore it is affected by tracks or
energy deposits, which do not arise from the event under study, such as multiple pp interactions,
cosmic rays, beam-gas or beam-halo interactions. Pile-up contributions, in particular to the
jet and soft term, can be suppressed by applying cuts based on track properties or the area of
the objects [122].

4.4. Modelling of the Physics Processes

The majority of analyses in high energy physics relies on a good modelling of the involved
physics processes in order to make comparisons between theoretical predictions and experi-
mental data. Due to the probabilistic nature of the physics process described by quantum
field theories, MC simulations are usually used for the modelling. However, sometimes it is
not easy to find a good model or the model depends on too many unknown parameters, which
results in inaccurate descriptions of the data or the simulation is computationally prohibitive.
In these cases the physics processes are estimated in well known phase space regions from data
and are then extrapolated to the phase space region of interest. There is a large variety of
these data-driven techniques, but each of them have their limitations. The best choice depends
strongly on the physics process and there is no general recipe aiming for a good modelling.
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4.4.1. Event Simulation

According to the factorisation theorem [123], the generation of an event can be divided into
several independent sub-processes if they occur at well separated energy scales. All of these
different stages are illustrated in Figure 4.6.
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Figure 4.6.: A schematic overview of a tt̄H event illustrating the different steps of a MC event
generation [124].

At first, the momenta of the hard scattering partons inside the colliding protons (blue) are
obtained by sampling the PDFs at the energy scale of the process. The kinematic and flavour
configuration of the incoming partons is then used to evaluate the matrix element of the hard
scattering process (red blobs), which describes the physics process; in this case a tt̄H produc-
tion. By integrating over the phase space of the outgoing particles the cross section and a
weight at each evaluated phase space point representing the likelihood of the kinematic con-
figuration can be obtained. The set of the momenta of the involved particles at that phase
space point can then be used to represent a simulated event. Specialised matrix element gen-
erators used by the ATLAS collaboration for many hard processes are Alpgen, MadGraph
or Powheg [125–127]. In a second step, all accelerated coloured partons radiate gluons (red
curly lines), which can further split again into gluons or quark-antiquark pairs and iteratively
create a parton shower until a certain energy scale is reached. This radiation corresponds
to a higher order correction to the matrix element calculation and simulates initial and final
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state radiation (ISR/FSR). As a next step, called hadronisation or fragmentation, the partons
in the shower, which have reached non-perturbative energy scales, form colourless hadrons
(green ovals). If these hadrons are unstable, they further decay into stable and observable
particles (green blobs). Typically programs like Pythia or Herwig [128–130] are used by the
ATLAS collaboration for the simulation of the parton showering and hadronisation. Pythia
and Herwig differ in particular in the fragmentation model using either string or cluster frag-
mentation [131, 132], respectively. The last step in the event generation of a hard process is
the simulation of the so-called underlying event (UE) (violet) usually performed by Pythia
or alternatively Jimmy [133] in case Herwig is used for the fragmentation modelling. It
describes possible interactions between the proton remnants, contributions from initial state
radiation (ISR) and final state radiation (FSR), multiple parton interaction (MPI) or in-time
pile-up. Since some collisions do not produce an identifiable hard process, but still create some
activity in the detector, these minimum bias events need to be simulated. They are overlaid
with the hard process.
Finally, all stable particles on a time scale allowing them to reach the detector are processed
through a full ATLAS detector simulation [134] using Geant4 [135], which is a general frame-
work for simulating interactions of particles with matter. In case of the tt̄H and tt̄ process a
fast simulation [136] of the calorimeter response is used in addition to the full simulation to
increase the statistics. The simulated detector response is then used in the same way as data
in order to reconstruct physics objects as described in Sections 4.3.1 – 4.3.4.

4.4.2. Modelling of the Signal

For the modelling of the tt̄H signal process, events are generated using matrix elements with
NLO QCD accuracy obtained from the HELAC-Oneloop package [137]. In order to in-
terface the generated events to a parton shower program, the events are passed through
Powheg Box [127, 138, 139]. Event samples generated in this combination are also referred
to as PowHel samples. All Higgs boson decays predicted by the SM are simulated for a
range of Higgs boson masses of mH = 115, 120, 125, 130, 135 GeV and a fixed top quark mass
of mtop = 172.5 GeV. The tt̄H production cross sections used for the normalisation of the
samples and the Higgs boson decay branching fractions are taken from the NLO theoretical
calculations [140–147], collected in Ref. [64]. The events are weighted with the CT10NLO
PDF set [148] and the factorisation µF and renormalisation µR scales are set to the same
static scale of µ0 = µF = µR = mtop + mH/2. The parton shower and hadronisation is
performed using Pythia 8.1 [129] with the CTEQ61L PDFs and the AUET2 tune to model
the underlying event [149,150].

4.4.3. Monte Carlo Simulated Background

In the phase space of interest, the main background for the tt̄H production in the single
lepton decay channel arises from tt̄+jets events. Significantly smaller contributions come
from single top quark production followed by vector boson production in association with
jets (W/Z+jets), contributions from diboson (WW/WZ/ZZ) processes and top quark pair
production in association with vector bosons (tt̄V ). The modelling of all of these processes
relies on MC simulation. An overview of the matrix element generators, PDFs, parton shower
programs and the precision of the cross section normalisations used in this analysis for the
various physics processes is given in Table 4.2.

41



4. Experimental Data, Physics Objects and Processes

Table 4.2.: A summary of the various physics processes and the used matrix element generators,
PDFs, parton shower programs and the normalisation precision.

Process ME Generator PDF Parton Shower Normalisation

tt̄H HELAC-Oneloop CT10 Pythia 8.1 NLO

tt̄ + jets Powheg CT10 Pythia 6.425 NNLO+NNLL

Single top (s-chan., Wt) Powheg CT10 Pythia 6.426 aNNLO

Single top (t-chan.) Powheg CT10 Pythia 6.427 aNNLO

tt̄V Madgraph CTEQ6L1 Pythia 6.425 NLO

W + jets Alpgen CTEQ6L1 Pythia 6.426 NLO

Z + jets Alpgen CTEQ6L1 Pythia 6.426 NLO

Diboson Alpgen CTEQ6L1 Herwig 6.520 NLO

In all simulations, photon radiation and τ lepton decays are modelled using Photos 2.15 [151]
and Tauola 1.20 [152], respectively. The minimum bias events are simulated utilizing Pythia
8.1 with the MSTW2008 PDF set in LO precision and the AUET2 tune. They are overlaid
on the generated events to simulate pile-up and are required to match the luminosity profile of
the data. All reconstructed objects of the simulated events are corrected, such that the object
identification efficiencies, energy scales and energy resolutions match those determined from
the data.

Top Quark Pair Production

The Powheg NLO generator with the CT10 PDFs set is used to simulate tt̄+ jets events as-
suming a top mass ofmtop = 172.5 GeV. The parton shower, hadronisation and UE simulation
is performed with Pythia 6.425 [128] using the LO CTEQ61L PDFs and the Perugia2011C
tune [153] for the modelling of the UE. The factorisation and renormalisation scales are set to

µ0 =
√
m2
top + p2

T , where mtop and pT are the top quark mass and its transverse momentum,

evaluated for the underlying Born configuration (i.e. before radiation). For the normalisation
of the sample a theoretical calculation with top++2.0 [154] at NNLO including resummation
of soft gluon terms with NNLL accuracy is used, which yields a cross section of σtt̄ = 253+15

−16 pb
at 8 TeV [45–49].
In the matrix element calculations of the Powheg generator tt̄+HF processes are not included
and hence are only simulated by the parton shower. For the purpose of distinction between
tt̄+ light, tt̄+ cc̄ and tt̄+ bb̄ events, the inclusive tt̄+ jets events are categorised using the true
flavour information of the partons. First, particle jets are reconstructed from stable particles
visible to the calorimeter using the anti-kt clustering algorithm with a radius parameter of
R = 0.4. Particle jets with pT > 15 GeV and |η| < 2.5 are then matched within a cone of
∆R < 0.4 to a final state parton, not originating from the tt̄ system. If at least one particle
jet can be matched to a bottom quark, the event is classified as tt̄+ bb̄. If this is not the case,
but at least one particle jet can be matched to a charm quark, the event is labelled as tt̄+ cc̄
instead. The remaining events, in which no particle jet can be matched to a b- or c-quark, are
categorised as tt̄+light. The tt̄+HF (tt̄+cc̄ or tt̄+bb̄) events are further categorised in a finer
classification, in order to compare different event generator and to treat modelling systematic
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uncertainties related to the flavour. For each match of a single particle jet to an extra single
b- or c-quark, the tt̄ event is labelled with a b or c extension, respectively. However, if a single
particle jet is matched to a bb̄ or cc̄ pair, the jet is assumed to be unresolved due to gluon
splitting with two close-by b- or c-quarks and the tt̄ event gets a B or C extension.
The modelling of the irreducible tt̄ + bb̄ background plays a key role in this search. To un-
derstand the effect of neglecting HF partons in the matrix element calculation of the tt̄+ jets
process, the Powheg+Pythia events are compared to alternative generators which include
massive b and c quarks as additional partons. The first alternative sample is obtained by
generating tt̄ events with up to three extra partons (u, d, s, c, b) with MadGraph 5 [126] in
LO precision, using the CT10 PDF set and showering with Pythia 6.425. The same scales
and parameters as in Reference [70] are used. For the second sample, the Sherpa [155] event
generator is combined with NLO matrix element from the OpenLoops framework [124, 156],
referred to as SherpaOL. This calculation became only recently available for tt̄ + bb̄ and
yields fully matched NLO predictions with massive b quarks. The renormalisation scale is set

to µR =
∏
i=t,t̄,b,b̄E

1/4
T,i , where ET,i is the transverse energy of parton i, and the factorisation

and resummation scales are set to (ET,t+ET,t̄)/2. In Figure 4.7 the relative fraction of events
in the different tt̄ + bb̄ categories to the total tt̄ + bb̄ cross section are compared for the three
different event generator.
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Figure 4.7.: Comparison of the relative contributions to different categories of tt̄+ bb̄ events using the
Powheg+Pythia, MadGraph+Pythia and SherpaOL generator. Events produced via MPI and
FSR, which are not included in the SherpaOL calculation, are labelled with tt̄+MPI and tt̄+FSR,
respectively. The error bars only represent the statistical uncertainties [71].

Although tt̄+ HF events are only produced via the parton shower with the Powheg+Pythia
generator, the various HF contents are reasonably well reproduced compared to the LO predic-
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tions of MadGraph+Pythia and NLO predictions of SherpaOL generator. However, the
SherpaOL simulation predicts generally more events in the categories labelled with at least
one B and in the tt̄+ bb̄b category and does not model additional b-quarks from MPI or FSR.
The yields predicted by MadGraph+Pythia in the different categories are comparable to the
one from Powheg+Pythia, except for categories, in which the additional bb̄ pair is produced
via MPI or FSR. The shape of the kinematic distributions across all categories is generally
in reasonable agreement between Powheg+Pythia and SherpaOL. However, depending on
the category, there are some small differences, for instance in the very low invariant mass and
pT region of the bb̄ pair and in the pT of the top quark and tt̄ systems. As an example, the
differences in a few kinematic distributions is shown for the tt̄+B category in Figure 4.8.
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Figure 4.8.: Kinematic distributions showing differences between Powheg+Pythia (solid red) and
SherpaOL (solid blue) in the tt̄+B category. The reweighted Powheg distributions are also shown
as a red dashed line.
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Since it is expected that SherpaOL models the HF contributions more accurately than the
other two generators, the relative differences in the relative HF contributions and in the kine-
matic distributions in each category are used to renormalise Powheg+Pythia to the NLO
tt̄+bb̄ prediction and to correct the shapes of the kinematic distributions. The inclusive tt̄+bb̄
cross section for all categories is kept constant. The reweighting is done at truth level using
a number of kinematic variables such as the top quark pT, tt̄ system pT, the pT and η of the
leading b-jet, invariant mass, ∆R, and pT of the dijet system not coming from the top quark
decay. Comparisons of data to the Powheg+Pythia prediction in the regions dominated
by tt̄ + light show that there is a visible disagreement between the predictions and data (see
Fig. 4.10). The differential cross section measurement at 7 TeV [157] observed a mismodelling
of the top quark and tt̄ system pT as shown in Figure 4.9.

(a) top quark pT (b) tt̄ system pT

Figure 4.9.: The normalised differential cross sections of the top quark pT (a) and the pT of the
tt̄ system (b) for the generators Alpgen+Herwig (green circles), Mc@Nlo+Herwig (squares),
Powheg+Herwig (blue circles) and Powheg+Pythia (triangles). The lower part of each figure
shows the ratio of the generator predictions to data. The grey bands indicate the total uncertainty on
the data in each bin [157].

In the high pT regions of the top quark and tt̄ system the Powheg simulation tends to predict
too many events, which is not entirely covered by the uncertainties. In order to achieve the
best possible modelling of the very important tt̄ background, the tt̄+ light and tt̄+ cc̄ events
are reweighted based on this measurement. The following reweighting procedure was proven
to be applicable to

√
s = 8 TeV as well. The relative differences in the top quark and tt̄

system pT distributions unfolded to parton level are taken as reweighting SFs. These SFs are
then applied sequentially to the parton level Powheg events taking the correlations between
the two parameters fully into account. The tt̄ system pT reweighting helps to improve the
MC modelling of the jet multiplicity distribution, while the top quark pT reweighting recov-
ers mismodelling of kinematic distributions in regions with high transverse momentum. The
effect of the reweighting on the jet multiplicity and scalar sum of all jet pT (Hhad

T ) is shown in
Figure 4.10 requiring at least four jets and exactly two b-tags.
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(a) before reweighting (b) after reweighting

Figure 4.10.: The jet multiplicity (upper) and Hhad
T distribution (lower) are shown before (a) and

after (b) the pT reweighting of the top quark and tt̄ system of the Powheg+Pythia events.

Single Top Quark Production

Single top quark events are produced in the s-, t- and Wt-channel with the Powheg matrix
element generator at NLO accuracy and weighted with the CT10 PDFs [148]. The interfer-
ences between diagrams in the Wt-channel at NLO are handled using the diagram removal
method, which ensures that diagrams overlapping with the tt̄ production are removed [158].
Pythia 6.425 [128] with the LO CTEQ61L PDF set [159] models the showering, hadro-
nisation and the UE using the Perugia2011C tune. All three channels are normalised to
approximate NNLO cross sections [51,52] calculated with the NNLO MSTW2008 PDF.
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Top Quark Pair Production in Association with Vector Bosons

Events originating from tt̄V (V = W,Z) processes are produced with the Madgraph 5 gen-
erator [126] and CTEQ6L1 PDFs in LO accuracy. The parton shower and fragmentation as
well as the modelling of the UE is performed with Pythia 6.425 making use of the AUET2B
tune [149,150] for the UE. The overall normalisation is obtained by scaling to the NLO cross
section predictions [160,161].

Vector Boson Production in Association with Jets

Events with a single vector boson (W/Z+jets) or dibosons (WW/WZ/ZZ+jets) in associa-
tion with jets are created with the LO matrix element generator Alpgen v2.14 [125] with LO
CTEQ6L1 PDFs [159]. The single vector boson events are then passed to Pythia 6.425 [128]
and the diboson events to Herwig v6.520 [130] to model the parton showering and fragmen-
tation. The W/Z+jets samples are generated with up to five additional partons, separately
for W/Z+light jets, W/Z+bb̄+jets, W/Z+cc̄+jets and W+c+jets. The WW/WZ/ZZ+jets
samples are generated with up to three additional partons. Unfortunately, WZ events are
not produced with hadronic Z decays in the final state in the Alpgen+Herwig production.
Therefore Sherpa is used to simulate this final state including massive b- and c-quarks.
Since the vector bosons are already produced with additional partons in the matrix element
calculation, the parton shower might produce the same final state configuration. In order to
avoid double-counting of the same partonic configurations, the MLM matching scheme [162]
is used to remove events containing emissions from the parton shower in the phase space
region, which is already covered by the matrix element calculation. Additionally, the over-
lap of W/Z+qq̄ (q = b, c) events produced directly by the matrix element generator and by
the parton shower evolution in W+light jet events is prevented by the heavy flavour overlap
removal (HFOR) algorithm based on the angular separation of the extra heavy quarks: if
∆R(q, q̄) > 0.4, the matrix element prediction is preferred over the parton shower prediction,
which is used otherwise. The W/Z+jets events are normalised to the inclusive NNLO theoret-
ical cross sections [163], while WW/WZ/ZZ+jets are scaled to their NLO prediction [164].

4.4.4. Tag-Rate-Function Method

Since the MC simulations are generated with limited statistics and the tt̄H signal of this search
is expected in high jet and b-jet multiplicities, where the MC statistics of several processes is
drastically reduced, the statistical uncertainties on the background predictions in the signal
region would be large. This leads to large fluctuations in the discriminating distributions, un-
reliable systematic uncertainties and thus to the loss of sensitivity to the signal. Furthermore,
sophisticated analysis techniques, like a multivariate analysis (MVA) or a profile likelihood fit,
can not be performed, because they need smooth distributions of the input variables. With-
out these techniques the intended search for tt̄H events would be practically impossible with
the available data and the current modelling of the background processes. However, the MC
statistics of the phase space regions with many b-jets can be enhanced by making use of the
tag-rate-function (TRF) method [165, 166]. This approach uses the full statistics of a sample
before any b-tag is required. It assigns weights to the event representing the probability of the
event to have a certain number of b-tags instead of applying b-tagging algorithms. In this way
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the MC statistics is not reduced by the b-tag requirement. The probability P that an event
with Nj jets has Nb = 0, 1, 2 b-tags is calculated as

P (Nb = 0) =

Nj∏
i=1

(1− εj) (4.7)

P (Nb = 1) =

Nj∑
i=1

εi∏
j 6=i

(1− εj)

 (4.8)

P (Nb = 2) =

Nj∑
i=1

εi Nj∑
j=i+1

εj ∏
k 6=i,k 6=j

(1− εk)

 , (4.9)

where εj is the b-tagging efficiencies εMC (f, |η|, pT) depending on the true jet flavour f and its
η and pT. Probabilities for higher b-tag multiplicities can be defined accordingly. Because the
official measurement of these efficiencies (see Sec. 4.3.1) is obtained from inclusive tt̄ events,
the usage of these efficiencies leads to discrepancies between direct tagging and the TRF
approach. Hence more accurate efficiencies are calculated separately for tt̄ + light, tt̄ + cc̄
and tt̄ + bb̄ events using the same selection as applied for this analysis (see Sec. 6.2.1). It is
further distinguished if the probed light, c- or b-jet originates from a top quark, W boson
or from other sources. Since the b-tagging efficiencies εMC are obtained in MC simulation
and differences between data and predictions are observed, b-tagging SFs are applied to the
efficiencies ε = SF × εMC when calculating the probabilities. The event probability is derived
from all possible permutations of Nb jets being b-tagged with probability ε and of (Nj −Nb)
jets being untagged with probability (1− ε). Inclusive probabilities

P (Nb ≥M) = 1−
M−1∑
i=0

P (Nb = i) (4.10)

are calculated via the complementary probabilities. In this analysis, it is not enough to know
the event probability. To build the discriminating variables one has to know which jets are b-
tagged. In order to decide this, the sum S =

∑Np
p=1wi of all TRF weights wi for each possible

permutation p of having Nb b-jets out of N jets is calculated. Then a random number X
uniformly distributed between 0 and S is drawn. One permutation ps is chosen, for which
X lies in the range of its partial sums, which means if

∑ps−1
p=1 wi < X ≤

∑ps
p=1wi then

ps is the selected permutation. In this way it is ensured, that the probability to pick a
certain permutation is proportional to its tagging probability. To validate the TRF method,
kinematic distributions obtained by applying the TRF weights to MC and the direct b-tagging
are compared. In Figure 4.11 the scalar sum of the pT of all hadronic objects Hhad

T , reflecting
well the kinematics of the jets, is shown for tt̄+light and tt̄+ bb̄ events in different phase space
regions for the purpose of validation.
When requiring exactly four jets and two b-tags (upper row), the distributions obtained with
the TRF method (red dashed line) and the cut based distributions (blue dots) agree very
well for both tt̄ sub-samples up to high pT regions, where the statistical uncertainties start to
increase. When requiring at least six jets and four b-tags (lower row), the MC statistics of the
tt̄+ bb̄ and tt̄+light events is significantly reduced and large statistical fluctuations are visible,
in particular for the tt̄+ light events in the cut based distribution. The distributions using the
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Figure 4.11.: The Hhad
T distributions are shown exemplary in the (4j, 2b) and (≥ 6j,≥ 4b) channel

for the tt̄ + bb̄ and tt̄ + light MC simulations. The distributions obtained with the TRF method (red
dashed line) are compared to the cut based distributions (blue dots).

TRF weights instead of the b-tag cuts are much smoother and agree well with the cut based
distributions within the statistical uncertainties.

49



4. Experimental Data, Physics Objects and Processes

4.4.5. Data-Driven Estimated Background

Although multijet events with a misidentified isolated lepton (fake lepton) can be generally
well suppressed, they still contribute significantly in certain regions of the phase space. Since
an accurate modelling via MC simulation is extremely difficult in all phase space regions, a
data-driven approach is used for the modelling and is described in more detail in the following.

Misidentified Lepton Background

Although the efficiencies to select a real lepton with the definitions described in Sections
4.3.2 – 4.3.3 are relatively high, it may happen that an object of the origin other than a
prompt lepton, satisfies the selection criteria. These misidentified leptons, produced together
with additional jets, contribute to the physics background. They mainly originate from non-
prompt leptons from semileptonic decays of HF hadrons or in case of the electron also from
converted photons or jets with large fraction of energy deposited in the EM calorimeter. The
most common technique to estimate this background from data is the matrix method .

Matrix Method In order to apply the matrix method in the single lepton channel, two
different selection criteria for the lepton need to be defined - a loose and a tight criterion.
When applying them to the data sample, two sets are produced. In general, the tight set with
N tight events is a subset of the loose set with N loose events. Both quantities can be expressed as
the linear combination of the number of events with a real lepton Nreal and with a misidentified
lepton Nfake. This leads to the set of equations(

N loose

N tight

)
=

(
N loose

real +N loose
fake

N tight
real +N tight

fake

)
. (4.11)

It can be converted using the transition efficiencies ε that a loose event passes also the tight
criteria,

εreal =
N tight

real

N loose
real

, εfake =
N tight

fake

N loose
fake

(4.12)

into the set of equations(
N loose

N tight

)
=

(
N loose

real +N loose
fake

εrealN
loose
real + εfakeN

loose
fake

)
=

(
1 1
εreal εfake

)(
N loose

real

N loose
fake

)
, (4.13)

which gives the name to the method. This system of equations can be solved for the number
of tight fake events

N tight
fake =

εfake

εfake + εreal

(
εrealN

loose −N tight
)
, (4.14)

corresponding to the fake background contribution in the selected sample. This means, if the
efficiencies εreal and εfake are known, the number of fake lepton events of the tight sample can
simply be estimated by counting the number of tight and loose events in the data sample. In
order to predict the kinematics of the fake lepton events depending on the kinematic properties
of the event, Equation 4.14 can be translated into a weight ωi

ωi =
εfake

εfake + εreal
(εreal − δi) with δi =

{
1 if event is tight
0 if event is only loose

, (4.15)

which is applied to each loose event in a certain phase space point of the data set.
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Measurement of the Efficiencies The real and fake efficiencies ε are determined in con-
trol regions which are dominated by real or fake leptons, respectively, and represent similar
kinematics and sources of the leptons as in the signal region, to which the estimations are
extrapolated. In the optimal case, they are also required to be orthogonal to the signal region.
Naturally, the efficiencies depend on the detector properties and on the kinematics of the event.
The fake efficiency εfake is also sensitive to the properties of the possible sources of the fake
lepton. Thus it makes sense to measure the efficiencies dependent on kinematic properties of
the event. Unfortunately, such measurement is usually limited by data statistics prohibiting
a multidimensional parametrisation of the efficiencies and only one-dimensional projections to
the parameter spaces can be used. The crucial part of the fake lepton background estimation
is hence finding an optimal set of preferably uncorrelated parameters for the measurement of
the εreal and εfake.
For the selection of the single lepton events, two lepton triggers with different pT threshold and
isolation criteria are used. The one with the lower pT threshold has an isolation requirement,
which is tighter than the definition used for the loose lepton. The efficiencies are thus expected
to differ depending on which trigger has fired to select the event, and are accordingly derived
separately for the two triggers. They are then applied exclusively above the pT threshold of the
particular trigger favouring the high pT trigger with the looser isolation criteria and avoiding
turn-on effects. For the measurement [167] of the real efficiencies εreal in the single electron
and single muon channel, the TP method is used by selecting Z → ee or Z → µµ events
from the data. The events are required to contain one tight lepton (tag) and one loose lepton
(probe) with opposite charges and with an invariant dilepton mass close to the Z boson mass
as shown in Figure 4.12 (a) exemplary for the muon channel.

(a) dimuon mass (b) impact parameter significance

Figure 4.12.: (a) The real efficiencies are obtained in the real lepton dominated region (signal region)
of the invariant mass spectrum of the opposite charged muon pair with one loose and one tight muon
using Z → µµ events. The fake lepton contamination is determined in the side bands and subtracted.
(b) The fake efficiencies are obtained in the fake lepton dominated region defined by the high impact

parameter significance (|dsig
0 | > 5.0). The real lepton contamination is determined from MC and

subtracted [167].
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The remaining background contribution coming from fake leptons, which is found to be at the
percent level [167], is estimated in the side bands and then subtracted. The real efficiencies εreal

are now determined by calculating the rate of the loose probe lepton to also satisfy the tight
selection criteria. In the electron channel, the efficiencies obtained in the Z → ee events are
expected to differ slightly from those in a tt̄ dominated sample, due to the higher jet activity.
This is corrected by applying SFs obtained from comparing tt̄ and Z boson MC simulations.
The fake efficiencies εfake are obtained in a fake lepton enriched data control region of the data
set, which is defined by requiring a high lepton impact parameter significance (|dsig

0 | > 5.0)
in case of the muon (see Fig. 4.12 (b)) and by requiring low Emiss

T and a low transverse W
boson mass (mW

T < 20 GeV & mW
T + Emiss

T < 60 GeV ) in case of the electron. Additionally,
both regions have to contain one loose lepton and at least one jet with pT > 25 GeV. The
real lepton contamination of these regions from processes with one prompt lepton, like Z+jets,
W+jets, tt̄, single top and diboson events, is estimated and subtracted by using MC simula-
tion. It is found to be of the order of 15% and 50% in events with one tight muon or electron,
respectively. The fake efficiencies are then determined by calculating the ratio of events with
one loose lepton and one tight lepton.
As motivated previously, both efficiencies are measured dependent on several different variables
suggested by the physics processes and the detector geometry. The most prominent depen-
dencies are shown in Figure 4.13, where the efficiencies in the muon channel are calculated
separately for the three different triggers (mu24, mu24i, mu36) and plotted versus the muon
|η|, pT and its distance to the closest jet, the leading jet pT, the jet and b-jet multiplicity as
well as the angle ∆φ between the muon and Emiss

T in the transverse plane.
In all plots the different responses due to the different trigger requirements are visible. While
the efficiencies for the pre-scaled trigger with no isolation and a pT threshold of 24 GeV
(mu24) are shown only for comparison, the efficiencies of the isolated low pT trigger mu24i
(pT > 24 GeV) are used for muon pT < 37 GeV and the ones of the non-isolated high pT trigger
mu36 (pT > 36 GeV) are used for muon pT ≥ 37 GeV. Although higher muon momenta yield
higher efficiencies, the isolation criteria profoundly effect the fake efficiencies, which causes
the εfake of the mu24i to be higher then the one of the mu36, while the εreal of the mu36 are
generally higher than the one of the mu24i trigger. There is some clear dependency visible for
the real and fake efficiencies on the muon η, pT and its distance to the closest jet. This is well
motivated by the detector geometry and the fact, that mostly non-prompt muons, originating
from the decay of HF hadrons, cause the misidentification of an isolated muon and the overlap
removal as described in Section 4.3.3 might accidentally remove a prompt muon if it is close to
a jet. Both efficiencies are thus parametrised dependent on these three quantities. In addition,
the fake efficiency is slightly dependent on the number of b-jets, since higher HF activity causes
more fake muons, and hence this variable is also considered in the parametrisation. Both effi-
ciencies are also slightly dependent on the number of jets, due to increased hadronic activity.
However, this variable is only included in the parametrisation of the real efficiency due to high
correlations to the b-jet multiplicity. The final choice of parameters for both lepton channels
are summarised in Table 4.3 and is driven by the strength of the dependencies, correlations
among the variables and the stability of the estimate.
In the parametrisation of the efficiencies, correlations between discrete and continuous variables
are taken into account, but not within one category, since the correlations are proven to be neg-
ligible. Several sources of systematic uncertainties on the efficiency calculations are considered
and are shown in combination with the statistical uncertainty as hashed area in Figure 4.13.
Although the choice of the control regions, in which the real and fake efficiencies are calculated,
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(a) εreal and εfake depending on muon |η|, pT and its distance to the closest jet

(b) εreal and εfake depending on the leading jet pT, jet & b-jet multiplicity and ∆φ between µ & Emiss
T

Figure 4.13.: The real and fake efficiencies in the single muon channel for three different trigger
requirements (mu24, mu24i, mu36) and dependent on various quantities. The hashed area represents
the combination of the statistical and systematic uncertainties on the efficiency measurements [167].

is motivated by physics, other control regions are suitable as well and should yield compatible
results. Alternative control regions for the calculation are chosen and the differences in the
results are interpreted as a systematic uncertainty resulting from the choice of the control
region. For the real and fake efficiencies a high and a low missing transverse energy region
(Emiss

T > 150 GeV and Emiss
T < 20 GeV) is used in the electron channel, while a high and a low

transverse W boson mass region (mW
T > 100 GeV and mW

T < 20 GeV & Emiss
T +mW

T < 60 GeV)
is selected in the muon channel. Fake lepton contamination in the regions, where the real ef-
ficiencies are calculated, are negligibly small in these cases. The obtained uncertainties cover
effects stemming from different fake lepton compositions and the modelling of the background
shape. They are below 3% for the real efficiency and between 2-5% for the fake efficiency.
Since the real lepton contributions are subtracted using MC simulations for the fake efficiency
calculation, the shape and normalisation uncertainties on the various predicted processes are
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Table 4.3.: A summary of the variables used for the parametrisation of the real and fake efficiencies in
the two lepton channels. Correlations between discrete and continuous variables are taken into account.

discrete variables continuous variables

Trigger njet nb-jet |η`| p`T plead. jet
T ∆R(`, jet) ∆φ(`, Emiss

T )

εreal(e) X X X X X

εreal(µ) X X X X X

εfake(e) X X X X X

εfake(µ) X X X X X

also taken into account. This turns out to be the dominating uncertainty, mainly due to un-
certainties on the W+jets and Z+jets simulation, with a relative size of 3-13% on the fake
efficiency. Finally, the efficiencies depend on the choice of the parametrisation. Thus alter-
native dependencies are used in order to estimate the uncertainty arising from not taken into
account choices of variables and from correlations among the variables.

Validation of the Estimate The efficiencies and their uncertainties are used to predict the
shape and rate of the fake lepton background and its uncertainty in validation regions and the
phase space of physics interest. The total background predictions are compared to data to
validate the fake lepton estimate. Figure 4.14 shows the distributions of the missing transverse
energy (a) and the transverse W boson mass (b) in the single muon channel requiring exactly
two jets with pT > 25 GeV and before (top) and after (bottom) requiring at least one b-jet.
The uncertainty on the prediction (hashed) includes only the statistical uncertainties and the
uncertainty on the fake muon background estimation. The ratio of data over total background
prediction is plotted in the inlay below the distribution. In this phase space region, the
background is dominated by W+jets and Z+jets events (light and dark orange), but contains
also a large fraction of fake muons (purple) dominating the low Emiss

T and mW
T region. The

prediction agrees well with the observed data within the uncertainties, wherever there are
sizeable contributions from non-prompt muons. The deviations observed in the real lepton
dominated peak region of the transverse W boson mass, in particular after requiring a b-tag,
is caused by inaccurate simulation of W+jets events. This and the disagreement between the
overall normalisation of the MC simulation and the data after the b-tag requirement is well
covered by the uncertainties on the MC simulation not shown in this plot. In Figure 4.13 the
same distributions are shown in a higher jet multiplicity by requiring at least four jets.
In this phase space region tt̄ events contribute a larger fraction to the total background. The
kinematics of this region is closer to the one of tt̄H events. In the fake lepton dominated
region, the predictions agree very well within the uncertainties on the fake estimation with the
observed data.
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(b) transverse W boson mass
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Figure 4.14.: The missing transverse energy (a) and transverse W boson mass (b) in the single muon
channel with exactly two jets and before (top) and after (bottom) requiring at least one b-jet. The data
is compared to the expectations from MC plus the fake lepton contribution (purple). The hashed area
represents the combined statistical and systematic uncertainty on the fake lepton estimation [167].
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(b) transverse W boson mass
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Figure 4.15.: The missing transverse energy (a) and the transverse W boson mass (b) in the single
muon channel with at least four jets and before (top) and after (bottom) requiring at least one b-
jet. The data is compared to the expectations from MC plus the estimated fake lepton contribution
(purple). The hashed area represents the statistical and systematic uncertainty on the fake lepton
estimation [167].
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V+jets Corrections

Transverse Momentum The Alpgen generator predicts a V boson with a too-hard trans-
verse momentum spectrum. The discrepancies with data are similar to missing higher-order
electroweak corrections [168]. Correction SFs for V+jets MC events are calculated in a phase
space dominated by Z bosons decaying into two leptons by requiring at least two jets, a dilep-
ton invariant mass close to the Z boson mass and either zero or one b-tag, respectively. After
subtracting other contributing processes from data based on MC simulations, the observed
and predicted Z boson pT spectra are compared and the ratio is taken as an event weight to
correct the MC simulation of V+jets events, keeping the total predicted cross section constant.

Figure 4.16.: Reweighting factors calculated from differences between data and MC simulation in the
Z boson transverse momentum requiring at least two jets and zero (black) or one (red) b-tag [169].

As shown in Figure 4.16, the corrections are consistent within statistical uncertainties in both
b-tag bins and thus independent of the HF content. The corrections can therefore be extrap-
olated to higher jet and b-tag multiplicities in order to improve the modelling the V bosons
transverse momentum.

Normalisation and Heavy Flavour Contribution The total normalisation and the HF com-
position is generally poorly predicted by leading order generators like Alpgen and needs to be
estimated with a data driven approach. Since the zero and one b-tag bin contain considerably
different flavour contributions, they can be used to estimate correction SFs for the different
flavours of Z+jets background by simultaneously fitting the MC simulation to data with the
LF and HF fractions being free parameters. The Z+light fraction is reduced by a factor of 0.94
and the Z+HF contribution is increased by a factor of 1.50, which also leads to a renormali-
sation of the total predicted cross section. The correction factors measured in Z+jets events
are also applied to W+jets events. It is further assumed that the same SFs apply to higher
jet and b-tag multiplicities [169].
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Validation In order to show the effect of the V boson momentum reweighting and HF cor-
rection and to validate the procedure, the distributions of the scalar sum of the pT of all final
state objects (HT) are shown before and after reweighting the zero b-tag and extrapolating to
the two b-tag bins in Figure 4.17.

(a) before correction (b) after correction

Figure 4.17.: The HT distribution in the two jet inclusive channel before (left) and after (right) V
boson transverse momentum and flavour fraction corrections. In the upper row the zero b-tag bin is
shown, in which the corrections have been calculated, while in the lower row the corrections are applied
to the two b-tag bin. The red dashed line corresponds to the tt̄V signal normalised to the integral since
the correction was derived within the tt̄V analysis [169].

In the zero b-tag bin (upper row), in which the SFs have been calculated, the slope visible
in the data over MC ratio of the HT distribution almost disappears after the corrections and
the MC simulation agrees well with the data within the uncertainties. The LF contribution is
slightly decreased, while significantly more events with HF jets contribute after the correction.
In the two b-tag bin (lower row), which is dominated by Z+HF, the MC prediction clearly
underestimates the data before the reweighting, while the rescaled MC events agree well within
their uncertainties with the data events.
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5.1. Introduction

The matrix element method (MEM), which was originally proposed as Dynamical Likelihood
Method [170–172], has been invented by the DØ [5] and used by the CDF experiments [6] for
precision measurements of the top quark mass [173], for the single top observations [174,175],
for evidence of spin correlations in top quark pair decays [176] and for simple Higgs boson
searches [7, 8]. Several authors [177, 178] have suggested to use the MEM for searches of the
Higgs boson and measurement of its properties at the LHC. In particular in searches for the
tt̄H process where the dominant and irreducible tt̄ background has a very similar kinematic
and flavour signature, one can gain from making the most complete use of experimental and
theoretical information by using the matrix element method [179]. Recently, this technique
has been used for the tt̄H search by the CMS experiment [180].

5.2. Method Description

The MEM is universal and can be applied to any theoretically described process. Amongst
all data analysis techniques in particle physics, this method is unique due to its direct link
between theoretical calculations and reconstructed events.

5.2.1. Process Probability

The method is based on a probabilistic approach, in which it is required to calculate the
probability density function (p.d.f.) that an event observed in the detector is consistent with
a certain theoretical hypothesis. The probability Pi, that an event with perfectly measured
kinematic quantities Y is originating from a possible process i occurring with a cross section
σi, is given by integrating over the normalised differential cross section

Pi (Y ∈ Φ) =

∫
Y ∈Φ

Pi (y) dy =
1

σi

∫
σi(Y )

dσi(y) . (5.1)
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Here it is assumed that Y is contained in the parton level phase space of the initial and final
states y with volume Φ =

∫
dy. The integrals over the entire phase space are normalised to

unity fulfilling
∫

Φ Pi (y) dy = 1
σi

∫
σi(Φ) dσi = 1. Thus the p.d.f. Pi (y) of a process is defined

by

Pi (y) =
1

σi

dσi(y)

dy
. (5.2)

However, in reality every quantity is measured with a finite resolution and the most likely
measured values might not agree with the true parton level quantity. In order to take the
detector response into account, the differential cross section needs to be convoluted with the
transfer functions (TFs) W (y|x), which map the detector level objects with quantities x to
the parton level description y, leading to

Pi (x) =

∫
Pi (y)W (y|x) dy =

1

σi

∫
dσi(y)W (y|x) . (5.3)

Details about the transfer functions can be found in Section 5.6.
Let us consider now a 2 → N process, where two initial state particles A and B collide and
create N final state particles 1, 2, ..., N

A+B → 1 + 2 + ...+N (5.4)

The parton level phase space y can be expressed using the four-momentum vector p of the
initial and final states

y = (pA, pB; p1, p2, ..., pN) (5.5)

At hadron colliders like the LHC, where two protons consisting of many partons collide, the
momentum fraction x of the initial state particles is unknown, and can only be described
probabilistically by a convolution of the differential cross section with the parton distribution
functions (PDFs) f(x,Q2) at a certain scale Q2 and summing over all possible flavours

Pi (x) =
1

σi

∑
flavours

∫
dpAdpB f

(
pA, Q

2
)
f
(
pB, Q

2
)

dσi(y)W (y|x) . (5.6)

The differential cross section might depend on several parameters α of the theoretical model of
interest, as well as the TFs can depend on model parameters β of instrumental nature. Taking
this into account and hiding the sum over the flavours f(x,Q2) =

∑
f(x,Q2), the equation

above can be written as

Pi (x|α, β)︸ ︷︷ ︸
probability

=
1

σi (α)︸ ︷︷ ︸
normalisation

∫
dpAdpBf (pA)f (pB)︸ ︷︷ ︸

parton distribution function

dσi (y|α)︸ ︷︷ ︸
differential cross section

W (y|x, β)︸ ︷︷ ︸
transfer functions

.(5.7)

This equation is schematically visualised in Figure 5.1 for the tt̄H signal process.
The cross section normalizes the probability, usually including experimental acceptance and
efficiency effects. The PDFs describe the production mechanism via the incoming partons
(green). The differential cross section defines the process hypothesis by describing the hard
scattering process (blue). The TFs map the detector quantities to the parton level quantities
y of the final state particles of the hard scattering process (red). The integration is performed
over the phase space volume of the initial and final state particles.
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Figure 5.1.: A schematic visualisation of the content of the tt̄H process probability using the MEM.

5.2.2. Fermi’s Golden Rule

The differential cross section can be related to the matrix element of the hard scattering process
according to Fermi’s Golden Rule [181]. The rule was originally derived for quantum mechan-
ical transitions of initial to final states from perturbation theory using the time-dependent
Schrödinger equation and assuming that the time of the transition is sufficiently small com-
pared to the measurement. In the non-relativistic case, the rule states that the total transition
rate is given by

Γfi = 2π|Tfi|2ρ(Ei) , (5.8)

where Tfi is the transition matrix element and

ρ(Ei) =

∣∣∣∣ dn

dEf

∣∣∣∣
Ei

=

∫
δ(Ei − E) dn (5.9)

is the density of states with the number of accessible states dn in the energy range [E,E+dE].
In Equation 5.8 the transition matrix element describes the fundamental physics, while the
density of states contains the kinematics of the considered process. For the 2 → N process
the number of accessible states can be transformed into the momentum space. Making at the
same time use of momentum conservation leads to the expression

dn = (2π)3
N∏
i=1

d3pi
(2π)3

δ3

(
pA + pB −

N∑
i=1

pi

)
(5.10)

where A and B denote the initial state particles and i are the indices for the final state
particles. The factor (2π)−3 is obtained from the boundary conditions of each wave function
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in momentum space. The non-relativistic transition matrix element Tfi can be substituted by
a Lorentz-invariant form

|Mfi|2 = |Tfi|2
∏
j

2Ej , (5.11)

where the product over j includes all initial and final state particles. With these equations,
Fermi’s Golden Rule of Equation 5.8 for the 2 → N process can be written in a Lorentz-
invariant and relativistic way as

Γfi = (2π)4

2EA2EB

∫
|Mfi|2 δ

(
EA + EB −

N∑
i=1

Ei

)
δ3

(
pA + pB −

N∑
i=1
pi

)
N∏
i=1

d3pi
(2π)32Ei

(5.12)

or using four-momentum vectors and the relation 1
2E =

∫
δ(E2 − p2 −m2)dE as

Γfi =
(2π)4

2EA2EB

∫
|Mfi|2 δ4

(
pA + pB −

N∑
i=1

pi

)
N∏
i=1

(2π)−3δ(p2
i −m2

i )d
4pi , (5.13)

where now the δ-functions intuitively ensure overall energy and momentum conservation and
the Einstein relation p2 = m2. Simplifying the equation by using the definition of the Lorentz-
invariant N -body phase space element

dΦN (pA + pB; p1, p2, ..., pN ) = δ4

(
pA + pB −

N∑
i=1

pi

)
N∏
i=1

d3pi
(2π)32Ei

= δ4

(
pA + pB −

N∑
i=1

pi

)
N∏
i=1

δ(p2
i −m2

i )
d4pi
(2π)3

, (5.14)

the transition rate can be expressed as

Γfi =
(2π)4

4EAEB

∫
|Mfi|2 dΦN . (5.15)

Given that cross section σ of the process is related to the transition rate by

σ =
Γfi

vA + vB
, (5.16)

where vA and vB being the four-velocity vectors of the colliding particle A and B, Fermi’s
Golden Rule can be rewritten as

σ =
(2π)4

4EAEB(vA + vB)

∫
|Mfi|2 dΦN . (5.17)

The denominator

F = 4EAEB(vA + vB) = 4(EBpA + EApB) (5.18)

is known as the Lorentz-invariant flux factor and can be written as

F = 4
[
(pA · pB)2 −m2

Am
2
B

] 1
2 , (5.19)
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assuming that the velocities of the incident particles A and B are collinear. Consequently, the
differential cross section of the process probability of Equation 5.7 is directly proportional to
the squared Lorentz-invariant transition matrix element of the process and can be calculated
by using

dσi (y|α) =
(2π)4

F

∫
|Mi (y|α)|2 dΦN (y) . (5.20)

The flux factor F describes the kinematics of the initial state particle collision, the transition
matrix element M the pure physics defined by the Feynman diagrams of the hard scattering
process and the phase space element dΦN the kinematic of the process. Finally, the process
probability can be obtained by integrating numerically over the entire phase space of the initial
and final state particles

Pi (x|α, β) =
(2π)4

σi (α)

∫
dΦN (y)f (pA)f (pB)

|Mi (y|α)|2

F
W (y|x, β) . (5.21)

This equation gives the name to the method, indicating that the full physics information is
used for calculating the probability that an observed event is originating from a certain hard
scattering process described by the transition matrix element.

5.2.3. Assignment Permutations

The assignment of the reconstructed objects, such as charged leptons and jets, to the final
state partons in the hard process described by the matrix element contains multiple ambigui-
ties. Hence the process probability density needs to be calculated for each allowed assignment
permutation of the reconstructed objects to the final state quark or lepton of the hard process.
Assignment permutations are only allowed within one object type. They can be further con-
strained by making additional use of detector information such as b-jet tagging or by exploiting
the topology of the event. For instance, decays of intermediate states can result in invariant
assignment permutations, which result in the same probability value. Two choices of building
a process likelihood function are obtained by either summing the process probabilities for the
Np allowed assignment permutations

Lsum
i (x|α, β) =

Np∑
p=1

P pi (x|α, β) (5.22)

or by using the permutation with the maximal process probability

Lmax
i (x|α, β) = max

{
P 1
i (x|α, β) , P 2

i (x|α, β) , ..., P
Np
i (x|α, β)

}
. (5.23)

5.2.4. Event Probability and Parameter Estimation

If several processes can generate the same final state, the event probability is given by

P
sum/max
evt (x|α, β) =

∑
i

fi L
sum/max
i (x|α, β) , (5.24)
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where the fi are the contribution fractions of the non-interfering processes. For a sample of n
events, one global likelihood function can be obtained by multiplying all event probabilities

L (x|α, β) =

n∏
j=1

P jevt (xj |α, β) . (5.25)

Maximizing the likelihood function will return the best estimators for the model parameters α
and β of a given hypothesis under study. In this way, theory parameters α can be estimated
by measuring at the same time experimental parameters β, which would degrade the precision
and bias the result of the best estimator of α due to systematic uncertainties.
The different process probabilities of a single event can also be used to distinguish signal from
background events by calculating a parameter dependent likelihood ratio of the signal and
background processes

rsig (x|α, β) =
Lsig (x|α, β)∑

bkg

fbkgLbkg (x|α, β)
. (5.26)

According to the theorem of Neyman-Pearson [182], this is the most powerful discriminant
between background and signal. In reality, the probabilities are not known with perfect pre-
cision and simplifications and approximations are needed during the integration process due
to experimental and computational constraints. This leads to a degradation of the discrimi-
nation power, which can be partially recovered by using the likelihood ratio along with other
kinematical and topological variables in a MVA.
The MEM can not only be used for precision measurements of the model parameter α or to
obtain great separation power coming from the process probability information, but also for a
full event reconstruction of an arbitrary final state. The latter can be performed by choosing
the assignment permutation, which gives the highest likelihood value Lmax

i for a certain pro-
cess i after the integration. Since the integration is performed over the full kinematic phase
space and for all possible assignments of detector objects to parton level objects, one is not
constrained to have enough kinematic information available as in kinematic likelihood fits, in
which under-constrained systems are usually an issue.

5.3. Implementation: MEMTool

Following initial tests of the stand-alone MadWeight software [183], it was determined that
numerous improvements could be made by implementing a more tailored integration frame-
work. A software package, called MEMTool, which was originally developed by the group of
the University of Göttingen for a top mass measurement in the single lepton channel of the tt̄
decay [184], provided a flexible approach and a good basis. For the purpose of this analysis, it
has been completely generalised being able to run on any kind of event topology and testing
any possible model. MEMTool is a very modular framework, written in C++, and designed
to interface with multiple external libraries for various elements of the calculation. Some of
the classes make use of the ROOT library [185], several PDF sets are made available using the
LHAPDF 5.9.1 package [186] and the GSL 1.16 library [187] provides all kind of integration
techniques. The most important structures of MEMTool and their relations are shown in
Figure 5.2.
The EventReader contains several interfaces to different input files, i.e. LHCO or ROOT
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Figure 5.2.: A schematic drawing of the principal objects and functions of MEMTool.

files of various formats. It fills containers of Particles objects of different type with its
four-momentum vector plus some additional information, depending on the particle type, e.g.
in case of jets, a b-tag flag, its b-tag weight, efficiency and rejection and its η in the detector
coordinate system. With the help of a SelectionTool being part of a Util namespace,
a selection on the particles can be applied depending on their properties and numbers. The
particle containers are then passed to an Event object containing all the necessary event infor-
mation. In addition to the Particles, that are the EventTopology defining the final states
of the hard process and the possible detector level to parton level Permutations defined by
the particle containers and the topology of the event. The entire event is then passed to the
MEMToolIntegration structure, where all the information necessary for the matrix ele-
ment integration is collected. Inside the PDF structure, all PDFs provided by the LHAPDF
libraries are made available and are cached if desired for faster access. Several possible matrix
element calculation methods, i.e. analytical calculations as well as a wrapper for generically
generated matrix elements, are interfaced via the ME structure. The TF structure contains
several sets of transfer functions, for instance simple δ-distributions, one-dimensional Gaus-
sian functions and parametrised double-Gaussian functions from the KLFitter package [188]
described in Section 5.6. The Kinematic structure provides for the given process several
kinematic transformations, which can be utilised to speed up the integration convergence and
are described in Section 5.7.3. Finally, a MCIntegration algorithm provided for instance
by the GSL library is the last ingredient for the process probability calculation passed to the
MEMToolIntegration structure. An OutputUtility, which is also part of Util, writes
out the results of the matrix element integration into a standalone output file or a copy of
the input file. The entire framework is designed in such a way, that any object of a certain
structure can be easily replaced without changing anything else inside the framework.
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5.4. Parton Distribution Functions

At hadron colliders, the kinematic configuration of the initial state particles in the hard scat-
tering process can not be deterministically described by the machine set-up. Since protons and
hence not elementary particles collide at the LHC, the momentum of the interacting particles
is only reflected by a probability density function. The parton distribution functions (PDFs)
f(x,Q2) are defined as the probability to find a certain constituent of the proton with a lon-
gitudinal momentum fraction x (Bjorken x ) of the total proton’s momentum probed at the
energy scale Q2. The proton does not consist of three static valence quarks (uud), each carry-
ing a momentum fraction of 1

3 , but of valence quarks interacting with each other by mediating
gluons. These can split into virtual qq̄ pairs of arbitrary flavour (sea-quarks) or further into
additional gluons. Due to the interactions, the momentum fraction is smeared out and even
at low momentum transfer of 1 GeV sea-quarks enhance the PDFs of the valence type quarks
at low Bjorken x as shown in Figure 5.3 (a).

(a) PDFs of the valence quarks and gluon (b) PDFs of different groups

Figure 5.3.: The LO PDFs of the valence quark types and gluons (a) from the CTEQ group at
Q2 = 1 GeV2 and of the up quark (b) obtained from the CTEQ (black), HERAPDF (red), MSTW
(green), NNPDF (blue) and ABM (yellow) at Q2 = 3002 GeV2.

The momentum fraction of the proton carried by an individual quark flavour or gluon can be
obtained by integrating xf(x,Q2) over the entire Bjorken x range. The momentum fraction
carried by the valence quarks is just above 50% (36% by the two up quarks and 18% by the
down quark), while a large fraction of the momentum is carried by the gluons interacting be-
tween the quarks. Since the gluon propagator is anti-proportional to the squared momentum
transfer, gluons with large momenta are suppressed and the sea-quarks tend to have low values
of x. The structure of the proton cannot be calculated from first principles using perturbation
theory, due to the large coupling constant αS of the QCD. Hence the PDFs need to be deter-
mined experimentally using data from deep inelastic scattering or hadron-hadron collisions.
There are several groups worldwide providing PDF sets by extracting them from fits to various
experimental data. The LO PDF of the up quark, provided by the most prominent groups
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CTEQ [148, 159], HERAPDF [189], MSTW [190, 191], NNPDF [192] and ABM [193], are
shown for an energy scale of Q2 = (mtop + mH/2)2 ≈ 3002 GeV2 in Figure 5.3 (b). This
energy scale is a typical static scale choice for tt̄H production simulations. The groups agree
within 20% variation to each other depending on the Bjorken x and the chosen energy scale.
The largest discrepancies are visible between the PDF sets of the CTEQ and HERAPDF
groups. For the MEM calculation the PDFs provided by the CTEQ group are utilised, because
they are most commonly used in the MC simulations. Since only matrix elements with LO
precisions are employed, the set with LO accuracy CTEQ6L is chosen. The full set of these
PDFs for all proton constituents is shown in Figure 5.4 (a) again for the same Q2 = 3002 GeV2

on a double-logarithmic scale for Bjorken x > 10−4.

(a) Logarithmic Bjorken x > 10−4 (b) Bjorken x between 0.04 and 0.15

Figure 5.4.: The parton distribution functions of the CTEQ6L set for all proton constituents

The heavy quarks charm and bottom contribute only at very low x to the total momentum
of the proton and thus are generally negligible in the production of high mass systems such
as the tt̄H system. Nevertheless the contributions of all proton constituents are used in the
calculation of the process probabilities. Assuming that both initial particles collide with the
same momentum fraction x1 = x2 = x at a centre-of-mass energy of

√
s = 8 TeV, tt̄ events

are produced with a minimal Bjorken xmin =
2mtop

8 TeV ' 0.044, while for tt̄H events at least a

xmin =
2mtop+mH

8 TeV ' 0.059 is needed due to the additional Higgs mass in the system. The same
PDFs are shown in Figure 5.4 (b) on a non-logarithmic scale in a range of x ∈ [0.04, 0.15],
which is the most relevant scale of the production of the two processes. Since tt̄ events can be
produced at lower x, where the gluon PDF dominates, the ratio of gg/qq̄-production is roughly
80/20 at 8 TeV. However, the gluon PDF drops rapidly, while the quark PDFs change only
marginally with increasing x. As a consequence, tt̄H events, which need a higher x, are only
produced in roughly 60% of the cases via gluon fusion and in 40% via qq̄-annihilation. Further-
more, at moderate x ∈ [0.01, 0.5] there is only a very weak dependence on the energy scale Q2,
since scaling violations appear only at very low or very high Bjorken x. As an example the LO
CTEQ PDFs are shown for a Bjorken x = 0.05 varied for energy scales Q2 ∈ [10, 109] GeV2

in Figure 5.5 (a).
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(a) Dependency on Q2 (b) LO, NLO and NNLO comparison

Figure 5.5.: The parton distribution functions of the CTEQ6L set dependent on Q2 (a) and the up
quark PDF compared to higher-order precision and the one from the MSTW group (b).

As expected, there is almost no dependency visible for the quark PDFs and also the gluon
PDF decreases only slightly over the large range of Q2. Finally, up quark PDFs using different
fitting models with LO, NLO and NNLO accuracy are compared for the sets from the CTEQ
and MSTW group in Figure 5.5 (b). The Figure shows the ratio of the PDFs with higher-
order precision or from the alternative group and the default CTEQ6L PDF. While NLO and
NNLO agree very well within one group and also quite well between the groups for x > 0.01,
there are deviation of up to 15% between the PDFs with LO and higher-order accuracy. The
two LO PDFs have been already compared in Figure 5.3 (b). At x > 0.6 the values of the
PDFs are so small that tiny deviations start to result in large variations in the ratio.

5.5. The Matrix Elements

The transition matrix element defines the hypothesis of the process probability as given in
Equation 5.21. The matrix element can be formulated from the Feynman diagram of the hard
scattering process by applying the Feynman rules. However, the calculation of the squared
matrix element of complex processes such as tt̄H or its dominant background tt̄+ bb̄ is already
at tree-level very challenging because of many contributing diagrams. In the definition of the
signal and background hypothesis of this analysis are thus only LO diagrams considered. For
simplicity, all diagrams are produced in the four-flavour scheme. In the diagrams of the signal
as well as of the background hypothesis it is required to have a top quark pair as intermediate
state resulting in exactly four b-quarks, two light quarks, one charged lepton (electron or
muon) and one neutrino in the final state. By assuming lepton universality and invariance
under charge conjugation, diagrams of only one lepton flavour and of only negative charge
(electron) need to be considered.
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5.5.1. Signal Hypothesis

In the signal hypothesis it is required that a Higgs boson is radiated off one of the top quarks,
which is also known as the Higgs boson production in association with a top quark pair. Hence
no coupling of the Higgs boson to the W boson is accepted in the diagrams to allow for a con-
sistent treatment when performing the kinematic transformation. The Higgs boson is then
further required to decay into a pair of b-quarks, while the top quark pair decays into the
single lepton final state. Neglecting the decays of the tt̄H intermediate state, there are four
types of production diagrams, one via qq̄ annihilation (a) and three via gluon fusions (b, c, d)
as shown in Figure 5.6.

(a) (b)

(c) (d)

Figure 5.6.: The four basic types of production diagrams of the tt̄H process. By interchanging
fermions and antifermions new diagrams of the same type are obtained.

The analytical expression of the squared matrix element of the simplest diagram via qq̄ anni-
hilation (see Fig. 5.6 (a)) is given by [194]∣∣Mqq̄→tt̄H

∣∣2 =
32

(2pH · pt +m2
H)(2pH · pt̄ +m2

H)Q2(Q · pH)2

[
1 +

(4m2
t −m2

H)Q2

(2pH · pt +m2
H)(2pH · pt̄ +m2

H)

]
+

(
Q2

2
m2
t − 2pt · pqpt · pq̄

)[
(Q2 +m2

H − 4m2
t ) +

2Q · pH(4m2
t −m2

H)

(2pH · pt̄ +m2
H)

]
+

(
Q2

2
m2
t − 2pt̄ · pqpt̄ · pq̄

)[
(Q2 +m2

H − 4m2
t ) +

2Q · pH(4m2
t −m2

H)

(2pH · pt +m2
H)

]
−
(
Q2 +m2

H − 4m2
t

) (
2pt · pqpt̄ · pq̄ + 2pt · pq̄pt̄ · pq −Q2pt · pt̄

) 

(5.27)

69



5. The Matrix Element Method

which is already a complex and complicated expression and the decay of the tt̄H system is not
yet contained. Even if the following decay is factorised, which means the intermediate particles
contribute each with a propagator ∝ [(q2−M2)2−M2Γ2]−1 and with a decay factor ∝ Γ−1 dΓ

dΩ ,
an analytical expression of the resulting squared matrix element would be very complicated and
it would neglect colour flow, spin-correlations and polarisations. Furthermore the calculation
of the squared matrix element of the three gluon fusion diagrams of Figure 5.6 (b-d) are even
more complicated since the three production diagrams interfere with each other [194]:

∣∣Mgg→tt̄H
∣∣2 =

∣∣∣Mb
gg→tt̄H + Mc

gg→tt̄H + Md
gg→tt̄H

∣∣∣2 (5.28)

In order to avoid the approximations implied by factorisation and to easily obtain any kind of
hypothesis for the MEM, the generically generated matrix element calculations by MadGraph
5 in full LO precision are used for this analysis in C++ output. The output is automatically
incorporated into the MEMTool framework to be called during the integration phase. The
ten contributing diagrams generated by MadGraph are presented in Figure 5.7.

Figure 5.7.: The ten LO diagrams of the signal process qq̄/gg → tt̄H → bb̄ + bb̄ + `ν + qq′. The
first eight diagrams show gluon fusion production, while the last two diagrams show qq̄ annihilation
production. The diagrams and matrix element calculations are generated with MadGraph 5 [126].

When generating events with MadGraph 5, the three different types of gluon fusion pro-
duction as discussed in Figure 5.6 can be distinguished in a simplified non-interfering manner
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for a qualitative consideration. At
√

s = 8 TeV the diagrams of type (b) as realised in the
diagrams 4, 6, 7, 8 of Figure 5.7 contribute with the largest fraction of around 70%. The most
prominent type (c) as used in the diagrams 3 and 5 generate only approximately 24% of the
events, while type (d), manifested in the diagrams 1 and 2, can be almost neglected, since it
is only responsible for 6% of the events due to the three-gluon vertex.

5.5.2. Background Hypothesis

As already stated, for this analysis only the diagrams of the irreducible background process
tt̄ + bb̄ define the background hypothesis, since this is the most challenging background to
distinguish from tt̄H events and is also dominant in the most signal sensitive analysis regions.
However, it is expected that tt̄+jj events respond similarly to the hypothesis, since in most of
the cases they differ only in the quark masses and can thus also be distinguished from signal
events with the obtained process probability. The full LO picture with a few restrictions is
used in the generation of the diagrams, obtained in the same way as for the signal hypothesis
with MadGraph 5. Diagrams with internal b-quark lines were not allowed in the first round
of studies, since they mostly contribute only with a negligible fraction to the total cross sec-
tion. However, they are added in the presented final analysis for completeness and because the
inclusion slightly improves the separation without increasing too much the computing time.
No gluon radiation from the final state quarks is allowed, since this is kinematically suppressed
and difficult to treat in any kinematic transformation aiming for phase space alignment during
the integration process. The seven diagrams produced via qq̄ annihilation are presented in
Figure 5.8.

Figure 5.8.: Seven LO diagrams via qq̄ annihilation of the background process qq̄ → tt̄ + bb̄ →
bb̄+ bb̄+ `ν + qq′. The diagrams and matrix element calculations are generated with MadGraph 5.

The qq̄ annihilation diagrams can be grouped into four independent types. Type (a) (diagrams
1, 2), in which a gluon radiates off a bb̄ production and splits into a top quark pair, is highly
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suppressed (< 10−4). Diagram 3 shows type (b), where a gluon splits into two gluons decay-
ing into a pair of top and b-quarks. The contribution to the total production rate is almost
negligible with a fraction of around 5%. Type (c) is presented in diagram 4 and 5, where the
gluon radiates off one top quark similar as in the tt̄H production of diagram type (a). This
diagram type contributes only with around 20% to the production via qq̄ annihilation. The
largest contribution of more than 70% comes from the t-channel diagrams of type (d) (diagram
6, 7), where the b-quark pair is produced from an initial state radiating gluon. The 36 tt̄+ bb̄
diagrams produced via gluon fusions are shown in Figure 5.9.

Figure 5.9.: The 36 LO diagrams via gluon fusion of the background process gg → tt̄ + bb̄ → bb̄ +
bb̄+ `ν + qq′. The diagrams and matrix element calculations are generated with MadGraph 5 [126].

Following the previous procedure ,the diagrams can be grouped into twelve different produc-
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tion mechanisms. Some of them are kinematically suppressed due to internal b-quark lines
radiating a gluon, which splits into a top quark pair (diagrams 1, 2, 18, 19, 23, 24, 30, 32)
or contribute only negligibly due to suppressed vertex sequences (diagrams 3, 4, 5, 6). As in
the qq̄ annihilation, ISR-like diagrams (10, 15, 20, 25, 27, 29, 31, 33) contribute the most with
approximately 45% to the gluon fusion production. The second largest contribution arises
from the four-gluon vertex production (diagram 34) and the di-gluon production diagrams
(diagrams 35, 36) contributing with 10% each.
Adding all other background processes simulated by MC (see Sec. 4.4.3), is ideally desirable
and from the implementational point-of-view straight-forward, but unfortunately computation-
ally prohibited. Studies were performed with the aim to group most of the other background
process types together with a single hypothesis. This hypothesis is defined by requiring exactly
one leptonically decaying W boson plus four additional b-quarks and two light quarks in the
final state. A minimal set of diagrams was chosen in order to cover the production of single
top, W+jets and most of the diboson events. Unfortunately, the computing time was very
long and the impact on the discrimination was not satisfying enough to pursue further studies.
However, tt̄V events, which are expected to be more signal- than background-like, might be
worth a dedicated consideration in the future.

5.5.3. Calculation Optimisations

Over the course of development, many approximations were tested with the goal of optimis-
ing the signal to background discrimination while achieving reasonable computing times. In
general, the approximations either decrease the time required to sample the integration phase
space or serve to improve the convergence rate of the VEGAS adaptive MC integration al-
gorithm. Since the function which calculates the squared matrix element for a certain phase
space point is called thousands of times during the phase space sampling, any optimisation
which can be made here is highly beneficial. When investigating possible speed improvements
it turned out that the generic MadGraph code was not optimal. In particular the fact that
the matrix element was evaluated for all possible helicity state configurations was identified as
subject with the largest potential for improvements. In processes with many final state objects,
such as tt̄H or tt̄+bb̄ events, there are many possible helicity state configurations in the matrix
element calculation. To be precise, there are ten states (two initial and eight final states), each
of them can have a helicity eigenvalue of +1 or -1, which leads to 210 = 1024 possible helicity
permutations. Some configurations are not allowed by the underlying physics laws and result
in a vanishing matrix element. These helicity state permutations are automatically evaluated
and removed by MadGraph after the first call. For the tt̄H and tt̄+bb̄ process only 64 helicity
permutations with non-zero contribution remain. However, in certain kinematic phase space
regions some of the remaining helicity permutations are highly suppressed by physics and their
contribution is almost negligible. Furthermore, in certain processes some of the configurations
result in the exact same matrix element response and are thus invariant under permutation
and there is no need to calculate them twice. In order to evaluate dynamically only leading
helicity states of a given kinematic configuration and to avoid spending computing time on in-
variant helicity state permutations the following optimisation has been applied. After the first
two initial calls to the matrix element calculation method, all invariant helicity states with ex-
actly the same matrix element contribution are combined and non-physical states are excluded
from the calculation. Following the next 100 calls, the remaining helicity states are ranked
according to their relative contribution in the evaluated phase space. Those contributing less
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than 10% of the maximum contributing helicity state are subsequently excluded from further
calculation. Finally, after every further 2000 calls, states contributing less than 1% of the max-
imum contributing helicity state are excluded from further calculation. Studies have shown
that the relative change in the likelihood response is smaller than 3%. This approximation
does not perceptibly change the final separation power of the final discriminant, but reduces
the per-sample calculation time by approximately a factor of 20. The relevant MadGraph
routines are modified accordingly in a completely automated way during the implementation
process of the MadGraph code to MEMTool.

5.6. Transfer Functions

The transfer functions describe the probability to observe the four-momenta of all partonic
final states y with the reconstructed four-momenta x of the observed objects in the detector.
It is assumed that the TFs can be factorised into the contributions of the k final state particles

W (y|x) =
k∏
i=1

W (pyi |p
x
i ) (5.29)

and follow their normalisation condition∫
W (pyi |p

x
i ) dpxi = 1 (5.30)

to conserve the probability. Assuming that each four-momentum quantity can be factorised

W (py|px) = W (Ey|Ex)W (pyx|pxx)W
(
pyy|pxy

)
W (pyz |pxz ) (5.31)

and transformed to the angular variables η and φ, the TFs of particles with negligible mass
can be written as

W (py|px) = W (Ey|Ex)W (ηy|ηx)W (φy|φx) . (5.32)

The detector responds differently to the various particle types, i.e. light quarks, b-quarks, elec-
trons, muons and neutrinos, and different physics objects are identified from these signatures
as defined in Section 4.3. Consequently, the TFs are distinguished according to this classifi-
cation and need to be extracted for each particle type. For light quarks, b-quarks, electrons
and muons it is assumed that the angular variables are measured with negligible uncertainties,
thus the TFs are modelled simply by a Dirac delta function

W (py|px) = W (Ey|Ex) δ (ηy − ηx) δ (φy − φx) . (5.33)

Accordingly the only remaining TF to be extracted for these obejcts are the energy TFs, which
are taken from the KLFitter package [188]. The detector response caused by a traversing
particle is in general not a symmetric distribution around the parton level true value. In
particular the calorimeter shows a tendency to measure less energy due to losses, e.g. in dead
material, transition regions, escaping particles or out-of-cone contributions. The energy TFs
are therefore modelled by a double Gaussian function

W (Ey|Ex) =
1√

2π(p2 + p3p5)

[
exp

(
−(∆E − p1)2

2p2
2

)
+ p3 exp

(
−(∆E − p4)2

2p2
5

)]
(5.34)
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with ∆E = Ey−Ex
Ey and the parameters of the double Gaussian p1 - p5. The energy losses

and the energy resolution depends on the detector geometry, due to the different material and
technologies of the sub detector parts, and on the energy of the partonic particle. Although
these effects are partially taken into account during the calibration of the objects (see Sec. 4.3),
the parameters pi of the energy TF are derived for different |η| regions and are parametrised
depending on the true energies Ey. In the case of the muon, the transverse momentum pT

instead of the energy E is measured and is therefore used in the transfer functions.
The TFs are extracted from tt̄ events generated with PowHeg and showered with Pythia as
described in Section 4.4.3. Every partonic final state is required to match bi-uniquely to the
corresponding reconstructed object within a distance of ∆R < 0.3. A jet matched to a b-quark
is treated as a b-jet independently on the b-tagging identification. The parametrisations of the
parameters pi are partially motivated by physics but are optimised for the best fit result and
summarised in Table 5.1.

Table 5.1.: The parametrisation of the TF parameters pi as a function of the partonic energy Ey in
case of light quarks, b-quarks and electrons and as a function of the partonic pyT in case of muons.

pi light quarks b-quarks electrons muons

p1 a1 + b1/E
y a1 + b1/E

y a1 + b1E
y a1 + b1 p

y
T

p2 a2 + b2/
√
Ey a2 + b2/

√
Ey a2 + b2/

√
Ey a2 + b2 p

y
T

p3 a3 + b3/E
y a3 + b3/E

y a3 + b3E
y a3 + b3 p

y
T

p4 a4 + b4/
√
Ey a4 + b4/

√
Ey a4 + b4/

√
Ey a4 + b4 p

y
T

p5 a5 + b5E
y a5 + b5E

y a5 + b5E
y a5 + b5 p

y
T

In the case of quarks and electrons, the parameter p2, corresponding to the width of the main
Gaussian, is parametrised according to the calorimeter resolution. In the case of the muon,
where the momentum resolution is directly proportional to the transverse momentum pT ac-
cording to the Glückstern formula [97], a linear parametrisation is used. The |η| binning is cho-
sen motivated by the detector geometry resulting in the interval borders [0, 0.8, 1.37, 1.52 2.5]
for quarks and electrons and [0, 1.11, 1.25, 2.5] for muons. The binning for the true partonic
energy (transverse momentum) is chosen depending on the statistics within a single bin in
order to minimize statistical fluctuations. The minimum and maximum energy (transverse
momentum) depend on the objects and on the |η|-bin. First, the ∆E (∆pT) distributions
are fitted with a double Gaussian function locally for each object and bin in |η| and partonic
energy (transverse momentum). Secondly, the obtained parameters pi are plotted depending
on the partonic energy (transverse momentum) and are fitted with the described parametrisa-
tions to obtain the ten parameters ai, bi. Last, in each bin of |η| a two-dimensional fit in ∆E
(∆pT) and Ey (pyT) is performed to obtain the globally defined TFs using the parameters ai, bi
as starting value. As an example, the resulting parameters for the light and b-quarks within
0.8 < |η| < 1.37 are summarised in Table 5.2. Figure 5.10 shows the MC distributions of ∆E
(∆pT) for light quarks, b-quarks, electrons and muons with the local (brown) and global (red)
double Gaussian fit for the central |η| region and for energies (transverse momenta) around
100 GeV. The separate components of the two single Gaussian (green and blue) of the local
fit are also shown.
The distributions for the quarks show clearly an asymmetric tail on the right side and a large
contribution of the second Gaussian (blue) due to losses in the calorimeter and during the jet
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Table 5.2.: Globally fitted parameters for the transfer functions of light quarks and b-quarks in the
range of 0.8 < |η| < 1.37. The units for a2 and b2 can be identified from Table 5.1.

light quarks b-quarks

pi ai bi ai bi

p1 −0.009± 0.001 1.1 ± 0.1 −0.013± 0.001 5.3 ± 0.2

p2 0.047± 0.002 0.70± 0.02 0.055± 0.002 0.55± 0.03

p3 −0.088± 0.003 46.1 ± 1.1 −0.141± 0.008 102.5 ± 2.2

p4 0.50 ± 0.01 −4.48± 0.07 0.39 ± 0.01 −2.89± 0.04

p5 0.201± 0.002 4.2 ± 0.2 × 10−4 0.223± 0.001 0.7 ± 0.1 × 10−4
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Figure 5.10.: The ∆E (∆pT) distributions for quarks and leptons and the corresponding local (brown)
and global (red) double Gaussian fit and the subcomponents (green, blue) to extract the TF are shown
for central |η| regions and energies (transverse momenta) around 100 GeV.

reconstruction. As expected, the b-quark TF is significantly broader than the light quark TF
due to the higher mass of the decaying b-hadron resulting in a wider shower profile. The global
fit (red) differs slightly from the best local fit (brown), but still agrees well with the MC simu-
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lation. The electron energy TF has only a small contribution from the second Gaussian term
on the right side and is much narrower, since the losses in the EM calorimeter are significantly
smaller. The muon transverse momentum TF is more symmetric, since the energy losses of the
muon passing the detector are negligible. However, the second Gaussian term contributes to
broaden the side-bands. At this energy the muon TF is also slightly broader than the electron
TF. The global fits of both lepton TF are very similar to the local fits and agree well with the
MC predictions. In Figure 5.11 the evolution of the light quark (a) and b-quark (b) energy
TFs for partonic energies Ey in a range of [50, 650] GeV in steps of 50 GeV are shown in the
central region of 0.0 < |η| < 0.8 (top) and in a more forward region of 1.52 < |η| < 2.50
(bottom).
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Figure 5.11.: The evolution of the light quark (a) and b-quark (b) energy TFs for central (top) and
more forward (bottom) |η| regions.

At very low energies the b-quark energy TFs are comparable to the light quark energy TFs.
However, they become much broader at very high energies and develop a very long tail to lower
energies due to losses from escaping muons and neutrinos from semileptonic b-hadron decays.
In the forward region, the dead material in the upstream and the coarser granularity of the
hadronic calorimeter results in significantly broader TFs of the quarks. The light quark TFs
are in particular in the central detector region quite symmetric and the most likely measured
value tends to correspond to the partonic energy. On the contrary, the b-quark TFs start
to become very asymmetric at energies around 200 GeV and the central value of the double
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Gaussian can be significantly lower than the true energy at parton level. Figure 5.12 shows
the evolution of the electron (a) and muon (b) energy and transverse momentum TFs for the
same partonic energies (transverse momentum) and similar |η| regions.
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Figure 5.12.: The evolution of the electron energy TF (a) and muon transverse momentum TF (b)
for central (top) and more forward (bottom) |η| regions.

The resolutions of the electron energy TF are very sharp even for extremely high energies,
but get slightly worse in the more forward region of the EM calorimeter due to dead material
and coarser granularity. At low energies they tend to be slightly asymmetric with a tail to
lower energies due to more significant energy losses in the ID, which are not relevant at higher
energies. Although at lower energies the muon transverse momentum TF are comparable to
the electron energy TF, they are significantly broader for pT > 250 GeV since the resolution is
directly proportional to the transverse momentum [97]. Because the momentum measurement
is only marginally influenced by the material in front of the MS and the components of the
MS perform similar in higher |η| regions, the resolution degrades not as much as for electrons.
In the case of the escaping neutrino, no energy or momentum can be measured directly in the
detector. However, in events where the neutrino is expected to be the only invisible particle
to the detector, the missing transverse momentum observed in the detector can be related to
the neutrino transverse momenta. The Emiss

T definition as defined in Section 4.3.4 corrects for
detector effects and objects not originating in the hard scattering process. Hence the x- and
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y-components of the Emiss
T describe in good approximation the neutrino momentum in x- and

y-direction. The four-momentum TF of the neutrino of Equation 5.31 can be written as

W (py|px) = W
(
pyx|Emiss

x

)
W
(
pyy|Emiss

y

)
(5.35)

and the x- and y-components are expected to follow a single Gaussian function dependent on
∆px/y = Emiss

x/y − p
y
x/y

W
(
pyx/y|E

miss
x/y

)
=

1√
2πσ

exp

(
−

∆p2
x/y

σ2

)
. (5.36)

The Gaussian width σ depends on the total energy deposited in the detector and is hence
parametrised with a generic Sigmoid function of the scalar sum of all deposited energy

∑
ET

σ
(∑

ET

)
= p0 +

p1

1 + exp [−p2 (
∑
ET − p3)]

. (5.37)

However, it does not depend on the detector geometry because the objects used for the Emiss
T

reconstruction are distributed over the entire detector. Similar to the parameter extraction
for the double Gaussian functions, the width σ is obtained in different

∑
ET regions by fitting

the MC distributions of ∆px/y with a single Gaussian function. Then the width is plotted
depending on

∑
ET in order to obtain the parameters of the Sigmoid function. No differences

between the x- and y-direction are observed and accordingly the same parametrisation is used
for both directions. The evolution of the neutrino TF for values of

∑
ET = 200, 400, 600, 800,

1000 and 1200 GeV is shown in Figure 5.13.
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Figure 5.13.: The evolution of neutrino momentum TF in x- and y-directions.

Apart from very high and very low
∑
ET the Sigmoid function models a linear function, hence

the width of the resolution behaves almost linear with increasing
∑
ET. Already at low

∑
ET

the momentum resolution is relatively broad with a width of around 15 GeV.
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5.7. Integration over the Phase Space

5.7.1. Integration Algorithm

MC integration techniques are usually preferred for higher dimensional integrals, because of
their faster convergence rate compared to classical numerical integration techniques. They use
random numbers instead of fixed grids to define the sample points at which the integrand is
evaluated. For a sufficiently large number N of sample points, any d-dimensional integration
over the volume V of a function f(x) can be approximated by

I =

∫
ddx f(x) ≈ V

N

N∑
n=1

f(xn) . (5.38)

The uncertainty σI =
V σf√
N

on the integral I depends on the standard deviation σf of the

function and scales like 1√
N

independent on the dimension d of the integral. Although this is

a huge advantage compared to classical methods, in which the convergence rate usually scales
exponentially with the dimensions, in practice the integration is still relatively slow. However,
there are several techniques aiming to reduce the uncertainty estimate. Instead of sampling the
integration volume uniformly, certain algorithms divide the integration space into subspaces
(stratified sampling) or change the integration variables (importance sampling) to probe the
important integration volume faster.
For this analysis the VEGAS algorithm [195] provided by the GSL 1.16 library [187] is chosen
for the phase space integration. Its realisation in the C programming language simplified the
development phase and also provides a modest performance boost compared to the FORTAN
version. VEGAS is an adaptive MC integration algorithm combining the basic concepts of
importance and stratified sampling. The latter is manifested in the approach that VEGAS
splits the integration space into hypercubes, in which the integration is performed. The idea of
importance sampling is to identify the important regions of the integrand and sample in these
regions with a higher density. By introducing a probability density function p(x) = dP (x)

dx , the
integrand f(x) of Equation 5.38 can be rewritten to

I =

∫
dx f(x) =

∫
dP (x)

f(x)

p(x)
≈ V

N

N∑
n=1

f(xn)

p(xn)
. (5.39)

As a consequence, the random numbers are now generated according to the prior distribution
of p(x). An estimator for the statistical uncertainty on the integral can be obtained from the
variance

σ2
I =

V 2

N

N∑
n=1

(
f(xn)

p(xn)

)2

− I2 . (5.40)

For fast convergence, it is desired to choose p(x) as close in shape as possible to the function

f(x). The ideal choice would be p(x) = f(x)
I , however the knowledge of I is the goal of

the integration and thus unknown. VEGAS starts hence with a uniformly distributed p(x),
evaluates the integrand at a certain number of random points and maintains contribution
histograms along each of the integration dimensions. After each iteration, the histograms
from the previous iteration are used to model p(x) in order to concentrate the sampling
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in regions with the highest contributions. This is achieved by adjusting the edge length of
the hypercubes according to their contribution, but keeping the number of sample points
in each hypercube constant. Consequently, the phase space with the highest contribution
is contained in the smallest hypercube and thus probed with the finest granularity. Each
subsequent iteration refines p(x) by adjusting the hypercube grid and hence improves the
estimate I and reduces its uncertainty. However, the prior probability and thus the grid of
the hypercubes is usually stiffened after a warm-up phase. This allows for evaluating the
integral faster and with higher precision afterwards by using more sample points and ignoring
the estimates from the warm-up phase. In order to avoid d-dimensional histograms with
exponentially growing bin numbers, it is assumed that the prior probability factorizes in each
dimension corresponding to p(x) = p(x1)p(x2)...p(xd). This ensures linearly growing number
of bins, but also means that the peak structures of the integrand need to be well separated to
be projected onto the coordinate axes of the integration variables. This can be achieved by a
transformation of the integration variables to quantities which are well aligned with the peak
structures of the integrand (see Sec. 5.7.3 ).
VEGAS utilizes simultaneously performed and statistically independent iterations in order
to calculate a χ2 measure of convergence, which gives a stronger constraint on the estimated
uncertainty. A combined estimate Î is calculated from the weighted average of the m iterations

Î =

 m∑
j=1

NjIj
σ2
Ij

 m∑
j=1

Nj

σ2
Ij

−1

(5.41)

and the χ2 per degree of freedom (dof) represents the consistency between the estimates

χ2/dof =
1

m− 1

m∑
j=1

(Ij − Î)2

σ2
Ij

. (5.42)

Finally, the modularity of this VEGAS implementation allows saving and restoring the state of
an interrupted integration. This property is primarily utilised when ordering and reducing the
number of assignment permutations according to their likelihood contribution (see Sec. 5.7.1
and Sec. 5.7.2).

Integration Optimisations

Adaptive MC integrations converge at rates between
√
N
−1

and N−1 depending on the ability
of the adaptive method to approximate the inverse integrand distribution p(x). In the worst
case scenario, the number of sample points N needs to be increased by a factor of four in order
to reduce the uncertainty on the estimate by a factor of two. Thus defining the allowed upper
bound of the estimate uncertainty significantly impacts the run time of the integration.
For this analysis, the integration procedure has been optimised as follows. Before any actual
evaluation of the integral, a plain MC integration algorithm is used as a pre-run to sample the
phase space uniformly at 100 points in order to evaluate the contributing helicity states of the
matrix element calculation as described in Section 5.5.3. Afterwards the warm-up phase of the
VEGAS integration is initialised, by using three parallel iterations with 2048 sample points
each to determine p(x). During that phase the integrals of all possible assignment permutations
are evaluated and the permutations are ordered according to their relative contribution to the
summed likelihood. After that the integration state of each permutation in descending order is
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restored and the grid of the hypercubes is stiffened. Using this grid but neglecting the result of
the warm-up phase, the full integration is performed starting again with three iterations and
2048 sample points. The integration is considered to have converged if the relative uncertainty
on the estimate is less than 10% and the estimates of the different iterations are consistent
(i.e. satisfy

∣∣χ2 − 1
∣∣ < 0.5). If both of the conditions are not achieved with the current

integral estimate, the number of iterations is increased by one, the number of sample points is
doubled and the procedure is repeated until the integration converges or a maximum number
of iterations is reached. If the uncertainty is acceptable, but the estimates of the different
iterations are not consistent, only the number of iterations is increased but the sample points
are kept constant. In addition, to avoid wasting time on the convergence of integrals which
contribute only negligibly (< 10−4) to the total likelihood or by far less than the highest ranked
permutation, the convergence conditions are loosened with descending order of permutations.

5.7.2. Reduction of Assignment Permutations

Due to the large number of final state quarks in the described matrix element of the tt̄H
or tt̄ + bb̄ processes, there are many possible ways to assign the reconstructed jets to the six
quarks of the matrix element calculation. Even if only six jets are considered in the calculation,
without any further information there are 6! = 720 possible assignment permutations for which
the integral needs to be evaluated for every single event. This blows up the integration time, so
it is desired to reduce the number of assignment permutations. For this analysis, only six out
of the n reconstructed jets are chosen: the four jets with the highest b-tagging weight and the
two jets among the remaining with an invariant mass closest to the W boson mass of 80.4 GeV.
If a jet is b-tagged, it can not be assigned to a light quark in the matrix element description. In
the case of more than four b-tagged jets, only the four with the highest b-tag weight are treated
as b-tagged. If two jets have the same b-tag weight, priority is given to the jet with larger pT.
Assignment permutations between the two light quarks of the hadronically decaying W boson
and between the two b quarks originating from the Higgs boson or gluon result in the same
likelihood value and thus are not considered. Following these descriptions, there are only 12
or 36 assignment permutations for events with four or three b-tags, respectively, which need to
be evaluated in the warm-up phase. In order to avoid running on more than 12 permutations,
a MISER MC algorithm [196] is used with 400 sample points to evaluate the integral for each
permutation and to select only the 12 with the highest contributions, which are then evaluated
as described in Section 5.7.1.

5.7.3. Phase Space Alignment

Since VEGAS projects the p(x) onto the axes of the integration dimensions, the choice of the
coordinate system is crucial for the convergence speed when calculating the process probability
by numerical integration. Furthermore, aligning the integration phase space with the peak
structures of the integrand caused by propagator divergence allows to constrain the integration
ranges, due to the knowledge of the location and decay width of the intermediate states.
However, too complicated transformations result in time consuming calculations with multiple
solutions, which might even increase the integration time. Finding the optimal kinematic
transformation is not easy and a lot of development effort has been devoted to test different
kinematic transformations and find the perfect balance between phase space alignment and
simplicity in the transformations.
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According to the transformation theorem, an integral behaves in the following way under a
coordinate transformation represented by the diffeomorphism Φ : Ω→ Φ(Ω)∫

Φ(Ω)

f(x)dx =

∫
Ω

|det (J(Φ(x′)))| f(Φ(x′))dx′ , (5.43)

where J(Φ(x′)) is the Jacobian matrix and det (J(Φ(x′)) the Jacobian determinant of Φ. If
one of the integration variables is transformed to the invariant mass m (or squared mass)
of an unstable particle with pole mass M and negligible decay width Γ, the narrow width
approximation (NWA) can be applied by approximating the Breit-Wigner (BW) resonance

1

(m2 −M2)2 + Γ2M2
≈ π

ΓM
δ
(
m2 −M2

)
, (5.44)

which reduces the integration variable m. Thus a transformation to the masses of the inter-
mediate states might not only serve for alignment of the propagator peaks to the integration
dimensions, but can also be used to reduce the integration dimensions by one.
The invariant mass m of any particle decaying into two products with four-momenta p1 and
p2 and negligible masses is given by

m2 = (p1 + p2)2 = m2
1 +m2

2 + 2E1E2 − 2~p1 · ~p2 ≈ 2E1E2 (1− cos θ1,2) . (5.45)

Hence the Jacobian component when transforming the energy E1 to the mass m or squared
mass m2 is

Jm,E1 =
∂m

∂E1
=

∂

∂E1
(2E1E2 (1− cos θ1,2))

1
2 =

m

2E1
(5.46)

Jm2,E1
=

∂m2

∂E1
=

∂

∂E1
(2E1E2 (1− cos θ1,2)) =

m2

E1
. (5.47)

Several kinematic transformations have been tested, in which one of the energies of the decay
products of the intermediate states is transformed to the mass of its parent particle. The
following change of integration variables turned out to be the optimal choice in terms of
integration time and minimal bias on the resulting integral reflected in the separation of the
Neyman-Pearson likelihood ratio. First, a kinematic transformation of the energy of the light
quark with lower energy to the hadronically decaying W boson mass is performed. Similarly,
the energy of the b-quark with lower energy is transformed to the invariant mass of the Higgs
boson or gluon. Although b-quark masses are generally not negligible, compared to the Higgs
boson mass (2m2

b � m2
H) and considering the high jet energies at the LHC, the assumption

of Equation 5.45 is still valid when aligning to the Higgs boson or gluon peak. In case of
the leptonically decaying W boson, the pz-component of the neutrino momenta instead of the
charged lepton energy is used for a transformation to the squared mass m2

W , because that
integration variable is the least constrained. Unfortunately, there are two solutions for the
neutrino pz-momentum due to the quadratic equation

m2
W = (p` + pν)2 ≈ 2E`

(
(pxν)2 + (pyν)2 + (pzν)2

) 1
2 − 2px` p

x
ν − 2py`p

y
ν − 2pz`p

z
ν (5.48)
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and thus the integrand needs to be evaluated twice. The Jacobian component of transforming
pzν to mW or m2

W is given by

JmW ,pzν =
∂mW

∂pzν
=
E`p

z
ν − Eνpz`
EνmW

(5.49)

Jm2
W ,pzν

=
∂m2

W

∂pzν
=

2E`p
z
ν − 2Eνp

z
`

Eν
. (5.50)

Kinematic transformations to the top quark propagator are also possible, but result in more
non-vanishing entries in the Jacobian matrix and thus make the computations much more
complicated. Furthermore, in case of the leptonically decaying top quark, the number of
possible solutions for the neutrino pz-momentum increases to four, each of them needs to be
evaluated during the integration. Since the phase space can also be constrained making use
of the TF width and no speed up in integration time could be gained, no transformations to
the top quark masses are made. Although the integration phase space is not perfectly aligned
to the integrand, which is not optimal for the VEGAS algorithm, this resulted in no loss in
separation power in the likelihood ratio distribution.
After these transformations several combinations of NWA have been tested for the W boson
and Higgs boson propagator. Since the propagator peak and the peak due to the energy TFs
do not always overlap, the resulting probability is biased when using the NWA for the Higgs
boson mass. It was thus decided not to use a NWA for the hadronically decaying W boson
and the Higgs boson, but only apply it to the leptonically decaying W boson.

5.7.4. Reduction of Dimensionality

Having two initial and eight final state particles involved in the hard scattering process results
in a high dimensional phase space which needs to be integrated. Each particle is defined by a
four-momentum vector, thus there are in principle 10 · 4 = 40 integration dimensions. How-
ever, evaluating the δ-distributions of the phase space element of Equation 5.14, which ensure
energy and momentum conservation of all particles and make use of the Einstein relation,
reduces the number of integration dimensions significantly. The dimensionality can be further
reduced by making several approximations on the particles or event properties as summarised
in Table 5.3.
At hadron colliders like the LHC, it is fair to assume that the interacting initial state partons A
and B have negligible masses and transverse momenta px and py compared to the longitudinal
component pz. The pz-components of these partons can be constrained by assuming longitu-
dinal momentum balance of all involved particles and energy conservation between the initial
and final state particles of the matrix element. These assumptions follow the leading-order
picture of the matrix element and neglect any additional radiation. However, studies were per-
formed, in which any additional observed objects, not used in the matrix element calculation,
boost the tt̄H system and are thus treated as ISR. The boost appeared slightly random, since
no distinction between ISR, FSR, UE or pile-up jets could be made and acceptance cuts bias
the momentum imbalance as well. Since no improvement in separation of the likelihood ratio
could be obtained, additional objects are not considered in this analysis.
As already mentioned in Section 5.6, all angular quantities of the observed final state particles
are assumed to be measured perfectly and are thus modelled by Dirac δ-functions. If the
masses are known, only the energies of the quarks and the charged lepton remain as integra-
tion dimensions. After some studies with the chosen kinematic transformation described in
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Table 5.3.: Assumptions and approximations made in order to reduce the number of integration
dimensions. Masses m are given in units of GeV.

Description Integration Dimensions

Object Parent E px py pz

parton A - m = 0.0 pA
x = 0 pA

y = 0
∑
pz = 0

parton B - m = 0.0 pB
x = 0 pB

y = 0
∑
Ei =

∑
Ef

b-quark 1 thad d1 δ(∆η) δ(∆φ) m = 4.7

b-quark 2 tlep d2 δ(∆η) δ(∆φ) m = 4.7

b-quark 3 H/g d3 δ(∆η) δ(∆φ) m = 4.7

b-quark 4 H/g δ
(
d4

2 − (pbq3 + pbq4)2
)

δ(∆η) δ(∆φ) m = 4.7

light quark 1 Whad d5 δ(∆η) δ(∆φ) m = 0.0

light quark 2 Whad δ
(
d6

2 − (plq1 + plq2)2
)

δ(∆η) δ(∆φ) m = 0.0

charged lepton Wlep δ(∆E) δ(∆η) δ(∆φ) m = 0.0

neutrino Wlep m = 0.0
∑
px = 0

∑
py = 0 δ

(
m2
W − (p` + pν)2

)
Section 5.7.3, for the final integration, the energies of the charged leptons are assumed to be
measured with negligible uncertainty. As shown in Figure 5.12, this assumption holds only for
low energies or momenta. However, the bias introduced by this assumption affects both the
signal and background hypothesis in the same way. When building the likelihood ratio, this
bias is cancelled out such that the separation power is not reduced.
The dimensions of the neutrino transverse momenta px and py can be reduced by imposing
momentum conservation of all initial and final state particles. In consistency with the LO
picture, the transverse momentum of the neutrino is given by the negative sum of all other
parton level objects involved in the processes. The deviation to the measured px and py com-
ponent of the Emiss

T results in a weight from the neutrino momentum TFs. Assuming negligible
neutrino mass and applying a NWA to the leptonically decaying W boson reduce the other
two dimensions of the neutrino four-momentum. The following two alternative treatments
of the neutrino transverse momenta have been studied. They lead to either less separation
or to slower integration convergence and are therefore rejected. Additional objects influence
the transverse momentum balance, so the neutrino transverse momenta could be treated as
free integration dimensions constrained by the neutrino TFs. Although the integration results
in a slightly better separation, this approach is rejected because of much slower integration
convergence with the increase of integration dimensions. Similar to the charged lepton energy
approach, it could be assumed that the measured Emiss

T directly reflects the neutrino momenta
without any uncertainty and the introduced bias cancels out in the likelihood ratio. Using δ-
functions for the neutrino momenta does not degrade the separation of the likelihood ratio but
of other distributions and does not converge significantly faster than the momentum balance
option.
With all the described approximations and simplifications, the dimensions of the integral can
be reduced from initially 40 to six. After considering the described kinematic transformations,
the remaining integration parameters are three b-quark energies d1,d2,d3, one light-quark
energy d5, the hadronically decaying W boson mass d6 and the invariant mass of the two
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b-quarks d4 originating either from the Higgs boson or a gluon. Using the Jacobian factors
due to the kinematic transformation and the NWA as discussed in Section 5.7.3, the 8-body
phase space element (without the δ-functions) reduces to

dΦ8 = dEbq1

(2π)3
· dEbq2

(2π)3
· dEbq3

(2π)3
· dElq1

(2π)3
· 2Ebq4 dmH/g

(2π)3mH/g
· 2Elq1 dmhad

W

(2π)3mhad
W

· EνΓWMW

2π(2π)3(E`pzν−Eνpz`)
. (5.51)

The total integration volume is significantly restricted by setting the limits of the integration
dimensions to optimum values based upon the observed values and the width of the transfer
functions or the propagator peaks in the matrix elements. The integration ranges for the
various integration parameters are shown in Table 5.4.

Table 5.4.: The upper and lower limits of the integration dimensions d1 - d6 based on the TF
widths and masses of the intermediate states. The upper and lower energies of the decay products
Equ/l = Ej ± 3 · σ(TF) are used to calculate the limits on the invariant masses corresponding to the

intermediate states.

Dimension Integration Ranges

Parameter Description lower limit upper limit

d1 Ebq1 Ebj1 − 3 · σ(b-quark TF) Ebj1 + 3 · σ(b-quark TF)

d2 Ebq2 Ebj2 − 3 · σ(b-quark TF) Ebj2 + 3 · σ(b-quark TF)

d3 Ebq3 Ebj3 − 3 · σ(b-quark TF) Ebj3 + 3 · σ(b-quark TF)

d4 mH/g Min

(
mH − 50 GeV,

√
2Ebj3l Ebj4l − cos (θbj3,bj4)

)
Max

(
mH + 100 GeV,

√
2Ebj3u Ebj4u − cos (θbj3,bj4)

)
d5 Elq1 Elj1 − 3 · σ(l-quark TF) Ebj1 + 3 · σ(l-quark TF)

d6 mW Min

(
mW − 50 GeV,

√
2Elj1l Elj2l − cos (θlj1,lj2)

)
Max

(
mW + 100 GeV,

√
2Elj1u Elj2u − cos (θlj1,lj2)

)

For the b-quark and light quark energies (Ebq, Elq), the ranges are set to ±3 σ around the
observed jet energies (Ebj , Elj), where σ is the Gaussian width of the dominant Gaussian
term of the corresponding double-Gaussian TF. In case of the W boson or the Higgs boson
(gluon) masses, the minimal ranges are set to [mW/H − 50 GeV, mW/H + 100 GeV] to account
for the asymmetries in the energy resolutions. However, lower and upper integration limits are
also calculated from the energy TF, by varying the energies of the measured decay products
by ±3 σ of the main Gaussian and then calculating the corresponding invariant di-jet masses
while neglecting the quark masses. If the latter limits extend the range, they are taken instead
of the minimal ranges. This procedure ensures in particular that the integration range for the
invariant mass of the two b-quarks originating from the gluon is large enough.
All the optimisations described in this chapter could reduce the computing time needed to
calculate the signal and background process probability for a single event, while considering
all possible assignment permutations, from initially 24 hours to less than 2 minutes.

5.8. Computational Challenges

Although the integration time could be significantly reduced by several orders of magnitude,
the resulting 2 min per event for the process probability calculation still requires to highly
parallelize the computation. The wordwide LHC computing grid (WLCG) provides large
computing resources around the world with more than 170 computing centres (grid sites) in
around 40 countries. These resources can be utilised by the collaborations of the LHC exper-

86



5.8. Computational Challenges

iments. However, in order to allow for fair share, restrictions per user are made constraining
the usage with a personal priority quota. As a consequence, the workload needs to be shared
among several users in order to run a large scale MEM analysis. To realise the presented anal-
ysis, a large scale computing framework has been developed of which the main components
are briefly introduced in the following.

5.8.1. Grid Evaluation System

The MC simulation files need to be highly segmented in order to calculate the process prob-
abilities of large MC statistics in a reasonable time scale. To simplify the merging procedure
afterwards and to avoid technical difficulties it was decided to run each MC file on only one
grid site. Because not all grid sites perform equally well at all times, the current performance
of the grid sites are evaluated before each run. With the goal to find recent, current and pos-
sibly future reliable grid sites, all available grid sites with a decent number of analysis nodes
and usable storage elements are analysed. By making use of the ATLAS Grid Information
System (AGIS) and the ATLAS grid monitoring system, the performance of the sites over
the last week and 24 h is assessed. The evaluation system checks for scheduled downtimes,
the available number of nodes, the current load, the relative queue length and failure rate.
Depending on criteria evaluating these quantities, it provides a list of good grid sites to which
the input data is automatically distributed. During the analysis run, typically around 20 grid
sites were identified as good.

5.8.2. MEDUSA - Grid Submission Framework

In order to run the presented MEM analysis in a relatively short time, the user friendly submis-
sion framework Management of Exigent, Distributed User Submission at ATLAS (MEDUSA)
was developed. It aims to simplify and automatise all user related processes as much as pos-
sible. MEDUSA is a general software framework simplifying the share of any kind of large
scale grid-based analysis. The main components and work flow of MEDUSA is presented in
Figure 5.14.
Without going into too much detail, the general structure and idea of MEDUSA is outlined in
the following. A template file defines all details of a certain project, such as information about
the input files on which the analysis should run, the grid sites to which the input has been
distributed and the workload per job. From this template, a project is organised according to
the defined specifications and making use of the information provided by the grid evaluation
system. Job tables are created specifying how many events of which file are required to run
on which site. Finally, an online assignment daemon is initialised waiting for users to request
jobs. A user willing to help to run the analysis can comfortably request a certain number of
jobs for a defined project via a web interface. The assignment daemon assigns the requested
jobs to the user based on the availability, creates a grid submission script and sends the user
an email with submission instructions. The user can simply follow the one-line instruction
sent by email, ideally submitting a batch job, which remotely submits the actual analysis jobs
to the grid. The admin of the project receives reports of the submission containing all rele-
vant information and status reports about the completion of the assignment. Requesting and
submitting the jobs takes less than one minute for an experienced user.
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Figure 5.14.: Work flow diagram of the main components of MEDUSA.

5.8.3. Automated Grid Monitoring

After a project has been completely submitted to the grid, many thousand jobs of 20-30
user need to be monitored, merged and downloaded. To do that most efficiently, a fully
automated monitoring system has been developed, whose work flow is schematically illustrated
in Figure 5.15
The monitoring is started with a master script, which initialises several programs executed
in certain time periods. The recovery tool restarts the assignment daemon once a day and
recovers possible data loss in the submission log containing all relevant information of all user
submissions. Using this information, a monitor job checks every 6 h all analysis jobs running
currently on the grid by multiple users. It writes a summary report for each input MC sample
summarising the current status of all related grid jobs by counting how many jobs are waiting,
running, done or failed. It recognises automatically if the run of one MC file is fully completed,
initialises then a merging job on the grid and writes the information to a log file. In case jobs
are failed, it generates one retry script per user and notifies the user per email once a day,
that actions are needed to retry the failed jobs. In order to retry the jobs, the user executes
again a one-line command, which will at the same time resubmit jobs in case something with
the initial submission went wrong. Another program monitors the merging jobs and writes
similarly as described previously a summary of the current status of the jobs. If the merging
of one MC sample is fully completed, it automatically initialises a download job running on a
batch system, which retrieves the data set from the grid. Because of file sizes restrictions on the
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Figure 5.15.: Work flow diagram of the main components of the automated monitoring.

grid, the output files need to be further merged, if the MC file size is large. The job then runs
an event selection on the output file ensuring that the number of selected events agrees with
the one obtained with the input file. If that is the case, the file is uploaded and permanently
stored on an EOS storage element. However, if the grid merging is not complete and jobs are
failed, it generates a retry script and notifies the admin to retry some of the merging jobs once
a day. All the notifications are executed by the notification system, which sends also daily
summaries of the grid run status and merging status to the admin. If at any point of the
chain something goes wrong, it sends reports to the admin with detailed information about
the issue.
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Without the MEDUSA and monitoring frameworks simplifying and automating multiple user
submissions to the grid, a computationally intensive MEM is impossible. Many projects were
run using this framework and at peak times around 11 k computing nodes located on 40
different grid sites around the world were used simultaneously. The user action could be
minimised and simplified requiring a time of less than 5 min a day from them.

5.9. Proof of Principle

In order to validate the implementation of the MEM, several studies based on parton level
events are performed. Two samples containing each 1000 tt̄H and tt̄ + bb̄ events with LO
precision are generated with MadGraph 5 [126]. These events are referred to as MadEvents
and are produced at a centre-of-mass energy of

√
s = 8 TeV using the CTEQ6L1 PDF set.

In both samples, the top quark pair decays into the single lepton (electron) final state and the
top quark mass is set to 174.3 GeV. The Higgs boson decays exclusively into a pair of b-quarks
and its mass is set to mH= 125 GeV. Very loose acceptance cuts requiring for instance a jet pT

of 15 GeV are applied to the events. The process probabilities for the described tt̄H and the
tt̄+ bb̄ hypotheses are calculated on both samples. Under the tt̄H hypothesis the Higgs boson
mass is varied as a model parameter between 115-135 GeV in steps of 1 or 2 GeV. The best
estimator of the Higgs boson mass is extracted by maximizing the global likelihood function
as described in Equation 5.25. Using the tt̄H process as the signal hypothesis and the tt̄+ bb̄
process as the background hypothesis, a slightly modified version of Equation 5.26 is used to
define the likelihood ratio

D1 =
Lsum
tt̄H

Lsum
tt̄H

+ α · Lsum
tt̄+bb̄

, (5.52)

where α is a relative normalisation factor automatically chosen to optimise the performance of
the discriminant given the finite bin sizes of the D1 distribution. In this definition, signal-like
and background-like events have D1 values close to one and zero, respectively.

5.9.1. Parton Level Events

First studies are performed using the four-momentum vectors of the parton level objects. Since
no detector resolution is implied, the TFs of the six quarks, the electron and the neutrino trans-
verse momentum are modelled as δ-distributions. The same reductions of dimensionality based
on energy-momentum conservation, Einstein relation and negligible initial state transverse mo-
mentum as described in Section 5.7.4 are applied, but no kinematic transformation is used.
With all these, the only integration variable left is the neutrino pz momentum component.
The true flavour of the quarks is used as a perfect b-tagging allowing to reduce the number
of assignment permutations to twelve. A typical negative lnL distribution using the signal
hypothesis and varying the Higgs boson mass in 1 GeV steps is shown in Figure 5.16 for a
single tt̄H event (a) and a single tt̄+ bb̄ event (b).
In the upper distributions the signal -lnL of each assignment permutation are shown sepa-
rately for the two type of events. In case of the tt̄H event (a), the permutation 0 (black circle)
and 1 (red circle) have significantly lower -lnL values over the Higgs boson mass range and
show a distinct minimum at a Higgs boson mass of 125 GeV. Permutation 0 is the correct
assignment of the parton level objects to the quarks of the matrix element and thus results in
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Figure 5.16.: The negative logarithm of the signal likelihood per permutation (upper) and sum of all
permutations (lower) for a single tt̄H (a) and tt̄+ bb̄ (b) event at parton level for different Higgs boson
mass hypotheses.

the lowest -lnL values. In the assignment of permutation 1, the two b-quarks of the decaying
top quarks are interchanged, but the two b-quarks of the Higgs boson are assigned correctly.
Thus the resulting -lnL distribution results in slightly higher values than for permutation 0.
The contribution to the likelihood from the top quark divergence is smaller, but the likeli-
hood distribution still reaches a minimum at the correct Higgs boson mass, since the correct
b-quarks are used to reconstruct the Higgs boson divergence. In all other assignments, one of
the b-quarks originating from the Higgs boson is not correctly assigned and thus the response
is almost independent of the Higgs boson mass parameter. In case of testing a tt̄ + bb̄ event
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5. The Matrix Element Method

with the tt̄H hypothesis (b), there is no visible dependence on the Higgs boson mass parameter
and all permutations show a similar flat behaviour. Since there is no large contribution from
the Higgs boson propagator, the overall -lnL value is also significantly higher than for the tt̄H
event. The correct assignment of permutation 0 results in the most unlikely value: even if the
top quark pair is correctly reconstructed, the invariant mass of the two b-quarks originating
from the gluon do to not match the Higgs boson mass. Thus using b-quarks from the top
quark decay for the Higgs boson divergence results in higher likelihood values, but none of
the b-quark combinations have an invariant mass in the range of 115-135 GeV, which would
result in a local minimum. In certain events this might happen by accident resulting in single
or multiple peak structures, however the total -lnL value would be by far higher than the one
for a tt̄H event.
In the lower distributions, the tt̄H process probabilities are combined to a single event like-
lihood by summing over all the different assignment permutations. For the tt̄H event the
likelihood contributions of the two permutations with the correct assignment of the b-quarks
originating from the Higgs boson are really dominant. The remaining permutations have a
negligible contribution and result in an overall shift in the -lnL value. As a consequence, the
combined -lnL distribution still shows a pronounced and sharp minimum at a Higgs boson
mass of 125 GeV. This likelihood distribution could be used to extract the Higgs boson mass of
the event. The combined -lnL distribution for the tt̄+ bb̄ event is dominated by the likelihood
of some wrong permutations which results in an almost flat distribution. The average of the
-lnL values is significantly higher than the ones of the tt̄H event, thus combining one signal
and one background event would result in a very pronounced minimum at the Higgs boson
mass of the signal event. Even at parton level, the situation is not always that clear and in
a small fraction of the events the -lnL distribution has multiple minima as shown for two
example events in Figure 5.17.
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Figure 5.17.: The negative logarithm of the tt̄H likelihood with varied Higgs boson mass parameter
for two different signal events with no clear kinematic properties resulting in ambiguous minimal Higgs
boson mass hypotheses.
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5.9. Proof of Principle

In the left plot, there are three local minima for Higgs boson masses of 121, 125 and 132 GeV.
The additional minima are caused by assignment permutations in which the invariant mass of
the two b-quarks assigned to the Higgs boson are coincidentally close to the tested Higgs boson
pole masses even though at least one of the b-quarks originates from a top quark. In the right
plot there is a second minimum at 120 GeV, which is even stronger pronounced than the one
of the correct assignment of all quarks. However, the -lnL values of both minima are higher
than the values obtained in the other events. Thus either the integration of the neutrino pz

did not cover all the relevant phase space or the invariant mass of the two b-quarks originating
from the Higgs boson is further away from the Higgs boson pole mass of 125 GeV. All the
likelihoods from the single events can now be combined to a global likelihood function (see
Eq. 5.25). The global -lnL distributions of the tt̄H hypothesis combined for the 1000 signal
and background events are shown in Figure 5.18.
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Figure 5.18.: The signal likelihood is shown combined for 1000 tt̄H (a) and tt̄+ bb̄ events at parton
level for different Higgs boson mass hypotheses.

In case of the tt̄H events (a), the distribution looks very similar to the one of an ideal single
event multiplied by a factor of 1000. Multiple peak structures arising from accidental matching
invariant masses of two b-quarks as seen in Figure 5.17 are smoothed out. The global mini-
mum at 125 GeV is extremely sharp, such that neighbouring mass points have 104 higher -lnL

values. Assuming a Gaussian distribution, the -lnL distribution is fitted with a parabola in
order to extract the Higgs boson mass. The minimum of the parabola is exactly located at the
generated Higgs boson mass of 125 GeV. The response of the 1000 tt̄+bb̄ events (b) to the signal
hypothesis is as expected independent of the Higgs boson mass parameter. Thus the combined
-lnL distribution is rather flat with some fluctuations and a small rising slope. The difference
between the smallest and the highest -lnL value in this parameter range is approximately 500,
which corresponds to less than 5% of the differences for tt̄H events. Furthermore, the average
-lnL is significantly higher than the -lnL values of the tt̄H events. Thus, combining even a
small fraction of tt̄H events with a large sample of tt̄+ bb̄ events will result in a very nice -lnL
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5. The Matrix Element Method

distribution with a very pronounced minimum. The likelihood of the tt̄+ bb̄ hypothesis is also
calculated and the D1 likelihood ratio of Equation 5.52 is shown in Figure 5.19 for three Higgs
boson mass values for the entire tt̄H (red) and tt̄+ bb̄ (blue) events.
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Figure 5.19.: The discriminant D1 for a Higgs boson mass parameter of mH= 115, 125 and 135 GeV
for 1000 tt̄H (red) and tt̄+ bb̄ (blue) events at parton level.

The separation between tt̄H and tt̄ + bb̄ events is perfect (no overlap) for the correct Higgs
boson mass parameter of 125 GeV. While all tt̄+ bb̄ events have a background-like value very
close to zero, most of the tt̄H events have a signal-like value close to one and only a few events
spread to values below one. However, the discrimination is slightly degraded when D1 is cal-
culated for a Higgs boson mass of 115 GeV and 135 GeV, since the signal likelihood response
from the tt̄H sample is not at its minimum. Although the distributions of the tt̄+ bb̄ and tt̄H
sample overlap and some of the tt̄+ bb̄ events even have very signal-like values of close to one,
there is great separation.

5.9.2. Single Gaussian Smeared Parton Level Events

For the next validation step, more realistically studies are performed by smearing the energies
of the final state quarks and electron and the transverse momentum of the neutrino using
simple Gaussian functions that take the detector resolution into account. The width of the
Gaussian distributions are chosen to approximately match the resolutions of the ATLAS de-
tector and are summarised in Table 5.5.

Table 5.5.: Width of the Gaussian functions used to smear the energies of the light quarks, b-quarks
and electrons, as well as the px and py momentum components of the neutrino.

Object Gaussian width σ [GeV]

light quark energy 0.5 ·
√
E

b-quark energy 0.5 ·
√
E

electron energy 0.1 ·
√
E

neutrino momentum px py 20
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5.9. Proof of Principle

Accordingly, all quark and electron energy TF and the neutrino momentum px and py TF are
modelled with the same single Gaussian function. The directions of the particle are assumed
to be measured with negligible uncertainty and are thus represented by δ-distributions. The
integration dimensions are reduced in the same way as for the parton level events. In addition,
kinematic transformations to the Higgs boson and leptonically decaying W boson mass are
performed in order to apply a NWA. As a consequence, the dimensions are reduced to six:
the three b-quark energies, two light quark energies and the electron energy. Because of the
increased dimensionality and thus integration time, the process probabilities are calculated for
only 500 events and the Higgs boson mass hypothesis is varied in steps of 2 GeV. As before,
the number of assignment permutations is reduced by exploiting the true quark flavour. The
negative logarithm of the global signal likelihood function combining all tt̄H (a) and tt̄ + bb̄
(b) events are shown in Figure 5.20.
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Figure 5.20.: The signal likelihood is shown combined for 500 tt̄H (a) and tt̄+ bb̄ Gaussian smeared
parton level events for different Higgs boson mass hypotheses.

Although the width of the -lnL distribution of the tt̄H events is significantly increased due
to the detector resolutions and increased number of integration dimensions, the distribution is
still very symmetric and has a minimum at the true Higgs boson mass of the sample. The most
likely Higgs boson mass of the sample can be again extracted by fitting the minimum with a
parabola and a value very close to 125 GeV is obtained. Unlike for the parton level events, the
minimum does not span over many orders of magnitude in likelihood value, thus its error is
much larger. The response of the background sample tt̄+ bb̄ is not as flat as before, but drops
with a constant slope. However, the likelihood value is still roughly ten orders of magnitude
higher. Thus when combining background and signal events, the Higgs boson mass can still
be extracted with negligible bias. In Figure 5.21, the discriminant D1 is shown again for three
different tt̄H likelihood hypotheses with Higgs boson masses of 115, 125 and 135 GeV.
For the input mass of 125 GeV the separation between tt̄H (red) and tt̄ + bb̄ (blue) is again
almost perfect, although a large fraction of the tt̄H events have now significantly smaller val-
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Figure 5.21.: The discriminant D1 for a Higgs boson mass parameter of 115, 125 and 135 GeV for
500 tt̄H (red) and tt̄+ bb̄ (blue) Gaussian smeared parton level events.

ues than one and some events have even values around zero. Most of the tt̄ + bb̄ events have
background-like values close to zero allowing the D1 variable to be still a very powerful discrim-
inant. For Higgs boson mass hypotheses 10 GeV away from the true value, the discrimination
is clearly degraded. Despite the overlap, the separation is still good enough to distinguish the
two processes.

5.9.3. Double Gaussian Smeared Parton Level Events

For the last validation step, the measurable quantities of the final state particles are smeared
using the TF obtained from a simulation of the ATLAS detector as described in Section 5.6.
This means that the energies of the quarks and the electron are smeared with an asymmetric
double Gaussian function and the central value is shifted in order to account for possible en-
ergy losses. The neutrino transverse momentum is modelled with a single Gaussian function
dependent on the total summed ET. Although showering and hadronisation as well as mul-
tiple parton interactions and radiations are not considered, this is the most realistic picture
matching the LO model of the process probabilities. Naturally, the same TF are used for the
measured quantities. Since the same approximations and phase space transformation as for
the single Gaussian smeared events are applied, the same integration variables define the six
dimensional space. Again only 500 events are integrated, the Higgs boson mass parameter is
varied in 2 GeV steps and truth flavour tagging is used to reduce the assignment permutations.
The -lnL distributions of the signal hypothesis is shown in Figure 5.22 for the tt̄H and tt̄+ bb̄
events.
The distribution of the signal events is now asymmetric and broader than before with a min-
imum slightly shifted from the true value to a higher value of 127 GeV. The minimum of the
parabolic fit is biased due to the asymmetric shape of the distribution. Measuring the Higgs
boson mass with this method is still feasible since the observed bias can be calibrated using
several simulated samples with different Higgs boson masses. The minimum is also less pro-
nounced compared to the previous tests and the likelihood values of the tt̄ + bb̄ background
events are closer to those for tt̄H, but still around three to four orders of magnitude higher.
Thus, if the signal fraction is large enough, the Higgs boson mass can still be extracted in a
combined sample, though the uncertainty will be significantly larger and an additional bias
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Figure 5.22.: The signal likelihood combined for 500 tt̄H (a) and tt̄ + bb̄ double Gaussian smeared
parton level events for different Higgs boson mass hypotheses.

might be introduced. The tt̄ + bb̄ events respond similar as before to the Higgs boson mass
variation with a constantly falling slope to higher mass values. As expected from the signal
likelihood distributions, the discriminant D1, again shown for the different Higgs boson mass
in Figure 5.23, is significantly less dependent on the Higgs boson mass hypothesis.
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Figure 5.23.: The discriminant D1 for a Higgs boson mass parameter of 115, 125 and 135 GeV for
500 tt̄H (red) and tt̄+ bb̄ (blue) double Gaussian smeared parton level events.

The signal events overlap now more with the background events, even for the true mass value
of mH= 125 GeV. The distribution of the tt̄H events is flatter over the range of D1 values with
peaks at zero and one. The tt̄ + bb̄ events populate mainly the region zero, with a spread to
higher values. Overall, the separation power of the likelihood ratio is still very good allowing
to distinguish tt̄H and tt̄+ bb̄ events.
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6
Search for tt̄(H → bb̄) Production

in the Single Lepton Channel

6.1. Introduction

After the discovery of a Higgs boson by the two collaborations ATLAS and CMS [61, 62],
there is by now clear evidence of this particle in the H → γγ, H → ZZ(∗) → 4`, H →
WW (∗) → `ν`ν decay channels [72,82]. By measuring its properties as well as the couplings to
other particles [73,82,83,197], more confidence is gained in the SM Higgs boson hypothesis of
the observation. However, it is not yet certain if the observed Higgs boson is part of the well
established SM or of a more general theory in which the SM is embedded. Observing the Higgs
boson in all possible production and decay processes predicted by the SM and measuring its
properties will show the true nature of the observed particle. The production of the Higgs boson
in association with a pair of top quarks (tt̄H) [143,198–200], is one of the four main production
mechanisms of the Higgs boson predicted by the SM. Despite the fact that many searches for
this production mechanism are being performed at the LHC [70, 71, 74, 180, 201–206], it has
not been observed yet. In addition, the Higgs boson has been only discovered in bosonic
decays, though recently first evidence for a fermionic decay H → ττ has been reported [76].
Although for a low mass Higgs boson as found at the LHC, the dominant decay mode is
H → bb̄, this decay has not been observed yet, because it is impossible to distinguish it from
the overwhelming multijet background in the main production channels. Observing the tt̄H
production with a Higgs boson decaying into a pair of b-quarks would allow for verifying the
coupling of the Higgs boson to fermions in the production as well as in the subsequent decay.
Due to the clear signature of the tt̄ decay, the multijet background can be suppressed, which is
alternatively only possible in Higgs boson production in association with a vector boson (V H)
[67–69]. However, a new challenge is to distinguish the tt̄H signal from the irreducible tt̄+ bb̄
background. The main source of background to this search comes from tt̄ pairs produced in
association with additional jets. The dominant source is the tt̄ + bb̄ production, whose decay
results in the same final state signature with kinematic properties similar to the signal. A
second contribution arises from tt̄ production in association with light-quark (u, d, s) or gluon
jets, referred to as tt̄+ light background, and from tt̄ production in association with c quarks,
referred to as tt̄ + cc̄. The size of the second contribution depends on the mistag rate of
the b-tagging algorithm. Obtaining a good separation between tt̄H and tt̄ + bb̄ events and
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understanding the tt̄ background in all regions of the phase space are the key aspects of this
search.
Since in LO the cross section of the tt̄H process is proportional to the squared matrix element
and thus to the squared top quark Yukawa coupling, the observation of such a process enables
the most direct measurement of the magnitude of the top quark Yukawa coupling. Up to
now only indirect statements can be made regarding this coupling by measuring loop-induced
processes like gg → H or H → γγ. While in the SM top quark and W boson loops dominate
such processes, particles which are not contained in the SM may contribute as well. Any
deviation in a direct measurement of the top quark Yukawa coupling from these indirect
measurements would be a very robust and model independent test for such new particles. Due
to the large measured top quark mass, the top quark Yukawa coupling is close to unity and
might give insight to the scale of new physics [207].
The following chapter describes a search for the SM Higgs boson in the tt̄H production mode
designed to be primarily sensitive to the H → bb̄ decay, although other Higgs boson decay
modes are also treated as signal. It focuses on the decay of the tt̄ system with a single lepton
in the final state. For this search the full 8 TeV dataset as described in Section 4.2 with a
total integrated luminosity of 20.3 fb−1 is used. The data is modelled by the relevant processes
obtained from MC simulations and data-driven estimates as summarised in Section 4.4, which
are then normalised to the same integrated luminosity. Given the measurements of the Higgs
boson mass, this analysis primarily tests a Higgs boson mass of mH= 125 GeV.

6.2. Event Selection and Classification

6.2.1. Event Selection

The event selection of this analysis aims to reduce the non-tt̄ background by requiring a final
state consistent with tt̄ + jets production. It considers the single lepton (electron or muon)
decay channel of the top quark pair and is optimised for the H → bb̄ decay of the Higgs boson.
In order to maximise the signal acceptance, relatively loose cuts are applied and many phase
space regions are examined. The events are required to be recorded, because at least one of
two single lepton triggers has fired. In order to maximise the trigger efficiency, two single
lepton triggers with different pT thresholds and isolation criteria are combined. In case of
electrons, the pT thresholds of the triggers are 24 and 60 GeV, while in case of muons they are
24 and 36 GeV. The triggers with the lower pT threshold require in addition a loose isolation
criterion on the lepton candidate, whose inefficiency at large transverse momenta is recovered
by the trigger with the higher pT threshold. The triggered events are further required to have
at least one vertex, which is reconstructed with at least five associated tracks and close to
the beam collision region in the x-y plane. The vertex with tracks resulting in the largest
sum of squared transverse momentum is taken as the primary vertex of the hard scattering
process. The single lepton channel is defined by requiring exactly one identified electron or
muon with pT > 25 GeV, which matches the lepton found by the trigger within a cone radius
of ∆R < 0.15. If an additional lepton with opposite charge and pT > 15 GeV is found, the
event is removed to avoid statistical overlap with the dilepton analysis. In case of a second
electron, the identification criterion is slightly looser and a pT dependent isolation criterion
is applied. Events are further discarded if any jet with pT > 20 GeV is identified as out-of-
time activity from a previous pp collision or as calorimeter noise [208]. Finally, the event is
required to contain at least four jets with pT > 25 GeV of which at least two are b-tagged,
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which significantly reduces the non-tt̄ background. No requirements on Emiss
T or transverse W

boson mass typically used to suppress multijet background are applied in this analysis. The
contribution from multijet events with a misidentified lepton is small due to the requirements
of large number of jets and in particular b-tags.

6.2.2. Classification

The events are then further categorised into different analysis regions dependent on the jet and
b-tag multiplicity. A region with m jets, of which n are b-tagged is referred to as ”(mj, nb)”
in the following. A total of nine independent regions are considered. Event yields in these
regions for the signal and background model compared to data are summarised in Table 6.1.

The given uncertainties include all statistical and systematic uncertainties (see Sec. 6.4),
which are added in quadrature. In order to visualize the comparison of the predictions with
the data, the expected and observed number of events for each analysis region are shown on a
logarithmic scale in Figure 6.1 (a).
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Figure 6.1.: (a) Comparison of prediction to data in all analysis regions. The signal, normalised to
the SM prediction, is shown both as a filled red area stacked on the backgrounds and separately as a
dashed red line. The hashed area corresponds to the total uncertainty on the yields [71].
(b) The signal significance and signal-to-background ratio is shown for the nine analysis regions. The
jet and b-tag multiplicities are ordered by row and column, respectively. The signal-enriched regions
are highlighted in dark red, while background-dominated regions are shaded in light blue [71].

The total predicted event yield obtained from the model agrees in all categories well within
the uncertainties (hashed area) with the observed data yield. However, in the regions with
high jet and b-tag multiplicities the model tends to underestimate the event in data and the
relative uncertainties become very large. Any tt̄H signal, as shown stacked on the background
(filled red) and in addition separately (dashed red), would be completely hidden in the total
uncertainties. Without improving the predictions and constraining the systematic uncertain-
ties, no statement about the presence or absence of a signal can be made.
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Table 6.1.: Pre-fit event yields for signal, backgrounds and data in each of the analysis regions. The
quoted uncertainties are the sum in quadrature of the statistical and systematic uncertainties on the
yields.

4 j, 2 b 4 j, 3 b 4 j, 4 b 5 j, 2 b

tt̄H (125) 30.7± 2.8 12.9± 1.4 2.0± 0.3 40.9± 2.1

tt̄ + light 76 700± 7500 6170± 750 53± 12 37 600± 5500

tt̄+ cc̄ 4870± 3000 682± 390 21± 12 4300± 2400

tt̄+ bb̄ 1840± 1100 680± 380 44± 25 1670± 880

W+jets 5120± 3000 225± 130 5.5± 3.3 1940± 1200

Z+jets 1130± 600 50± 27 0.9± 0.6 405± 240

Single top 4930± 640 337± 60 6.8± 1.6 1880± 360

Diboson 217± 71 11.5± 4.1 0.2± 0.1 97± 39

tt̄V 122± 40 15.5± 5.1 0.9± 0.3 145± 48

Lepton misID 1560± 620 102± 37 3.5± 1.3 461± 170

Total 96 500± 9500 8280± 1100 138± 34 48 500± 7000

Data 98 049 8752 161 49 699

S/B < 0.001 0.002 0.014 0.001

S/
√

B 0.099 0.141 0.167 0.186

5 j, 3 b 5 j, ≥ 4 b ≥ 6 j, 2 b ≥ 6 j, 3 b ≥ 6 j, ≥ 4 b

tt̄H (125) 22.7± 1.8 6.2± 0.8 63.7± 5.0 40.2± 3.5 16.5± 2.0

tt̄ + light 3480± 520 61± 15 18 800± 4400 2010± 460 52± 17

tt̄+ cc̄ 810± 460 43± 25 3730± 2100 846± 480 79± 46

tt̄+ bb̄ 886± 480 115± 63 1420± 770 974± 530 245± 130

W+jets 135± 87 5.9± 3.9 912± 620 97± 66 8.6± 6.2

Z+jets 29± 17 1.5± 0.9 183± 120 19± 12 1.5± 1.0

Single top 195± 41 8.3± 1.3 836± 220 122± 35 11.9± 3.7

Diboson 8.0± 3.4 0.4± 0.2 50± 24 6.0± 3.0 0.5± 0.3

tt̄V 26.5± 8.6 3.1± 1.0 182± 59 44.6± 14 8.5± 2.8

Lepton misID 70± 28 8.3± 3.7 181± 66 21.3± 7.6 1.1± 0.5

Total 5670± 980 252± 75 26 400± 5800 4180± 1000 426± 150

Data 6199 286 26 185 4701 516

S/B 0.004 0.03 0.002 0.01 0.04

S/
√

B 0.301 0.40 0.393 0.63 0.82

From the number of predicted signal S and background B events, the signal-to-background
ratio S/B and the signal significance S/

√
B are calculated for each region. To indicate which

regions are dominated by background and which regions are sensitive to the signal, these two
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numbers are visualised in Figure 6.1 (b). While the signal-to-background ratio gives an idea
of the relative signal contribution in the corresponding category, the signal significance takes
also the absolute numbers into account. The most sensitive regions with a signal significance
of 0.82 and 0.63 and a signal-to-background ratio of 4% and 1% are the (≥ 6j,≥ 4b) and
(≥ 6j, 3b) categories, respectively. It is clear, that with such low signal-to-background ratios
no cut-and-count analysis can be performed, since the systematic uncertainties on the nor-
malisations are much larger. The regions with a signal-to-background ratio S/B > 1% and
S/
√
B > 0.3 are referred to as signal-enriched regions, as they provide most of the sensitivity

to the signal. The remaining regions are referred to as background-dominated regions, since
they are almost purely background-only regions and are used to improve the background pre-
dictions and constrain their systematic uncertainties in the signal-enriched regions. There are
six background-dominated regions, (4j, 2b), (4j, 3b), (4j, 4b), (5j, 2b), (5j, 3b), (≥ 6j, 2b), and
three signal-enriched regions, (5j,≥ 4b), (≥ 6j, 3b) and (≥ 6j,≥ 4b). Each region is analysed
separately and later combined statistically to maximise the overall sensitivity.
In order to visualize the background composition in the different analysis regions, the fractional
contributions of the various background processes to the total prediction are summarised in a
series of pie charts shown in Figure 6.2 (a).
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Figure 6.2.: The background compositions (a) and the fractions of the Higgs boson decay modes (b)
are shown for the nine analysis regions. The jet and b-tag multiplicities are ordered by row and column,
respectively [71].

In all regions, the background is clearly dominated by the tt̄ + jets process with more than
90% contribution. While in the low jet and b-tag multiplicities it consists mainly of tt̄+ light
(white), the most signal sensitive regions with a high number of b-tags are dominated by tt̄+cc̄
(light blue) and tt̄+ bb̄ (dark blue) events. Thus it is very important to have a good model of
these backgrounds. Since the fractional contributions of the tt̄+ HF (tt̄+ bb̄, tt̄+ cc̄) processes
vary significantly in the different categories, the separate treatment of the regions gives a good
handle to constrain the uncertainties on their normalisation. In the signal-enriched regions
there are also small contributions from the not very well known tt̄V processes (green). The
non-tt̄ processes (yellow) are generally very small and thus combined in one slice. The main
contribution to this slice comes from single top quark production. In the low jet and b-tag mul-
tiplicities there are also visible contributions from W+jets background. Diboson and Z+jets

103



6. Search for tt̄(H → bb̄) Production in the Single Lepton Channel

production is almost completely negligible in all regions, while multijet production plays in
the four jet bin and the (5j,≥ 4b) region a small role and is negligible elsewhere.
Although all Higgs boson decays are included in the tt̄H simulation and are treated as signal,
this analysis is optimised for the H → bb̄ decay. The fractions of the different decay modes after
the selection are shown for the different analysis regions in Figure 6.2 (b). In almost all regions
and in particular in the signal-enriched regions the H → bb̄ decay (red) is clearly the dominant
mode with more than 90% contribution in the most sensitive region (≥ 6j,≥ 4b). Only in
categories with two b-tags, where the signal fractions are negligibly small, there are sizeable
contributions from the H → WW (∗) decay (yellow). Hence it is justified to neglect the other
decay modes when optimising the separation of signal and background in the signal-enriched
regions.

6.3. Analysis Strategy

In order to maximize the search sensitivity and to learn as much as possible from the data
about the predictions and their systematic uncertainties, each region is analysed separately
and is later combined in a binned profile likelihood fit. Aiming for maximal sensitivity, an
artificial neural network (NN) is employed in the signal-enriched regions. The NN uses in all
regions kinematical variables and in the six jet regions additionally variables obtained with
the MEM. It is trained to maximise the separation between background and tt̄H signal. In
addition to the signal-enriched regions, a special NN is trained in the (5j, 3b) region to sepa-
rate tt̄ + light from tt̄ + HF. Instead of aiming for signal sensitivity, this NN is employed to
learn more from the data about the systematic uncertainties unique to the tt̄+ HF processes.
In all the remaining background-dominated regions, the scalar sum of the transverse energy of
all jets Hhad

T is used as a simple variable representing topological properties of the event. This
variable is expected to be different in shape for the various processes and regions, but is at
the same time easy to understand and to control. Furthermore, Hhad

T is sensitive to the JES
uncertainties, which strongly depend on the number of jets in the event. By using this variable
in categories with different jet multiplicities in a profile likelihood fit, the JES uncertainties
are expected to be constrained by the data. In Table 6.2 the variables used as discriminants
in the different analysis regions are summarised.

Table 6.2.: Summary of the variables used in the profile likelihood fit in the different analysis regions.

Region 2 b-tags 3 b-tags ≥ 4 b-tags

4 jets Hhad
T Hhad

T Hhad
T

5 jets Hhad
T NNHF NN

≥ 6 jets Hhad
T NN NN

Due to the different contributing processes and kinematic properties, the impact of the various
systematic uncertainties is very different in the individual analysis regions. Region (4j, 2b)
has by far the largest statistics and thus provides powerful constraints on the overall normali-
sation of the background dominated by the tt̄ process. The categories with two b-tags consist
mainly of tt̄+ light events. Its modelling uncertainties affecting shape and normalisation can
be constrained due to the shape variation of Hhad

T resulting from the different number of jets
in the regions. By making use of regions with two, three and four b-tags, the tagging uncer-
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tainties can be restricted. There are large contributions from tt̄+light events in the three b-tag
categories, which can be used to regulate the uncertainties on mistagging. In particular the
(4j, 3b) region, in which the third b-tag of tt̄+ light events is mainly caused by a c-quark from
the W → cs decay of the tt̄ system, helps to decrease the uncertainties on c-tagging. Finally,
the different fractions of tt̄ + bb̄ and tt̄ + cc̄ in the three and four b-tag regions provides very
useful information to reduce the uncertainty on the normalisation of these processes.
Using the Hhad

T and the NN output distributions, a binned profile likelihood fit is performed
to combine all the different analysis regions. The likelihood is a function of the signal strength
µ (parameter of interest) and the systematic uncertainties (nuisance parameters (NPs)). This
allows for measuring the signal strength primarily from the signal-enriched regions and simul-
taneously constraining the systematic uncertainties using the statistical power of data in the
background-dominated regions.
To avoid biasing the result of this analysis by looking at the outcome or the shape of the data in
the signal sensitive regions, this analysis is at first performed blindly until the background and
its improved prediction after the fit are fully understood. All the signal-enriched regions are
blinded by removing the phase space with the highest signal significance using an appropriate
cut on the NN output. As a consequence, the constraints from the data on the irreducible
tt̄+ bb̄ background dominating the signal-enriched regions can be studied, without being influ-
enced by the signal. Although the profile likelihood fit is performed in the full phase space, the
signal strength is not quantified, but merely the behaviour of the NPs and the improvements
of the background predictions in the signal-depleted phase space is analysed. This procedure
allows for developing a robust analysis strategy and verifying the improved modelling of the
background without being biased by the presence of a signal. After the analysis is proven to
be robust and unbiased, the cut on the NN variables is removed. At this stage no changes of
the analysis strategy and procedure is allowed. All of the following studies show the results
after the data has been unblinded.

6.4. Systematic Uncertainties

Systematic uncertainties might arise from an imperfect calibration of the experiment leading
to a systematic bias of the measurement, from not considered experimental effects or from an
inaccurate model to which the experimental data is compared. Unlike statistical uncertainties,
they can not be reduced by simply increasing the experimental data, but by improving the
knowledge about the experiment or the physics model. In high energy physics experiments,
systematic uncertainties arise mainly from the imperfect knowledge or inaccuracies of the de-
tector, which are propagated to the physics object definitions, and from certain assumptions
made in the MC simulations to predict the experimental data. Some of the uncertainties
might change the object properties, such that the selection acceptance is affected resulting in
a different set of objects, on which the analysis is performed. In this case, the full analysis
needs to be carried out on the modified set. This can be time consuming depending on the
analysis methods. Other uncertainties only affect the number of events of a certain process or
the shape of a certain kinematic distributions. In that case, the nominal analysis can be simply
modified by applying a specific weight to the individual events without repeating the analysis.
The smaller the experimental effect of interest or the higher the precision of the measurement,
the more sources of systematic uncertainties need to be taken into account. In the case of
this search, the expected signal fraction is tiny compared to the overwhelming background, as
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discussed in Section 6.2. Thus many sources of systematic uncertainties need to be considered.
Table 6.3 gives a summarised list of the evaluated systematic uncertainties consisting of more
than 100 components.

Table 6.3: List of the considered
systematic uncertainties. The type
”N” and ”S” means that the uncer-
tainty for all processes and regions
affects only normalisation or shape,
respectively, whereas ”SN” means
that the uncertainty affects both.
Some of the systematic uncertain-
ties are split into several compo-
nents for a more accurate treat-
ment.

Systematic uncertainty Type Components

Luminosity N 1

Physics Objects

Electron SN 5

Muon SN 6

Jet reconstruction SN 1

Jet energy scale SN 22

Jet vertex fraction SN 1

Jet energy resolution SN 1

b-tagging efficiency SN 6

c-tagging efficiency SN 4

Light-jet tagging efficiency SN 12

High-pT tagging efficiency SN 1

Background Model

tt̄ cross section N 1

tt̄ modelling: parton shower SN 3

tt̄ modelling: pT reweighting SN 9

tt̄+cc̄: pT reweighting SN 2

tt̄+heavy-flavour: normalisation N 2

tt̄+bb̄: NLO Shape SN 8

tt̄+cc̄: generator SN 4

W+jets normalisation N 3

W pT reweighting SN 1

Z+jets normalisation N 3

Z pT reweighting SN 1

Diboson+jets normalisation N 3

Lepton misID normalisation N 2

Lepton misID shape S 2

Single top cross section N 1

Single top model SN 1

tt̄V cross section N 1

tt̄V model SN 1

Signal Model

tt̄H scale SN 2

tt̄H generator SN 1

tt̄H hadronisation SN 1

tt̄H PDF SN 1
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The type indicates if the systematic uncertainty affects only the normalisation (N), only the
shape (S) of the discriminating variables or both (SN). For a more accurate treatment, some
of the sources of systematic uncertainties are divided into components. The number of com-
ponents is also specified in the table. All systematic uncertainties are generally applied to
all signal and background processes and in all analysis regions, if applicable and not speci-
fied differently. Independent sources of systematic uncertainties are treated as uncorrelated.
However, if correlations exist between sources, components or among processes, they are main-
tained. In general, the uncertainties are correlated across the analysis regions. This leads to
a reduction of the systematic uncertainties in the signal-enriched regions, when using them as
NPs in the profile likelihood fit, by exploiting the constraining power of the data in the high
statistics background-dominated regions. The following section describes individual sources of
systematic uncertainties of this analysis in more detail.

6.4.1. Luminosity

The integrated luminosity of the 8 TeV dataset is measured with an uncertainty of 2.8% [101].
Since the MC simulations are normalised to the same integrated luminosity, this uncertainty
is applied to all simulated processes, affecting only the normalisation.

6.4.2. Uncertainties on Physics Objects

Several systematic uncertainties arise from the object reconstruction as described in Section 4.3
due to the determination of correction SF applied to MC to compensate the differences between
data and predictions.

Lepton

In case of the lepton selection, several sources of systematic uncertainties originate from the
measurement of the efficiencies of the trigger, reconstruction, identification and isolation as
well as from the lepton momentum scale and resolution corrections. There are in total five
uncertainty components for electrons and six for muons. Since the correction SFs applied
to MC are derived in bins of lepton η and pT (ET), the uncertainties on it affect the shape
as well as the normalisation. Due to the independent measurements of the various SF, the
uncertainties of each component are treated uncorrelated. Combining all components of the
lepton uncertainties, the total yield changes by roughly 1.5% across all processes and regions,
which is a minor effect.

Jet

In case of the jet selection, uncertainties arise from the jet reconstruction, the JES calibration,
the JVF requirement and corrections to the jet energy resolution (JER). Among these the
JES uncertainty has the largest influence on the analysis. Since all of the quantities are
measured depending on the jet kinematics, they all affect the shape and the normalisation of
the discriminant.

Jet Reconstruction Although the reconstruction efficiency is consistent between simulation
and data for high pT jets, for jets with a momentum below 30 GeV the efficiency obtained in
simulations is by 0.2% lower than in data [104]. Since jets with at least 25 GeV are required
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for this analysis, the uncertainty on the discriminating variables is evaluated by removing
randomly 0.2% of the jets with 25 GeV ≤ pT ≤ 30 GeV. Since this procedure affects the
acceptance and thus events entering the different analysis regions, the selection is repeated for
the modified set of jets. The total prediction in the most sensitive analysis regions changes by
around 3% due to this uncertainty.

Jet Energy Scale The JES and its uncertainties are determined by combining information
from test-beam data, LHC collision data and simulation using partially complementary in-
situ calibration techniques, in which the momentum balance of multijets, Z+jets and γ+jets
events is exploited [104]. Although more than 50 sources of systematic uncertainties from
the independent measurements are partially combined, in the end there are still 22 mostly
uncorrelated components to be taken into account. They arise from the following sources:

• in-situ-techniques (12): uncertainties from different in-situ techniques are grouped
into statistical (3), detector (3), modelling (4) and mixed (2) categories. Corre-
lations among the sources and across pT bins are preserved.

• pile-up (4): uncertainties on the pile-up corrections due to mismodelling, on the number
of primary vertices and average interactions per bunch crossing.

• η-intercalibration (2): the calibration in the forward regions is improved by comparing
to more precisely measured central jets making use of the pT-balance of jets in different
η regions. A statistical component and a MC modelling uncertainty are considered.

• flavour response and composition (2): jets originating from quarks or gluons re-
spond differently to the calorimeter, while mainly quark-initiated jets are calibrated
using the in-situ techniques. The differences to gluon jets in MC simulations are taken
as uncertainties and are weighted with the relative composition in the various processes.

• b-JES (1): jets originating from b-quarks respond differently to the calorimeter than
the quark jets used for the calibration.

• high pT jets (1): due to limited statistics JES uncertainties are derived from single-
particle response measurements for jets with pT > 1 TeV.

The components depend on the jet pT and η and thus affect the shape and normalisation. In
Figure 6.3 the relative JES uncertainty split into categories is shown as a function of transverse
momentum (a) and pseudorapidity (b) of the jet.
The uncertainties are below 4% in the full pT range in central η regions. While they are
relatively constant for jet |η| < 2.0, they drop from 4% for low pT jets to below 2% for jets
with pT above 100 GeV. Only for very high momentum the uncertainties increase again due
to the low data statistic and usage of alternative calibration methods. Although the uncer-
tainties seem to be small, they add up for multiple jets leading to uncertainties of larger than
10% in the most sensitive regions of this analysis. Since the JES uncertainties affect the jet
pT and consequently the acceptance, the full analysis needs to be run for each component,
which is in particular challenging for computationally intensive steps like the calculation of
the process probabilities using the MEM. However, a separate treatment of the components is
highly beneficial in the profile likelihood fit, since they can be reduced individually taking the
correlations among analysis regions into account. In this analysis, the largest JES uncertainty
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Figure 6.3.: Fractional in-situ and sample dependent JES systematic uncertainty as a function of jet
pT (a) and η (b). The total uncertainty (all components summed in quadrature) is shown as a filled blue
region topped by a solid black line. Average 2012 pile-up conditions are used and topology dependent
components are taken from inclusive di-jet samples [104].

arises from the modelling uncertainties in the η-intercalibration. Because in the high jet mul-
tiplicity regions the shape effect on the tt̄ distributions is correlated to the signal distribution,
it is the second leading uncertainty.

Jet Vertex Fraction As shown in Figure 4.2 (b) the JVF efficiencies for a single jet are
measured in Z(→ `+`−)+1-jet events enriched with pile-up and hard scattering processes.
They differ in data and simulation and uncertainties for the corresponding correction SFs
are determined. The corresponding uncertainty in the analysis is evaluated by changing the
nominal JVF cut value by its uncertainty, leading to a modified set of jets on which the analysis
is performed.

Jet Energy Resolution The JER is measured using the di-jet balance and bisector technique
depending on the jet pT and η in data and simulation [209]. Although the resolution agrees
generally well between data and simulation, differences in particular in high-pT and high-η
regions are observed. They give rise to an additional source of systematic uncertainty. The
uncertainty is estimated by smearing the pT of the simulated jet by this residual difference,
which affects again the selection of the jets. Since this smearing will only broaden the resolu-
tion, this uncertainty by definition produces a one-sided effect on the normalisation and shape
of the discriminant. It is symmetrised for the profile likelihood fit. In the (≥ 6j,≥ 4b) region,
the yield of the tt̄+ bb̄ and tt̄+ light events is affected by 1.6% and 4.4%, respectively.

Heavy- and Light-Flavour Tagging

As described in Section 4.3.1, the measured b-, c- and light-tagging efficiencies differ in data
and simulations. Systematic uncertainties arise from the derived correction SF. In case of the
b-tagging SF uncertainties, the ten bins in jet pT as shown in Figure 4.3 (b) are combined into
six bins. In case of the c-tagging and light-tagging SF uncertainties, the same jet pT binning
as shown in Figure 4.4 (b) and Figure 4.5 (b) is used leading to four and twelve uncertainties,
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respectively. The light-tagging SFs are calculated for two different η regions, each composed
of six pT bins. In order to take the bin-to-bin correlations into account, the uncertainties
are obtained by diagonalising the covariance matrix containing the uncertainties per jet pT

bin and their corresponding correlations, which is also referred to as eigenvector method . An
additional uncertainty arises from the extrapolation of the b-tagging efficiency measurement
to high pT regions. The systematic uncertainties are assumed to be uncorrelated between b-,
c- and light-tagging. All of the tagging uncertainties affect the shape and the normalisation
of the discriminant due to the dependence on the jet pT and η in case of light-tagging. Since
the differences in the discriminating variables using direct tagging and the TRF predictions
(see Sec. 4.4.4) are negligible compared to the tagging uncertainties, no additional uncertainty
is assigned due to the use of the TRF method. In the (≥ 6j,≥ 4b) region, the uncertainties
on the b-tagging efficiencies affect the tt̄+ bb̄ event yield by roughly 9%, the uncertainties on
the c-tagging efficiencies affect the tt̄ + cc̄ event yield by 12% and the uncertainties on the
light-tagging efficiencies the tt̄ + light event yield by 19%. The effect of the high pT tagging
uncertainty on the yield is below 1% for all processes.

6.4.3. Uncertainties on Background Modelling

tt̄+jets Modelling

The inclusive tt̄ production cross section is calculated at NNLO with an uncertainty of roughly
6%, which includes uncertainties on the PDF, the choice of αS, the choices of the various scales
and the top quark mass [45–49,154]. The uncertainties arising from the PDF and αS choice are
calculated by using the envelope of the uncertainties of the PDF sets from CT10 NNLO [210],
MSTW2008 NNLO (68% CL) [190, 191] and NNPDF2.3 5f FFN [192] obtained with the
PDF4LHC prescription [211]. The uncertainty on the tt̄ cross section affects naturally only
the normalisation of the sample.
In order to evaluate the uncertainty on the parton shower and hadronisation model, the
Powheg+Pythia events are compared to Powheg+Herwig events and the symmetrised
differences in shapes of the discriminants are taken as uncertainty. Because the change of the
shower and hadronisation model affects the number of jets as well as the flavour composition,
the uncertainty is split into three uncorrelated components acting separately on the tt̄+ light,
tt̄+ cc̄ and tt̄+ bb̄ contribution. These uncertainties result in variations of the tt̄ yield in the
most sensitive region by 11-16%.
As described in Section 4.4.3, tt̄ + light and tt̄ + cc̄ events are reweighted to correct for the
disagreements observed in the top quark and tt̄ pT distributions based on the

√
s = 7 TeV

differential cross section measurement [157]. The nine largest uncertainties affecting the differ-
ential top quark and tt̄ pT measurements represent approximately 95% of the total experimental
uncertainty on this measurement and are taken as systematic uncertainties on the reweighting
procedure. These shape and normalisation affecting uncertainties include the uncertainty on
the radiation modelling in tt̄ events, the generator choice, the jet energy scale and resolution
as well as the flavour tagging. The measurement is performed on inclusive tt̄ events, which
consist mainly of tt̄ + light events, and hence the size of the uncertainties applicable to the
tt̄+ cc̄ component is unknown. In order to account for that, the full effect of the reweighting is
taken as two additional uncorrelated uncertainties applied to tt̄+cc̄ events. In the (≥ 6j,≥ 4b)
region, the yield of tt̄+ light and tt̄+ cc̄ events is changed by roughly 5% and 6%, respectively.
Although more precise NLO predictions of the tt̄+ bb̄ cross section became recently available
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reducing the uncertainties to 30% [155], these predictions are sensitive to the considered phase
space and HF definitions. In case of tt̄ + cc̄ events, an NLO prediction is not available. Be-
cause this analysis is very sensitive to the tt̄ + bb̄ modelling and the constraining power of
the data allows to determine the tt̄ + HF normalisation with better precision, a conservative
uncertainty of 50% is assigned to the tt̄+ bb̄ and tt̄+ cc̄ production. Detailed generator studies
comparing the production of tt̄+ bb̄ events using LO predictions from Powheg+Pythia and
NLO predictions from SherpaOL show that the cross sections agree within this uncertainty.
The uncertainties on the tt̄+ bb̄ and tt̄+ cc̄ normalisation are considered uncorrelated between
the two processes, but each is correlated across all analysis regions. They are the leading and
third leading uncertainty in the analysis, respectively.
From the reweighting of the tt̄+ bb̄ background, as described in Section 4.4.3, additional eight
uncertainties affecting shape and normalisation arise. Three scale uncertainties are estimated
changing the SherpaOL prediction by varying the scale by a factor of two up and down,
by using an alternative functional form of the renormalisation scale µR = (mtmbb̄)

1/2 and by

changing the factorisation µF and resummation µQ scales to µF = µQ =
∏
i=t,t̄,b,b̄E

1/4
T,i . These

variations affect the distribution of events between the sub categories of the tt̄+ bb̄ sample as
shown in Figure 6.4 (a).
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Figure 6.4.: Systematic uncertainties on the tt̄+ bb̄ contribution based on (a) scale variations and (b)
PDF choice and shower recoil model of the SherpaOL simulation. The effect of a given systematic
uncertainty is shown across the different tt̄+ bb̄ categories. The effect of migration between categories
is covered by variations of these systematic uncertainties [71].

Additionally, the SherpaOL predictions are varied by choosing a different PDF set (NNPDF,
MSTW) and by changing the shower recoil model (CSS KIN). The differences to the default
SherpaOL prediction in the different tt̄ + bb̄ sub categories are shown in Figure 6.4 (b) and
are taken as three uncertainty components. As visible in Figure 4.7 tt̄+bb̄ production via MPI
and FSR is not modelled with SherpaOL. Thus two further uncertainties are estimated by
comparing the Powheg+Pythia predictions with and without these two effects. The uncer-
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6. Search for tt̄(H → bb̄) Production in the Single Lepton Channel

tainty due to the scale choice µR = (mtmbb̄)
1/2 and the shower recoil scheme result in a large

shape variation of the discriminants in the most sensitive analysis region and are the fourth
and sixth leading uncertainties in this analysis.
Four systematic uncertainties on the tt̄ + cc̄ prediction are determined by comparing the
Powheg+Pythia predictions with an alternative Madgraph+Pythia simulation, since the
latter includes matrix element calculations of the tt̄ + cc̄ process. The Madgraph+Pythia
prediction is then varied by simultaneously changing the factorisation and renormalisation
scales by a factor of two, by doubling the matching threshold of 20 GeV and varying the c-
quark mass by 100 MeV. In the (≥ 6j,≥ 4b) region the tt̄ + bb̄ and tt̄ + cc̄ event yields are
varied by roughly 8% and 16% due to these HF modelling uncertainties.

W/Z+jets and Diboson Modelling

Three normalisation uncertainties on each of the W/Z+jets and diboson+jets background, as
described in Section 4.4.3, arise from the normalisation to the inclusive cross section calcu-
lations and the extrapolation to the five jet exclusive and the six jet inclusive jet multiplici-
ties [164, 212]. The extrapolation uncertainties are large in order to cover both normalisation
and HF composition uncertainties in high jet multiplicity bins and are considered uncorre-
lated between the regions and the processes. One additional uncertainty is assigned to the
W/Z+jets backgrounds due to the vector boson pT reweighting as discussed in Section 4.4.5,
which is estimated by taking the symmetrised full difference between applying and not apply-
ing the reweighting as systematic uncertainty. Although the same pT reweighting is applied
to both V bosons, the uncertainty is assumed to be uncorrelated between the two processes.

Misidentified Lepton Background Modelling

The general sources of systematic uncertainties on the misidentified lepton background are
already described in Section 4.4.5. Since this analysis exploits a phase space with high jet
and b-tag multiplicities, in which the estimate suffers from limited data statistics of loose and
tight events, a conservative normalisation uncertainty of 50% is used. The uncertainties are
considered to be uncorrelated between both lepton channels, but correlated across the analysis
regions. Two shape uncertainties for both lepton channel are estimated from the uncertainty
on the prompt lepton background subtraction and the alternative efficiency measurements as
explained in Section 4.4.5.

Single Top Quark Modelling

Uncertainties of +5%/–4% are assigned to the normalisation of the single top quark produc-
tion, which corresponds to the weighted average of the uncertainties on the theoretical cross
section calculation of the s-, t- and Wt-channel [51,52]. One shape uncertainty is assessed by
comparing two sets of MC simulations of the Wt-channel using different schemes to account
for the interference with tt̄ production diagrams.

tt̄V Modelling

The uncertainty on the normalisation of the tt̄V production is assumed to be 30% due to
the uncertainties on the theoretical cross section calculation [160, 161]. One more shape and
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normalisation affecting uncertainty arises from the variation of the amount of ISR. Because
the tt̄Z background with the Z boson decaying into a bb̄ pair is an irreducible background to
the tt̄

(
H → bb̄

)
signal with very similar kinematic properties, the shape of the discriminant

is similar to the one of the signal. As a consequence, the signal extraction is very sensitive
to variations of the tt̄V contribution. Therefore the tt̄V background normalisation is the fifth
leading uncertainty in the analysis.

6.4.4. Uncertainties on Signal Modelling

In order to evaluate the scale dependency of the tt̄H production, alternative sets of NLO
PowHel events are produced at parton level, in which the default static factorisation and
renormalisation scales µF = µR = mt + mH/2 are varied by a factor of two up and down
and are replaced by the dynamic scale µF = µR = (mt

Tm
t̄
Tm

H
T)1/3. The effect on the nominal

PowHel sample as described in Section 4.4.2 is then assessed by reweighting the events at
parton level to reproduce the variations. The two uncertainties related to the scale variations,
which affect both shape and normalisation, are then obtained by comparing the discriminants
at reconstruction level.
Another uncertainty, which accounts for the choice of the generator, is estimated by compar-
ing the PowHel+Pythia events to MadGraph5 aMC@NLO+Herwig++ events [66,213,
214]. The uncertainty due to the choice of the shower and hadronisation model is evaluated by
comparing the discriminants obtained with PowHel+Pythia and PowHel+Herwig sam-
ples. Finally, an uncertainty arising from the choice of the PDF is estimated following the
PDF4LHC prescription [211]. All tt̄H modelling uncertainties affect the yield of the process
in the (≥ 6j,≥ 4b) region by 2.7%.

6.5. Using the Matrix Element Method

Following the descriptions of Chapter 5, the process probabilities for the tt̄H and tt̄ + bb̄
hypotheses are calculated for all predicted and data events in the (≥ 6j,≥ 4b) and (≥ 6j, 3b)
regions. The top quark mass is set to mtop = 172.5 GeV for both hypotheses, since this
value is used in the event generation of the MC simulations. In case of the tt̄H hypothesis
a Higgs boson mass of 125 GeV is used. The full statistics of the nominal samples with the
full detector simulation as well as with the fast simulation in case of tt̄H and tt̄+ jets events
is evaluated. In addition, almost all systematic variations, which affect the acceptance of the
events, corresponding to 35 variations of the nominal sample, are evaluated as well. Since
the statistics of the samples are kept high for the NN training by making use of the TRF
method, the process probabilities for a total of around 62 Million events (6 M nominal, 56 M
systematic variations) are calculated. With an average of two minutes per event to calculate
the likelihood of both hypotheses for the twelve most contributing assignment permutations,
this corresponds to a total runtime of 2.1 Million CPUh or 236 CPU years, which has been
completed within two month of real time. It is clear, that without a huge computational effort
(see Sec. 5.8) and without making heavy use of parallel computing provided by the WLCG,
this analysis would not have been possible. In the following section the results from this run are
discussed, by showing a selection of the distributions obtained with the MEM. Since the main
goal of the application of this method in this analysis is to improve the separation between
tt̄H and background events, the distributions of the signal predictions are often compared to

113



6. Search for tt̄(H → bb̄) Production in the Single Lepton Channel

the total background distributions. In order to quantify the separation between distributions
the definition for separation

〈s2〉 =
1

2

∞∫
−∞

(S(x)−B(x))2

S(x) +B(x)
dx (6.1)

between two histograms S(x), B(x) is used, which is related to the non-overlapping area of the
distributions.

6.5.1. Likelihood Functions

The logarithms of the tt̄H likelihood function in the best assignment permutation lnLmax
tt̄H

(see Eq. 5.23) and summed over all possible permutations lnLsum
tt̄H (see Eq. 5.22) are shown in

Figure 6.5 (a) and (b), respectively, in the (≥ 6j,≥ 4b) region for the total background (solid
blue) and the tt̄H signal (dashed red) normalised to unity.
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Figure 6.5.: The logarithm of the tt̄H likelihood functions (a) in the best and (b) summed over all
possible assignment permutations in the (≥ 6j,≥ 4b) region for the total background (solid blue) and
the tt̄H signal (dashed red) predictions.

Since the largest contribution to the lnLsum
tt̄H distribution (b) comes from the best permutation,

the two distributions look very similar in Figure 6.5 (a) and (b) and yield both a good separa-
tion of approximately 3.4%. The tt̄H MC events give as expected a higher likelihood response
to the signal hypothesis with a peak around lnL values of -57. The higher values are mainly
caused by a large contribution from the Higgs boson mass divergence in the matrix element
calculation coming from events, in which the two b-jets originating from a Higgs boson are
present and correctly assigned. The background events, consisting dominantly of the tt̄ + bb̄
process, respond on average with significantly lower lnL values. The lnL distributions have
a less pronounced peak around -63 and a large spread to very low values, since most of them
do not match the tt̄H hypothesis very well. However, few of the background events yield lnL

values close to the best values obtained for tt̄H events, because two jets might match acciden-
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tally the Higgs boson mass hypothesis. The likelihood distributions obtained with the tt̄+ bb̄
background hypothesis are presented in Figure 6.6
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Figure 6.6.: The logarithm of the tt̄+ bb̄ likelihood functions (a) in the best and (b) summed over all
possible assignment permutations in the (≥ 6j,≥ 4b) region for the total background (solid blue) and
the tt̄H signal (dashed red) predictions.

The lnLmax
tt̄+bb̄

distributions are again very similar to the lnLsum
tt̄+bb̄

distributions, though the first
yields a slightly better separation of 0.81% compared to 0.72% in the latter. Although the
highest likelihood values are calculated using background events, the response from tt̄H events
is very similar compared to the one from the background. Both event types peak around lnL

values of -58. Both peaks are slightly sharper than for the tt̄H hypothesis. The peak from the
tt̄H events is even more pronounced than the one from the background. It is much easier for
jets originating from the Higgs boson decay to mimic a gluon radiating from the tt̄ system in
the tt̄+ bb̄ hypothesis than the other way around. Due to the higher required mass of the tt̄H
system, it is less boosted by ISR and thus fits in general better the LO picture of the matrix
element calculation. Apart from the Higgs boson divergence, the differences in the kinematics
of the reconstructed final states between tt̄H and tt̄+ bb̄ events are minor. Hence it is difficult
to distinguish these two processes by testing the tt̄+ bb̄ hypothesis. The lnLmax

tt̄H and lnLsum
tt̄H

distributions in the (≥ 6j, 3b) region are shown for the total background and tt̄H events in
Figure 6.7.
In this region, the tt̄+light events contribute considerably more to the total background. Typ-
ically one b-tag arises from a mistag of a c-quark originating from the hadronically decaying W
boson. Since b-tagged jets are not assigned to the quarks from the W boson decay this leads
to a wrong assignment of the jets to the partons from the start. As before, both distributions
in Figure 6.7 look similar. Compared to the (≥ 6j,≥ 4b) region, the separation between the
two processes is significantly reduced to approximately 1.6% in both cases. However, the tt̄H
events still occupy the higher lnL values on average and peak around a slightly higher lnL

value of -59. With only three b-tags, there are now 36 possible jet to parton assignments
instead of twelve, for which the process probability is calculated. With such increase of free-
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Figure 6.7.: The logarithm of the tt̄H likelihood functions (a) in the best and (b) summed over all
possible assignment permutations in the (≥ 6j, 3b) region for the total background (solid blue) and the
tt̄H signal (dashed red) predictions.

dom, it is more difficult to highly rank the correct assignment in the permutation evaluation
phase of the integration for tt̄H events. This results in less precise integrations of the correct
permutation and hence in lower likelihood values. On the other hand, it is much easier to find
two jets in tt̄+ bb̄ events, which are close to the evaluated Higgs boson mass. Accordingly, the
background events yield higher likelihood values leading to less separation. However, there
is still valuable information inside these distributions, in particular when aiming for separat-
ing the non-tt̄ background from the signal (see Fig. A.4). Figure 6.8 shows the lnLmax

tt̄+bb̄
and

lnLsum
tt̄+bb̄

distributions in the (≥ 6j, 3b) region.
For both choices of calculating the likelihood the distributions look similar. Due to the in-
creased number of possible assignment permutations the responses from signal and background
events result in almost the same shape. The peak for tt̄H events is more pronounced due to
the smaller tt̄H system pT. The resulting separation of around 0.26% is very small, indicating
that tt̄H and tt̄ + bb̄ events are almost indistinguishable under the tt̄ + bb̄ hypothesis. Since
no major differences between the two choices of the likelihood distribution Lmax and Lsum are
visible and the latter is more robust against approximations during the integration, only the
summed likelihood Lsum will be discussed in the following.
In order to compare the differences in response to the tt̄H and tt̄+bb̄ hypothesis from tt̄+light
and tt̄ + HF events, the corresponding lnLsum

tt̄H and lnLsum
tt̄+bb̄

distributions are presented in
Figure 6.9 for the (≥ 6j,≥ 4b) region.
For both hypotheses the tt̄ + HF events (shaded pink) yield slightly higher likelihood values
than the tt̄ + light events (filled blue), since the objects as well as the kinematics of the final
state match better the tested hypothesis. However, the separation between these two event
types of 0.26% and 0.74% for the signal and background hypothesis, respectively, is relatively
small. In the (≥ 6j, 3b) region shown in Figure 6.10, these difference are even smaller due to
the increase of freedom in the assignments discussed above.
In case of the signal hypothesis (a) the separation is only 0.16% and in case of the background
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Figure 6.8.: The logarithm of the tt̄ + bb̄ likelihood functions (a) in the best and (b) summed over
all possible assignment permutations in the (≥ 6j, 3b) region for the total background (solid blue) and
the tt̄H signal (dashed red) predictions.
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Figure 6.9.: The logarithm of (a) the tt̄H and (b) tt̄+bb̄ likelihood functions summed over all possible
assignment permutations in the (≥ 6j,≥ 4b) region for tt̄+ light (filled blue) and tt̄+ HF (shaded pink)
events.

hypothesis (b) the discrimination is consistent with zero. Finally, the lnLsum
tt̄H distribution is

presented in the (≥ 6j, 3b) and (≥ 6j,≥ 4b) regions for the model predictions compared to
data in Figure 6.11.
As expected from the observed disagreement in the total yield between data and predictions,
as shown in Figure 6.1, the predictions significantly underestimate the data in both regions.
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Figure 6.10.: The logarithm of (a) the tt̄H and (b) tt̄ + bb̄ likelihood functions summed over all
possible assignment permutations in the (≥ 6j, 3b) region for tt̄+light (filled blue) and tt̄+HF (shaded
pink) events.
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Figure 6.11.: The logarithm of the tt̄H likelihood functions summed over all possible assignment
permutations in the (a) (≥ 6j, 3b) and (b) (≥ 6j,≥ 4b) regions for the predicted background and signal
compared to data. The dashed red line shows the tt̄H prediction normalised to the total background
prediction. The hashed area represents the total uncertainty on the prediction. The ratio of data to
the total prediction is shown below.
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However, the differences are well covered by the total uncertainties (hashed area) in every bin
of the distribution. The tt̄H signal (filled red) contributes only marginally in the (≥ 6j, 3b)
region but is clearly visible on top of the background in the (≥ 6j,≥ 4b) region. Two statistical
tests, the χ2 [215] and Kolmogorov-Smirnov (KS) [216, 217] test, are performed to compare
the agreement between data and predictions. The probabilities of the tests, representing the
goodness of the agreement of the distributions with each other, are shown in the plots. In the
(≥ 6j, 3b) region, the probabilities are very low, corresponding to a poor agreement, since the
prediction systematically underestimates the data in the regions with the highest statistics. In
the (≥ 6j,≥ 4b) region, the high probabilities confirm a good agreement. It is obtained due
to lower statistics and thus larger statistical uncertainties used for the KS probability calcula-
tion. Because of the large systematic uncertainties on the shape and the normalisation of the
predictions, no strong statement about the agreement can be made and the expected signal
is completely hidden. Accordingly, the predictions need to be improved and the uncertainties
decreased before a statement about the modelling of the tt̄H likelihood response can be made.

6.5.2. Likelihood Ratio

From the just discussed likelihood functions the likelihood ratio D1 (see Eq. 5.52), introduced
in Section 5.9, can be built. If the likelihood is calculated for several background processes,
the likelihood of each process needs to be properly normalised according to its fractional con-
tribution. However, when testing only one background contribution, the choice of the relative
normalisation factor α between the signal and background likelihood is arbitrary. Assuming
infinite statistics and infinitesimally small bin sizes, the separation between the signal and
background distributions should be the same for any choice of α. In a real analysis this is not
the case and the normalisation factor can be chosen to optimise the visual separation. The in-
formation contained in the distributions, however, does not depend on α. First, the likelihood
ratio D1 in the (≥ 6j,≥ 4b) region is shown in Figure 6.12 with α = σobs

tt̄H/σ
obs
tt̄+ bb̄

, where σobs

are the observed cross sections taking selection efficiencies and acceptance into account.
The distributions are shown for the best assignment permutation D1max (a), using the highest
likelihood value in the signal as well as in the background hypothesis, and summed over all
permutations D1sum (b). Both distributions are normalised to unity and show remarkable
separation between the total background (solid blue) and the tt̄H signal (dashed red). The
separation is slightly better for the summed likelihood yielding around 4.4% compared to 4.1%
for the best permutation. This is due to the fact, that additional topological information of
the event is evaluated by testing the other assignments. Although the most background-like
bin close to zero is dominated by background events and the most signal-like bin close to one
is dominated by tt̄H events, the background distributions looks on average more signal-like.
Approximately 44% of the background events populate the most signal-like bin, in which also
more than 65% of the tt̄H events are present, which causes a significant loss in separation.
However, if α = 0.23 is chosen, a value optimised for the best separation given the bin size,
the signal and the background events migrate to more background-like values. The D1max and
D1sum distributions for this choice of α are shown in Figure 6.13.
The separation of 5.4% in the D1max (a) and of 6.6% in the D1sum (b) distributions has im-
proved significantly compared to the cross section normalisation presented in Figure 6.12. By
changing the normalisation, the distribution in (a) and (b) look now significantly different,
revealing the structure, which was previously hidden in the most signal-like bin. As a con-
sequence of the additional structure, the D1sum distribution discriminates much better signal
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Figure 6.12.: The likelihood ratio D1 with cross section normalisation (a) in the best and (b) summed
over all possible assignment permutations in the (≥ 6j,≥ 4b) region for the total background (solid
blue) and the tt̄H signal (dashed red) predictions.
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Figure 6.13.: The likelihood ratio D1 with optimal normalisation (a) in the best and (b) summed
over all possible assignment permutations in the (≥ 6j,≥ 4b) region for the total background (solid
blue) and the tt̄H signal (dashed red) predictions.

from background. In both distributions the events migrate from the signal-like values to more
background-like values. As a result, more than 35% of the background and approximately
18% of the signal events populate the bin closest to zero. Instead of having most of the signal
events in the bin closest to one, they distribute now over several signal-like bins, which sub-
structure allows to distinguish significantly better these events. This choice of α will be used
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in the following D1 distributions. In Figure 6.14 the normalised D1 distributions for the total
background and signal are shown in the (≥ 6j, 3b) region.

optimal D1(max)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

N
o

rm
a

lis
e

d

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35
Total background

 = 125 GeV)
H

H (mtt 6 j,    3 b≥

Single lepton

 = 8 TeVs

Separation: 2.37%

(a) best permutation

optimal D1(sum)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

N
o

rm
a

lis
e

d

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

Total background

 = 125 GeV)
H

H (mtt 6 j,    3 b≥

Single lepton

 = 8 TeVs

Separation: 2.8%

(b) summed over permutations

Figure 6.14.: The likelihood ratio D1 (a) in the best and (b) summed over all possible assignment
permutations in the (≥ 6j, 3b) region for the total background (solid blue) and the tt̄H signal (dashed
red) predictions.

Due to the larger statistics in this region, a finer binning is chosen. Nevertheless, the increase of
assignment permutations and partially also the larger fraction of tt̄+ light events significantly
reduce the discrimination power. The separation is only approximately 2.4% for the D1max

(a) and 2.8% for the D1sum (b) distribution. Because of the generally better separation, the
D1sum variable is preferred over the D1max variable in the following, but will be denoted as
D1 for simplicity. Comparisons of the D1 distributions between tt̄ + light (filled blue) and
tt̄+ HF (shaded pink) events in the (≥ 6j, 3b) and (≥ 6j,≥ 4b) regions in Figure 6.15, reveals
that tt̄+ light events tends to have much more signal-like values.
With the largely increased fraction of tt̄ + light events in the (≥ 6j, 3b) region, this differ-
ence in response degrades the separation between signal and the total background. Although
the likelihood distributions of Figure 6.10 show little differences in shape between tt̄ + light
and tt̄ + HF, kinematic differences between the two processes are enhanced by building the
likelihood ratio. From these studies and the comparisons with other processes presented in
Appendix A.1, it is clear that the D1 variable is optimised for discrimination of tt̄H and tt̄+bb̄
events, which are the only hypotheses tested in the MEM calculation.
In order to avoid populations near zero and one, the likelihood ratio can also be constructed by
dividing the signal likelihood by the background likelihood. The logarithm of this likelihood
ratio D2 = log(Lsum

tt̄H /L
sum
tt̄+bb̄

) is presented in Figure 6.16 for the (≥ 6j, 3b) (a) and (≥ 6j,≥ 4b)
(b) regions comparing the total background and signal prediction normalised to unity.
The logarithm function reveals more substructure, providing a better separation between sig-
nal an background in both regions. Although the visible separation reflected in the calculated
separation is significantly improved, no additional information compared to the D1 variable is
contained in these distributions. As the D1 variable is easier to understand and the used NN
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Figure 6.15.: The likelihood ratio D1 using the summed likelihoods in the (a) (≥ 6j, 3b) and (b)
(≥ 6j,≥ 4b) regions for tt̄+ light (filled blue) and tt̄+ HF (shaded pink) events.
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Figure 6.16.: The likelihood ratio D2 using the summed likelihoods is shown in the (a) (≥ 6j, 3b)
and (b) (≥ 6j,≥ 4b) regions for the total background (solid blue) and the tt̄H signal (dashed red)
predictions.

program transforms the input variables to a similar shape, it was decided to use D1 in the
NN. The D1 distribution for background and signal compared to data in the (≥ 6j, 3b) (a)
and (≥ 6j,≥ 4b) regions (b) are shown in Figure 6.17.
As for the likelihood distributions, the data is underestimated by the predictions in both re-
gions, but both distributions agree well within the total uncertainty. No unexpected excess in
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Figure 6.17.: The likelihood ratio D1 using the summed likelihoods is shown in the (a) (≥ 6j, 3b) and
(b) (≥ 6j,≥ 4b) regions for the predicted background and signal compared to data. The dashed red line
shows the tt̄H prediction normalised to the total background prediction. The hashed area represents
the total uncertainty on the prediction. The ratio of data to the total prediction is shown below.

data is visible in the most signal-like regions of the distribution. In the (≥ 6j, 3b) region the
statistical tests return relatively low probabilities, since almost all data points are above the
predictions. In the (≥ 6j,≥ 4b) region, where significantly smaller statistics leads to larger
statistical uncertainties, the tests confirm reasonably good agreement.

6.5.3. Event Reconstruction

A full event reconstruction can be performed using the MEM output by choosing the jet to par-
ton assignment with the maximal likelihood value. Since two different hypotheses are tested,
there are two choices for the reconstruction, defined by the assignment permutations maximis-
ing either the tt̄+ bb̄ or the tt̄H likelihood of a given event. In the following, the permutation
maximizing the signal likelihood is called best tt̄H permutation and the one maximizing the
background likelihood best tt̄+ bb̄ permutation.

W-boson mass

The W boson mass can be reconstructed by calculating the invariant mass of the two light
jets, which are assigned to the light quarks of the hadronically decaying W boson. However,
assignments of b-tagged jets to light quarks are not allowed as described in Section 5.7.2.
Hence the reconstruction of the W boson in the (≥ 6j,≥ 4b) region is defined by the described
selection of two non-tagged jets. In the (≥ 6j, 3b) region on the other hand, three jets are
permuted to reconstruct the W boson mass, thus the best choice is defined by the likelihood
value. The reconstructed W boson mass for the total background (solid blue) and signal

123



6. Search for tt̄(H → bb̄) Production in the Single Lepton Channel

(dashed red) predictions for both regions is presented in Figure 6.18.
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Figure 6.18.: The reconstructed W boson mass using the tt̄ + bb̄ likelihoods is shown in the (a)
(≥ 6j, 3b) and (b) (≥ 6j,≥ 4b) regions for the total background (solid blue) and the tt̄H signal (dashed
red) predictions.

The mass reconstruction is very similar for both hypotheses, since the assignment of the jets to
the light quarks of the W boson depends little on the additional radiation of a gluon or a Higgs
boson. Thus only the reconstruction in the best tt̄+ bb̄ permutation is shown. In both regions
a very nice mass spectrum is obtained, which peaks at the W boson mass of 80.4 GeV for both
processes. In the (≥ 6j, 3b) region, the peak is slightly more pronounced, since in total three
different di-jet combinations are tested to fit the W boson mass. In addition, the distribution
obtained with tt̄H events is slightly sharper. This is partially explained by the higher energy
required for the creation of the tt̄H system and subsequently less additional radiation and
initial momentum. The distributions show a separation between signal and background of
1.48% in the (≥ 6j, 3b) (a) region and of 0.87% in the (≥ 6j,≥ 4b) region. This is one of the
few distributions, where the separation in the (≥ 6j, 3b) region is actually better than in the
(≥ 6j,≥ 4b) region. The cause for that can be understood from Figure 6.19, where the same
distributions are shown for the tt̄+ light and tt̄+ HF events normalised to unity.
The tt̄+ HF events, similar to the tt̄H events, show a significantly better mass reconstruction
than tt̄+ light events. When requiring three or four b-tags, at least one of the jets in tt̄+ light
events has to be mistagged and it is typically the jet originating form a c-quark from the
hadronically decaying W boson. If this jet is b-tagged, it will not be assigned to a light quark,
and the W boson mass will not be correctly reconstructed. Although this happens more often
in the (≥ 6j,≥ 4b) region (b), which is reflected in the larger separation between tt̄+ HF and
tt̄+ light events, this affects substantially more the (≥ 6j, 3b) region due to larger fraction of
tt̄+ light events. The W boson mass distribution for the total prediction is compared to data
in the (≥ 6j, 3b) (a) and (≥ 6j,≥ 4b) (b) regions in Figure 6.20
In both regions the data agrees well with the predictions within the uncertainties, which is
confirmed by the statistical tests.
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Figure 6.19.: The reconstructed W boson mass using the tt̄ + bb̄ likelihoods is shown in the (a)
(≥ 6j, 3b) and (b) (≥ 6j,≥ 4b) regions for tt̄+ light (filled blue) and tt̄+ HF (shaded pink) events.
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Figure 6.20.: The reconstructed W boson mass using the tt̄+ bb̄ likelihoods in the (a) (≥ 6j, 3b) and
(b) (≥ 6j,≥ 4b) regions for the predicted background and signal compared to data. The dashed red line
shows the tt̄H prediction normalised to the total background prediction. The hashed area represents
the total uncertainty on the prediction. The ratio of data to the total prediction is shown below.
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Top quark mass

By combining the two jets assigned to the W boson with one additional b-jet the hadronically
decaying top quark can be reconstructed. Because b-tagged jets can be either assigned to one
of the top quarks or the gluon or Higgs boson, the reconstructed top quark mass is sensitive
to the chosen hypothesis. The hadronic top quark mass is shown for the best tt̄H permutation
(a) and best tt̄ + bb̄ permutation (b) in Figure 6.21 in the (≥ 6j,≥ 4b) region for the total
background (solid blue) and tt̄H signal (dashed red) normalised to unity.
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Figure 6.21.: The reconstructed hadronically decaying top quark mass in (a) best tt̄H permutation
and (b) best tt̄ + bb̄ permutation in the (≥ 6j,≥ 4b) region for the total background (solid blue) and
the tt̄H signal (dashed red) predictions.

In both hypotheses, a nice top quark mass distribution peaking at values close to the used
pole mass of 172.5 GeV is obtained, despite the large number of possible assignments and
thus large combinatorial background. Similar to the W boson mass reconstruction, the tt̄H
events yield a better mass reconstruction, partially for the same reasons as discussed before.
However, differences are arising from the additional gluon or Higgs boson radiation. If back-
ground events are tested with the tt̄H hypothesis, the large contribution from the very sharp
Higgs boson mass divergence to the likelihood favours a di-jet system with an invariant mass
close to the Higgs boson mass as product of the decaying Higgs boson. As a consequence, less
importance is given to the correct top quark reconstruction. This is reflected in a worse top
quark mass reconstruction in background events using the best tt̄H permutation (a) instead
of the best tt̄+ bb̄ permutation (b), which is confirmed in the reconstruction efficiency studies
shown in Appendix B.2. The separation between signal and background of 0.98% is better
for the signal hypothesis compared to 0.53% for the background hypothesis. Although the
differences in the top quark reconstruction efficiencies in tt̄H events are marginal whether the
best tt̄H permutation or the best tt̄+ bb̄ permutation is used, the mass peak is slightly more
pronounced with the best tt̄ + bb̄ permutation. The reason for that is the large fraction of
events, in which the actual two b-jets originating from the Higgs boson decay are not present
among the selected jets. The reconstructed top quark masses obtained in the (≥ 6j, 3b) region
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are shown in Figure 6.22 for the total background prediction and the signal normalised to
unity.
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Figure 6.22.: The reconstructed hadronically decaying top quark mass in (a) best tt̄H permutation
and (b) best tt̄+ bb̄ permutation in the (≥ 6j, 3b) region for the total background (solid blue) and the
tt̄H signal (dashed red) predictions.

Compared to the (≥ 6j,≥ 4b) region, a very similar top quark mass spectrum is obtained,
despite the increased combinatorial freedom. However, the latter leads to a slightly better
reconstruction of the background events and hence less difference between the background
and signal when using the best tt̄H permutation. For the same reasons as discussed above,
the mass is better reconstructed using the best tt̄ + bb̄ permutation for both processes. In
tt̄ + light events, two light jets originate from a gluon, though the assignment of light jets to
the gluon is only allowed in the (≥ 6j, 3b) region. Since the tt̄+ light fraction is quite high in
this region, this leads additionally to an improved reconstruction of background events using
the best tt̄ + bb̄ permutation. The differences in the top quark mass reconstruction between
tt̄+ light and tt̄+ HF events shown in Figure 6.23 for both analysis regions are much smaller
than for the W boson mass reconstruction.
The correct three-jet system corresponding to the hadronically decaying top quark can still be
built, even though the wrong jets are assigned to the W boson. This leads to a generally better
reconstruction of the top quark and less differences between tt̄+ light and tt̄+ HF events. In
Figure 6.24 the data in the (≥ 6j, 3b) (a) and (≥ 6j,≥ 4b) regions (b) is compared to the
background and signal predictions.
Within the large systematic uncertainties, the data agrees well with the predictions and the
statistical tests result in high probabilities for the (≥ 6j,≥ 4b) region. However, due a system-
atic underestimation of the data in the high statistics bins of the top quark mass distribution,
the probabilities of the tests are low in the (≥ 6j, 3b) region.
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Figure 6.23.: The reconstructed hadronically decaying top quark mass in (a) best tt̄H permutation
and (b) best tt̄+ bb̄ permutation in the (≥ 6j, 3b) region for tt̄+ light (filled blue) and tt̄+ HF (shaded
pink) events.
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Figure 6.24.: The reconstructed hadronically decaying top quark mass using the tt̄ + bb̄ likelihoods
in the (a) (≥ 6j, 3b) and (b) (≥ 6j,≥ 4b) regions for the predicted background and signal compared to
data. The dashed red line shows the tt̄H prediction normalised to the total background prediction. The
hashed area represents the total uncertainty on the prediction. The ratio of data to the total prediction
is shown below.
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Properties of additional b-jets

The di-jet mass of the two jets, not used in the tt̄ reconstruction is of particular interest for
the tt̄H event reconstruction. In the background model it corresponds to the invariant mass of
the gluon decaying into two b-jets, while in the signal model it is the mass of the Higgs boson
radiated off one of the top quarks and decaying into two b-jets. This variable is called mbb̄ in
the following. The separation power of the mbb̄ variable between the total background (solid
blue) and tt̄H predictions normalised to unity and reconstructed in the best tt̄H permutation
(a) and best tt̄+ bb̄ permutation (b) is shown in Figure 6.25 for the (≥ 6j,≥ 4b) region.
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Figure 6.25.: The reconstructed invariant mass mbb̄ in (a) best tt̄H permutation and (b) best tt̄+ bb̄
permutation in the (≥ 6j,≥ 4b) region for the total background (solid blue) and the tt̄H signal (dashed
red) predictions.

When using the best tt̄H permutation (a), the mbb̄ distributions peaks for tt̄H as well as for
background events at a mass around the evaluated mass of 125 GeV. The largest likelihood
value is always obtained when a jet pair with an invariant mass close to the Higgs boson
mass parameter is assigned to the Higgs boson, because of the large contribution from the
very narrow Higgs boson divergence in the matrix element calculation. Owing to the large
combinatorial freedom and the jet pT cut, there is always a di-jet system with such property in
the event regardless of the actual physics process. In tt̄H events, this is of course more likely,
since the jets originating from the Higgs boson are expected to be present. Hence the mass
peak is more pronounced, but the separation between background and signal of 1.6% is quite
low. However, when maximising to the tt̄+ bb̄ hypothesis (b), the mbb̄ distribution of the total
background has a broad combinatorial-like shoulder, expected from pure gluon radiation and
combinatorial background with the applied jet pT cuts. In case of tt̄H events though, a peak
around the Higgs boson mass used in the MC simulation arises on top of this combinatorial
distribution. This peak is now purely caused by events in which the two jets originating from
the Higgs boson decay are present and are correctly assigned to the Higgs boson in the matrix
element calculation. With the much looser assumption of just having a gluon radiated, the
Higgs boson mass peak can be more accurately reconstructed and measured. Thus for the
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6. Search for tt̄(H → bb̄) Production in the Single Lepton Channel

studies of the Higgs boson properties, it is advisable to use the assignment, which maximises
the likelihood of the tt̄+ bb̄ hypothesis, where nothing is assumed about the Higgs boson. This
choice leads also to a good separation between signal and background events of around 3.2%,
despite the similarities in the kinematics of the tt̄+ bb̄ and tt̄H events. The mbb̄ distributions
in the (≥ 6j, 3b) region are shown in Figure 6.26.
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Figure 6.26.: The reconstructed invariant mass mbb̄ in (a) best tt̄H permutation and (b) best tt̄+ bb̄
permutation in the (≥ 6j, 3b) region for the total background (solid blue) and the tt̄H signal (dashed
red) predictions.

In this region the statements made for the (≥ 6j,≥ 4b) region still hold. However, the sep-
aration is diluted for both hypotheses by the increase of possible jet to parton assignments.
With the increased statistics and hence finer binning, it is further visible, that the peak recon-
structed with the best tt̄H permutation is slightly biased to lower Higgs boson masses and not
perfectly symmetric. This is caused by the fact that on average more jets with lower energy
are available and are combined arbitrarily. When using the best tt̄+ bb̄ permutation, the peak
arising from the Higgs boson decay in the mbb̄ distribution of the tt̄H events is significantly
less pronounced due to the increase of combinatorics. The mbb̄ distribution of the background
events in the best tt̄+ bb̄ permutation looks similar to the one in the four b-tag region, but the
peak is slightly shifted to higher masses. This is caused by the increased fraction of tt̄+ light
events, whose additional jets have on average slightly higher masses. This can be observed in
the mbb̄ distributions of Figure 6.27, where tt̄+ light and tt̄+ HF events are compared in the
(≥ 6j, 3b) (a) and (≥ 6j,≥ 4b) regions (b) using the best tt̄+ bb̄ permutation.
As already discussed, it is quite likely, that at least one of the additional b-tagged jets is origi-
nating from the W boson and is consequently expected to have higher energy. As a result, the
peak in the mbb̄ distributions of the tt̄+ light events is closer to the W boson mass. This leads
to less distinction from the Higgs boson mass peak when comparing to the mbb̄ distribution
of tt̄H events. In Figure 6.28 the mbb̄ distribution of the total predictions is compared to the
events in the (≥ 6j, 3b) (a) and (≥ 6j,≥ 4b) regions (b) using the best tt̄H permutation and
best tt̄+ bb̄ permutation, respectively.
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Figure 6.27.: The reconstructed invariant mass mbb̄ using the tt̄ + bb̄ likelihoods is shown in the (a)
(≥ 6j, 3b) and (b) (≥ 6j,≥ 4b) regions for tt̄+ light (filled blue) and tt̄+ HF (shaded pink) events.

Although the data is underestimated, the predictions agree well within the uncertainties with
the observed data. In case of the best tt̄H permutation, the statistical tests confirm a good
agreement in the (≥ 6j,≥ 4b) region, but not in the (≥ 6j, 3b) region. In case of the best
tt̄+bb̄ permutation, the predictions agree much better with data in the (≥ 6j, 3b) region based
on the statistical tests.
Similar to the mbb̄ reconstruction, the reconstructed angle between the two additional jets
depends very strongly on the chosen hypothesis. The decaying particles of a massive Higgs
boson at rest would escape in opposite directions, but at the LHC the Higgs boson can have
significant momentum. Still, they are expected to have a larger opening angle than the one of
the qq̄ pair originating from the massless gluon, which is small due to the lower invariant mass
and the properties of QCD. The angle in the φ plane of the two jets assigned to the gluon
or the Higgs boson for the tt̄H (a) and tt̄+ bb̄ (b) hypotheses is shown in Figure 6.29 for the
(≥ 6j, 3b) region.
Since the best tt̄H permutation (a) picks two jets with high invariant mass, they tend to be
back-to-back in the φ plane regardless of the process, because they likely originate from the
two different top quark hemispheres. In case of a tt̄H event, the Higgs boson is radiated from
one of the top quarks. It unbalances the tt̄ system resulting in smaller angle. Furthermore, in
some cases the correct jets are assigned to the Higgs boson. Subsequently, the ∆φ distribution
is expected to peak at medium values (|1| ≥ ∆φ ≥ |2|) due to the smaller mass. If the best
tt̄+ bb̄ permutation is used (b), the opening angle is small, which is the expected behaviour for
background events. However, the distribution of the tt̄H events differs only marginally with a
trend to have higher values. The resulting separation is negligible. In Appendix B.1 the ∆φ,
∆η, and ∆R distributions using the best tt̄H permutation and best tt̄ + bb̄ permutation in
both b-tag regions are shown.
Since a full event reconstruction is performed, the angle between the hadronically decaying top
quark and the mbb̄ system, which is supposed to be the Higgs boson in case of tt̄H events, can
be calculated. This variable is expected to be very different for signal and background events.
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Figure 6.28.: The reconstructed invariant mass mbb̄ using the tt̄H likelihood (upper) and tt̄ + bb̄
likelihood (lower) is shown in the (a) (≥ 6j, 3b) and (b) (≥ 6j,≥ 4b) regions for the predicted background
and signal compared to data. The dashed red line shows the tt̄H prediction normalised to the total
background prediction. The hashed area represents the total uncertainty on the prediction. The ratio
of data to the total prediction is shown below.

Because the best tt̄+ bb̄ permutation is more suitable for the reconstruction since it does not
force the background events to look like signal, this assignment is used for the reconstruction.
The ∆η between the hadronic top quark and the mbb̄ system is shown in Figure 6.30 for the
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Figure 6.29.: The reconstructed ∆φ between the two additional b-jets in (a) best tt̄H permutation
and (b) best tt̄+ bb̄ permutation in the (≥ 6j, 3b) region for the total background (solid blue) and the
tt̄H signal (dashed red) predictions.

(≥ 6j, 3b) (a) and (≥ 6j,≥ 4b) (b) region.
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Figure 6.30.: The reconstructed ∆η between the hadronic top quark and the mbb̄ system in the (a)
(≥ 6j, 3b) and (b) (≥ 6j,≥ 4b) regions for the total background (solid blue) and the tt̄H signal (dashed
red) predictions.

In both regions, the distribution has a much more pronounced peak around zero for tt̄H events.
The distributions of the background is significantly broader. This results in a very good sep-
aration of around 2.9% and 2.6% in the region with three and four b-tags, respectively. In
the (≥ 6j, 3b) region, this separation is even slightly better than the one obtained with the
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likelihood ratio D1.
More than sixty different variables reconstructed using the output of the MEM have been stud-
ied with the goal of obtaining well separating variables. Among them are very complex event
properties, particle properties or angular distributions in the rest frame of certain intermediate
states making use of the full event reconstruction. However, any further detailed discussion
of these variables is beyond the scope of this thesis. The accurate reconstruction of the W
boson and the top quark mass gives confidence that the method works well and provides a
good event reconstruction. A small selection of further event reconstruction studies is shown
in Appendix B.

6.6. The Artificial Neural Network

A multivariate analysis (MVA) refers to a class of statistical analysis methods, which cope
simultaneously with multiple observed variables. They examine the relations between the
variables and usually study their relevance for a certain problem with the aim to reduce the
number of variables without losing important information. In high energy physics, MVAs are
mainly used for classification of objects, events or assignment permutations by recognising pat-
terns in the observed data. One of these techniques is the family of artificial neural networks,
which are machine learning algorithms inspired by the central nervous system of animals.
Similar to the biological neural networks, they build connections between nodes modelling the
biological neurons, which are usually structured into a certain number of layers. During a su-
pervised learning phase, weights are adaptively assigned to the connections between the nodes
representing the importance of the connection for the problem. Finally, unknown input can
be evaluated by using the weights and the structure of the network to obtain a response for
the problem. Depending on the realisation of the nodes by its activation function, the design
of the network and the learning algorithm, the NN is capable of learning non-linear relations
between the input variables. If the output layer consist only of a single node, the information
of the multiple input variables can be combined into a single variable containing ideally all of
the information of the input variables.

6.6.1. The NeuroBayes Package

The NeuroBayes package [218, 219] is a realisation of an artificial NN following a Bayesian
statistics approach, such that the output can be directly interpreted as a posteriori probabil-
ity. One essential advantage of NeuroBayes is that overtraining is basically prevented by
advanced regularisation and pruning techniques. By using physics knowledge as Bayesian prior
probabilities, unphysical results can be excluded. Another very useful feature of NeuroBayes
is the ranking of the input variables according to their significance for a certain target, taking
all correlations among the input variables into account. A target could be maximal separation
between two classes of input types. The relatively simple NN is designed of only three layers,
of which one is the input layer, one is a hidden layer and one is the output layer. The input
layer consists of n nodes, representing the n input variables, plus one additional node providing
internal information used to adjust the output of the hidden nodes. The complexity of the
network can be varied by changing the number of nodes in the hidden layer. The information
is then combined into one single output node. As an example of such a designed network, the
actual trained NN in the (≥ 6j,≥ 4b) region is shown in Figure 6.31.
In this architecture of the network, nodes of one layer are only connected to the nodes of the

134



6.6. The Artificial Neural Network

1

2

3

4

5

6

7

8

9

10

11

12

13

input layer hidden layer

1

output layer

Figure 6.31: The trained
artificial neural network of
NeuroBayes in the (≥
6j,≥ 4b) region is shown.
It consist of a three layered
node system with one input
layer, one hidden layer and
one output layer. The in-
put layer consists of twelve
nodes representing the in-
put variables and one addi-
tional node. They are then
combined via the 13 nodes
of the hidden layer to one
single output node. The
weight of the connection is
represented by the strength
(darkness of grey tone) of
the drawing.

next layer, which is referred to as a feed-forward NN. The weight assigned to the connections
during the learning phase is represented by the strength (darkness of grey tone) of the draw-
ing. During the sophisticated preprocessing phase of NeuroBayes, the input variables are
equalised by transformation to a normalised distribution with a mean of zero. This is achieved
by first transforming the distribution of arbitrary range and shape to a flat distribution by a
non-linear transformation. Subsequently, the flat distribution is transformed by a Gaussian
function with mean zero and a width of one. From this basis, the correlation matrix of the
input variables is calculated and their total importance for the separation is determined taking
the correlations between them into account. The variables are then ranked by iteratively re-
moving one variable at a time and recalculating the significance of the separation to estimate
the loss. The least important variable is removed and the procedure is repeated until only
the most important variable remains. The ranking of the variables can be used to remove
insignificant variables in order to keep the analysis as simple as possible. Finally, the variables
are linearly decorrelated by performing a Jacobi rotation of the covariance matrix.
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Each node in the network is modelled by an activation function g(t), which is in this case the
sigmoid function. The output of node j in the layer l is given by iteratively calculating

xlj = g

N l−1∑
k=0

wljk · xl−1
k + µlj

 , (6.2)

where wljk are the weights of the connections to the node from the N l−1 nodes of the previous

layer each having an output xl−1
k . The µlj define the activation threshold of the node given by

the additional bias node of the previous layer, whose connections are not modified by a weight.
The output is thus given by evaluating the activation function with the weighted sum of all
nodes in the previous layers modified by the threshold. During the learning phase the weights
assigned to each connection are adjusted by minimising a loss function

E =

Nevts∑
i

log

(
1 + Ti

2
xoi

)
, (6.3)

which depends on the output of the final node xo for the event i and the target T , which is
zero for background and one for signal events. The minimisation is performed using a mem-
ory optimised backpropagation algorithm [220]. In order to treat outliers efficiently and avoid
overtraining, a Bayesian regularisation scheme is applied [219]. After a certain number of iter-
ations, in which each sub-sample of the total number of events is evaluated, the minimisation
converges and the final weights are assigned to the connections. Events of unknown origin can
now be evaluated by calculating the output of the final node using the weights of the training.

6.6.2. Discriminating Variables

Several scenarios have been studied, in which purely kinematic variables and variables obtained
with the MEM are used in order to find an optimal set of input variables for the NN making
use of the ranking procedure of NeuroBayes. More than 300 kinematic variables are created,
classified into object kinematics, object pair properties, global event variables and event shape
variables. In the construction of jet related variables, b-jets are generally preferred before the
remaining jets ranked by the transverse momentum. In the regions with ≥ 6 jets, no more than
seven jets are considered in the construction in order to avoid mismodelling from higher jet
multiplicities. The MEM provides more than 60 MEM variables, created either directly from
the likelihood information or by performing an event reconstruction. Among these complicated
variables, obtained from boosting to the rest frame of the tt̄ system or the intermediate states
making full use of the event reconstruction. The ideal scenario is to use all of the roughly
400 variables in the preprocessing phase of NeuroBayes and let the ranking system decide
which and how many variables should be used. These studies have been performed together
with other possible scenarios and are shown in Appendix C.2. The discriminating variables
are not only required to separate the signal from background but also to describe the data
well in simulations. In particular in the (≥ 6j,≥ 4b) region, where good separation can be
obtained using the MEM variables, this is hard to confirm in a blinded analysis with a poor
modelling before the predictions are corrected by the profile likelihood fit. Using the (≥ 6j, 3b)
region as validation region might work for variables constructed only from the likelihood in-
formation and ideally making no distinction between the assignment permutations. However,
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due to the slightly different realisation of the MEM, the approximations made in the assign-
ment permutation ranking and the different composition of the background, it is not clear
without extensive studies, that all reconstructed MEM variables behave the same way in both
regions. Because the kinematic NN was already well established, while there had been little
experience with the reconstructed MEM variables, it was decided to use only the likelihood
ratio D1 and the logarithm of the summed signal likelihood lnLsum

tt̄H as input to the final NN.
These two variables contain only event information and sum up the information of the single
assignment permutations. When adding them as input to the established and highly optimised
kinematic NN, the difference of the performance compared to the ideal scenario is small (see
Appendix C.2). The approach described in the following is a compromise between minimizing
the change of the analysis and gaining sensitivity to the signal by adding MEM variables.
In the three signal-enriched regions, more than 300 kinematic variables are used in the pre-
processing of NeuroBayes to determine the best variables for separating tt̄H events from
the total background simulated by MC. A saturation effect in terms of separation is observed
for more than ten variables and no significant improvement of discrimination is achieved by
adding more (see Fig. C.1). Therefore, only the best ten variables are selected for the NN. The
variables and their pairwise correlations (see Fig. C.3) are required to model the data well in
all analysis regions. In the signal-enriched regions with at least six jets, the two MEM variables
are added as input to the NN, the preprocessing is repeated and the training is performed. In
the (5j, 3b) region, tt̄ + HF events are defined as signal and tt̄ + light events as background
in order to find the best seven variables discriminating tt̄+ HF from tt̄+ light events. This is
mainly achieved by exploiting the different sources of the third b-tagged jet, which is in case
of the tt̄+ light events a mistagged jet and often originates from the hadronically decaying W
boson. In case of the tt̄ and tt̄H events, the fast ATLAS simulations are used for the training
in order to increase the available statistics, while the full simulation is used for the validation
of the variables. The best variables selected by NeuroBayes, their definition and ranking in
the different analysis region, where an NN is employed, are summarised in Table 6.4.
In the most sensitive region (≥ 6j,≥ 4b) the MEM variable D1 is ranked as the most important
variable of the NN with large significance advantage, since it is optimised to separate signal
from the dominant tt̄ + bb̄ background. The kinematic variables centrality, pjet5

T , the second
Fox-Wolfram moment H1 [221,222] and the average ∆R for all b-tagged jet pairs ∆Ravg

bb follow
in the ranking. Despite the relatively high correlation to D1 (see Fig. C.3), the lnLsum

tt̄H is the
sixth most important variable, because it helps to separate against the non-tt̄ background in
particular (see Fig. A.3). The separation of all variables used in the NN in the (≥ 6j,≥ 4b) re-
gion are shown in descending order in Figure 6.34 comparing the normalised total background
(solid blue) to the signal (dashed red).
Apart from the centrality, the visible separation between signal and background for the four
best discriminating variables obtained from pure kinematics is clearly worse than the one of
the summed likelihood ratio D1. However in combination, they all help to improve the perfor-
mance of the NN. The centrality, which is a measure of the fraction of the total energy of the
event deposited in the transverse plane of the detector, is expected to be different for signal
events due to the higher total mass of the tt̄H system. Since it uses a lot of information about
the event topology, it is the best separating kinematic variable. For the same reason it has
also the highest correlation to the D1 variable (see Fig. C.3). Two other event shape variables,
the Fox-Wolfram moment H1 and the aplanarity of the b-jets, are also ranked among the best
variables but show significantly worse separation. The jet pT of the fifth jet is the only single
object property, which enters the ranking due to the slightly harder pT spectrum of tt̄H events.
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Table 6.4.: The variable names, definitions and rankings of the variables considered in each of the
regions where a NN is used [71].

Variable Definition
Neural Network Rank

≥ 6j,≥ 4b ≥ 6j, 3b 5j,≥ 4b 5j, 3b

D1 Neyman–Pearson MEM discriminant 1 10 - -

Centrality
Scalar sum of the pT divided by sum of the E for

2 2 1 -
all jets and the lepton

pjet5
T pT of the fifth leading jet 3 7 - -

H1
Second Fox–Wolfram moment [221,222] computed

4 3 2 -
using all jets and the lepton

∆Ravg
bb Average ∆R for all b-tagged jet pairs 5 6 5 -

lnLsum
tt̄H Logarithm of the summed signal likelihoods 6 4 - -

mmin ∆R
bb

Mass of the combination of the two b-tagged
7 12 4 4

jets with the smallest ∆R

mmax pT

bj

Mass of the combination of a b-tagged jet and
8 8 - -

any jet with the largest vector sum pT

∆Rmax pT

bb

∆R between the two b-tagged jets with the
9 - - -

largest vector sum pT

∆Rmin ∆R
lep−bb

∆R between the lepton and the combination
10 11 10 -

of the two b-tagged jets with the smallest ∆R

mmin ∆R
uu

Mass of the combination of the two untagged jets
11 9 - 2

with the smallest ∆R

Aplanb−jet
1.5λ2, where λ2 is the second eigenvalue of the

12 - 8 -
momentum tensor [223] built with only b-tagged jets

N jet
40 Number of jets with pT ≥ 40 GeV - 1 3 -

mmin ∆R
bj

Mass of the combination of a b-tagged jet and
- 5 - -

any jet with the smallest ∆R

mmax pT
jj

Mass of the combination of any two jets with
- - 6 -

the largest vector sum pT

Hhad
T Scalar sum of jet pT - - 7 -

mmin ∆R
jj

Mass of the combination of any two jets with
- - 9 -

the smallest ∆R

mmax pT

bb

Mass of the combination of the two b-tagged
- - - 1

jets with the largest vector sum pT

pmin ∆R
T,uu

Scalar sum of the pT of the pair of untagged
- - - 3

jets with the smallest ∆R

mmax m
bb

Mass of the combination of the two b-tagged
- - - 5

jets with the largest invariant mass

∆Rmin ∆R
uu Minimum ∆R between the two untagged jets - - - 6

mjjj
Mass of the jet triplet with the largest vector

- - - 7
sum pT

The fact that predominantly complicated variables enter the NN indicates how similar tt̄H and
tt̄ + bb̄ events are kinematically. Pair properties, like ∆Ravg

bb , mmin ∆R
bb , mmax pT

bj , ∆Rmax pT

bb ,
which aim to reconstruct the angular distance or the mass of the two additional non-tt̄ jets
are also natural choices for distinguishing tt̄H from tt̄+ bb̄ events. The ∆Rmin ∆R

lep−bb exploits the

angular distance of a b-jet pair to the lepton and mmin ∆R
uu aims to reconstruct the hadronically
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Figure 6.32.: The twelve discriminating variables in descending order used in the NN in the (≥ 6j,≥
4b) region for the normalised distributions of the total background (solid blue) and the tt̄H signal
(dashed red) predictions [71].
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decaying W boson mass. The separation of the twelve highest ranked variables in descending
order are shown in Figure 6.33 for the (≥ 6j, 3b) region.
In this region, the D1 variable is ranked in position ten, however the lnLsum

tt̄H is the fourth
most important variable and helps to improve the separation of the NN output quite signifi-
cantly. The number of jets with pT ≥ 40 GeV, N jet

40 , is the most important variable, since tt̄H
events tend to have more jets with high pT due to the decaying Higgs boson. The event shape
variables, centrality and H1, are again very important discriminating variables, as well as
kinematic variables exploiting pair properties, which are mostly the same variables as chosen
in the (≥ 6j,≥ 4b) region. All of the variables show generally less separation compared to
the (≥ 6j,≥ 4b) region due to the less stringent b-tag requirement. The ten most important
variables in the last signal-enriched region (5j,≥ 4b), in which no MEM variables are used,
are shown in Figure 6.34.
In this region the three most important variables, centrality, H1 and N jet

40 , as well as Hhad
T

and the aplanarity exploit the event topology. The remaining variables are pair properties
comparable to the previously used variables, but with a few exchanges of variables with simi-
lar properties. For instance, instead of the mmin ∆R

uu the mmin ∆R
jj and instead of mmax pT

bj the

mmax pT
jj variable is used. But in each case both are exploiting the same properties of the event.

The discrimination of the signal from the background is slightly better than in the (≥ 6j, 3b)
region, however this signal-enriched region has the lowest statistics. In the (5j, 3b) region,
where the NN is trained to separate tt̄+ HF from tt̄+ light, the highest ranked seven variables
naturally differ considerably from the ones discussed above, as can be seen in Figure 6.35.
The invariant mass of the two b-tagged jets with the highest vectorial transverse momentum,
mmax pT

bb , yields the best separation, since it is expected to be higher for tt̄ + bb̄ events. Very
similar variables exploiting the same properties are mmin ∆R

bb and mmax m
bb but they are ranked

at fourth and fifth position due to less discrimination and correlations among the three vari-
ables. The second and third best variable are combinations using untagged jets, mmin ∆R

uu and
pmin ∆R

T,uu , which are expected to be the W boson mass and pT. In case of tt̄ + light events,
the W boson properties are poorly reconstructed, because of the large fraction of events, in
which a c-quark originating from the W boson is mistagged as a b-jet. Similarly, the expected
angular distance between the two jets from the W boson ∆Rmin ∆R

uu shows good separation,
but is only ranked sixth, because of its correlation to mmin ∆R

uu . Finally, the mass of the jet
triplet with the largest vector sum pT, mjjj which is often used for a simple reconstruction of
the hadronically decaying top quark mass, yields a better reconstruction in case of tt̄ + light
events and enters the list last.
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Figure 6.33.: The twelve discriminating variables in descending order, used in the NN in the (≥ 6j, 3b)
region for the normalised distributions of the total background (solid blue) and the tt̄H signal (dashed
red) predictions [71].
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Figure 6.34.: The ten discriminating variables in descending order used in the NN in the (5j,≥ 4b)
region for the normalised distributions of the total background (solid blue) and the tt̄H signal (dashed
red) predictions [71].
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Figure 6.35.: The seven discriminating variables in descending order used in the NN in the (5j, 3b)
region for the normalised distributions of the tt̄ + light (solid blue) and the tt̄ + HF (dashed red)
predictions [71].
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6.6.3. The Neural Network Output

After the NN training the NN output is obtained for all predictions using the full simulations
and data. In case of the six jet inclusive regions, the output is once evaluated using the
purely kinematic NN and the extended one including the two MEM variables to study the
improvements due to the MEM. In Figure 6.36 the normalised distributions of the NN outputs
for the total background (solid blue) and the tt̄H signal (dashed red) are shown in the (≥ 6j,≥
4b) region.
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Figure 6.36.: The NN output using purely kinematic (a) and in addition MEM (b) variables in the
(≥ 6j,≥ 4b) region for the total background (solid blue) and the tt̄H signal (dashed red) predictions.

The highly optimised kinematic NN output with a great separation of 11.6% is further improved
by the addition of the MEM variables leading to a separation of 14.4%, corresponding to a
relative improvement of roughly 24%. Considering that more than 300 kinematic variables are
used to select the best ten variables for the kinematic NN and no significant improvement could
be gained by the addition of more variables (see Fig. C.1), this is a remarkable achievement.
The output of the two NNs in the (≥ 6j, 3b) region is shown in Figure 6.37 for the total
background and signal normalised to unity.
In this region, the separation of the NN improves from 10.4% to 11.6% by using the extra
two MEM variables. As expected from the ranking of the variables, the relative improvement
of 12% is smaller than in the (≥ 6j,≥ 4b) region, however, the MEM variables still help
considerably. Finally, the response of the NN in the (5j,≥ 4b) region and the output of
the dedicated NN separating tt̄ + HF from tt̄ + light in the (≥ 6j, 3b) region are shown in
Figure 6.38.
Given that only kinematic variables are used, the (5j,≥ 4b) region (a) yields a great separation
of 12.4%, which is even better than the one from the purely kinematic NN in the (≥ 6j,≥
4b) region, but not as good as the final one with the addition of the MEM. Although the
discrimination is better than in the (≥ 6j, 3b) region, the (5j,≥ 4b) region is still less sensitive
due to the significantly smaller statistics. The NN output of the (≥ 6j, 3b) region (b) shows a
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Figure 6.37.: The NN output using purely kinematic (a) and in addition MEM (b) variables in the
(≥ 6j, 3b) region for the total background (solid blue) and the tt̄H signal (dashed red) predictions.
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Figure 6.38.: The NN output discriminating signal from background in the (5j,≥ 4b) region (a) and
discriminating tt̄+ light from tt̄+ HF events in the (5j, 3b) region (b).

separation of 5.8% between tt̄+ HF and tt̄+ light events. Since tt̄+ HF and tt̄+ light events
are kinematically very similar it is difficult to find good discriminating variables. However
employing the NN in this region helps considerably to reduce the systematic uncertainties
related to these processes.
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6.7. The Profile Likelihood Fit

6.7.1. The Likelihood Function

A binned profile likelihood fit, using the Hhad
T and the NN distributions as discriminants, is

performed simultaneously in all nine analysis regions in order to test for the presence of a signal,
assuming a Higgs boson mass of mH = 125 GeV. Without taking the systematic uncertainties
into account the purely statistical likelihood function Lstat(µ) depends only on the observed
signal strength µ = σobs

tt̄H/σ
SM
tt̄H and is defined as the product of the Poisson probabilities of the

Nbins histogram bins of each distribution and in each region comparing the total predictions
to data

Lstat(µ) =

Nbins∏
i=0

(µ si + bi)
ni

ni!
e−(µ si+bi) , (6.4)

where ni are the observed data events, si and bi are the predicted signal and backgrounds
events, respectively, in the i-th bin. However the predictions si and bi are not perfect and
vary within systematic uncertainties, of which some only influence certain processes. Thus the
total background prediction bi(α) =

∑
j αjpij is split into the number of events of the different

contributing processes pk,i, where αj are normalisation parameters of the processes, which can
be varied according to the uncertainties and are equal to unity for the nominal predictions.
Assuming Gaussian uncertainties σj , the parameter αj are constrained by a Gaussian prior
probability leading to

Lnorm(µ, α) =

Nbins∏
i=0

(µ si + bi(α))ni

ni!
e−(µ si+bi(α))

Nproc∏
j=0

1√
2πσj

e
−(αj−1)

2

2σ2
j . (6.5)

Technically, any Gaussian function with observable a, best estimate â and uncertainty σa can
be transformed to a normal distribution with θ̂ = 0 and σθ = 1 by the relation a = â(1 +σaθ).
Not only a single uncertainty on the cross section of the process allows the predictions to
vary in each bin, but many other systematic uncertainties as discussed in Section 6.4. Each
of these uncertainties can be represented by such a NP θ influencing the predicted signal or
backgrounds events. Assuming that all of them are represented by Gaussian functions, the
likelihood is given by

L(µ, θ) =

Nbins∏
i=0

(µ si(θ) + bi(θ))
ni

ni!
e−(µ si(θ)+bi(θ))

Nsyst∏
k=0

1√
2π
e−

θ2k
2 . (6.6)

However, the prior distributions ρ(θ) for the uncertainties are not necessarily Gaussian. Pos-
itively defined variables can be represented by log-normal functions, statistical uncertainties
associated with the number of MC events are modelled by gamma distributions and a flat
prior can be assigned to unconstrained parameters. Such an unconstrained parameter is the
signal strength µ, which can vary freely, but is required to be the same in all analysis regions.
Finally, correlations among the parameters and among the bins (analysis regions) are taken
into account. The variations of the bin content are only known for 1 σ variations of the uncer-
tainties corresponding to θk = ±1, for which templates are created. The values in between are
interpolated and values larger than ±1 σ are extrapolated by using various vertical template
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morphing procedures [224]. In order to take the finite MC statistics into account, one addi-
tional NP for each bin is introduced, which allows the template to vary within the statistical
uncertainty of the MC [225]. Statistical fluctuations in the templates might cause an artificial
shape variation, which can bias the fit results. In order to avoid that, each template undergoes
an automatic smoothing procedure, in which bins are merged until a shape change is signif-
icant with respect to the statistical fluctuations. Systematic uncertainties affecting the total
normalisation or bin of the distribution by less than 0.5% are neglected. Such uncertainties
play no role in the fit, but increase the convergence time. This procedure is referred to as
pruning . This pruning does not affect by any means the final result of the analysis. The
profile likelihood fit in this analysis is performed using the RooFit framework [224,226].
The described procedure takes advantage of the highly populated background-dominated re-
gions to reduce the systematic uncertainties in the signal-enriched regions, which requires a
good understanding of the normalisation and shape effects of the various uncertainties on the
discriminants. The effects before (pre-fit) and after (post-fit) the profile likelihood fit have
been studied extensively and are well understood.

6.7.2. Extracted Signal Strength

By maximising the likelihood or minimising the -lnL the best estimators µ̂ and θ̂ are obtained.
In order to obtain the uncertainties on the estimators, the profile likelihood function is derived
by minimising the likelihood function for each value of the estimator. For sufficiently large
statistics, the profile likelihood function is dominated by Gaussian probabilities. In that case,
the 1 σ uncertainties are defined by a variation of ±0.5 of the log-likelihood value with respect
to the maximum. The impact of the various systematic uncertainties on the uncertainty on
µ̂ can be determined by scanning the likelihood profile and keeping the particular NP fixed.
The statistical uncertainty on the estimator µ̂ is found by scanning the profile likelihood and
allowing no variations of the NPs.
The best fit value of the signal strength for a Higgs boson mass of mH = 125 GeV is

µ̂(mH = 125 GeV) = 1.2± 1.3 (0.8) , (6.7)

where 1.3 is the total uncertainty and 0.8 is the statistical component. The signal strength
agrees with the SM expectation of µ = 1, however the large uncertainty shows that the search
is not sensitive to the SM value yet. The observed excess corresponds to a 0.9 σ deviation
from the background-only hypothesis. The obtained uncertainty agrees with the expected
uncertainty obtained from Asimov pseudo data [227]. The following results show the outcome
of the fit under the signal-plus-background hypothesis with the extracted signal strength µ̂.
However, when setting the signal strength µ = 0, very similar results on the background
corrections and the constraints on the systematic uncertainties are obtained.

6.7.3. Improvements of the Predictions

The pre-fit and post-fit distributions of the discriminating distributions in the nine analysis re-
gions serving as input to the profile likelihood fit are discussed in the following. In Figure 6.39
the Hhad

T pre-fit (a) and post-fit (b) distributions in the analysis regions with exactly four jets
are shown.
While in the (4j, 2b) region the predictions agree quite well with the data before the fit and the
uncertainties seem to be overestimated, the predictions underestimate the data considerably in
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Figure 6.39.: The Hhad
T distributions in the analysis regions with exactly four jets before (a) and after

(b) the fit for the total predictions and data. The tt̄H signal yield (solid red) is normalised to µ = 1
and the best fitted µ̂ before and after the fit, respectively [71].
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the (4j, 3b) and slighly in the low statistics (4j, 4b) region. The deviations are still within the
large systematic uncertainties covering up to 25% of the predictions. However in the post-fit
distributions, the uncertainties are significantly reduced. In particular in the (4j, 3b) region
the predictions are notably improved after the fit such that they agree very well with the data.
The pre-fit and post-fit distributions in the analysis regions with exactly five jets, using either
Hhad

T (= 2 b-tag) or the NN output (≥ 3 b-tag) are presented in Figure 6.40.
In the region with two b-tags the agreement of the Hhad

T distribution between data and pre-
diction is quite good before the fit, such that the uncertainties seem conservative. In the three
b-tag region, where the dedicated NN output separating tt̄ + HF from tt̄ + light is used, the
model systematically predicts too few events, though the shape of the output seems to agree
quite well in bins with high statistics. In the four b-tag region, insufficient data statistics
is available leading to large fluctuations. After the fit, the systematic uncertainties are con-
siderably reduced in all regions and the normalisation discrepancy in the (5j, 3b) region is
corrected leading to a nice agreement between expectations and data. In the (5j,≥ 4b) region
large statistical fluctuations do not allow to make conclusions about the data agreement with
the model. Finally, the input distributions for the profile likelihood fit in the six jet region are
shown in Figure 6.41.
Similar observations as in the lower jet multiplicities can be made about the pre-fit distribu-
tions. In the two b-tag region, the predictions agree very well with data, while some normalisa-
tion discrepancy seem to occur in the three b-tag region. In the four b-tag region, which is the
most sensitive region, the agreement with data is reasonable before the fit. In the (≥ 6j, 3b)
and (≥ 6j,≥ 4b) regions the predictions are further improved and its uncertainties are reduced
significantly after the fit. In summary, the uncertainties decrease significantly in all regions due
to constraints provided by the data and correlations between different sources of uncertainty
introduced by the fit to the data. This can be also seen in the visualisation of the pre-fit (a)
and post-fit (b) event yields as presented in Figure 6.42 for the nine analysis regions.
While in the high b-tag regions the predictions significantly underestimate the data before
the fit, the agreement in the yields improves greatly after the profile likelihood fit, such that
they almost perfectly match the data. By using the large amount of data in the high statis-
tics background-dominated regions better estimates on the uncertainties are obtained, which
remarkably reduces the pre-fit uncertainties. Only with these reduced uncertainties a mean-
ingful search for the very small signal can be performed. The post-fit yields for the various
backgrounds are summarised in Table 6.5.
Compared to the pre-fit yields as presented in Table 6.1, the agreement between total pre-
diction and data is significantly improved within much smaller uncertainties on the predic-
tions across the analysis regions. In almost all regions, the signal+background predictions
agree within 1 σ deviation with the data. The expectations of the (5j,≥ 4b), (≥ 6j, 2b) and
(≥ 6j, 3b) regions agree within 2 σ uncertainty. The single uncertainties of a certain process
are often larger than the uncertainty of the total prediction. The uncertainty of the total
prediction is considerably smaller due to anti-correlations of uncertainties among processes.
The expectations of the tt̄H event yield generally increase slightly due to an excess of data
events in the signal sensitive regions.
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Figure 6.40.: The Hhad
T and NN distributions in the analysis regions with exactly five jets before (a)

and after (b) the fit for the total predictions and data. The tt̄H signal yield (solid red) is normalised
to µ = 1 and the best fitted µ̂ before and after the fit, respectively [71].
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Figure 6.41.: The Hhad
T and NN distributions in the analysis regions with at least six jets before (a)

and after (b) the fit for the total predictions and data. The tt̄H signal yield (solid red) is normalised
to µ = 1 and the best fitted µ̂ before and after the fit, respectively [71].
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Figure 6.42.: Comparison of the total predictions and data in all nine analysis regions before (a) and
after the fit (b). The signal, normalised to the SM prediction (a) and to the best fitted µ̂, is shown
both as a filled red area stacked on the backgrounds and separately as a dashed red line. The hashed
area corresponds to the total uncertainty on the yields [71].
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Table 6.5.: Post-fit event yields for signal, backgrounds and data in each of the analysis regions. The
quoted uncertainties are the sum in quadrature of the statistical and systematic uncertainties on the
yields, computed taking into account correlations among nuisance parameters and among processes.
Due to these correlations the uncertainties on a single process can be larger than the uncertainty on
the total prediction.

4 j, 2 b 4 j, 3 b 4 j, 4 b 5 j, 2 b

tt̄H (125) 48± 35 20± 15 3.0± 2.2 60± 44

tt̄+ light 78 200± 1600 6260± 160 56.5± 4.7 38 400± 1000

tt̄+ cc̄ 6430± 1800 845± 220 25.5± 6.5 4800± 1200

tt̄+ bb̄ 2480± 490 969± 150 62.5± 8.5 2380± 360

W+jets 3650± 1100 166± 51 4.0± 1.2 1210± 420

Z+jets 1060± 540 49± 25 1.1± 0.6 368± 200

Single top 4710± 320 333± 28 6.8± 0.7 1730± 150

Diboson 216± 65 11.3± 3.7 0.3± 0.1 94± 35

tt̄V 120± 38 15.8± 4.9 0.9± 0.3 138± 43

Lepton misID 1080± 370 78± 26 2.6± 1.0 343± 110

Total 98 000± 340 8750± 82 163± 6 49 500± 220

Data 98 049 8752 161 49 699

5 j, 3 b 5 j, ≥ 4 b ≥ 6 j, 2 b ≥ 6 j, 3 b ≥ 6 j, ≥ 4 b

tt̄H (125) 34± 25 9.4± 6.9 89± 65 57± 42 24± 17

tt̄+ light 3610± 120 65.3± 5.6 18 900± 700 2080± 87 57.9± 5.3

tt̄+ cc̄ 935± 230 51± 12 3730± 890 888± 210 85± 21

tt̄+ bb̄ 1260± 180 155± 20 1980± 310 1360± 190 331± 37

W+jets 87± 31 4.0± 1.5 455± 170 51± 19 4.4± 1.9

Z+jets 28± 16 1.4± 0.8 152± 86 15.6± 8.9 1.2± 0.7

Single top 185± 18 8.2± 0.7 734± 83 111± 14 11.4± 1.6

Diboson 8.0± 3.1 0.5± 0.2 45± 20 5.6± 2.6 0.5± 0.2

tt̄V 26.1± 8.1 3.2± 1.0 166± 52 42± 13 8.2± 2.5

Lepton misID 44± 16 5.7± 2.2 117± 41 13.8± 5.3 1.1± 0.5

Total 6220± 54 303± 10 26 400± 160 4620± 55 525± 18

Data 6199 286 26 185 4701 516
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6. Search for tt̄(H → bb̄) Production in the Single Lepton Channel

6.7.4. Constraining the Systematic Uncertainties

As observed in the various post-fit distributions, the systematic uncertainties are significantly
reduced by the profile likelihood fit. The effect of the fit on the most important systematic
uncertainties and their impact on the signal strength is illustrated in Figure 6.43.

Figure 6.43: The pull
and constraints of the
most important NPs
having the largest im-
pact on the uncertainty
of µ̂ ranked in descend-
ing order. The points
(black) show the devia-
tion of the fitted values
θ̂ from the pre-fit val-
ues θ0 in units of their
pre-fit uncertainty ∆θ
(bottom axis). The er-
ror bars correspond to
the post-fit uncertain-
ties σθ/∆θ. The error
bars smaller than one
indicate a reduced un-
certainty with respect
to the initial uncer-
tainty. The shaded
yellow area corresponds
to the pre-fit uncer-
tainty contribution to
∆µ, while the hashed
blue area represents the
post-fit impact on ∆µ
(top axis) [71].
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The uncertainties are shown in descending order dependent on their post-fit contribution to the
total uncertainty of the extracted signal strength. The pull of the systematic uncertainties,
which is defined as difference of the post-fit value θ̂ to the pre-fit value θ0 in units of the
pre-fit uncertainty ∆θ, is drawn as black points (bottom axis). The error bars correspond
to the relative post-fit uncertainties σθ and the vertical dashed lines indicate a 1 σ deviation
with respect to the pre-fit uncertainties. The shaded yellow area corresponds to the pre-fit
uncertainty contribution to ∆µ, while the hashed blue area represents the post-fit impact
on ∆µ (top axis). The post-fit impact on µ is estimated by fixing the corresponding NP at
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6.7. The Profile Likelihood Fit

θ̂± σθ and performing the fit again. The most important systematic uncertainty is the one on
the tt̄+ bb̄ normalisation, whose central value is significantly pulled to higher values (≈ 0.8σ)
resulting in an increase in the observed tt̄+bb̄ yield. This is not unexpected given the differences
in yields between data and simulation in the high b-tag regions before the fit. The 50% pre-fit
uncertainty is larger than the difference between latest theoretical calculation. This leaves the
fit enough freedom to correct the predictions to the data in the signal-depleted regions of the
discriminants in the (≥ 6j, 3b) and (≥ 6j,≥ 4b) analysis region. At the same time, the large
amount of data allows the fit to reduce the uncertainty significantly. This also reduces the
impact on the uncertainty of µ̂, which is visualised in the comparison of the shaded yellow and
hashed blue area. Since the information about of the tt̄+bb̄ normalisation can be obtained only
in the signal-enriched regions, an artificial increase or an over-constrain could bias the result
of the signal strength extraction. Thus intensive studies have been performed to ensure that
this is not the case. For example, if no Gaussian prior is applied to the tt̄+ bb̄ normalisation,
corresponding to a freely floating parameter, the fit still prefers an increase in the amount of
tt̄ + bb̄ background by about 40%. In Table 6.6 various normalisation uncertainties for the
main background processes are compared before and after the fit in the (≥ 6j,≥ 4b) region.
In that region, the uncertainty on the tt̄+bb̄ normalisation is reduced from 50% to 14%. Other

Table 6.6.: Normalisation uncertainties (expressed in % ) on signal and the main background processes
for the systematic uncertainties considered, before and after the fit to data in the (≥ 6j,≥ 4b) region.
The total uncertainty can be different from the sum in quadrature of individual sources due to the
anti-correlations between them [71].

Pre-fit Post-fit

tt̄H (125) tt̄ + light tt̄+ cc̄ tt̄+ bb̄ tt̄H (125) tt̄ + light tt̄+ cc̄ tt̄+ bb̄

Luminosity ±2.8 ±2.8 ±2.8 ±2.8 ±2.6 ±2.6 ±2.6 ±2.6

Lepton efficiencies ±1.4 ±1.4 ±1.4 ±1.5 ±1.3 ±1.3 ±1.3 ±1.3

Jet energy scale ±6.4 ±13 ±11 ±9.2 ±2.3 ±5.3 ±4.7 ±3.6

Jet efficiencies ±1.7 ±5.2 ±2.7 ±2.5 ±0.7 ±2.3 ±1.2 ±1.1

Jet energy resolution ±0.1 ±4.4 ±2.5 ±1.6 ±0.1 ±2.3 ±1.3 ±0.8

b-tagging efficiency ±9.2 ±5.6 ±5.1 ±9.3 ±5.0 ±3.1 ±2.9 ±5.0

c-tagging efficiency ±1.7 ±6.0 ±12 ±2.4 ±1.4 ±5.1 ±10 ±2.1

l-tagging efficiency ±1.0 ±19 ±5.2 ±2.1 ±0.6 ±11 ±3.0 ±1.1

High pT tagging efficiency ±0.6 – ±0.7 ±0.6 ±0.3 – ±0.4 ±0.3

tt̄: pT reweighting – ±12 ±13 – – ±5.1 ±5.8 –

tt̄: parton shower – ±13 ±16 ±11 – ±3.6 ±10 ±6.0

tt̄+HF: normalisation – – ±50 ±50 – – ±28 ±14

tt̄+HF: modelling – – ±11 ±8.3 – – ±8.1 ±7.1

Theoretical cross sections – ±6.3 ±6.3 ±6.3 – ±4.1 ±4.1 ±4.1

tt̄H modelling ±2.7 – – – ±2.6 – – –

Total ±12 ±32 ±59 ±54 ±6.9 ±9.2 ±23 ±12

important uncertainties affecting mainly the shape of the tt̄ + bb̄ predictions are the tt̄ + bb̄
modelling uncertainties due to the scale variations, choice of the recoil scheme in SherpaOL
or the choice of the PDF, which are ranked fourth, sixth, 12th and 15th. The most important
one among those is the variation obtained by changing the tt̄ + bb̄ renormalisation scale to
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6. Search for tt̄(H → bb̄) Production in the Single Lepton Channel

µR = (mtmbb̄)
1/2, which makes the NN output shape in the signal-enriched regions appear

more signal-like. It is only marginally pulled to higher values, but notably constrained by the
fit. All constraints on the tt̄ + bb̄ modelling uncertainties result only in a small reduction on
the yield from 8.3% to 7.1% in the most sensitive region, since they mostly affect the shape.
The second most important uncertainty is the modelling component originating from the η-
intercalibration of the JES (see Sec. 6.4). It is in particular important in the signal-enriched
regions at high jet η values and is correlated to the signal strength. Its initial value is pulled
negatively and the uncertainty can only be marginally constrained leading to just a small
reduction of the impact on µ̂. As a consequence, the post-fit impact is almost as large as the
one from the tt̄+bb̄ normalisation. Another important JES uncertainty, ranked in 7th position,
is the first component of the modelling uncertainties originating from the in-situ calibration.
This is the largest JES uncertainty and can be significantly reduced by the fit of the Hhad

T

distribution in the background-dominated regions. The pull of the central value is negligible.
Ranked on the 13th position is the JES uncertainty originating from the different response of
the calorimeter due to the jet flavour. It is pulled to higher values but not much constrained.
In the (≥ 6j,≥ 4b) region, the total JES uncertainty can be reduced from values between
9-13% to values between 3-6% on the main background.
The uncertainty on the tt̄+ cc̄ normalisation is ranked third and the central value is pulled to
slightly lower values. Nevertheless the post-fit yield of tt̄+ cc̄ events is increased in all analysis
regions compared to the pre-fit yields. This is only possible due to the interplay with other
systematic uncertainties affecting the tt̄ + cc̄ predictions positively. The component of the
parton shower modelling uncertainty acting on the relative tt̄+ cc̄ contribution is considerably
pulled to higher values to correct the predictions to data in the four and five jet regions (see
Fig. D.1). This leads to an increase of the total tt̄ + cc̄ yield in all analysis regions. Because
this gain in yield is not consistent with data in the six jet regions with large contributions from
tt̄ + cc̄ events, the tt̄ + cc̄ normalisation is pulled to negative values to compensate for that.
At the same time the uncertainty on the tt̄+ cc̄ normalisation is considerably constrained. In
the most sensitive region it is reduced from 50% to 28% after the fit.
The fifth most important uncertainty is the one on the tt̄V cross section. It is correlated to
the signal strength, since tt̄V events produce a similar NN response as signal. The fit has no
ability to pull or constrain this uncertainty. In particular the irreducible tt̄Z background with
Z → bb̄ decay has a large impact due to the similar event kinematics. The effect of the tt̄V
normalisation uncertainty on µ̂ is notable with dµ/dσ(tt̄V ) = 0.3.
Further important uncertainties arise from the flavour tagging, due to mistags of light jets
(light-tagging 1 & 2) ranked as 8th and 14th as well as the b-tagging (10th position). The
large impact of the mistags is explained by the relatively large fraction of tt̄+ light events in
the four b-tag regions of the analysis. In the three b-tag regions, tt̄+ light events enter mainly
due to a mistag of a c-jet originating from the hadronically decaying W boson. Since the effect
of the mistag uncertainty on the uncertainty of µ̂ arises exclusively from the four b-tag regions
with low statistics, the uncertainties cannot be constrained significantly. The effect of the light
tagging uncertainties on the yield of the tt̄+light events in the (≥ 6j,≥ 4b) region are reduced
from 19% to 11%. The b-tag uncertainty is even less constrained and slightly pulled to higher
values. The constraints on all b-tagging uncertainties lead to a reduction of the uncertainty
on the yield of tt̄+ bb̄ events in the (≥ 6j,≥ 4b) region from 9% to 5%.
Finally, the uncertainties arising from the top quark tt̄ and pT reweighting of the tt̄ + cc̄
events are ranked 9th and 11th. They have a considerable effect on the shape of the NN and
Hhad

T distributions. The central values are only marginally pulled, but the uncertainties are
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6.7. The Profile Likelihood Fit

slightly reduced. The normalisation uncertainties on the tt̄ + cc̄ events in the most sensitive
region due to the pT reweighting are reduced from 13% to 6%. The pulls and constraints of all
uncertainties considered in the fit can be found in Appendix D.1. All constraints are consistent
with the expectations obtained from Asimov pseudo data [227].

6.7.5. Validation of MEM Variables

In order to validate the variables obtained with the MEM, the total predictions after the fit
are compared to data. Figure 6.44 presents such comparison for the lnLsum

tt̄H distributions in
the (≥ 6j, 3b) (a) and (≥ 6j,≥ 4b) (b) regions.
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Figure 6.44.: The logarithm of the summed signal likelihoods is shown in the (≥ 6j, 3b) (a) and
(≥ 6j,≥ 4b) (b) region, comparing the total predictions after the fit to data. The tt̄H prediction is
shown normalised to the fitted µ̂ (filled red) and to the total background prediction (dashed red). The
hashed area represents the post-fit uncertainty on the prediction [71].

The signal prediction is shown twice, once stacked on top of the total background (filled red)
normalised to the best fit value µ̂ and once normalised to the total background (dashed red).
The agreement with data after the fit is significantly improved in both regions compared to
the pre-fit distributions as shown in Figure 6.11. In the three b-tag region, where enough
statistics is available, the expectations agree very well with the data except for one outlier in
one bin with values around lnL= -69. Since the uncertainties are small, this deficit in data is
now notable. However it is still below 3 σ considering statistical and systematic uncertainties.
Furthermore, the events in this bin are background-like and thus have a negligible impact on
the search for a tt̄H signal. In the region with at least four b-tags, the statistical uncertainty
is much larger and the predictions agree very well everywhere with the data within the uncer-
tainties. No visible excess of data is observed in the signal-like regions. The likelihood ratio
D1 using the summed likelihoods is shown in Figure 6.45 for the total predictions and data.
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Figure 6.45.: The likelihood ratio D1 using the summed likelihoods is shown in the (≥ 6j, 3b) (a)
and (≥ 6j,≥ 4b) (b) region, comparing the total predictions after the fit to data. The tt̄H prediction is
shown normalised to the fitted µ̂ (filled red) and to the total background prediction (dashed red). The
hashed area represents the post-fit uncertainty on the prediction [71].

In both regions, the predictions agree generally well with the observed data within the un-
certainties and no unexpected excess of data events is observed in the signal-like regions at
high discriminant values. However, in the three b-tag region a small excess of data events is
present, in particular between values of 0.60 and 0.85. This excess is visible in events with
exactly one muon and is discussed in more detail in the Appendix D.2. Based on these stud-
ies it is concluded, that the excess is a fluctuation in data with a negligible impact on the
extracted signal strength. This feature is not present in the ≥ 4 b-tag region and very good
agreement with data is achieved, especially in the signal sensitive region close to one. Finally,
the reconstructed invariant mbb̄ distribution of the two jets not originating from the tt̄ decay
using the best tt̄+ bb̄ permutation is shown in Figure 6.46.
Although only one assignment permutation is used for the reconstruction of this distribution,
the predictions agree very well with data with high probabilities in the statistical tests. In the
regions around mH = 125 GeV, where a Higgs boson mass peak is expected to be visible if an
excess is observed, the data agrees very well with the expectations. No bias is observed from
the MEM used for event reconstruction. More post-fit distributions of the MEM variables and
of the most important NN input variables can be found in Appendix D.3 and Appendix D.4,
respectively.
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Figure 6.46.: The reconstructed invariant mass mbb̄ using the tt̄ + bb̄ likelihood is shown in the
(≥ 6j, 3b) (a) and (≥ 6j,≥ 4b) (b) region, comparing the total predictions after the fit to data. The
tt̄H prediction is shown normalised to the fitted µ̂ (filled red) and to the total background prediction
(dashed red). The hashed area represents the post-fit uncertainty on the prediction.

6.8. Combined Results

6.8.1. Combination with Dilepton Analysis

The single lepton analysis is combined with the dilepton analysis, which pursues a very similar
strategy [71]. Instead of one lepton, it requires exactly two opposite sign leptons (electron
or muon) with slightly different object identification in case of the electron to increase the
acceptance. Additional requirements on the scalar sum of the transverse energy of leptons and
jets, HT, and on the invariant mass of the two leptons are applied to avoid a contamination
from vector boson, J/ψ and Υ events. The selections of the two analysis are designed to
be orthogonal. A similar classification into analysis regions according to the jet and b-tag
multiplicities is applied leading to six analysis regions. In the three most signal sensitive
regions a NN using NeuroBayes is employed, but no MEM has been exploited so far. In the
background-dominated regions the scalar sum of the transverse energy of all jets and leptons
HT is used as discriminating variable for the profile likelihood fit. Apart from a few exceptions,
the same systematic uncertainties are evaluated and the same fit model is applied. Most of
the systematic uncertainties are fully correlated between the two analysis. This allows for a
straight-forward combination which includes 15 analysis regions of the two analyses and allows
to learn the most from the two orthogonal datasets about the background predictions and the
systematic uncertainties.
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6.8.2. The Signal Strength

The profile likelihood fit is performed separately and in combination of the two analysis chan-
nels. The best estimators for the signal strength are summarised in Figure 6.47.
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Figure 6.47.: The fitted values of the signal strength and their uncertainties for the individual analyses
as well as their combination, assuming mH = 125 GeV are shown in comparison with the SM of µ = 1.
The statistical uncertainty (green) and total uncertainty (black) on the signal strength are separately
shown as error bars [71].

The individual measurements are consistent with each other and the measured signal strengths
are compatible with the SM expectation. However, in the dilepton analysis more events than
expected from the SM predictions are observed, leading to a signal strength of µ̂ = 2.8± 2.0.
This excess is insignificant and agrees within 1 σ with the SM due to the large total uncer-
tainty. The combination yields a signal strength of µ̂ = 1.5 ± 1.1. Its central value and
uncertainty is clearly driven by the single lepton analysis, but the combination with the dilep-
ton analysis helps to reduce the uncertainty by 0.2 and shifts the minimum of the likelihood
to a higher signal strength. The measurement of the signal strength is dominated by the sta-
tistical component of the uncertainty. However, a large part of this component is arising from
the measurement of the NPs representing the systematic uncertainties. Although the effect
of the systematic uncertainties is largely reduced by the profile likelihood fit, the statistical
uncertainty on µ̂ is increased due to correlations between µ and the NPs resulting in an en-
larged contour of the likelihood profile. The expected uncertainty of the combination of ±1.1
obtained with pseudo data agrees with the observed one. The pull and constraints on the NPs
compared for both analyses separately and the combination are shown in Figure D.1 of the
Appendix. They agree generally well between the two analysis channels. The fit values of the
combination are dominated by the single lepton channel.

160



6.8. Combined Results

6.8.3. Setting Limits

Because the measured signal strength shows no significant excess above the background, hy-
pothesis tests are performed based on a frequentist approach in order to determine the sig-
nificance of the excess and to set upper limits on the observed cross section relative to the
SM cross section. The test statistic qµ for this hypothesis tests is defined based on the profile
likelihood ratio [227]

qµ(x) = −2 ln

L
(
x
∣∣∣µ, θ̂µ)

L
(
x
∣∣∣µ̂, θ̂)

 with 0 ≤ µ̂ ≤ µ , (6.8)

where L is the likelihood function of the profile likelihood fit and x represents the data or
pseudo data. The µ̂ and θ̂ are the parameter values, which maximise the global likelihood
function and the θ̂µ are the profiled values of the NPs θ, which maximise L at a given value µ.
Since physics dictates a positive signal strength and the exclusion limit should not be smaller
than the best estimator, the signal strength µ is constrained to be 0 ≤ µ̂ ≤ µ. The test
statistic is used to asses the validity of the background-only hypothesis with µ = 0 given the
distributions of the observed data as well as to make statistical inferences about µ, such as
upper limits using the CLs method [227–229] as implemented in the RooFit package [226,
230]. In order to perform a hypothesis test the p.d.f.s of the two alternative hypotheses
f(qµ|0, θ̂obs

0 ) and f(qµ|µ, θ̂obs
µ ) need to be constructed [231]. For the construction, the NPs

describing best the experimental data under the background-only hypothesis θ̂obs
0 and under

the signal+background hypothesis θ̂obs
µ need to be determined from the profile likelihood fit.

While with alternative test statistics, the p.d.f.s are determined using computing intensive toy
MC pseudo experiments, this test statistic has the important advantage that its p.d.f.s can
be approximated by asymptotic formulae based on Wilks and Wald theorems [232, 233] using
the Asimov data set [227]. The Asimov data set is a single representative of the ensemble
reflecting the p.d.f., in which all parameters perfectly match the expected background, leading
to zero pulls of the NPs. With the obtained p.d.f.s of the test statistic the p-values for the
signal+background hypothesis µ

pµ = P
(
qµ ≥ qobs

µ

∣∣∣µs+ b
)

=

∞∫
qobsµ

f
(
qµ

∣∣∣µ, θ̂obs
µ

)
dqµ (6.9)

and for the background-only hypothesis

1− pb = P
(
qµ ≥ qobs

µ

∣∣∣b) =

∞∫
qobs0

f
(
qµ

∣∣∣0, θ̂obs
0

)
dqµ (6.10)

can be calculated for a given observed test statistic qobs
µ defined by the signal strength µ under

test. The CL of the signal hypothesis is then given by

CLs(µ) =
CLs+b

CLb
=

pµ
1− pb

. (6.11)

Accordingly, an upper limit on µ with a CL of α can be determined by adjusting µ until
CLs = 1−α. Alternatively, the CL for a given value of µ can be derived, for instance, the SM
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expectation µ = 1 can be excluded with a CL of 95%, if CLs ≤ 0.05. Finally, the p-value can
be converted into a significance Z in units of standard deviations by

Z = Φ−1(1− p) , (6.12)

where Φ−1 is the inverse cumulative distribution function of the Gaussian distribution.
The observed and the expected median upper limits on µ with a CL of 95% for the background-
only hypothesis with µ = 0 and the SM hypothesis µ = 1 of a SM Higgs boson with
mH = 125 GeV are summarised in Table 6.7 for the two analyses channels and the combi-
nation.

Table 6.7.: Observed and expected (median, for the background-only hypothesis) upper limits on
σ(tt̄H) relative to the SM prediction with a 95% CL for the individual analysis channels as well as their
combination assuming mH = 125 GeV. The 68% and 95% confidence intervals around the expected
limits under the background-only hypothesis are also provided, denoted by ±1σ and ±2σ, respectively.
The expected (median) 95% CL upper limits assuming the SM prediction for σ(tt̄H) are shown in the
last column.

Channel Observed −2σ −1σ Median +1σ +2σ Median (µ = 1)

Single Lepton 3.6 1.4 1.9 2.6 3.7 4.9 3.6

Dilepton 6.7 2.2 3.0 4.1 5.8 7.7 4.7

Combination 3.4 1.2 1.6 2.2 3.0 4.1 3.1

The ±1σ and ±2σ uncertainty bands on the median for the background-only hypothesis are
determined from the crossing of the cumulative probability distribution with the corresponding
quantiles without recalculation of the p.d.f.. The obtained results are additionally visualised
in Figure 6.48.
In the single lepton channel a cross section of 3.6 times the SM cross section is excluded by the
measurement, while an exclusion of 2.6 and 3.6 times σ(tt̄H) assuming only background and
the SM cross section is expected, respectively. Thus the observed limit agrees perfectly with
the SM expectation assuming that the Higgs boson is produced in association with top quarks.
However, the uncertainty bands of the median using the background-only hypothesis are large
and the observed value lies within the 1σ band. The dilepton channel is much less sensitive
to the SM expectations leading to an observed upper limit on µ of 6.7, while 4.1 and 4.7
is expected for the background-only and the SM signal hypothesis, respectively. The upward
fluctuation of the observed value agrees within 2σ with the background-only hypothesis. In the
combination a signal 3.4 times larger than predicted by the SM is excluded at 95% CL, while
2.2 and 3.1 times is expected without and with a SM Higgs boson, respectively. The observed
value lies in the 2σ uncertainty band of the background-only hypothesis. The upper limits
obtained in the combination are clearly driven by the single lepton analysis channel. Owing
to the combination with the dilepton analysis, the expected median of the background-only
hypothesis is reduced from 2.6 to 2.2, which corresponds to a relative improvement of 15%.
Similarly, the uncertainty bands on the median are reduced. The observed (expected) p-value
of the excess given the background-only hypothesis is 8% (15%), which corresponds to an ob-
served (expected) significance of the signal of 1.4 (1.1) standard deviations. The measurement
is thus not sensitive enough to make any statement about the SM expectations.
Figure 6.49 shows the event yield after the combined fit as a function of log10(S/B).
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Figure 6.48.: The 95% CL upper limits on σ(tt̄H) relative to the SM prediction, σ/σSM, for the
individual channels as well as their combination. The observed limits (solid lines) are compared to the
expected (median) limits under the background-only hypothesis and under the signal-plus-background
hypothesis assuming the SM prediction for σ(tt̄H) and pre-fit prediction for the background. The
surrounding shaded bands correspond to the 68% and 95% confidence intervals around the expected
limits under the background-only hypothesis, denoted by ±1σ and ±2σ, respectively [71].

The signal-over-background ratios of each event are calculated from the bins of the post-fit
distributions, Hhad

T , HT, and the NN output of the profile likelihood fit. The total background
prediction (black line) is compared to the observed data events. In all background dominated
bins, the post-fit background predictions agree very well with the data. This demonstrates
that the profile likelihood fit corrects perfectly the predictions according to the observed data
in the background-dominated phase space. Only in bins with very high S/B ratio, the data
disagrees with the background-only prediction and thus gives room for a possible signal. The
bin with the highest S/B ratio contains the last two bins of the NN output in the most signal-
rich regions of the single lepton (≥ 6j,≥ 4b) and dilepton (≥ 4j,≥ 4b) analyses. The tt̄H
signal normalised to the best estimator of µ̂ = 1.5 is shown stacked on the histogram bins
(filled red) of the background prediction and in the ratio below added to the total background
prediction (red line). As expected, the data agrees very well with this signal-plus-background
hypothesis. In addition the tt̄H signal hypothesis with a signal strength of µ = 3.4 (dashed
orange) is displayed, which can be excluded with a 95% CL from the observed data.
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Figure 6.49.: Event yields as a function of log10(S/B), where S (signal yield) and B (background
yield) are taken from the Hhad

T , HT, and NN output bin of each event. The predicted background is
obtained from the global signal-plus-background fit. The tt̄H signal is shown both for the best fit value
(µ = 1.5) and for the upper limit at 95% CL (µ = 3.4) [71].

6.8.4. Impact of the MEM on the Results

In order to quantify the impact of the inclusion of the MEM on the analysis, the results are
compared to the previous results obtained without the MEM [205]. Although other small
changes were introduced in addition, the improvements in the results are mainly driven by
the improvement in separation due to the MEM. In Table 6.8 the observed signal strength
and the expected 95% CL upper limit for the background-only hypothesis are shown for the
analysis channels separately and their combination.
With the inclusion of the MEM in the single lepton analysis, the uncertainty on the signal
strength is reduced from 1.6 to 1.3, which corresponds to a relative improvement of 19%. The
observed central value is shifted to a slightly lower value matching better the SM prediction.
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Table 6.8.: The observed signal strength and the median of the expected upper limit on the signal
strength with a CL of 95% for the background-only hypothesis are compared to the results obtained
without the MEM [205].

Signal Strength Expected Limit µ = 0

Channel no MEM with MEM no MEM with MEM

Single Lepton 1.3 ± 1.6 1.2 ± 1.3 3.1 2.6

Dilepton 2.9 ± 2.3 2.8 ± 2.0 4.3 4.1

Combination 1.7 ± 1.4 1.5 ± 1.1 2.6 2.2

This effect, however, does not indicate the improvement. Due to minor changes in the dilepton
channel, mainly related to the background modelling, the uncertainty on the signal strength is
reduced by 13%, although no MEM was used. In the combination, both improvements result
in a relative reduction of the uncertainty of 21%.
Similarly, the expected upper limit on the signal strength of the background-only hypothesis
is reduced from 3.1 to 2.6 in the single lepton corresponding to a relative improvement of
16%. This coincides with the improvement obtained from the combination with the dilepton
channel when no MEM was used. With the additional reduction of the expected limit in the
dilepton channel by 5%, the combined limit is reduced from 2.6 to 2.2. This corresponds to
a relative improvement of 18%. Given that the analysis was already using powerful methods
like a highly optimised NN and a profile likelihood fit making use of the information from a
large phase space region, the improvement accomplished at that level due to the inclusion of
the MEM is a remarkable achievement.
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7
Conclusions and Outlook

7.1. Summary and Conclusion

The SM of particle physics is currently the most complete and elegant picture of the structure of
the Universe. It describes all constituents of matter and combines three of the four fundamental
forces in a coherent way. In the context of the SM, elementary particles acquires their mass
by the mechanism of the electroweak symmetry breaking predicting a massive scalar particle
- the Higgs boson. However, several observations in astrophysics and particle physics cannot
be explained by the SM, accordingly it cannot be the final picture. The first run of the LHC
being the world’s most powerful particle accelerator turned out to be a great success. It allowed
for probing the SM of particle physics at the new energy frontier. Many rare processes were
observed for the first time and particle properties were measured with unprecedented precision.
No measurements contradict the predictions of the SM so far. The greatest success of the LHC
was the discovery of the Higgs boson in July 2012 by the ATLAS and CMS collaborations. The
discovery opened up a completely new field of particle physics and many measurements of the
Higgs boson properties have been performed already with a remarkable precision. Precision
measurements of the Higgs boson properties are expected to show the direction of the search
for new physics necessary to extend the SM. Hence it is of large importance to measure all of
them, but in particular the couplings to other particles, which are expressed in the production
and decay rates of the Higgs boson. The measurement of the tt̄H production cross section with
a subsequent Higgs boson decay into bottom quarks addresses the measurement of the coupling
to heavy fermions in the production as well as in the decay. A direct and precise measurement
of the top quark Yukawa coupling is of particular interest. In the SM it is expected to be
close to unity and a comparison to indirect measurements would be a very robust and model
independent test for new particles.
A search for this process has been presented in this thesis using the

√
s = 8 TeV dataset

recorded with the ATLAS detector. The search is focussed on the single lepton decay channel
of the top quark pair and is optimised for the H → bb̄ decay. Because large systematic
uncertainties on the background predictions prevent a simple and direct search for the Higgs
boson, sophisticated analysis techniques have to be applied. Events are categorises into nine
analysis regions according to the number of observed jets and b-jets, of which six are dominated
by background processes and three are sensitive to the signal. The resulting analysis regions
yield very different compositions of the processes, which can be exploited when comparing the
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predictions to data in a profile likelihood fit. In order to improve the separation between signal
and the main tt̄+ bb̄ background the MEM has been developed and applied in the most signal
sensitive regions with at least six jets. The MEM makes use of the theoretical calculation
of the transition matrix element of processes in order to assign a probabilistic weight to an
observed event based on the kinematic information. The method is very computationally
intensive and many approximations and optimisations are needed to make the calculation
of the probabilities feasible for a large number of events. Probabilities are calculated using
the full LO theoretical description of the tt̄H process as signal hypothesis and the tt̄ + bb̄
process as a prototype of the background hypothesis. The two output probabilities are used
to calculate powerful discriminating variables separating signal from background as well as to
perform a full reconstruction of the observed event. The most powerful discriminating variable
is the Neyman-Pearson likelihood ratio D1, which uses the probabilities of both processes
simultaneously. Another robust variable is the logarithm of the summed signal likelihood
lnLsum

tt̄H representing how signal-like a probed event is. In most of the background-dominated
regions Hhad

T - a simple kinematic variable sensitive to the main systematic uncertainties - is
used as input distribution to the profile likelihood fit. In the signal-enriched regions a NN is
employed combining several kinematic variables and the MEM discriminants D1 and lnLsum

tt̄H
in regions with six jets. The use of the MEM in the NN leads to a relative improvement of 24%
in separation of the NN output in the most signal sensitive regions with D1 being the most
sensitive variable. This is a great achievement considering that the kinematic NN has been
highly optimised using more than 300 kinematic variables. By performing the profile likelihood
fit simultaneously in all analysis regions, the systematic uncertainties on the background are
significantly reduced and the nominal predictions are improved. The signal strength µ for a
Higgs boson mass of mH = 125 GeV is extracted from the profile likelihood fit to be

µ = σobs
tt̄H/σ

SM
tt̄H = 1.2± 1.3 . (7.1)

Despite the great constraining power of data in the background-dominated regions, the mea-
surement is still dominated by systematic uncertainties. The largest impact on the uncertainty
on µ arises from the uncertainty on the tt̄+ bb̄ normalisation, although it was reduced by more
than half from the initial value of 50%. Because the measurement is still consistent with the
background-only hypothesis, an observed (expected) upper limit on the signal strength with a
95% CL of

µ < 3.6 (2.6) (7.2)

is set. The inclusion of the MEM in the analysis reduces the uncertainty on the signal strength
by 19% and improves the upper limit by 16%. The single lepton channel has been combined
with the dilepton channel of the tt̄ decay resulting in a signal strength of µ = 1.5± 1.1 and an
observed upper limit on the signal strength of 3.4, while 2.2 was expected for the background-
only hypothesis at a 95% CL.

Comparison with other Searches for tt̄H Production

Both LHC experiments have performed searches for the tt̄H production in various decay modes
of the Higgs boson and have combined the results [70,71,74,88,180,206]. Because no significant
excess above the background-only expectation has been observed so far, the analyses set upper
limits on the signal strength with a 95% CL. The expected (observed) upper limits assuming
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the background-only hypothesis for a Higgs boson mass around 125 GeV are compared between
the two experiments in Table 7.1.

Table 7.1.: The expected and observed upper limits on the signal strength of tt̄H production assuming
the background-only hypothesis for a Higgs boson mass around 125 GeV set by the ATLAS and CMS
experiments with the Run I data [70,71,74,88,206]. ∗In the single lepton channel of the H → bb̄ search,
CMS has published an analysis using the MEM, which has not been combined with the remaining
analyses but yields a better limit [180].

Higgs Decay Channel
Expected (Observed) Limit

ATLAS CMS

H → bb̄

single lepton 2.6 (3.6) 4.2 (5.5)∗

dilepton 4.1 (6.7) 6.7 (7.0)

combined 2.2 (3.4) 3.5 (4.1)

H → γγ

leptonic 6.6 (10.7) 6.8 (8.2)

hadronic 10.1 (9.0) 10.7 (8.0)

combined 4.9 (6.7) 4.7 (7.4)

H →WW/ZZ/ττ

2` 3.9 (6.7) 3.4 (9.0)

3` 3.8 (6.8) 4.1 (7.5)

4` 15 (18) 8.8 (6.8)

2τhad 18 (13) 14.2 (13.0)

2`1τhad 8.4 (7.5) -

combined 2.4 (4.7) 2.4 (6.6)

Combination 1.4 (3.2) 1.7 (4.5)

The expected limits using the background-only hypothesis represent the sensitivity of the
search. The searches are categorised in three decay channels H → bb̄, H → γγ and H →
multilepton. The latter includes all decays with at least two charged leptons in the final state
and investigates mainly the H →WW (∗), H → ZZ(∗) and H → ττ decay modes with different
fractional contributions. Recently, the CMS collaboration has published a search for H → bb̄ in
the single lepton channel which also exploits the discrimination power of the MEM [180]. This
search is tailored for the application of the MEM and calculates the probabilities only for the
most signal-like events selected using b-tagging information. This leads to a reduction of MC
statistics by three orders of magnitude compared to the presented analysis. As a consequence,
the MEM variables could not be utilised in a NN and the analysis could not be combined with
the other CMS searches. The expected upper limit of 3.3 is significantly higher than the one
obtained in the presented analysis. The combined search in the single and dilepton channel by
CMS employs a MVA. The resulting upper limit of 3.5 is considerably higher than the limit
of 2.2 obtained by the presented search of the ATLAS collaboration.
The search of the tt̄H production in the H → γγ mode divides the analysis in leptonic and
hadronic channel according to the top quark decay. Similar to the discovery in the H → γγ
channel, a search for a resonance in the invariant diphoton mass distribution is performed.
The requirement of two photons results in a clean environment. However due to the tiny
branching ratio, the search is statistically limited. Both ATLAS and CMS obtain very similar
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expected combined limits of 4.9 and 4.7, respectively. The search for H → multilepton is split
into five sub-channels according to the observed number of leptons (electrons or muons) and τ
leptons. Although the rate is relatively low, the high signal purity allows for a cut and count
analysis. Both collaborations obtain an identical expected upper limit of 2.4. In the final
combination of all decay channels searching for the tt̄H process, ATLAS obtains an expected
(observed) upper limit of 1.4 (3.2), which corresponds to a significance of 2.4 σ for an excess
above the background-only hypothesis. The tt̄H combination of CMS collaboration yields an
expected (observed) limit of 1.7 (4.5), which represents an excess above the background-only
expectation of 3.4 σ. With the obtained sensitivities both experiments reach a regime where
they become sensitive to the SM production cross section of the tt̄H process. The two LHC
collaborations are currently working on combining their results.
In conclusion, the analysis presented in this thesis has performed the single most sensitive
search for tt̄H production. The obtained result is highly competitive and considerably more
sensitive than the comparable CMS analysis. The H → bb̄ analysis of ATLAS is the most
sensitive decay channel in searches for tt̄H production. The presented search significantly
contributes to the global combination of tt̄H searches in ATLAS resulting in an upper limit
with the background-only hypothesis close to the SM expectation. However, no significant
excess above the background-only hypothesis has been observed so far.

7.2. Outlook

With the LHC Run I combinations being already close to the SM sensitivity, a discovery of
tt̄H production is expected in Run II, if the process is produced according to the SM ex-
pectations. At the higher energies of

√
s = 13− 14 TeV, the tt̄H cross section increases by

a factor of five, while the production rates of the main background processes increase less.
Due to the much higher energy, boosted topologies of the tt̄H process will become interesting,
because physics and combinatorial backgrounds can be much easier suppressed. Preliminary
studies of tt̄H predictions in the boosted regime applied to the H → bb̄ decay show that a
5 σ discovery might be possible with the first 100 fb−1 of data [234]. The measurements of
the tt̄H production rate with decays to H → WW (∗) and H → γγ are expected to be still
statistically limited with up to 300 fb−1 [235, 236]. However, these channels will eventually
enable a measurement of the top quark Yukawa coupling with an uncertainty of 5-10% at the
LHC [235, 236]. All these studies are rather conservative estimates and the results of Run I
have shown, that analysers will likely outperform the expectations.
Concerning the presented tt̄H analysis, the most crucial point for any increase in sensitivity
is to improve the knowledge of the tt̄+ bb̄ background. The Run II data is expected to allow
for a fiducial or differential cross section measurements of the tt̄+ bb̄ process. Although efforts
are ongoing in this direction, only a relatively simple measurement of the cross section ratio
of tt̄ + bb̄ to tt̄ + jj events has been performed by CMS [237]. These measurements are very
important input for improving the MC generators and theoretical calculations in the future.
There are also studies ongoing to measure the tt̄H production in the allhadronic and single
lepton + τ lepton final state of the tt̄ decay. A combination with these results will potentially
improve the expected limits. Recently, the MEM was implemented in the dilepton channel in
the presented framework of MEMTool. Preliminary studies at

√
s = 8 TeV show that the

separation provided by the likelihood ratio D1 is significantly better than in the single lepton
channel. Pioneer studies conclude that the dilepton decay of tt̄ will eventually outperform the

170



7.2. Outlook

sensitivity of the single lepton channel [179]. Although a MEM in the dilepton channel could
not be realised in time for the Run I publication, everything is being prepared for Run II.
However, to perform MEM analyses in the single lepton and dilepton channels, it is critical
to further reduce the runtime of the calculations. With increasing MC statistics and less time
to perform the analysis in Run II, the calculation of the probabilities might not be feasible
any more. Although the implemented permutation ranking could be more exploited, there is
limited potential for further optimisations. The best solution for the huge computing time
would be to create look-up tables by sampling the relevant phase space and calculate the
process probabilities in advance. Because the Run I results provided a phase space sampling
of almost a billion 6-dimensional phase space points, this approach has already been tried.
Since the kinematics of the MC events have been used instead of a systematic sampling of
the phase space, the density distribution of the phase space points is not optimal. In order to
obtain a smooth transitions between phase space points, the results need to be interpolated,
which is not trivial in the 6-dimensional space. Furthermore, storage issues arise if the re-
sults are translated into 6-dimensional histograms with one billion entries. Hence an optimal
parametrisation with reduced dimensions is required to create the look-up tables. Initial tests
using the masses of the intermediate states and variations of the jet energies as parameters
did not lead to closure of the likelihood distributions obtained with the look-up tables and the
full integrations. This might not be a serious issue if the MC simulation and data behaves the
same way, however it degrades the separation power obtained with the MEM. Nevertheless,
this seems to be the most promising approach for future MEM analysis in tt̄H, but it certainly
requires more studies. Once the computing time issues are overcome, additional matrix ele-
ment of background processes such as the tt̄V production could be added to further improve
the separation. So far only analysis regions with six jets are exploited, where the number of
measured objects matches the number of final states. With the MEM, the five jet regions can
also be investigated as carried out by the CMS collaboration [180]. Because missing quantities
can simply be marginalised by the integration, missing objects are not a serious issue but result
in larger integration times. A transformation to the intermediate states might even make the
integration of the missing quantities unnecessary. Interestingly, an event reconstruction can
still be performed for this under-constrained systems which is not possible for likelihood-based
reconstruction algorithms.
Once a signal in tt̄H is established, the MEM could be used for a Higgs boson mass measure-
ment as suggested in Section 5.9. For this analysis, the probabilities of the tt̄H hypothesis
have actually been calculated with a Higgs boson mass parameter variation between 110-140
GeV. Furthermore, MC simulations of the tt̄H process with five different Higgs boson masses
have been probed in order to calibrate the measurement. These studies go beyond the scope of
this thesis but yield quite interesting results. A Higgs boson mass measurement in the H → bb̄
decay, cannot compete with the precisions obtained in the H → γγ or H → ZZ(∗) → 4` de-
cays. Nevertheless, a measurement of the Higgs boson mass is still interesting and a stronger
Higgs boson mass dependence of this analysis might be desirable.
Finally, there is a large variety of applications of the MEM. Since MEMTool has a modular
and mostly process independent design, its computing framework can be used for any kind of
MEM analysis, whether it be precision measurements or searches for new physics.
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A
Further Separation Studies using the MEM

The Figures A.1 – A.1 show distributions normalised to unity of the most important MEM
variables comparing the tt̄H process with the total background, the tt̄+ bb̄ process, the non-tt̄
background and the tt̄V process. Additionally, a comparison of tt̄H and the single top quark
Higgs boson production with SM and BSM couplings together with the total background is
shown. Single top quark Higgs boson production is sensitive to the sign of the top quark
Yukawa coupling. For completeness, a comparison of tt̄ + light and tt̄ + HF events is also
presented.
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A.1. Likelihood Ratio
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Figure A.1.: The likelihood ratio D1 with optimal normalisation summed over all possible assignment
permutations in the (≥ 6j,≥ 4b) region for the tt̄H signal prediction (dashed red) to various background
processes, the single top Higgs boson production as well as tt̄+ HF to tt̄+ LF events.

192



A.1. Likelihood Ratio

NeymanPearson Likelihood Ratio

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

A
rb

it
ra

ry
 u

n
it
s

0

0.05

0.1

0.15

0.2

0.25

0.3

Total background

 = 125 GeV)
H

H (mtt 6 j,    3 b≥

Single lepton

 = 8 TeVs

NeymanPearson Likelihood Ratio

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

N
o

rm
a

lis
e

d

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

 b+btt

 = 125 GeV)
H

H (mtt 6 j,    3 b≥

Single lepton

 = 8 TeVs

Separation: 4.93%

NeymanPearson Likelihood Ratio

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

N
o

rm
a

lis
e

d

0

0.05

0.1

0.15

0.2

0.25

0.3

 bkgb+btNon t

 = 125 GeV)
H

H (mtt 6 j,    3 b≥

Single lepton

 = 8 TeVs

Separation: 2.45%

NeymanPearson Likelihood Ratio

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

N
o

rm
a

lis
e

d

0

0.05

0.1

0.15

0.2

0.25

+V (W,Z) tt

 = 125 GeV)
H

H (mtt 6 j,    3 b≥

Single lepton

 = 8 TeVs

Separation: 1.2%

NeymanPearson Likelihood Ratio

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

N
o

rm
a

lis
e

d

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

Total background

 = 125 GeV)
H

H (mtt

=1tκtHjb, 

=1tκtHjb, 

 6 j,    3 b≥

Single lepton

 = 8 TeVs

Separation: 2.92%

NeymanPearson Likelihood Ratio

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

N
o

rm
a

lis
e

d

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

 + light 
 
tt

 + HF 
 
tt 6 j,    3 b≥

Single lepton

 = 8 TeVs

Separation: 0.665%

Figure A.2.: The likelihood ratio D1 with optimal normalisation summed over all possible assignment
permutations in the (≥ 6j, 3b) region for the tt̄H signal prediction (dashed red) to various background
processes, the single top Higgs boson production as well as tt̄+ HF to tt̄+ LF events.
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A.2. Logarithm of Summed Signal Likelihood
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Figure A.3.: The logarithm of summed signal likelihood in the (≥ 6j,≥ 4b) region for the tt̄H signal
prediction (dashed red) to various background processes, the single top Higgs boson production as well
as tt̄+ HF to tt̄+ LF events.
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Figure A.4.: The logarithm of summed signal likelihood in the (≥ 6j, 3b) region for the tt̄H signal
prediction (dashed red) to various background processes, the single top Higgs boson production as well
as tt̄+ HF to tt̄+ LF events.
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A. Further Separation Studies using the MEM

A.3. Invariant Mass of Additional B-jets
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Figure A.5.: The invariant mass of additional b-jets using the tt̄H likelihood in the (≥ 6j,≥ 4b) region
for the tt̄H signal prediction (dashed red) to various background processes, the single top Higgs boson
production as well as tt̄+ HF to tt̄+ LF events.
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Figure A.6.: The invariant mass of additional b-jets using the tt̄H likelihood in the (≥ 6j, 3b) region
for the tt̄H signal prediction (dashed red) to various background processes, the single top Higgs boson
production as well as tt̄+ HF to tt̄+ LF events.
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Figure A.7.: The invariant mass of additional b-jets using the tt̄ + bb̄ likelihood in the (≥ 6j,≥ 4b)
region for the tt̄H signal prediction (dashed red) to various background processes, the single top Higgs
boson production as well as tt̄+ HF to tt̄+ LF events.
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A.4. Hadronic Top Quark Mass
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Figure A.8.: The invariant mass of additional b-jets using the tt̄+bb̄ likelihood in the (≥ 6j, 3b) region
for the tt̄H signal prediction (dashed red) to various background processes, the single top Higgs boson
production as well as tt̄+ HF to tt̄+ LF events.
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Figure A.9.: The hadronic top quark mass using the tt̄ + bb̄ likelihood in the (≥ 6j,≥ 4b) region
for the tt̄H signal prediction (dashed red) to various background processes, the single top Higgs boson
production as well as tt̄+ HF to tt̄+ LF events.
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Figure A.10.: The hadronic top quark mass using the tt̄ + bb̄ likelihood in the (≥ 6j, 3b) region for
the tt̄H signal prediction (dashed red) to various background processes, the single top Higgs boson
production as well as tt̄+ HF to tt̄+ LF events.
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A.5. Hadronic W Boson Mass
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Figure A.11.: The hadronic W boson mass using the tt̄ + bb̄ likelihood in the (≥ 6j,≥ 4b) region
for the tt̄H signal prediction (dashed red) to various background processes, the single top Higgs boson
production as well as tt̄+ HF to tt̄+ LF events.
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A.5. Hadronic W Boson Mass
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Figure A.12.: The hadronic W boson mass using the tt̄ + bb̄ likelihood in the (≥ 6j, 3b) region for
the tt̄H signal prediction (dashed red) to various background processes, the single top Higgs boson
production as well as tt̄+ HF to tt̄+ LF events.
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B
Further Event Reconstruction using the

MEM

In Appendix B.1 the remaining angular distributions between the two additional jets not
originating from the top quark system are shown in the (≥ 6j, 3b) and the (≥ 6j,≥ 4b) region.
In Appendix B.2 reconstruction efficiencies studies at

√
s = 7 TeV are presented.

B.1. Angular Distributions of Additional B-jets
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Figure B.1.: The reconstructed ∆η between the two additional b-jets in (a) best tt̄H permutation
and (b) best tt̄+ bb̄ permutation in the (≥ 6j, 3b) region for the total background (solid blue) and the
tt̄H signal (dashed red) predictions.
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B. Further Event Reconstruction using the MEM
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Figure B.2.: The reconstructed ∆R between the two additional b-jets in (a) best tt̄H permutation
and (b) best tt̄+ bb̄ permutation in the (≥ 6j, 3b) region for the total background (solid blue) and the
tt̄H signal (dashed red) predictions.
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Figure B.3.: The reconstructed pT between the two additional b-jets in (a) best tt̄H permutation and
(b) best tt̄+ bb̄ permutation in the (≥ 6j, 3b) region for the total background (solid blue) and the tt̄H
signal (dashed red) predictions.
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B.1. Angular Distributions of Additional B-jets
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Figure B.4.: The reconstructed ∆φ between the two additional b-jets in (a) best tt̄H permutation
and (b) best tt̄ + bb̄ permutation in the (≥ 6j,≥ 4b) region for the total background (solid blue) and
the tt̄H signal (dashed red) predictions.
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Figure B.5.: The reconstructed ∆η between the two additional b-jets in (a) best tt̄H permutation
and (b) best tt̄ + bb̄ permutation in the (≥ 6j,≥ 4b) region for the total background (solid blue) and
the tt̄H signal (dashed red) predictions.
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B. Further Event Reconstruction using the MEM
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Figure B.6.: The reconstructed ∆R between the two additional b-jets in (a) best tt̄H permutation
and (b) best tt̄ + bb̄ permutation in the (≥ 6j,≥ 4b) region for the total background (solid blue) and
the tt̄H signal (dashed red) predictions.
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Figure B.7.: The reconstructed pT between the two additional b-jets in (a) best tt̄H permutation and
(b) best tt̄ + bb̄ permutation in the (≥ 6j,≥ 4b) region for the total background (solid blue) and the
tt̄H signal (dashed red) predictions.
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B.2. Reconstruction Efficiencies

B.2. Reconstruction Efficiencies

The reconstruction efficiencies are calculated based on events in which each parton level quark
could be matched bi-uniquely with a reconstructed jet within ∆R < 0.3. If the jet is assigned
to the matched quark by the reconstruction algorithm the reconstruction is considered to be
correct. In this way, the fractions of events in which the jets are correctly assigned to the
Higgs boson Hbb, the gbb, the hadronic W boson Wjj , the hadronic top quark tbjj , the leptonic
tb`ν and all final states are calculated. The calculation is performed on tt̄H (Tab. B.1) and
tt̄+ bb̄ (Tab. B.2) events in the (≥ 6j,≥ 4b) region at

√
s = 7 TeV using the tt̄H and tt̄+ bb̄

hypotheses of the MEM and the KLFitter [188] reconstruction algorithm assuming only a tt̄
system without additional radiations.
In the (≥ 6j,≥ 4b) region, the assignment to the Wjj is defined by the b-tagging algorithm
and the choice of the additional light jets. However, for the studies with KLFitter a looser
b-tagging is applied resulting in less mistags of the light jets and hence more events with cor-
rectly assigned jets to Wjj . As a consequence, the comparisons is not entirely fair, because
the MEM start with poorer initial conditions of only 70.3% and 77.2% of the tt̄H and tt̄+ bb̄
events, respectively, which have a chance to be correctly reconstructed. Nevertheless, the
MEM outperforms KLFitter in the reconstruction of tt̄H events using the tt̄H hypothesis
and of tt̄+ bb̄ events using the tt̄+ bb̄ hypothesis. The best reconstruction of the Higgs boson
in tt̄H events can be obtained using the tt̄H hypothesis. The reconstruction of tt̄+ bb̄ events
using the tt̄H hypothesis is poor, since the Higgs boson divergence forces two jets close to
the Higgs boson mass to be assigned to Hbb. As a result, the in only 12.3% of the events the
correct jets are assigned to the gluon and the two top quarks are poorly reconstructed. The
reconstruction efficiencies for tt̄+ bb̄ events are significantly higher using the tt̄+ bb̄ hypothesis
resulting in 47.0% of the events which are completely correct reconstructed. Because much
more tt̄+ bb̄ events are present in the (≥ 6j,≥ 4b) region, this study suggest to use the tt̄+ bb̄
hypothesis for an event reconstruction.

Reconstruction Efficiency [%]

Method Hbb Wjj tbjj tb`ν all

MEM (tt̄H) 41.5 70.3 53.7 55.5 33.5

MEM (tt̄+ bb̄) 34.7 70.3 52.2 52.9 27.0

KLFitter (tt̄) 34.3 75.2 52.9 50.2 28.5

Table B.1: The reconstruction efficiencies of
the intermediate states and all final states
of tt̄H events in the (≥ 6j,≥ 4b) region at√

s = 7 TeV comparing the MEM reconstruc-
tion efficiency using the tt̄H hypothesis, the
tt̄ + bb̄ hypothesis and a reconstruction effi-
ciency obtained with KLFitter [188]

Reconstruction Efficiency [%]

Method gbb Wjj tbjj tb`ν all

MEM (tt̄H) 12.3 77.2 38.3 40.4 10.4

MEM (tt̄+ bb̄) 58.3 77.2 63.1 62.8 47.0

KLFitter (tt̄) 38.8 80.5 55.0 53.7 33.0

Table B.2: The reconstruction efficiencies of
the intermediate states and all final states of
tt̄ + bb̄ events in the (≥ 6j,≥ 4b) region at√

s = 7 TeV comparing the MEM reconstruc-
tion efficiency using the tt̄H hypothesis, the
tt̄ + bb̄ hypothesis and a reconstruction effi-
ciency obtained with KLFitter [188]
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C
Neural Networks with MEM Variables

C.1. Saturation of the NN
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Figure C.1.: The evolution of NN discrimination with the addition of kinematic variables in the
(≥ 6j, 3b) (a) and (≥ 6j,≥ 4b)(b) regions.

C.2. Alternative NN Strategies

Figure C.2 shows the NN output for six different scenarios of using kinematic and MEM
in the neural network in the (≥ 6j,≥ 4b) region. Various sets of input variables are used
in NeuroBayes to chose the best variables for maximal separation of the NN output. In
Figure C.2 (a) around 60 MEM variables are used without any kinematic variables and in
Figure C.2 (b) only the 300 kinematic variables are used without MEM variables. In Figure C.2
(c) the D1 variable is added to the best ten kinematic variables and in Figure C.2 (d) the D1
and lnLsum

tt̄H variables are added to the best ten kinematic variables. In Figure C.2 (e) the best
ten are chosen out of the best ten kinematic variables plus all MEM variables and Figure C.2
(f) shows the ideal scenario of using all kinematic and MEM variables to let NeuroBayes find
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C. Neural Networks with MEM Variables

the best ten. The separation of 15.4% in the ideal scenario (f) is only slightly better than the
separation of 14.8% in scenario (d) which is the chosen scenario for this analysis. Compared
to the separation of 11.7% of the purely kinematic NN (b) this is a large improvement. The
NN in which only MEM are used yields also a better separation of 13.3% than the purely
kinematic NN. The addition of the D1 variable yields the largest improvement.

(a) (b)

(c) (d)

(e) (f)

Figure C.2.: The NN output using the best ten variables from only MEM (a), purely kinematic (b),
best kinematic + D1 (c), best kinematic + D1 + SSLL (d), best kinematic + all MEM (e) and all
kinematic + all MEM (f) variables in the (≥ 6j,≥ 4b) region, comparing the total background (solid
blue) and the tt̄H signal (dashed red) predictions.
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C.3. Correlation among NN Variables

C.3. Correlation among NN Variables
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Figure C.3.: The two dimensional correlation between the NN used in the (≥ 6j, 3b) region

C.4. Overtraining Test of NN Output

NN output

1 0.8 0.6 0.4 0.2 0 0.2 0.4 0.6 0.8 1

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08
signal Train

signal Test

bkgd Train

bkgd Test

KS test: sig. (bkgd.) prob. = 0.392 (0.229)

Separation Train: 0.122 

Separation Test:  0.12 

(a) 3 b-tags

NN output

1 0.8 0.6 0.4 0.2 0 0.2 0.4 0.6 0.8 1
0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08 signal Train

signal Test

bkgd Train

bkgd Test

KS test: sig. (bkgd.) prob. = 0.953 (0.526)

Separation Train: 0.157 

Separation Test: 0.158 

(b) ≥ 4 b-tags

Figure C.4.: Overtraining test of NN output comparing the training and the evaluation in the (≥
6j, 3b) (a) and (≥ 6j,≥ 4b)(b) regions
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D
Additional Material from the Profile

Likelihood Fit

D.1. Nuisance Parameter

D.1.1. Pull and Constraints
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Figure D.1.: The pull and constraints of all NP considered in the fit showing the result of the single
lepton (blue), dilepton (red) channel and the combination (black)
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D. Additional Material from the Profile Likelihood Fit

D.1.2. Correlations
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Figure D.2.: The correlations between the most important NP, where red means a correlation of
100%, green means no correlation (0%) and violet means an anti-correlation of 100%.
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D.2. Excess in Muon Events

An excess of data events has been observed exclusively in events with one muon and only in
the (≥ 6j, 3b) analysis region. This excess is not visible in events with electrons or in any
region with other jet or b-tag multiplicities. In particular the high statistics (≥ 6j, 2b) region,
which is kinematically most comparable to the (≥ 6j, 3b) region shows very good and con-
sistent agreement between the electron and the muon channel. Extensive studies have been
performed to investigate this excess, however no hint of the origin could be found. The checks
included studies of muon isolation and quality, second lepton veto, cut variations, using alter-
native MC generator for tt̄, dependence on data taking periods, semileptonic jet correction.
The studies proved that the excess is not related to tt̄ mis-modelling or is originating from
non-prompt muons. Furthermore, the excess could not be identified as being particular signal-
or background-like since it shows up in different regions depending on the variable distribu-
tions. The excess is flat in the NN output distribution and it is proven to be not related to
the MEM variables. As a consequence, the excess is concluded to be a statistical fluctuation
in data. The excess has been quantified by assuming lepton universality and subtracting the
NN output observed in data in the electron channel from the distribution in the muon channel
taking the different efficiencies in the event selection into account. This estimate yields an
excess of 232± 76 events, which corresponds to a significance with respect to the MC predic-
tion of about 2.5σ. The total bias on the extracted signal strength is −0.2, which is negligible
compared to the current total uncertainty on the measurement.
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Figure D.3.: The logarithm of the summed signal likelihoods is shown in the electron (a) and muon
(b) channel in the (≥ 6j, 3b) region, comparing the total predictions after the fit with data. The hashed
area represents the post-fit uncertainty on the prediction.
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Figure D.4.: The likelihood ratio D1 using the summed likelihoods is shown in the electron (a) and
muon (b) channel in the (≥ 6j, 3b) region, comparing the total predictions after the fit with data. The
hashed area represents the post-fit uncertainty on the prediction.
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Figure D.5.: The NN output using only kinematic variables s is shown in the electron (a) and muon
(b) channel in the (≥ 6j, 3b) region, comparing the total predictions after the fit with data. The hashed
area represents the post-fit uncertainty on the prediction.
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D.3. Validation of MEM Variables
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Figure D.6.: The reconstructed invariant mass mbb̄ using the tt̄H likelihood is shown in the (≥ 6j, 3b)
(a) and (≥ 6j,≥ 4b) (b) region, comparing the total predictions after the fit with data. The tt̄H
prediction is shown normalised to the fitted µ̂ (filled red) and to the total background prediction
(dashed red). The hashed area represents the post-fit uncertainty on the prediction.
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Figure D.7.: The reconstructed hadronic top quark mass using the tt̄ + bb̄ likelihood (upper) and
tt̄H likelihood (lower) is shown in the (≥ 6j, 3b) (a) and (≥ 6j,≥ 4b) (b) region, comparing the total
predictions after the fit with data. The tt̄H prediction is shown normalised to the fitted µ̂ (filled
red) and to the total background prediction (dashed red). The hashed area represents the post-fit
uncertainty on the prediction.
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Figure D.8.: The reconstructed hadronic W boson mass using the tt̄ + bb̄ likelihood (upper) and
tt̄H likelihood (lower) is shown in the (≥ 6j, 3b) (a) and (≥ 6j,≥ 4b) (b) region, comparing the total
predictions after the fit with data. The tt̄H prediction is shown normalised to the fitted µ̂ (filled
red) and to the total background prediction (dashed red). The hashed area represents the post-fit
uncertainty on the prediction.
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D.4. Validation of NN Variables

Figures D.9 – D.9 show a comparison of data and prediction for the four most important input
variables to the NN in the region where it is employed. All of the plots are made using post-fit
predictions.
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Figure D.9.: Post-fit comparison of data and prediction for the four top-ranked input variables in the
(5j, 3b) region. The plots include (a) mmax pT

bb , (b) mmin ∆R
uu , (c) pmin ∆R

T,uu and (d) mmin ∆R
bb . The hashed

area represents the post-fit uncertainty on the background.
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Figure D.10.: Post-fit comparison of data and prediction for the four top-ranked input variables in the
(5j,≥ 4b) region. The plots include (a) Centrality, (b) H1, (c) N jet

40 and (d) mmin ∆R
bb . The hashed area

represents the post-fit uncertainty on the background. The tt̄H signal distribution is shown normalised
to background prediction (dashed red) and to the fitted µ̂ (filled solid).
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Figure D.11.: Post-fit comparison of data and prediction for the four top-ranked input variables in
(≥ 6j, 3b) region. The plots include (a) N jet

40 , (b) Centrality, (c) H1, and (d) SSLL. The hashed area
represents the post-fit uncertainty on the background. The tt̄H signal distribution is shown normalised
to background prediction (dashed red) and to the fitted µ̂ (filled solid).
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Figure D.12.: Post-fit comparison of data and prediction for the four top-ranked input variables in
(≥ 6j,≥ 4b) region. The plots include (a) D1, (b) Centrality, (c) pjet5

T , and (d) H1. The hashed
area represents the post-fit uncertainty on the background. The dashed line shows tt̄H signal distribu-
tion normalised to background yield. The tt̄H signal distribution is shown normalised to background
prediction (dashed red) and to the fitted µ̂ (filled solid).
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