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1. Introduction

1.1. Stimulus classification

Every organism needs to interact with its external environment, and this relies on the sensation and perception of physical and chemical sensory stimuli. Some of these stimuli can be beneficial for the organism whereas some can harm it. These stimuli are therefore processed by the biological system, starting from the sensory system, so that the organism can elicit an adequate response. These responses can vary from food search, escape strategies from harmful substances to selection of mating partners. In its simplest form, this stimulus-behavior reaction can be observed already in microorganisms such as bacteria. Bacteria are sensitive to their both chemical and non-chemical environment [Hu and Tu, 2014]. They exhibit chemotactic or throtactic behavior depending on the concentration of harmful chemicals or heat in their surrounding [Wadhams and Armitage, 2004; Paster and Ryu, 2008]. Considering the vast repertoire of thermal and chemical stimuli, in terms of their ability to elicit tactic behavior, either of two simple outcomes is decided, i.e., moving towards it or away from it. Such a simple biological system requires to categorize many different stimuli into two simple categories eliciting these particular behaviors. However, this becomes more complicated in higher organisms which can form several such categories underlying a variety of behaviors. These categories become more necessary in higher organisms because they experience a much higher order of different stimuli or even mixtures of stimuli, so they need to combine them perceptually in order to elicit a relatively limited number of behaviors. Such a phenomenon is called categorical perception [Harnad, 1987, 2003]. This happens when any stimuli is changed along a continuum, their perception is not experienced as gradual but instead they are experienced as instances of discrete categories at the sensory level.

According to categorical perception, even human beings tend to visualize their surrounding in terms of the categories that they have formed from the various sensory
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stimuli [Goldstone and Hendrickson, 2009]. As one of the classical examples of categorical perception of colors, on observing a rainbow, we tend to see seven distinct bands of color although on physical terms it consists of a continuous and full range of visible wavelengths of light [Bornstein and Korda, 1984; Pos and Albertazzi, 2010]. These categories, at least for humans, are not just based on the outputs of perceptual systems without any feedback. Instead they have been or they can be customized to a certain behavioral output either at an evolutionary timescale or at the timescale of individual learning [Livingston et al., 1998].

Analogous behaviors relying on categorical perception have also been found across different species [Ehret and Haack, 1981; Nelson and Marler, 1989; May et al., 1989; Wyttenbach et al., 1996; Baugh et al., 2008]. This phenomenon is now considered to be a ubiquitous feature of all perceptual systems. Relatively linear sensory stimuli are transformed by categorical perception into relatively nonlinear representations [Goldstone and Hendrickson, 2009]. In the extreme case, this transformation can be a step function where the perception is unaffected by the changes in the sensory stimuli until they reach a certain threshold. At the point of this threshold, an abrupt transition occurs in the perception. Categorization helps the animals to elicit a stable and appropriate behavior for a certain range of variation in sensory stimuli, and these variations are deemphasized as noise.

In olfaction, animals perceive different odors as complex mixtures of diverse chemical components. These mixtures can vary in their relative composition of their individual components. However, for the animal to exhibit a stable response to such odor stimuli, small variations in the relative composition of the mixture components are often suppressed. This can be achieved by categorizing odor stimuli. This process of categorization occurring in the olfactory system of the animals and the possible mechanisms behind it are the subjects of this thesis.

1.2. Primary olfactory circuits

Olfaction is one of the most important senses for most animals. The primary task of the olfactory system is to decipher various odor signals. The organization of the olfactory system is surprisingly similar across different species, ranging from the structure
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of the olfactory receptor proteins to the neuronal organization of the olfactory system, implying an existence of an optimal solution for detecting and discriminating odors in nature [Ache and Young, 2005]. In the very first step, the odorant molecules bind to the olfactory receptor proteins. In vertebrates, these proteins belong to the family of G protein-coupled receptors (GPCRs), seven-transmembrane domain proteins that activate G protein-based signaling pathways [Buck and Axel, 1991]. In mammals, each olfactory sensory neuron expresses exclusively one of the alleles of one of the many functional receptor genes [Chess et al., 1994; Serizawa et al., 2000]. This one receptor one neuron principle ensures a segregation of receptor responses in different neurons. Moreover, each receptor can bind multiple odorants and each odorant can activate multiple receptors [Malnic et al., 1999]. This combinatorial coding helps the animals to discriminate a vast number of odorants. Such similar principle can also be found in the fruit fly, *Drosophila melanogaster*, where, besides a specific olfactory receptor, an additional receptor Or83b is broadly expressed with the specific receptors [Larsson et al., 2004; Goldman et al., 2005]. However, in nematode worms (*Caenorhabditis elegans*), their 32 chemosensory neurons express multiple odorant receptors in each neuron [Troemel et al., 1995].

From studies on *Drosophila melanogaster*, their olfactory sensory neurons have been found to vary in their odor tuning profiles, which means some neurons respond to only few of the odorants, while others respond to many odorants [Hallem and Carlson, 2006]. The odorants also vary in their number of neurons they activate. In different species, including *Drosophila*, the olfactory receptors can also mediate both inhibition and activation of the neurons [Bruyne et al., 2001; Kang and Caprio, 1995; Sanhueza et al., 2000; Duchamp-Viret et al., 1999]. The olfactory information is then carried by these neurons to the first "relay center" of the olfactory system. This first odor information processing center is called olfactory bulb in vertebrates, antennal lobe in insects and olfactory lobe in crustaceans [Mori et al., 1999; Hansson and Anton, 2000; Sandeman et al., 1993]. In all cases, it consists of several spherical structures called glomeruli, where the sensory neurons branch and synapse onto second-order olfactory neurons, in insects projection neurons (PNs) and local interneurons (LNs) [Hansson and Anton, 2000]. In mammals, they synapse onto mitral/tufted and periglomerular cells [Pinching and Powell, 1971; Tolbert and Hildebrand, 1981]. The mammals’ mitral/tufted cells and the insects’ projection neurons then further carry the information from these glomeruli to higher brain centers, i.e., the olfactory cortex in mammals.
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(the olfactory tubercle, the piriform cortex, the cortical nucleus of the amygdala, and the entorhinal area) [Lledo et al., 2005] and the lateral protocerebrum and the corpora pedunculata (mushroom bodies) in arthropods [Heisenberg, 1998].

1.3. Odor processing by neuronal circuits

The odors are encoded as a combinatorial code of the receptors they activate or inhibit. The olfactory sensory neurons expressing the same receptor proteins converge onto one or very few glomeruli, both in mammals and in insects [Mombaerts et al., 1996; Dynes and Ngai, 1998; Vosshall et al., 2000]. Hence, these glomeruli act as a functional and structural units of the first olfactory relay center of the brain. The activity across the population of glomeruli of the sensory neurons, therefore, reflects the combinatorial code of the receptors to some degree. Optical imaging studies have shown that odors evoke stereotypic glomerular activity patterns [Rubin and Katz, 1999; Belluscio and Katz, 2001; Friedrich and Korsching, 1997; Joerges et al., 1997; Vickers et al., 1998; Wang et al., 2003]. Single odorants and their concentrations are found to elicit unique and complex activity patterns where each glomerulus responds differently to a given odorant [Hallem and Carlson, 2006]. These odor representations in the sensory neurons undergo a transformation when they are further carried to the second order olfactory neurons, in insects the projection neurons [Wilson et al., 2004; Yaksi et al., 2009; Sosulski et al., 2011]. One of the mechanisms behind this transformation relies on GABAergic inhibition by local interneurons present in the first olfactory relay center of the brain [Sachse and Galizia, 2002; Wilson and Laurent, 2005; Poo and Isaacson, 2009]. Many studies have shown that GABAergic inhibition is involved in odor processing in the brain [Yokoi et al., 1995; Olsen and Wilson, 2008; Silbering et al., 2008; Isaacson, 2010; Acebes et al., 2011], but how this processing helps in determining odor perception of the animals in terms of behavioral olfactory responses is not clear.

In this thesis, I investigate whether GABAergic inhibition is involved in classifying odor representations. In the natural environment, odors are mostly intermittent and consist of mixtures of chemicals, which makes it difficult for the animals to decipher relevant odor signals. The brain has to extract the relevant information from the continuous stream of different sensory stimuli for appropriate behavior. Therefore, to elicit
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a stable response, varying stimuli are classified into distinct classes. Such classes could be potentially achieved by transforming the sensory representations into discrete representations [Niessing and Friedrich, 2010]. I first aimed at testing whether odor classification occurs at the first olfactory processing center of the brain, i.e., the antennal lobe (AL) of *Drosophila*. Since the transformation from sensory neurons to projection neurons in AL is influenced by GABAergic inhibition, I here also investigate the role of GABA in potential odor classification.

1.4. *Drosophila melanogaster* as a model organism

The fruit fly *Drosophila melanogaster* is one of the standard model organisms to investigate key questions in the field of biology [Arias, 2008; Stephenson and Metcalfe, 2013]. Since the discovery of the first gene mutation, the *white* gene, in 1910 [Morgan, 1910], several genetic tools have been engineered which gave an upper hand to the fruit flies to be used extensively in research [Spradling, 1997], e.g., the balancer chromosomes to prevent genetic recombination [Rubin and Spradling, 1982], binary expression systems for cell specific expression [Brand and Perrimon, 1993], or neuronal manipulation by temperature or light [Venken et al., 2011]. Apart from these technical advantages *Drosophila* offers, it also has a much simpler nervous system than mammals. The *Drosophila* brain consists of only ~10^5 neurons, much less compared to the number of neurons in mammals (10^8-10^11 neurons) [Chiang et al., 2011; Herculano-Houzel and Lent, 2005]. In spite of this simplicity, complex neuronal circuits and behaviors can also be found in flies, e.g., learning and memory [Waddell and Quinn, 2001; Fiala, 2007], circadian rhythms [Hendricks et al., 2000; Tataroglu and Emery, 2014] or aggression [Asahina et al., 2014]. In terms of neuromodulators and neurotransmitters, flies also share many similarities with vertebrates. Specific neuronal subsets can be precisely targeted and manipulated to study the functional role of those neurons. This is conveniently nowadays achieved by the binary expression systems.

1.4.1. Binary gene expression systems

A major advancement in *Drosophila* genetics occurred in 1982 when Spradling and Rubin developed P-element-mediated transformation of *Drosophila* germline cells to generate transgenic fly strains [Spradling and Rubin, 1982]. However, presently the
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The main advantage of *Drosophila* comes from the binary GAL4-UAS system developed by Brand and Perrimon [1993]. Using the GAL4-UAS system, different transgenes can be expressed in different cells without creating new transgenic lines for each combination. This system consists of two transgenic lines: the "driver strain" which contains a cell specific enhancer sequence controlling the expression of a yeast protein GAL4, and the "effector strain" which contains an upstream activator sequence (UAS) control-

![Diagram of binary expression systems in Drosophila.](image)

**Figure 1.1 Binary expression systems in Drosophila.**

(A1) In the GAL4-UAS system, one fly strain called the driver strain which, contains the GAL4 DNA under the control of a genomic enhancer or promoter sequence, is crossed to another strain called the effector strain, in which the gene of interest is coupled to an upstream activator sequence (UAS). In the F1 generation, the effector gene is expressed in those specific cells determined by the driver strain. (A2) Gene expression can be repressed by GAL80, which blocks the activation domain of GAL4. (B) In the LexA/LexAOP system, the driver strain contains the LexA DNA which, when crossed to the effector strain, activates transcription of the effector gene by binding to a LexAOP activation sequence in specific cells. (C1) Like the other two systems, the Q binary expression system consists of a driver strain, which expresses the transcription factor QF under the control of a genomic enhancer, and an effector strain, which has the gene of interest coupled to a QUAS sequence. On crossing the driver and the effector strain, the cells having the QF will activate the expression of the gene of interest by binding to the QUAS activation domain. (C2) Similar to GAL80, the gene expression can be repressed in the Q-system by the co-expression of the inhibitor QS.

*Figure from Riemensperger et al. [2012].*
1. Introduction

...ling the expression of the gene of interest. The GAL4 DNA is expressed only in specific cells in the driver strain, and UAS is present in all the cells in the effector strain. However, the presence of the UAS DNA itself does not have any effect. The gene of interest can only be expressed when the GAL4 binds to the UAS sequence. So, on crossing the driver strain with the effector strain, the specific cells containing the GAL4 will bind to the UAS, thereby leading to the expression of the gene of interest (Figure 1.1 A1). In this way, different genes of interest can be expressed in the same specific cells by altering the effector strain and, similarly, the same gene can be expressed in different specific cells by changing the driver strain [Duffy, 2002].

Further advancements have been made for the GAL4-UAS system by the introduction of GAL80, especially GAL80\textsuperscript{ts}, which enables one to control the expression of the gene temporally [Zeidler et al., 2004]. GAL80 blocks the activation domain of GAL4, thereby repressing gene expression (Figure 1.1 A2). However, the temperature sensitive form of GAL80 (GAL80\textsuperscript{ts}) can be deactivated at 29°C. This property of GAL80\textsuperscript{ts} gives us the advantage to induce the gene expression in a time-specific manner. In conclusion, the GAL4-UAS system provides a convenient tool to control the expression of any gene of interest both spatially and temporally in *Drosophila*.

Similar to the GAL4-UAS system, the alternative independent binary system LexA/LexAOP was developed [Szüts and Bienz, 2000; Lai and Lee, 2006]. The effector strain contains the gene of interest under the control of the regulatory sequence LexAOP. The gene expression only takes place when the LexA present in the specific cells of the driver strain binds to LexAOP, thereby activating the transcription of the gene (Figure 1.1 B). There are two kinds of LexA, one which is sensitive to GAL80 and one which is not. The sensitive version uses a part of the GAL4 called GAD, whereas the insensitive form uses a viral promoter called VP16 which cannot be blocked by GAL80 [Lai and Lee, 2006].

Recently, there was a third binary system introduced called the Q system [Potter et al., 2010]. Similar to UAS, gene expression is controlled by the regulatory sequence QUAS and the transcription is only activated when the transcription factor QF binds to the QUAS (Figure 1.1 C1). This system also has an inhibitor similar to GAL80 called QS, which prevents binding of QF to QUAS (Figure 1.1 C2). The QS inhibition can also be blocked by feeding quinic acid to the flies [Potter et al., 2010].
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The advent of multiple binary systems enabled us with the possibility of combining any two systems in a single fly. By this way, two different genes of interest can be expressed in two distinct subsets of cells, thereby opening a plethora of options for genetic manipulation. With the help of these binary systems, the expression of genetically encoded calcium sensors can also be targeted to specific neurons to observe their calcium dynamics as a correlate of neuronal activity [Riemensperger et al., 2012].

1.4.2. Monitoring neuronal activity by *in vivo* Ca\(^{2+}\) imaging

To understand the functional role of neurons and their responses to certain stimuli, the first step required is to monitor and record their activity. This can be achieved by electrophysiologically recording their membrane potential. However, electrophysiology is mostly restricted to single neurons or small populations of neurons surrounding an extracellular electrode. Non-invasive optical imaging methods provide powerful tools to monitor the activity of several neurons simultaneously [Griesbeck, 2004]. Since 1973, when neuronal activity was first recorded with the help of voltage sensitive dyes [Salzberg et al., 1973], tremendous progress has been made in the field of optical imaging [Mutoh and Knöpfel, 2013]. Optical calcium imaging is one such method for monitoring neuronal activity [Tsien, 1988; Mao et al., 2001; Stosiek et al., 2003]. It is based on the principle that any depolarizing signal in a living neurons is mostly associated with Ca\(^{2+}\) influx through various types of Ca\(^{2+}\) channels expressed in neurons [Tsien and Tsien, 1990; Berridge et al., 2000]. Such Ca\(^{2+}\) signals are important for chemical synaptic transmission in neurons [Yuste and Denk, 1995; Neher, 1998; Südhof, 2000].

Most of the fluorescent Ca\(^{2+}\) sensors are generally expressed in the cytosol of the neurons. During the resting state, the intracellular Ca\(^{2+}\) concentration is generally around 10-100 nM, which rises drastically 10-100 times during the depolarization of neuron [Berridge et al., 2000]. At any moment, the Ca\(^{2+}\) concentration reflected by a cytosolic Ca\(^{2+}\) sensor is an integrated effect of multiple factors such as the Ca\(^{2+}\) influx rate, efflux rate as well as the Ca\(^{2+}\) exchange with internal stores such as endoplasmic reticulum [Berridge, 1998] and mitochondria [Duchen, 1999]. In the presynapses, as the action potential "arrives", the Ca\(^{2+}\) influx is mainly driven by voltage-gated Ca\(^{2+}\) channels, causing micro- or nanodomains of high Ca\(^{2+}\) concentration around the channels [Neher and Sakaba, 2008]. But in the postsynapses, the cytosolic sensors detect
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Ca\(^{2+}\) potentially from ligated-gated ionotropic receptors, internal Ca\(^{2+}\) stores or from the voltage-gated Ca\(^{2+}\) channels present at the postsynaptic membrane. Ca\(^{2+}\) concentration in the mammalian axons get influenced by several kinds of proteins involved in the homeostasis of the intracellular Ca\(^{2+}\) such as Ca\(^{2+}\) pumps, Ca\(^{2+}\)-dependent ion channels and Na\(^{+}\)-Ca\(^{2+}\) exchangers [Waxman and Ritchie, 1993]. Moreover, the Ca\(^{2+}\) influx in the axons is also mediated by the axonal voltage-gated Ca\(^{2+}\) channels [Callewaert et al., 1996; Bacskaï et al., 1995]. Therefore, any Ca\(^{2+}\) signal obtained from a cytosolic Ca\(^{2+}\) sensor is an integrated effect resulting from various sources of Ca\(^{2+}\) present in the neuron.

A major advancement in the field of Ca\(^{2+}\) imaging came with the advent of genetically encoded Ca\(^{2+}\) indicators (GECI) [Pérez Koldenkova and Nagai, 2013]. These sensors provided an additional property to be genetically expressed in specific neurons, and Drosophila served perfectly as one of the best organisms for this purpose due to their different binary expression systems [Fiala et al., 2002]. The first genetically encoded Ca\(^{2+}\) indicator was named "Cameleon" which was developed in 1997 by Miyawaki et al. [1997]. It consists of two fluorescent proteins, ECFP (enhanced cyan fluorescent protein) and EYFP (enhanced yellow fluorescent protein), which are connected by a Ca\(^{2+}\) sensitive protein called calmodulin and a M13 domain (Figure 1.2 A).

In the absence of Ca\(^{2+}\) ions, illuminating the sensor with light of ~440nm wavelength leads to the excitation of ECFP, which results in an emission of ~480nm wavelength light. However, in the presence of Ca\(^{2+}\) ions, due to its binding to calmodulin, a conformational change occurs in the sensor which brings the ECFP and EYFP proteins in closer proximity. Due to the reduced distance between ECFP and EYFP, and the resulting Förster resonance energy transfer (FRET) effect, the energy of the excited ECFP gets transferred to EYFP, leading to an enhanced emission of light of ~535nm wavelength. The Ca\(^{2+}\) concentration can henceforth be determined by the ratio of 480 and 530 nm wavelength of light. A similar sensor, TN-XL, was also made which used troponin C sequence as the Ca\(^{2+}\) binding component independent of the additional peptide like M13 [Griesbeck, 2004] (Figure 1.2 B).

Based on the same principle, improved versions of ratiometric Ca\(^{2+}\) sensors have been developed in subsequent years [Guerrero and Isacoff, 2001; Knöpfel et al., 2006; Pérez Koldenkova and Nagai, 2013]. In contrast to the ratiometric sensors, an one-fluorescent protein sensor was also developed, called GCaMP, in 2001 with a better
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signal to nose ratio [Nakai et al., 2001]. GCaMP was based on a circularly permuted enhanced GFP protein (cpEGFP) which was connected to the Ca$^{2+}$ sensitive domain calmodulin at the C terminus and the M13 domain at the N terminus (Figure 1.2 C). The fluorescence of GCaMP further increases on binding to Ca$^{2+}$ ions due to the conformational change by the Ca$^{2+}$-calmodulin-M13 interaction [Nakai et al., 2001]. Recent versions of GCaMP have even added the possibility of measuring Ca$^{2+}$ dynamics in neuronal subregions (GCaMP1.6, [Ohkura et al., 2005]) and also with higher sensitivity for detecting even single action potentials (GCaMP3, [Tian et al., 2009]). The affinity of GCaMP3 for Ca$^{2+}$ ($K_D = 660\pm19$ nM) is higher than the earlier variants of GCaMP and has been used in this thesis for monitoring the neuronal activity. However, further developments have been made to GCaMP in recent years with varying properties like dynamic range and excitation-emission wavelengths [Zhao et al., 2011; Akerboom et al., 2012; Ohkura et al., 2012; Chen et al., 2013; Badura et al., 2014]. The red and blue one-fluorescent protein sensors, for example, enable us to do multicolor imaging, and their combination helps us to measure the activity of different sub-comparts of cells or different populations of neurons at the same time in the same organism.

![Figure 1.2 Schematic illustration of different genetically encoded calcium indicators.](image)

(A) FRET-based Cameleon sensor: Two fluorescent proteins (ECFP and EYFP) are connected by a Ca$^{2+}$ sensitive domain called calmodulin (Cam) and a calmodulin binding peptide (M13). In the presence of Ca$^{2+}$, a conformational change due to the Ca$^{2+}$-Cam-M13 interaction, brings ECFP and EYFP in a proximity close enough for FRET. (B) Troponin based TN-XL sensor: It functions similar to Cameleon, except that the Cam-M13 domains are replaced by the Ca$^{2+}$ binding domain of troponin. (C) One-fluorescent protein GCaMP sensor: It consists of a circularly permuted variant of GFP connected to Cam and M13. On binding to Ca$^{2+}$ ions, a conformational change occurs in the barrel structure of GFP due to the Ca$^{2+}$-Cam-M13 interaction which leads to an increase in fluorescence emission.

*Figure from Riemensperger et al. [2012].*
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[Lindenburg and Merkx, 2012]. Depending on the requirements of the experiments, different Ca$^{2+}$ sensors can potentially be used nowadays [Pérez Koldenkova and Nagai, 2013].

In conclusion, the possibilities for the genetic manipulation in *Drosophila* and for monitoring the neuronal activity make this animal an advantageous model organism to understand the function of complex neuronal circuits.

1.4.3. The olfactory system of *Drosophila*

1.4.3.1. Peripheral odor detection

Odor sensing in flies occurs when volatile odorant molecules bind to olfactory receptors (ORs) present on the dendrites of the olfactory sensory neurons. The olfactory sensory neurons (OSNs) are located on the third segment of the antennae and the maxillary palps [Su et al., 2009]. There are about 1200 neurons per antenna and 120 neurons per maxillary palp [Stocker et al., 1990; Bruyne et al., 1999], which are housed in hair-like structures called olfactory sensilla [Shanbhag et al., 1999; Bruyne et al., 2001]. Each sensillum contains between one and four OSNs. These sensilla are insulated from each other by the sensillum lymph secreted by the supporting cells surrounding the OSNs. Based on their morphology, sensilla are subdivided into three major classes: basiconic, trichoid and coeloconic [Shanbhag et al., 1999]. Basiconic sensilla are characterized by their long and thick structures. They contain between two and four neurons and they mainly cover receptors responding to food odorants. Coeloconic sensilla are thick and small and contain between two to three neurons. They do not only respond to food odorants, but also to humidity [Yao et al., 2005]. Trichoid sensilla are highly sensitive to pheromones and can contain up to three neurons. All the three classes of sensilla can be found on the antennae, whereas the maxillary palps contain only basiconic sensilla [Riesgo-Escovar et al., 1997].

The OSNs in the sensilla are activated when odorant molecules bind to the ORs [Clyne et al., 1999; Vosshall et al., 1999]. The ORs in insects are seven transmembrane domain proteins, but unlike ORs in mammals, they are evolutionary unrelated to G protein coupled receptors (GPCR) [Vosshall et al., 1999; Benton et al., 2006]. Each OSN usually expresses only one kind of OR together with a broadly expressed co-
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receptor Or83b or Orco [Larsson et al., 2004; Vosshall and Stocker, 2007]. The signal transduction of the olfactory receptors is still currently under investigation and there is no clear consensus about it [Ronderos and Smith, 2009; Nakagawa and Vosshall, 2009]. One study suggests that Or83b forms a heteromeric ion channel with the OR [Sato et al., 2008] while another study indicates that Or83b forms the ion channel itself [Wicher et al., 2008]. In addition, the odor response could also be modulated by Or83b via the cAMP signaling cascade [Wicher et al., 2008; Nakagawa and Vosshall, 2009].

In coeloconic sensilla, only one OR (Or35a) is found to be co-expressed with Or83b [Su et al., 2009]. The other OSNs present in coeloconic sensilla, however, do not express either Or83b or any members of the Or family [Couto et al., 2005; Yao et al., 2005]. They were instead found to express a different class of chemosensory receptors called ionotropic receptors (IRs) [Benton et al., 2009]. These receptors do not co-express Or83b. Instead they are ion channels and are directly activated by the ligand.

The odor response spectrum of each OSN depends on the OR that it expresses [Dobritsa et al., 2003]. Several ligands were identified for each specific OR [Dobritsa et al., 2003; Hallem et al., 2004; Fishilevich and Vosshall, 2005; Couto et al., 2005; Hallem and Carlson, 2006; Galizia et al., 2010]. The axons of OSNs project from the antennae and the maxillary palps to the first relay center of the Drosophila brain, the antennal lobe (AL). All OSNs expressing one kind of chemosensory receptor converge to a single discrete structures called glomeruli [Couto et al., 2005; Fishilevich and Vosshall, 2005]. The AL consists of 56 such glomeruli, each of which receives input only from a particular type of OSNs [Tanaka et al., 2012]. Some studies have also reported the presence of neurons other than OSNs terminating in the AL, like thermal sensor neurons, neurons of unknown sensory modalities in arista and antenna and, internal thermal sensor neurons [Stocker et al., 1990; Hamada et al., 2008; Gallio et al., 2011]. In the AL glomeruli, OSNs synapse onto dendrites of projection neurons (PNs) as well as local interneurons (LNs) [Vosshall and Stocker, 2007]. The odor information is first processed in AL and then carried by the PNs to the higher brain centers namely the mushroom body (MB) and the lateral horn (LH).
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1.4.3.2. Odor processing in the antennal lobe

The odors are encoded in terms of a combinatorial code of the ORs they activate, and this information is carried by the OSNs to the AL. All the OSNs target their specific glomerulus (based on the receptors they express), in many cases both in the ipsilateral and the contralateral side [Stocker et al., 1990], except the OSNs expressing Gr21a which only target the ipsilateral V glomerulus [Vosshall et al., 2000; Scott et al., 2001].

In recent years, several studies have been performed to characterize the responses of OSNs to large and chemically diverse types of odor stimuli [Bruyne et al., 1999, 2001; Hallem et al., 2004; Yao et al., 2005; Hallem and Carlson, 2006; Su et al., 2011; Martelli et al., 2013; Mathew et al., 2013]. These studies have helped us to some degree to understand the mechanism how odors are encoded in OSNs [Wilson, 2013]. Based on the responses to multiple ligands, the OSNs can be divided into classes of different odor "tuning width", i.e., the broader the tuning width is, the larger the number of odorants is that an OSN responds to. Some OSN types are broadly tuned, while some are narrowly tuned [Hallem and Carlson, 2006]. As the concentration of the odor is increased, the OSNs show increases in their firing rates, and more OSNs get recruited [Hallem and Carlson, 2006]. Therefore, the concentration is likely to be encoded by the number of OSNs it activates as well as by the magnitude of response in each OSN. Spikes can even be found in the absence of any ligand. The OSNs, on average, fire spontaneously at the rate of ~8 spikes/s [Bruyne et al., 1999, 2001]. There are also some ligands which are inhibitory in nature, i.e., they decrease the firing rate of OSNs to below their spontaneous firing rate [Bruyne et al., 1999; Hallem and Carlson, 2006; Silbering et al., 2011; Nagel and Wilson, 2011]. On presenting an odor for long duration, adaptation of OSNs occurs, which is reflected by the weakening of responses to subsequent stimuli [Bruyne et al., 1999]. In terms of the dynamics of OSN activity, the spike rates rise sharply during odor onset and after the odor offset, they reach below their spontaneous rates. However each OSN has its unique dynamics depending on the odor as well its concentration [Schuckel and French, 2008; Schuckel et al., 2008, 2009; Nagel and Wilson, 2011; Kim et al., 2011]. The response diversity of OSNs reflects the diversity of the ORs they express and the affinity of ORs towards different ligands.

OSNs form excitatory synapses onto PNs in their individually defined glomeruli. The
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OSN-PN synapses are cholinergic, and the PNs, like the mitral cells in the mammalian olfactory bulb, are mainly post-synaptic in the AL [Stocker et al., 1990; Kazama and Wilson, 2008]. There are also "sister" PNs found in glomeruli which show highly correlated patterns of activity [Kazama and Wilson, 2009]. There are several studies on the relation between the activities of the OSNs and the PNs [Bhandawat et al., 2007; Ng et al., 2002; Schlief and Wilson, 2007; Silbering et al., 2008; Wang et al., 2003; Wilson et al., 2004]. Compared to OSNs, PNs are less variable in terms of trial-to-trial spike responses to the same stimulus [Bhandawat et al., 2007]. PNs also show more transient responses, i.e., the spike frequency peaks and decays relatively quickly when compared to OSNs [Bhandawat et al., 2007; Wilson et al., 2004]. In terms of odor tuning, PNs are less selective to odors compared to OSNs. PNs show high sensitivity to weak inputs from OSNs and low sensitivity to strong inputs, indicating a nonlinear transformation of olfactory input from OSNs [Olsen et al., 2010]. These differences have been partly explained by the degree of convergence of OSNs onto PNs. There are only about 150 PNs per brain hemisphere, i.e., about 3 neurons per glomerulus, whereas on average ~25 OSNs innervate one glomerulus [Stocker et al., 1990; Laissue et al., 1999; Abbott, 2008]. This convergence makes PNs highly sensitive to weak OSN inputs as well as less variable because they integrate the combined responses of many OSNs. The transient responses of PNs and the nonlinear relationship between OSNs and PNs, on other hand, could be explained by the property of OSN-PN synapses which show short-term depression due to the high vesicular release probability, i.e., fast depletion of synaptic vesicles [Kazama and Wilson, 2008; Wilson, 2013]. The PNs also show spontaneous activity in the absence of any ligand. But this is mainly due to the fluctuating inputs coming from OSNs [Gouwens and Wilson, 2009; Kazama and Wilson, 2009]. Most of the PNs are cholinergic [Yasuyama and Salvaterra, 1999] and they release acetylcholine in higher brain centers as well as from presynapses in the AL [Kazama and Wilson, 2008; Ng et al., 2002; Wilson et al., 2004; Yaksi and Wilson, 2010].

The PNs are mainly unilateral, mostly uniglomerular, and they terminate on both the MB and the LH; however there also exist another kinds of PNs [Tanaka et al., 2012]. One PN not only arborizes in the ipsilateral glomerulus but also in the contralateral glomerulus, thereby having bilateral projections. There is another type of PN (from the glomerulus DA4m), which, other than projecting to MB and LH, also projects to the posterior lateral protocerebrum (PLP). Another kind of PN show multiglomeru-
lar projections without the formation of any glomerular arborization in the AL. One of such multiglomerular PNs also project to the PLP, in addition to MB and LH. Some uniglomerular as well as multiglomerular PNs project only to the LH. These various types of PNs have been very well characterized in Tanaka et al. [2012]. Other than the cholinergic PNs, GABAergic PNs also exist and have been recently characterized in Drosophila [Strutz et al., 2014]. These neurons are both uniglomerular and multiglomerular.

The glomeruli in the AL are also interconnected by several populations of LNs. These LNs lack axons, most of them are inhibitory and release GABA [Ng et al., 2002; Wilson et al., 2004]. Several studies have investigated the role of LNs in odor coding [Silbering and Galizia, 2007; Olsen and Wilson, 2008; Tanaka et al., 2009; Acebes et al., 2011]. For example, due to the presence of this interglomerular inhibitory interactions, when a mixture of two odors is presented to the fly, reduced activity in some PNs are observed in comparison to the individual components of the mixture [Silbering and Galizia, 2007; Olsen et al., 2010]. Therefore, not necessarily all PNs show activity if their corresponding OSNs are activated [Olsen and Wilson, 2008]. The lateral inhibition is mainly presynaptic at the OSN axon terminal [Olsen and Wilson, 2008; Root et al., 2008]; however, inhibition is not restricted to only OSNs but can also affect PNs [Wilson and Laurent, 2005; Yaksi and Wilson, 2010] as well as LNs themselves [Yaksi and Wilson, 2010; Huang et al., 2010]. The inhibition tends to increase as the concentration of the odorant increases [Silbering et al., 2008; Olsen et al., 2010]. The magnitude of inhibition has been shown previously to correlate positively with the total activity of entire OSN population, thereby mediating gain control on PNs [Olsen and Wilson, 2008; Olsen et al., 2010]. However, the inhibition is not global in the AL, but rather spatially specific and patchy [Ng et al., 2002; Silbering and Galizia, 2007]. This could not be explained morphologically by the innervation patterns of LNs, because most of them innervate all glomeruli [Chou et al., 2010; Seki et al., 2010]. Only a small number of LNs are highly specific, and 11% of all LNs innervate less than half of all the glomeruli [Chou et al., 2010]. Moreover, the spatial pattern of inhibition has been reported to be invariant to odors [Wilson and Laurent, 2005; Chou et al., 2010]. These discrepancies could recently be resolved by Hong and Wilson [2015] who show that all the GABAergic LNs are activated even by the activation of single glomerulus and the LN activity in the glomeruli are invariant to odors. However, the PNs in the glomeruli are differentially affected by LNs due to their varying sensitivity to GABA. As a sum-
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mary from these studies, it can be concluded that lateral inhibition appears to be odor invariant and affects PNs differently in different glomeruli in a stereotypic way.

Odor evoked activity in OSNs and PNs in a glomerulus tends to inhibit the activity in other glomeruli by GABAergic LNs, but at the same time, other glomeruli become activated. This phenomenon is mediated by excitatory LNs (eLNs) [Olsen et al., 2007; Root et al., 2007; Shang et al., 2007]. In other words, both activation and inhibition can be observed in different glomeruli from the activity of a single glomerulus. These excitatory inputs to PNs are mediated via electrical connections by gap junctions between eLNs and PN, and not by nicotinic acetylcholine receptors [Huang et al., 2010; Yaksi and Wilson, 2010]. However, eLNs themselves receive cholinergic inputs from both OSNs and PNs [Huang et al., 2010; Yaksi and Wilson, 2010]. On mutating a gap junction subunit, some PNs show a reduced response, while some show an enhanced response [Yaksi and Wilson, 2010]. The reduction is explained by electrical synapses between PNs and eLNs, whereas the increase in responses is explained by the involvement of GABAergic LNs by mixed synapses (both chemical and electrical) between eLNs and GABAergic LNs [Yaksi and Wilson, 2010]. In conclusion, eLNs can mediate both excitation and inhibition in PNs depending on the odor as well as the glomerulus. However, the functional consequences of their network is still not clear.

In recent years, another population of LNs were found in the AL which were glutamatergic [Chou et al., 2010; Das et al., 2011]. They account for about one-third of the LNs in the AL. These neurons are also not odor selective and are broadly tuned, similar to other LNs. These are inhibitory neurons and suppress the activity of both PNs and GABAergic LNs via glutamate-gated chloride channels [Liu and Wilson, 2013], thereby mediating both excitation and inhibition in PNs. However, the functional role of glutamate as well as the reason behind a system of two inhibitory neurotransmitters are poorly understood.

In spite of the neuronal complexity of the AL, it serves a model to figure out the mechanisms of complex odor coding because of the immense advantages of the genetic tools, options of neuronal manipulation as well as the accessibility of monitoring the activity of specific subsets of neurons. This organism has been, therefore, used in this thesis to analyze odor classification.
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1.5. Aim of the study

It is important for animals to react to odor stimuli with appropriate behavioral responses. But the natural environment often consist of a plethora of potentially relevant volatile chemicals, and it is very unlikely that each and every kind of odor stimulus is of equal importance for the animal. Therefore, animals classify these odor stimuli into meaningful categories. This study uses *Drosophila melanogaster* as a model organism to investigate, firstly, whether there is any odor classification in the first olfactory processing center (AL) of the brain at all, and secondly, if so, it is aimed at determining the neuronal mechanism behind this odor classification.

In order to visualize potential classification of odors, one possible way is to stimulate the olfactory system of *Drosophila* with a certain odor stimulus, and then varying that stimulus gradually. This can be achieved by using binary odor mixtures in a way that one odor is gradually "morphed" into another [Niessing and Friedrich, 2010; Niessing, 2012; Khan et al., 2008]. Here, three odors are chosen namely pentyl acetate (PA), 3-octanol (3-Oct) and 4-methylcyclohexanol (MCH). The choice of the odors is based on previous studies indicating different levels of similarity in chemical structure as well as in terms of behavioral perception [Haddad et al., 2008; Niewalda et al., 2011; Barth et al., 2014]. Using these three odors, three different combinations of binary mixtures are prepared. The odor stimulus of the binary mixtures is varied by changing the relative concentrations of their chemical components. The AL network represents the neuronal circuitry to be investigated as a potential site mediating odor classification. This is accomplished using optical Ca\(^{2+}\) imaging. Odor evoked Ca\(^{2+}\) activity in individual glomeruli can be monitored at the level of both OSNs and PNs. These glomerular activity patterns can further be evaluated to detect and visualize different types of representation of different odor stimuli. Any odor classification would be observed as an abrupt transition in the odor representations for a linearly varying stimuli. The next step is to determine underlying mechanisms of the antennal lobe network in mediating such potential odor classification. The interglomerular interactions is primarily influenced by the LNs. Since many of the LNs are GABAergic, it is hypothesized that GABA might play a role in classifying odor representations. Therefore as a next step, the involvement of GABA is subsequently investigated.
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2.1. Materials

2.1.1. Drosophila melanogaster strains

For the Ca\(^{2+}\) imaging experiments, the Ca\(^{2+}\) sensor GCaMP3 [Tian et al., 2009] was used. To express GCaMP3 specifically in olfactory sensory neurons or the projection neurons, flies carrying the DNA construct for GCaMP3 under the control of UAS was used. These flies were crossed with the driver strain Or83b-Gal4 [Larsson et al., 2004] or GH146-Gal4 [Stocker et al., 1997] and were then made homozygous (+; \(U\text{AS} - \text{GCaMP}3.0; \text{Or83b} - \text{GAL4}\) and +; \(GH146 - \text{GAL4}; \text{UAS} - \text{GCaMP}3.0\)) to monitor the Ca\(^{2+}\) dynamics in the cytosol of the olfactory sensory neurons and the projection neurons respectively.

2.1.2. Media

Fly food

To prepare 10 l of the fly food medium the following ingredients were used:

- Agar (Carl Roth Gmbh) 102.5 g
- Ethanol (Merck) 50 ml
- Nipagin (Sigma-Aldrich) 15 g
- Propionic acid (Carl Roth Gmbh) 63 ml
- Soy flour (Obermühle Rosdorf) 100 g
- Corn flour (Obermühle Rosdorf) 800 g in 2 l of water
- Malt (Obermühle Rosdorf) 800 g in 1 l of water
- Treacle (Obermühle Rosdorf) 220 g in 1 l of water
- Yeast (Carl Roth Gmbh) 180 g in 1 l of water
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The agar is first added to 5 l of water and dissolved by heating to 99.5 °C. Malt solution, corn flour solution, soy flour, treacle solution and yeast solution are then added and boiled for two hours. After that, the solution is left for cooling until it reaches 55-60 °C. Ethanol, nipagin and propionic acid are then added and mixed. The food is poured into plastic vials and stored at 4 °C.

2.1.3. Buffers and Solutions

Ringer’s solution

Ringer’s solution is isotonic to the fly’s hemolymph, which helps to keep the dissected brain tissue alive for a longer period of time. 1 l of the solution is prepared by dissolving the following chemicals in 1 l of ddH$_2$O:

- Hepes (Carl Roth GmbH) 5 mM
- NaCl (AppliChem) 130 mM
- KCl (Carl Roth GmbH) 5 mM
- MgCl$_2$ (Carl Roth GmbH) 2 mM
- CaCl$_2$ (Carl Roth GmbH) 2 mM
- Sucrose (Carl Roth GmbH) 36 mM

The pH of the solution is adjusted to 7.3 and its osmolarity is adjusted to 290-310 mOsmol. The solution is stored at -20 °C until usage.

Low-melting Agarose solution (1.5%)

0.15 g of low-melting agarose (Sigma-Aldrich), having congealing temperature of 26 - 30 °C, is added to 10 ml of Ringer’s solution and heated in a microwave for a short time so that the agarose dissolves.

Picrotoxin solution

0.603 g of picrotoxin (Sigma-Aldrich) was dissolved in 10 ml of dimethyl sulfoxide (Carl Roth GmbH) to make a stock solution of 100 mM. Before every experiment, the stock solution was further diluted to 10 µM in Ringer’s solution.
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2.1.4. Ca$^{2+}$ imaging set-up

_In vivo_ fly preparation

The following materials were required for _in vivo_ imaging of the fly’s brain:

<table>
<thead>
<tr>
<th>Name</th>
<th>Company</th>
<th>Article #</th>
</tr>
</thead>
<tbody>
<tr>
<td>Microscope slides</td>
<td>VWR International</td>
<td>631-1550</td>
</tr>
<tr>
<td>Stainless steel metal mesh (diameter of wire 0.3 mm)</td>
<td>VWR International</td>
<td>510-0472</td>
</tr>
<tr>
<td>Transparent adhesive tape</td>
<td>tesa SE</td>
<td>-</td>
</tr>
<tr>
<td>0.1 mm breakable razor blades</td>
<td>Martor KG, Solingen</td>
<td>35010</td>
</tr>
<tr>
<td>Blade holder</td>
<td>Fine Science Tools</td>
<td>10053-13</td>
</tr>
<tr>
<td>Forceps</td>
<td>Fine Science Tools</td>
<td>11252-23</td>
</tr>
<tr>
<td>Syringe</td>
<td>B. Braun, Melsungen</td>
<td>-</td>
</tr>
<tr>
<td>Syringe needle (0.5 mm x 25 mm)</td>
<td>Terumo Corporation</td>
<td>-</td>
</tr>
<tr>
<td>Low melting agarose</td>
<td>Sigma-Aldrich</td>
<td>39346-81-1</td>
</tr>
<tr>
<td>Ringer’s solution</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>A binocular stereomicroscope</td>
<td>Olympus</td>
<td>SZX12</td>
</tr>
</tbody>
</table>

**Widefield microscope**

Widefield microscopy was performed using a fluorescence microscope (Zeiss Axio- scope 2 FS). It was equipped with a xenon lamp (Lambda DG-4, Sutter Instrument), a 20x/1.0 NA water immersion objective and different band-pass filter sets. Images were acquired using a 14 bit CCD camera (Coolsnap HQ, Photometrics) installed on the microscope and the acquisition was controlled by the software MetaFluor (Visitron Systems, Puchheim, Germany).

**Two-Photon microscope**

For Ca$^{2+}$ imaging experiments, a two-photon microscope (LSM 7 MP, Zeiss) was used. The two-photon microscope was equipped with the following:
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a. Mode-locked Ti-sapphire Chameleon Vision II laser generating femtosecond pulses of infrared light tuned to 680–1080 nm (Coherent)
b. Photomultiplier detectors (PMT) (Zeiss LSM BiG)
c. Band-pass filter (Zeiss 1768-670)
d. Zeiss CCD camera-AxioCam MRm
e. Zeiss W Plan-Apochromat, 20x/1.0 NA DIC VIS-IR water immersion objective
f. ZEN software for image acquisition

Olfactometer

A custom-made olfactometer was built to stimulate the flies with different odors. Airborne odorants were provided at a constant airflow rate of 1 ml/s. The air was pumped into the olfactometer by an external aquarium pump. The air was then directed into different channels depending on the open/close state of individual valves (12 V two-way solenoid valves, The Lee Company). There were 8 channels, each having two separate valves and a different odor vial (of total volume 20 ml) connected to it. These valves were controlled by a computer using a custom-made interface written in LabVIEW. The air in all channels was guided to one common exit, at which a pipette tip was connected to direct the air-flow to fly’s antennae. Only during the time of odor stimulation, the air is guided through an odor and, in the rest of the cases, the air is blown through an empty odor vial. To avoid contamination, the air (with or without odor) was continuously removed by an exhaust tube positioned behind the fly preparation set-up.

Figure 2.1. Photograph of the olfactometer.
There are 8 different odors channels. Each channel has 2 valves, one at the beginning and the other at the end of the channel. The channels converge into a common exit for odor delivery. The valves are connected to an amplifier which receives inputs from a computer. The air flow in each channel is produced by an external air pump.
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2.1.5. Chemical substances

<table>
<thead>
<tr>
<th>Name</th>
<th>Company</th>
<th>Catalogue #</th>
</tr>
</thead>
<tbody>
<tr>
<td>3-Octanol</td>
<td>Sigma</td>
<td>W358126</td>
</tr>
<tr>
<td>4-Methylcyclohexanol</td>
<td>Sigma</td>
<td>153095</td>
</tr>
<tr>
<td>Pentyl acetate</td>
<td>Sigma</td>
<td>109584</td>
</tr>
<tr>
<td>Mineral Oil</td>
<td>Sigma</td>
<td>M5904</td>
</tr>
<tr>
<td>Dimethyl sulfoxide</td>
<td>Roth</td>
<td>4720.1</td>
</tr>
<tr>
<td>Picrotoxin</td>
<td>Sigma</td>
<td>P1675</td>
</tr>
<tr>
<td>Potassium chloride</td>
<td>Roth</td>
<td>6781.3</td>
</tr>
</tbody>
</table>

2.1.6. Consumables

<table>
<thead>
<tr>
<th>Name</th>
<th>Company</th>
<th>Catalogue #</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cover slips</td>
<td>Thermoscientific</td>
<td>L40931</td>
</tr>
<tr>
<td>Falcon tubes</td>
<td>Sarstedt</td>
<td>62.547254</td>
</tr>
<tr>
<td>Forceps</td>
<td>Fine Science Tools</td>
<td>11252-20</td>
</tr>
<tr>
<td>Food vial</td>
<td>Greiner bio-one</td>
<td>205101, 217101</td>
</tr>
<tr>
<td>Microscope slides</td>
<td>Roth</td>
<td>0656</td>
</tr>
<tr>
<td>Microtubes</td>
<td>Sarstedt</td>
<td>72.691, 72.690</td>
</tr>
<tr>
<td>Pipette Tips</td>
<td>Sarstedt</td>
<td>70.760002, 70.762</td>
</tr>
<tr>
<td>Serological pipette</td>
<td>Roth</td>
<td>N242.1</td>
</tr>
</tbody>
</table>

2.1.7. Software

<table>
<thead>
<tr>
<th>Name</th>
<th>Company</th>
</tr>
</thead>
<tbody>
<tr>
<td>MetaMorph 7.7</td>
<td>Molecular Devices, LLC.</td>
</tr>
<tr>
<td>MetaFluor 7.5</td>
<td>Molecular Devices, LLC.</td>
</tr>
<tr>
<td>ImageJ</td>
<td>National Institutes of Health</td>
</tr>
<tr>
<td>ZEN 2011</td>
<td>Zeiss</td>
</tr>
<tr>
<td>MATLAB (R2011b)</td>
<td>The MathWorks</td>
</tr>
<tr>
<td>LabVIEW 2012</td>
<td>National Instruments</td>
</tr>
<tr>
<td>Microsoft Excel 2010</td>
<td>Microsoft</td>
</tr>
</tbody>
</table>
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2.2. Methods

2.2.1. Fly husbandry

The flies were raised on standard fly food under regulated conditions of temperature (25 °C), humidity (60%) and light/dark cycles of 12 h/12 h in a climate chamber. Different sizes of plastic vials were used depending on the number of flies required for the experiments. For all experiments, 3-5 days old female flies were used.

2.2.2. In-vivo Ca$^{2+}$ imaging

2.2.2.1. Fly preparation

The fly holder

The fly had to be positioned such that it was completely immobilized. A fly holder was constructed using adhesive tape, a microscope slide and a fine metal mesh (Figure 2.2). The metal mesh was placed over the microscope slide and was fixed using adhesive tape. Several more layers of tape were put on the slide until the thickness of the layers was similar to the height of a fly. Using a splint of a razor blade and a blade holder, a small chamber of about the dimensions of a fly (~3 x 1 x 1.5 mm$^3$) was cut into the layers of tape. A narrow passage was cut through the tape layers so that a syringe needle could be placed there for odor application. This set-up was used for the preparation and for optical Ca$^{2+}$ imaging.

In vivo fly preparation

A fly expressing the Ca$^{2+}$ sensor was placed in the chamber of the fly holder (Figure 2.2). It was sealed and restrained with a piece of adhesive tape. Using a splint of a razor blade and a blade holder, a small rectangular window was cut through the tape just over the fly’s head. A drop of Ringer’s solution was then put on the tape above the fly’s head. To remove the cuticle of the head capsule, a fine pair of forceps was used and its one end was poked through the ocelli. By grabbing the cuticle with the forceps, it was ripped off from the head capsule. After removing the cuticle, fat tissue and trachea inside the brain were removed. The drop of Ringer’s solution containing the cuticle and tissue debris over the fly head was replaced with a fresh drop of 1.5% low-melting agarose solution. The agarose was added to prevent the brain from moving...
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Figure 2.2. Fly preparation for optical imaging.
(1) A metal grid was placed on a microscope slide followed by multiple layers of adhesive tape. (2) A chamber with a passage was cut through the layers of the adhesive tape. (3) A fly was placed within the chamber and a syringe needle was kept in front of its antennae for odor delivery. (4) The fly was then fixed with another piece of adhesive tape over it. A small rectangular hole was cut through the tape exactly over the fly head. (5) The cuticle over the head was cautiously removed to provide optical access to the brain. The right panels depict the actual images of the preparation during different stages. Figure from Dipt et al. [2014].

during image acquisition. After the solidification of the agarose, a drop of Ringer’s solution was again added over it (Figure 2.2).

2.2.2.2. Image acquisition

The fly preparation was positioned under a 20 X water immersion objective with a numerical aperture of 1.0. For locating the regions of interest, a xenon lamp and a GFP filter set (bandpass: 500-550 nm) was used. After finding the structures of interest, the laser was tuned to 920 nm wavelength for two-photon excitation of the Ca$^{2+}$ sensor GCaMP3. Emission and excitation light were separated using a dichroic mirror (690 nm long pass) and the emission light was detected by a photomultiplier using another
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Figure 2.3. Imaging set-up.
A fly was placed in the fly holder with Ringer’s solution covering its brain. The fly holder was kept under an objective and the odor was delivered by the olfactometer via a syringe needle directed towards fly’s antennae. The fluorophore expressed in the fly's brain was excited by a laser. The emitted light was detected by a photomultiplier. Image acquisition and the olfactometer were externally controlled by a computer using a custom made user-interface.
Figure from Dipt et al. [2014].

set of GFP band-pass filter (bandpass: 500-550 nm) (Figure 2.3). The microscope, the laser and the image acquisition were controlled by the software ZEN. For every stimulus, 85 images were acquired at a frame rate of 5 Hz. The odor stimulus was applied for 2 s from the beginning of the 25th image to the beginning of the 35th image. Images 1 to 24 were used to determine the baseline fluorescence, and images 35 to 85 were used to compare the dynamics of the Ca\textsuperscript{2+} signal. The images were saved in MetaFluor format.
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2.2.2.3. Olfactometer control

The olfactometer had 8 odor channels, each connected with a different odor vial. Every channel was equipped with two 12 V two-way valves, one connected at the beginning and the other one connected at the end to prevent any back-flow of odor. The two valves at every channel were triggered by a single common input. Therefore, there were 8 trigger inputs required for 16 valves in 8 channels. The olfactometer was connected to a computer by a parallel (Line Printer Terminal) port cable to control these input triggers. The LPT (Line Printer Terminal) port had 25 pins, out of which 8 could be controlled, called the data pins (pin nr. 2 - 9), and each data pin had its specific ground pin. The LPT port pins sent 5 V trigger pulses which were amplified to 12 V to be used as trigger inputs for the 12 V valves. These 8 data pins together with their ground pins were used as the 8 trigger inputs for the valves by connecting them via a LPT port cable. An amplifier was connected between the olfactometer and the LPT port cable to amplify the 5 V pulses to 12 V triggers for the valves. The valves opened on receiving an input signal of 12 V (Figure 2.4).

2.2.2.4. Odor stimulation protocol

The olfactometer had eight odor channels, out of which one of them was always connected to an empty odor cup. During the image acquisition of 85 images, from the 1st image to the 24th image, the empty channel was kept open. At the beginning of the 25th image, the empty channel was closed and the odor channel was opened. The odor stimulus was applied for 2 s. At the beginning of the 35th image, the odor channel was closed and the empty channel was again opened simultaneously. This complete protocol was repeated for every odor stimulus.

2.2.2.5. Scanning trigger & scanning protocol

To synchronize the scanning protocol of the microscope with the odor stimulation, the start of the image acquisition was based on an external trigger of 5V. There were four input triggers and output triggers installed on the microscope computer. Out of the four input triggers "Trigger 1" was used as an external trigger. This trigger was provided by a second computer connected by a 25 pins LPT port cable. To create a scanning protocol, a macro (Visual Basic for Applications (VBA)) package was installed in the ZEN software. Using this package, a macro was written involving the following subroutines:
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Figure 2.4. Schematic illustration of the olfactometer and its control.
The olfactometer is connected to an air pump which blows in air to the first set of 8 valves via tubes. Each valve is connected to a single odorant-container, which is further connected to an another valve. Therefore, there are two separate valves for each odor-container at its opposite ends. On opening the two valves of each odor-container, the air from the pump is guided through the container, taking the odor with it, and then goes out from the olfactometer. The valves open when a 12 V input is provided. The triggers are provided by a computer through its LPT port having base address DCF8. The LPT port has 8 data pins and each data pin has its specific ground pin. The data pin together with its respective ground pin can provide an output of 5 V. In order to control 8 pairs of valves, which require a 12 V input each, the 5 V outputs from the 8 data pins of the LPT port are amplified to 12 V using an amplifier. The 5 V outputs from the LPT port are controlled by a computer using a custom made user-interface.
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Time series, Delay, Repeat, Concatenate and Image display.

<table>
<thead>
<tr>
<th>Time series</th>
<th>This subroutine takes all the parameters for scanning previously set in the ZEN software. The start of the time series was dependent on &quot;Trigger In 1&quot;. The number of images to be taken is set to 85.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Delay</td>
<td>It provides a pause in scanning and the interval was set to 20 s.</td>
</tr>
<tr>
<td>Repeat</td>
<td>It determines the number of time series to be taken. The number of repetitions is dependent on the number of stimuli.</td>
</tr>
<tr>
<td>Concatenate</td>
<td>After every time series, all the images are concatenated to the previously obtained set of images.</td>
</tr>
<tr>
<td>Image display</td>
<td>It displays all the concatenated images from all the time series finished by that time.</td>
</tr>
</tbody>
</table>

On running the macro, image acquisition was initiated by the microscope after receiving an external trigger. 85 images of the sample were acquired. The series of images was then displayed on the screen and the scanning stopped for 20 s. This protocol was repeated several times depending on the number of stimuli, and the images were acquired on receiving the external trigger followed by a pause of 20 s. After every series of scans, the images were first added to the previous set of images and then displayed on the screen (Figure 2.5).

2.2.2.6. LabVIEW user-interface

A custom made user-interface was written using LabVIEW (Olfactometer-MACRO-SHOCK) which controlled the olfactometer as well as the scanning protocol by the two parallel LPT ports installed on the computer. These parallel ports had base addresses named as ECF8 and DCF8 (Figure 2.6).

**ECF8 parallel port:** The ECF8 LPT port communicated with the microscope via input "Trigger 1". This trigger was generated by pin nr. 3 as a 5V TTL pulse, having
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transition from "High" state to "Low" state. The pin nr. 3 was set on a "High" state whenever this LabVIEW program was started. The imaging protocol (the scanning as well as the odor stimulation protocols) could only be initiated by pressing the "Start Experiment" button, which immediately set the pin nr. 3 to "Low" state, thereby generating the "Trigger 1" input.

DCF8 parallel port: This parallel port was used to control the channels of the olfactometer by pin nr. 2-9. These pins were initially set to "Low" state and the triggers for the odor channels were generated by changing the respective pin to "High" state.

Figure 2.5. The ZEN VBA macro.
The macro consists of five subroutines starting with "Time series". The "Time series" starts the image acquisition for every odor stimulus on receiving an external trigger. It takes up all the parameters of image acquisition determined before in the ZEN software. The next subroutine "Delay" halts the program for 20 s. Depending on the number of odor stimuli, this whole sequence of subroutines are repeated by the "Repeat" subroutine. In parallel, all the images acquired during each "Time series" is concatenated to the previously acquired set of images by the "Concatenate" subroutine. All the images concatenated till the present moment is displayed on the screen by "Image Display".
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Figure 2.6. Olfactometer-MACRO-SHOCK (LabVIEW user interface). This program was used to control the olfactometer and the scanning by the microscope. The upper panel of the program displays the settings of the ECF8 parallel port. The lower panel controls the DCF8 parallel port which is used for the odor stimulus protocol. Each row separated by lines defines the protocol for one single stimulus termed as “Cases”. The protocol is initiated by the “Start” button and can be halted anytime by the “Stop” button. More details are explained in the section 2.2.2.6.
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Details of the user-interface:

1. Control buttons/switches

<table>
<thead>
<tr>
<th>Input Values</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Start Experiment</strong></td>
<td>This is a boolean switch which starts the stimulus and the scanning protocol simultaneously.</td>
</tr>
<tr>
<td><strong>Enter Number of Cycles</strong></td>
<td>The value determines the number of images to be taken per stimulus. This value should be the same number given in the scanning protocol macro in the &quot;Time series&quot; subroutine. One image acquisition time is termed as one cycle.</td>
</tr>
<tr>
<td><strong>Enter Cases</strong></td>
<td>The number of cases is the same as the number of stimuli. So, this variable determines the number of odor stimuli to be presented.</td>
</tr>
<tr>
<td><strong>Enter Cycle Time period (ms)</strong></td>
<td>The time for one image acquisition is entered here. This value is obtained from the ZEN software. The acquisition time of one image is dependent on the image acquisition settings in the ZEN software.</td>
</tr>
<tr>
<td><strong>Case</strong></td>
<td>Every such row is defined as one case where one needs to put the onset/offset parameters and the odor stimulus to be presented. Each case is executed sequentially having a 20 s break in between. If one selects the shock LED, it will start following the shock protocol.</td>
</tr>
<tr>
<td><strong>Onset 1</strong></td>
<td>This value represents the image number from when the odor stimulus starts.</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Display</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Offset 1</strong></td>
<td>This value represents the image number when the odor stimulus ends.</td>
</tr>
<tr>
<td><strong>Register write value 1</strong></td>
<td>This determines the status of the channels of the olfactometer from the onset cycle until the offset cycle during a particular &quot;Case&quot;, which is the number shown here. Each LED represents a specific odor channel in the olfactometer.</td>
</tr>
<tr>
<td><strong>Shock1</strong></td>
<td>The status of this LED determines whether in this case the &quot;Shock Protocol&quot; will be followed.</td>
</tr>
<tr>
<td><strong>Stop</strong></td>
<td>This switch stops the odor stimulus protocol immediately.</td>
</tr>
</tbody>
</table>

2. Indicators

<table>
<thead>
<tr>
<th>Display</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Current Status of Olfactometer</strong></td>
<td>This displays the current status of the (2 valves x 8 channels) valves in the olfactometer. Each LED represents the two valves of one specific channel of the olfactometer.</td>
</tr>
<tr>
<td><strong>Cycle Number</strong></td>
<td>This displays the image number being taken.</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th><strong>Cases</strong></th>
<th>This displays the current case being executed.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Shock Status</strong></td>
<td>This LED glows when a shock is being delivered to the fly.</td>
</tr>
<tr>
<td><strong>Initial Status of Microscope LPT</strong></td>
<td>This displays the initial status (i.e. before pressing the &quot;Start Experiment&quot; button) of the ECF8 LPT parallel port used for triggering the scanning protocol. Each LED represents the state of the data pins 2-9.</td>
</tr>
<tr>
<td><strong>Current Status of Microscope LPT</strong></td>
<td>This displays the current status of the ECF8 LPT parallel port used for triggering the scanning protocol. Each LED represents the state of the data pins 2-9.</td>
</tr>
<tr>
<td><strong>Initial Value</strong></td>
<td>This displays the initial status (i.e. before pressing the &quot;Start Experiment&quot; button) of the ECF8 LPT parallel port in terms of a 8-bit value.</td>
</tr>
<tr>
<td><strong>Final Value</strong></td>
<td>This displays the current status of the ECF8 LPT parallel port in terms of a 8-bit value.</td>
</tr>
<tr>
<td><strong>Loops</strong></td>
<td>This displays the loop number of the program; i.e., the number of times the whole program has been executed.</td>
</tr>
<tr>
<td><strong>Elapsed Time (sec)</strong></td>
<td>This displays the time elapsed by the program.</td>
</tr>
</tbody>
</table>
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**Protocol**: The scanning protocol is first prepared using the VBA macro. The "Repeat" value from the macro is given in the "Enter Cases" and the number of images set in the "Time series" is given in "Enter Number of Cycles". The "Onset" and "Offset" of all the cases are set to 25 and 35, respectively. The odor channels are selected for every case by clicking the corresponding LEDs in "register write value #". The scan time is obtained from the ZEN software and the same value is entered in "Enter Cycle Time period(ms)". After setting all these values, the VBA macro is initiated followed by pressing the "Start Experiment" button.

2.2.2.7. Experimental design

The regions of interest was focused on the AL of the fly's brain. Three focal planes were selected in order to cover the maximum number of glomeruli in the AL. The odors were diluted in mineral oil in required concentrations at a total volume of 2 ml.

2.2.2.8. Data analysis

**Image processing**

The images obtained from the ZEN software were saved in MetaFluor format. These images were processed by the following methods:

1. **TwoPhoton Batch Metamorph StackBuild**
   This plugin was created in ImageJ software for converting all the images in MetaFluor format to a single stickfigure animator file (.stk) file (A.1.1). This plugin used another plugin (A.1.2) which it used to process every folder containing the images. A new folder named "AligneStacks" was created where the stickfigure animator file called "GFP.stk" was saved.

<table>
<thead>
<tr>
<th><strong>Input</strong></th>
<th><strong>Value</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Path:</td>
<td>The path of the parent folder of the folders containing the images was entered here.</td>
</tr>
<tr>
<td>Number of slices for each stack</td>
<td>The number of images in each folder was given here. The number was kept the same for every folder in the parent folder.</td>
</tr>
</tbody>
</table>
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| Prefix: | The common prefix of the names of all the folders in the parent folder was entered here. The plugin processed only the folders having the names starting with the "Prefix" characters. |

2. Batch Alignment GFP
This Matlab script was used for aligning the images taken in one measurement (A.2.1). The mean of the first three images was taken as a template image and all the other images were aligned to it. The algorithm of the alignment was based on Guizar-Sicairos et al. [2008]. This script generated a series of images (.tif) aligned to the reference image in a new folder called "GFP_Matlab_Aligned".

<table>
<thead>
<tr>
<th>Input</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of images for mean reference image for alignment :</td>
<td>It required the number of images needed to make a reference image.</td>
</tr>
<tr>
<td>Number of GROUPS :</td>
<td>The number of parent folders containing folders with .stk files was entered here.</td>
</tr>
<tr>
<td>GROUP number #</td>
<td>It required the names of each parent folder as described above.</td>
</tr>
<tr>
<td>Location of the files :</td>
<td>The path of such parent folders was entered here.</td>
</tr>
</tbody>
</table>

3. TwoPhoton Batch Matlab StackBuild Processing
This ImageJ plugin (A.1.3) which was based on two other plugins namely MatlabTif StackBuild (A.1.4) and Matlab Evaluate Journal (A.1.5). MatlabTif StackBuild plugin created a single file (.stk) from the aligned .tif images generated by the Batch Alignment GFP. This file was then saved as "GFP_Matlab_Aligned.stk" in the folder "AlignStacks". Matlab Evaluate Journal used this file to create false-color coded images to display the regions of high Ca\(^{2+}\) activity in warm colors and low Ca\(^{2+}\) activity in cold
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colors. The false color coded images were generated by \( \frac{F_i - F_0}{F_0} \times 100 + 1000 \), where \( F_0 \) was the mean of a given number of images before odor onset and \( F_i \) was the mean of the same number of images during the peak of the \( \text{Ca}^{2+} \) signal. 1000 was added to the images to set the minimum pixel value (i.e. 0) to 1000 so that inhibition of \( \text{Ca}^{2+} \) signals could be observed and such pixel values would come below 1000. Noise in these images were reduced by applying a median filter of 5 pixels.

<table>
<thead>
<tr>
<th><strong>Input</strong></th>
<th><strong>Value</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Path :</td>
<td>It required the path of the parent folder containing the folder with the images.</td>
</tr>
<tr>
<td>Number of slices for each stack</td>
<td>The number of images present in every folder was entered here.</td>
</tr>
<tr>
<td>Number of slices used for averaging when evaluating</td>
<td>The number of images required for creating ( F_0 ) and ( F_i ) images was entered here.</td>
</tr>
<tr>
<td>Prefix:</td>
<td>The common prefix of the names of all the folders in the parent folder was entered here. The plugin processed only those folders having the names starting with the &quot;Prefix&quot; characters.</td>
</tr>
<tr>
<td>Journal:</td>
<td>This required the information about the image numbers which should be used for creating ( F_0 ) and ( F_i ) images. The journal used was: 7 Conc0 20 27 Conc1 105 112 Conc25 190 197 Conc50 275 282 Conc75 360 367 Conc99 445 452 Conc100 530 537 (where the first number determined the number of stimuli presented during the acquisition of images; Conc0 was the name given to the first stimulus; 20 and 27 indicated that 20th and 27th image would be taken as the first image to be averaged to create ( F_0 ) and ( F_i ) images respectively. The same was repeated for every stimulus).</td>
</tr>
</tbody>
</table>
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Defining the regions of interest (ROI)

The regions of interest were drawn around the glomeruli of the AL. Three different focal planes were selected to cover most glomeruli (Figure 2.7). However, due to variability in the orientation of the brain during the fly preparation and the imaging process, there were differences in the focal planes. 14 glomeruli (namely DA1, DA4, DC1, DL1, DL5, DM1, DM2, DM3, DM4, DM6, VA1, VC1, VC2 and VM2) could be identified in all flies measured. The identification was done with the help of a 3D model of the AL [Laissue et al., 1999] with labeled glomeruli available online at http://www.flybrain.org [Armstrong et al., 1995]. In cases of small glomeruli, where the boundaries between them were not distinctly visible, the boundaries of the ROIs were defined by comparing the baseline activity in very small regions. Moreover, these boundaries were verified when these glomeruli were activated during the odor stimulus.

Evaluation of the Ca\textsuperscript{2+} activity

The "GFP_Matlab_Aligned.stk" files were opened using a software called MetaMorph. This software was used to draw ROIs and transfer the values of average intensity of the ROIs to a Microsoft Excel file. The fluorescence intensity values (\(F_i\), where i is a time point) of 5 images before odor onset were averaged to obtain a baseline fluorescence value as \(F_0\). To calculate the change in fluorescence caused by an odor stimulus, \(F_0\) was subtracted from all fluorescence intensity values (\(F_i\)), thereby producing \(\Delta F\) at all time points. This difference in intensity (\(\Delta F\)) was subsequently divided by the baseline fluorescence (\(F_0\)) in order to normalize for different baseline fluorescence levels of GCaMP3 in different ROIs and across flies: \(\frac{\Delta F}{F_0} = \frac{F_i - F_0}{F_0}\). This evaluation was then repeated for every stimulus using a custom-written Excel Visual Basic for Applications (VBA) program (see A.3.1).

Principal Component Analysis

The principal component analysis was performed using Matlab. It reduces the dimensionality of data while retaining most of the variation. This is done by transforming the data into a new set of dimensions called principal components, such that the variation along those dimensions are maximal [Ringner, 2008].
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Figure 2.7. Identified glomeruli in the three focal planes of the antennal lobe. (A) Upper panel: The three focal planes in the antennal lobe of a single fly with genotype\( +; UAS − GCaMP3.0; Or83b − GAL4 \) measured using two-photon microscopy. This fly expresses GCaMP3 in the olfactory sensory neurons and the images depict the basal fluorescence of GCaMP3. The dotted lines indicate the boundaries of different glomeruli present in these focal planes. The glomeruli labeled in bold and not in italics could be identified in all the flies for all experiments and were therefore used for the analysis. Scale bar: 10\( \mu \)m. Lower panel: A schematic diagram of the antennal lobe with different glomeruli labeled in different colors. (B) Similar to (A), this panel shows the three focal planes of a single fly with genotype \( +; GH146 − GAL4; UAS − GCaMP3.0 \). This fly expresses GCaMP3 in olfactory projection neurons and the images depict the basal fluorescence of GCaMP3. Scale bar: 10\( \mu \)m.
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Correlation Analysis

The correlation maps were constructed by calculating the Pearson’s correlation coefficients between odor evoked activity patterns [Niessing and Friedrich, 2010]. The $\frac{\Delta F}{F_0}$ calculated in every glomerulus for a certain odor stimulus was taken as observations. These observations together were then taken as a vector which represented the activity pattern of that stimulus. The same procedure was repeated for other stimuli. The similarity of the activity patterns of any two stimuli were then compared by determining the Pearson’s correlation coefficient between their vectors using Matlab as follows:

$$r = \frac{\text{cov}(X,Y)}{\sigma_X \sigma_Y} = \frac{n \sum_{i=1}^{n} x_i y_i - \sum_{i=1}^{n} x_i \sum_{i=1}^{n} y_i}{\sqrt{n \sum_{i=1}^{n} x_i^2 - (\sum_{i=1}^{n} x_i)^2} \sqrt{n \sum_{i=1}^{n} y_i^2 - (\sum_{i=1}^{n} y_i)^2}}$$

where

- $r$ = Pearson’s correlation coefficient,
- $X$ and $Y$ are two vectors,
- $\text{cov}$ is the covariance,
- $\sigma$ is the standard deviation,
- $n$ = number of observations in each vector,
- $x_i$ = the $i$’th observation of the vector $x$,
- $y_i$ = the $i$’th observation of the vector $y$.

The significance of the correlation coefficients were determined by the p-values obtained by t statistics in Matlab for testing the hypothesis of no correlation.

Angular distances

The angular distances were calculated to determine differences in odor evoked activity patterns [Parnas et al., 2013]. Each glomerulus was taken as one dimension and the odor stimuli were then represented as a vector in this multidimensional space based on the $\frac{\Delta F}{F_0}$ values in every glomerulus. Such vectors were then generated for all the odor stimuli. The angular distances between any two activity patterns of different odor stimuli were defined as the angle between their corresponding vectors. They were calculated in Matlab using the following:
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\[ \theta = \cos^{-1}\left\{ \frac{X \cdot Y}{\|X\| \|Y\|} \right\} \]

where;
\( X, Y \) = the vectors representing odor stimuli,
\( X \cdot Y \) = the dot product of two vectors i.e. \( X \) and \( Y \).

2.2.2.9. Pharmacology

A stock solution of picrotoxin (PTX) was prepared by dissolving it in dimethyl sulfoxide (DMSO) at a concentration of 100 mM. The solution was always kept protected from light at -20°C. For the experiments, the stock solution was further diluted in Ringer’s solution to achieve a final concentration of 10 \( \mu \)M. This solution was always freshly prepared before the experiments. The \( \text{Ca}^{2+} \) activity of the flies was measured in three stages: before the application of PTX, during the application of PTX and after washing off the PTX. After recording the odor evoked \( \text{Ca}^{2+} \) activity in the first stage, the PTX solution was applied to the fly’s brain and was left for 45 min to penetrate the brain tissue. The \( \text{Ca}^{2+} \) activity to the odor stimuli was then again recorded. In the third stage, for washing off the PTX, the brain was flushed with fresh Ringer’s solution several times for another 45 min. After the wash, \( \text{Ca}^{2+} \) activity was then again recorded.
3. Results

In order to test whether or not the antennal lobe network mediates classification of odor representations, gradually varying odor stimuli were presented to the fly. These stimuli comprised of different binary mixtures with varying relative composition of their components. Any classification of odors would be reflected in an abrupt transition of a linearly varying odor stimulus. To find such non-linear transformation of odor representations in the AL, three types of binary mixtures were prepared from the combinations of three distinct odors, namely pentyl acetate (PA), 3-octanol (3-Oct) and 4-methylcyclohexanol (MCH). These odors have been previously used in several studies regarding odor coding and behavior in *Drosophila* [Bruyne et al., 2001; Hallem et al., 2004; Knaden et al., 2012; Barth et al., 2014]. Moreover, these three odors have different degrees of similarity to each other in terms of chemical structure [Haddad et al., 2008] as well as behavioral perception [Niewalda et al., 2011; Barth et al., 2014].

Using any two of the three odors, seven different binary mixtures, with varying ratios of components, were made as follows: 100%-0%, 99%-1%, 75%-25%, 50%-50%, 25%-75%, 1%-99% and 0%-100%. An odor concentration of $10^{-2}$ diluted in mineral oil was termed as 100%, and the other concentrations were accordingly made as 99%, 75%, 50%, 25% and 1% on a linear scale. Linear scale was chosen so that the total odor content was kept constant in all the binary mixtures. However, to make sure that the chosen set of binary mixtures evoked different odor representations in the AL especially in OSNs, one of the prerequisites was that the individual odors of the binary mixture itself did not evoke a same odor representation across the selected range of concentrations, i.e., from 1% to 100%. Therefore, the first step was to investigate the concentration dependency of odor representations of single odors. This was achieved by recording the Ca$^{2+}$ activity in individual glomeruli in the AL for different concentrations of PA, 3-Oct and MCH.
3. Results

3.1. Ca\textsuperscript{2+} activity of individual glomeruli to different odors and their concentrations

3.1.1. Pentyl acetate (PA)

On presenting pentyl acetate as an odor stimulus, ~50\% of the 14 glomeruli showed strong responses in both OSNs and PNs (Figure 3.1). Every responding glomerulus had its own unique dynamics to different concentrations of PA which are described in following sections.

![Figure 3.1: Odor evoked Ca\textsuperscript{2+} activity to different concentrations of pentyl acetate in OSNs and PNs.](image)

The figure shows the glomerular activity map of different concentrations of pentyl acetate in OSNs (A) and PNs (B). The activity map was determined by the $\frac{\Delta F}{F_0}$ values obtained for the 14 glomeruli. The white frame indicates the duration of the odor stimulus which was applied for 2 s. High Ca\textsuperscript{2+} activity is shown in warm colors and low activity in cold colors. Every row in each map represents the activity of single glomerulus indicated on the extreme left. Different glomeruli responded differently to varying concentrations of PA in both OSNs and PNs. In OSNs, stronger activity could be observed in more glomeruli as the concentration increased. Therefore each concentration evoked a distinct glomerular activity pattern in OSNs. In PNs, few glomeruli showed changes with increasing concentrations. n = 5 flies.
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3.1.1.1. Ca\textsuperscript{2+} activity in OSNs

The glomerulus DM3 showed the strongest response in OSNs. The increase in concentration of PA was characterized by the increase in responses in glomeruli DC1, DM2, DM6, VC1 and VM2. The glomerular activity patterns evoked by PA at low concentrations were a subset of the activity patterns at higher concentrations. However, DA4 and VA1 showed an inhibition in activity across all the concentrations (Figure 3.2). The activity in DC1 went below the baseline after the odor offset, thereby showing a post stimulus inhibition. In case of DM3, as concentration increased, the amplitude of the signal dropped, but at the same time the decay period of the signal increased. In other glomeruli like DM6 and DM1, the decay period became longer with increasing concentrations. Overall, from the activities in all the glomeruli, differences in the PA representation of different concentrations was observed to be complex and not just restricted to one property of the dynamics.

Interestingly, in terms of temporal aspects, on comparing the time points of the peak responses of all the responding glomeruli to each concentration, it was found that the majority of them showed a maximum response at odor offset in OSNs (Figure 3.3). Therefore, although there were differences in activity across all glomeruli, most of them however still showed the same time point of their peak responses in spite of their different amplitudes of Ca\textsuperscript{2+} activity.

3.1.1.2. Ca\textsuperscript{2+} activity in PNs

In case of PNs, the responses in the glomeruli were comparatively more transient than OSNs. The glomerulus DL1 showed a prominent signal from 50% concentration unlike in OSNs. There was a strong decrease in Ca\textsuperscript{2+} signals in glomeruli DM1, DM6 and VC1 when compared to OSNs, indicating a presence of inhibition. The glomerulus VA1 again showed a similar inhibition in activity as in OSNs across all concentrations; but, DA4 on other hand did not show any inhibition. The increase in PA concentrations was not strongly reflected in terms of increase in strength of the signals in the glomeruli (Figure 3.2) especially after 25%, however in case of DM2, prolonged responses were observed with increasing concentrations. So similar to OSNs, the odor representations in PNs did not show a linear change with concentrations, but rather it was complicated because the changes in Ca\textsuperscript{2+} activity with concentrations varied across all glomeruli. But unlike OSNs, on comparing the time point of maximum signal
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in all glomeruli to all concentrations, different glomeruli showed different time points of their peak responses, thereby giving an even distribution of glomeruli, especially after the first quarter (0.5 s) of the odor stimulus. This indicated a stronger role of temporal variability in PNs. (Figure 3.3).

Figure 3.2. Dynamics of pentyl acetate-evoked $\text{Ca}^{2+}$ activity in selected glomeruli. Comparison of $\text{Ca}^{2+}$ activity dynamics of different groups of OSNs (A) and PNs (B) to different concentrations of pentyl acetate. The grey shaded region indicates the duration of the odor stimulus. Different glomeruli showed different dynamics with increasing odor concentrations, both in OSNs and PNs. In OSNs, DC1 and DM4 showed an increase in activity with increasing odor concentrations. DM3 showed a decrease in amplitude, but an increase in the decay period of the signal. VA1 showed an inhibition in both OSNs and PNs. In PNs, beyond 50% of odor concentration, all the concentrations showed similar $\text{Ca}^{2+}$ dynamics in DC1, DM3 and DM4. Lines indicate mean activity of 5 flies and the shaded region around them indicate $\pm$ SEM.
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3.1.1.3. Concentration-dependent global Ca\(^{2+}\) activity

In terms of individual glomeruli in OSNs and PNs, changes in odor representations with concentrations seemed complex. Therefore, in the next step the overall activity measured in the 14 glomeruli was calculated to observe the dependence of global AL activity on different concentrations of PA (Figure 3.4 A). It was observed that, as concentration of PA increased, the total Ca\(^{2+}\) activity also increased in OSNs, but in PNs, all the concentrations were found to evoke similar total activity. Therefore, in terms of total activity, PNs were relatively more invariant to PA concentrations in comparison to OSNs. However, to determine whether the total activity was influenced by the number of glomeruli recruited at each odor concentration, the number of responding glomeruli was evaluated. This was determined based on the criteria that a responding glomerulus should evoke Ca\(^{2+}\) activity higher or lower than mean±(3 x standard deviation) of the pre-stimulus spontaneous Ca\(^{2+}\) activity. All the concentrations showed an equal number of responding glomeruli in both OSNs and PNs (Figure 3.4 B).

From the results above, it could be concluded that the complexity in the differences in the PA representations of different concentrations mainly lay in the activities and their dynamics in individual glomeruli. Subsequently, this was further verified by determining the PA representations of different concentrations in terms of the maximum odor evoked Ca\(^{2+}\) activities in the 14 glomeruli (Figure 3.4 C). Different glomeruli showed different dependencies on PA concentrations in terms of maximum Ca\(^{2+}\) activity. For

**Figure 3.3 Temporal distribution of peak glomerular responses.**

This figure shows histograms of the peak response time points of all responding glomeruli across all concentrations in OSNs and PNs. The grey bar indicates the duration of the odor stimulus. Most of the glomeruli in OSNs showed peak responses during the odor offset. In PNs, different glomeruli showed different time points of their peak response. n(# responding glomeruli x # odor stimuli) = 60 (OSN) and 65 (PN).
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A. OSN and PN Total Activity Graphs

B. OSN and PN Glomeruli Number Graphs

C. OSN and PN Max ΔF/F Graphs
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Figure 3.4. Concentration dependence of pentyl acetate-evoked Ca$^{2+}$ activity in the antennal lobe.

(A) Comparison of total activity of the antennal lobe across its 14 glomeruli in OSNs and PNs in response to different concentrations of pentyl acetate. The total activity was determined by the sum of maximum Ca$^{2+}$ activity evoked in each glomerulus for each individual fly. In OSNs, total activity was different for different concentrations. In PNs, all the concentration evoked same total activity. Bars indicate means of the maximum total activity of 5 flies ± SEM. (B) Number of glomeruli responding to different concentrations of pentyl acetate. Any glomerulus showing higher or lower response than mean±(3 x standard deviation) of the pre-stimulus spontaneous Ca$^{2+}$ activity was taken as a responding glomerulus. 12 out of 14 glomeruli showed responses to all concentrations of pentyl acetate in both OSNs and PNs. No differences could be found in terms of the number of glomeruli recruited at each concentration in both OSNs and PNs. Bars indicate means of the number of responding glomeruli of 5 flies ± SEM. (C) Maximum Ca$^{2+}$ activity evoked by different concentrations of pentyl acetate in each glomerulus. Different glomeruli were differentially sensitive to various pentyl acetate concentrations. In OSNs, glomeruli like DC1, DM1 and VC1 showed an increase in activity with increasing odor concentration. In PNs, such concentration dependence was not observed in different glomeruli. However, DC1, DL1 and DM6 showed a sharp increase in activity beyond a certain concentration. High activity is shown in warm colors and low activity in cold colors.

For example, DC1 and VC1 showed a greater dependency on the used range of concentrations than DM2 in OSNs. However, such a gradual increase in activity with concentration was not observed in PNs. But an abrupt increase in activity across different concentrations could be observed in some glomeruli in PNs, e.g., DL1 and DM6 which showed a drastic increase in their activities from 25% to 50%, but beyond 50% their activity remained the same. Similarly, DC1 responded weakly to 1%, but a strong response was observed beyond 25%. No change in the maximum responses of DM2 and DM4 was observed across different concentrations. These variations across glomeruli in both OSNs and PNs made the overall odor representation of different concentrations of PA distinct.
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3.1.2. 3-octanol (3-Oct)

This compound is an alcohol with eight carbon atoms and it is in some aspects similar to pentyl acetate in terms of chemical structure. This similarity is also reflected in the glomerular activity patterns evoked by 3-Oct (Figure 3.5). Across different concentrations, differences in the glomerular activity patterns could be observed which are described in the following sections.

![Figure 3.5. Odor-evoked Ca$^{2+}$ activity to different concentrations of 3-octanol in OSNs and PNs.](image)

The figure shows the glomerular activity map of different concentrations of 3-octanol in OSNs (A) and PNs (B). The activity map was determined by the $\frac{\Delta F}{F_0}$ values obtained for the 14 glomeruli. The white frame indicates the duration of the odor stimulus. High Ca$^{2+}$ activity is shown in warm colors and low activity in cold colors. Every row in each map represents the activity of single glomerulus indicated on the extreme left. Different glomeruli responded differently to varying concentrations of 3-Oct in OSNs. Responses in some glomeruli, like DL5 and DM2, became stronger with increase in concentrations, which made the glomerular activity pattern of each concentration distinct. In PNs, a similar concentration dependency was not observed, and especially beyond 25%, the glomerular activity patterns of different concentrations did not drastically change. n = 6 flies.

3.1.2.1. Ca$^{2+}$ activity in OSNs

Out of the 14 glomeruli, nine glomeruli responded strongly to 3-Oct. The glomeruli DM6 and VC1 showed the strongest response. Most of the glomeruli showed an
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Figure 3.6. Dynamics of 3-octanol-evoked Ca$^{2+}$ activity in selected glomeruli. Comparison of response dynamics of different groups of OSNs (A) and PNs (B) to different concentrations of 3-octanol. The grey-shaded region indicates the duration of the odor stimulus. Different dynamics could be observed in different glomeruli in both OSNs and PNs. In PNs, all the concentrations showed similar dynamics in each glomerulus, unlike in OSNs. In OSNs, different concentrations evoked different Ca$^{2+}$ dynamics. The glomerulus VA1 showed inhibition in both OSNs and PNs. Lines indicate mean Ca$^{2+}$ activity of 6 flies and the shaded region around them indicates ± SEM.

increase in the amplitude of the signal with increase in concentration, e.g., DL5, DM1 and DM2. A prolonged response was observed in DM2, DM6 and VM2, and the decay period became longer with increasing concentrations. In case of DM2 and DM6, the Ca$^{2+}$ concentration did not recover to baseline until the end of the measurement. An inhibition was observed in VC2, VA1 and DL1. Similar to PA, a post stimulation inhibition was again observed in the case of DC1, which became stronger with increasing concentrations (Figure 3.6). Therefore, as observed in PA, not all the glomeruli showed the same effect with the increase in odor concentrations. However, in spite of such dif-
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REFERENCES across glomeruli, the majority of them showed peak responses at the odor offset (Figure 3.7).

3.1.2.2. Ca\(^{2+}\) activity in PNs

Similar to PA, the transient property of the responses was again observed in the PNs. The decay period of the signals were short, unlike in OSNs. The response in glomerulus DM3 in OSNs got amplified and showed the strongest response (Figure 3.6). The amplification of responses was also observed in DC1, DM2 and VM2. The inhibition in OSNs in VA1 also got stronger in PNs. DA1 and DA4 also showed inhibition, but the same was not observed in OSNs. However, the activity in these glomeruli did not considerably change from lower concentrations to higher concentrations, unlike in OSNs (Figure 3.5). But a temporal factor was again observed on comparing the dynamics of the glomerular peak responses. The time point of the peak response varied in different glomeruli. Most of the glomeruli showed peak responses in the second half of the odor stimulus (Figure 3.7).

3.1.2.3. Concentration-dependent global Ca\(^{2+}\) activity

The dependency of the total Ca\(^{2+}\) activity of the AL on concentration was then determined for the entire population of glomeruli. The overall Ca\(^{2+}\) activity in the 14 glomeruli was calculated to observe the global AL activity for different concentrations of 3-Oct

![Figure 3.7 Temporal distribution of peak glomerular responses.](image)

This figure shows histograms of the peak response time points of all responding glomeruli across all concentrations in OSNs and PNs. The grey bars indicate the duration of the odor stimulus. Most of the glomeruli in OSNs showed peak responses during the odor offset. In PNs, different glomeruli showed different time points of their peak responses. n(# responding glomeruli x # odor stimuli) = 54 (OSN), 63 (PN).
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Figure 3.8. Concentration-dependence of 3-octanol-evoked Ca\(^{2+}\) activity in the antennal lobe.

(A) Comparison of total activity of the AL across its 14 glomeruli in OSNs and PNs in response to different concentrations of 3-octanol. The total activity was determined by the sum of maximum Ca\(^{2+}\) activity evoked in each glomerulus for an individual fly. OSNs showed a similar dependence of total activity on concentrations as PNs. Beyond 50%, no further increase in total activity was observed in both OSNs and PNs. Bars indicate means of the maximum total activity of 6 flies ± SEM. 

(B) Number of glomeruli responding to different concentrations of 3-octanol. Any glomerulus showing higher or lower response than mean ± (3 x standard deviation) of the pre-stimulus spontaneous Ca\(^{2+}\) activity was taken as a responding glomerulus. 12 out of 14 glomeruli showed responses to all concentrations of 3-octanol. No differences were observed across concentrations in both OSNs and PNs. Bars indicate means of the number of responding glomeruli of 6 flies ± SEM.

(C) Maximum Ca\(^{2+}\) activity evoked by different concentrations of 3-octanol in each glomerulus. Different glomeruli are differentially sensitive to the 3-octanol concentrations. In OSNs, DL5 and DM2 showed increases in Ca\(^{2+}\) activity with concentrations. In terms of the combination of the 14 glomeruli, different concentrations evoked different Ca\(^{2+}\) activity patterns in OSNs. However in PNs, beyond 2%, the Ca\(^{2+}\) activity evoked in all the glomeruli remained the same across different concentrations. High Ca\(^{2+}\) activity is shown in warm colors and low Ca\(^{2+}\) activity in cold colors.

(Figure 3.8 A). It was observed that above 50%, all higher concentrations were found to evoke similar total activity in both OSNs and PNs. In PNs however, higher activities were observed for all concentrations in comparison to OSNs. In terms of the number of glomeruli responding to different concentrations, 12 glomeruli showed responses to all the concentrations in both OSNs and PNs (Figure 3.8 B). However, the differences observed in each glomerulus, discussed in section 3.1.2.1 and 3.1.2.2, was summarized by calculating the maximum activity in each glomerulus for each concentration (Figure 3.8 C). In OSNs, DC1, DL5 and DM1 showed increases in Ca\(^{2+}\) activity with increasing odor concentration. Taking all the 14 glomeruli into account, every concentration evoked a different glomerular activity pattern in OSNs. However in PNs, beyond 25%, such differences were not observed across concentrations.
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3.1.3. 4-methylcyclohexanol (MCH)

This compound is a cyclic hydrocarbon with a hydroxyl group and is more different to 3-Oct and PA in terms of chemical structure. It also evokes different spatiotemporal activity patterns described in detail below (Figure 3.9).

![Figure 3.9](image)

**Figure 3.9. Odor-evoked Ca\(^{2+}\) activity to different concentrations of 4-methylcyclohexanol in OSNs and PNs.**

The figure shows the glomerular Ca\(^{2+}\) activity map of different concentrations of 4-methylcyclohexanol in OSNs (A) and PNs (B). The Ca\(^{2+}\) activity map was determined by the $\frac{\Delta F}{F_0}$ values obtained for the 14 glomeruli. The white frame indicates the duration of the odor stimuli. High Ca\(^{2+}\) activity is shown in warm colors and low activity in cold colors. Every row in each map represents the activity of single glomerulus indicated on the extreme left. Different glomeruli responded differently to varying concentrations of MCH in both OSNs and PNs. In OSNs, the Ca\(^{2+}\) activity became stronger in most of the glomeruli with increasing concentrations. Therefore, each concentration evoked a distinct glomerular activity pattern in OSNs. In PNs, a similar concentration dependency of the glomerular Ca\(^{2+}\) activity patterns was not observed. However, some glomeruli like DM3 and DM4 responded differently to different concentrations. n = 6 flies.

3.1.3.1. Ca\(^{2+}\) activity in OSNs

The strongest responses were obtained in the ventral glomeruli, namely VC2 and VC1. The responses in most of the responding glomeruli increased with increasing concentrations, e.g., DM2, DC1 and VC2. DC1, similar to the other two odors, and they again
3. Results

showed a post stimulus inhibition after odor offset. Inhibition was observed in DL1 and VA1 (Figure 3.10). DL5 also showed inhibition, but only during the odor offset. In the case of MCH, none of the 14 glomeruli showed any prolonged response. On comparing the time point of peak glomeruli response, the distribution did not differ between OSNs and PNs (Figure 3.11).

Figure 3.10. Dynamics of 4-methylcyclohexanol-evoked Ca\textsuperscript{2+} activity in selected glomeruli.

Comparison of response dynamics of different OSNs (A) and PNs (B) to different concentrations of 4-methylcyclohexanol. The grey shaded region indicates the duration of odor stimulus. In both OSNs and PNs, DC1, DM2 and VC2 showed different Ca\textsuperscript{2+} dynamics with different concentrations. Inhibition was found in VA1 glomerulus in both OSNs and PNs. Lines indicate mean activity of 6 flies and the shaded region around them indicates ± SEM.

3.1.3.2. Ca\textsuperscript{2+} activity in PNs

In PNs, strong responses were observed in DC1, DM2, DM3, DM6, VC1 and VC2. In all these glomeruli, the signal got amplified from OSNs to PNs. Inhibition also got
3. Results

strengthened in VA1 (Figure 3.10). Both DA4 and VA1 showed inhibition across all concentrations of MCH. Similar to OSNs, DL5 showed an inhibited activity during the odor offset, but in PNs, this was followed by an overshoot of Ca\(^{2+}\) concentration above baseline. The increase in odor concentration was reflected in an increase in activity, mainly in DM2, DM6 and DM3. DC1, VC1 and VC2, however did not show any further increase in signals beyond 25% odor concentration.

3.1.3.3. Concentration-dependent global Ca\(^{2+}\) activity

The overall activity from the 14 glomeruli was calculated to observe the dependence of global AL activity on different concentrations of MCH (Figure 3.12 A). It was observed that as odor concentration increased, there was increase in the total activity in both OSNs and PNs. Beyond 50% concentration, all concentrations showed similar overall activities. In terms of the number of glomeruli recruited at each concentration, 12 glomeruli showed responses to all the concentrations of MCH (Figure 3.12 B). In the next step, odor evoked glomerular activity pattern for each concentration was determined by calculating the maximum response in each glomerulus (Figure 3.12 C). Some glomeruli, like DM1 and DM4, showed an increase in Ca\(^{2+}\) activity with increasing odor concentration in OSNs, while others showed an abrupt increase beyond a certain odor concentration. In PNs too, Ca\(^{2+}\) activities in glomeruli like DM2 and DM6,

![Figure 3.11 Temporal distribution of peak glomerular responses.](image)

This figure shows histograms of the peak response time points of all responding glomeruli across all odor concentrations in OSNs and PNs. The grey bars indicate the duration of the odor stimulus. The distribution of the peak response time points of all the glomeruli was observed to be similar between OSNs and PNs. Moreover, unlike PA and 3-Oct, most of the glomeruli in OSNs did not show their peak response during odor offset. n(# responding glomeruli x # odor stimuli) = 42 (OSN), 65 (PN).
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**Figure 3.12. Concentration-dependence of 4-methylcyclohexanol-evoked Ca$^{2+}$ activity in the antennal lobe.**

(A) Comparison of total Ca$^{2+}$ activity of the AL across its 14 glomeruli in OSNs and PNs in response to different concentrations of 4-methylcyclohexanol. The total activity was determined by the sum of maximum Ca$^{2+}$ activity evoked in each glomerulus for an individual fly. OSNs show a similar dependence on concentrations as PNs. Above 50% concentration, no increase in the total activity was observed in OSNs as well as PNs. Bars indicate means of the maximum total activity of 6 flies ± SEM. (B) Number of glomeruli responding to different concentrations of 4-methylcyclohexanol. Any glomerulus showing higher or lower response than mean ± (3 x standard deviation) of the pre-stimulus spontaneous Ca$^{2+}$ activity was taken as a responding glomerulus. 12 out of 14 glomeruli showed responses to all concentrations of 4-methylcyclohexanol. No differences across concentrations were found in OSNs and PNs. Bars indicate means of the number of responding glomeruli of 6 flies ± SEM. (C) Maximum Ca$^{2+}$ activity evoked by different concentrations of 4-methylcyclohexanol in each glomerulus. Different glomeruli are differentially sensitive to the 4-methylcyclohexanol concentrations in both OSNs and PNs. Therefore, the activity patterns of different concentrations, in terms of the maximum Ca$^{2+}$ activity in each glomerulus, were found to be distinct in both OSNs and PNs. High activity is shown in warm colors and low activity in cold colors.

showed a concentration dependence. Taking into account all such glomeruli, each odor concentration was found to evoke different Ca$^{2+}$ activity patterns in both OSNs and PNs, and these differences relied mainly on each and every responding glomerulus in a combinatorial way.
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3.1.4. Odor similarity at the level of olfactory sensory neurons and projection neurons

In comparison to MCH, PA and 3-Oct are more similar in some aspects of their chemical structure as well as in behavioral perception [Haddad et al., 2008; Niewalda et al., 2011]. In order to detect any odor classification using these three odors as binary mixtures, it was important to determine the degree of similarity in their odor representations in the AL. The primary reason was that the differences in the odor representations of intermediate binary mixtures would also depend on the degree of similarity between the components of that binary mixture. Therefore, the odortopic similarities between the odor representations of the three odors were determined, and this was achieved by correlation analysis. The activity in every glomeruli to a certain odor stimulus at a single time point was taken as one vector and another vectors of different odor stimuli of the same time point were similarly taken. Each of these vectors represented an activity pattern of the respective stimulus at a certain time point. A Pearson’s correlation coefficient was calculated between these vectors, which gave a measure of similarity between glomerular activity patterns. Such pairwise correlations were done across all concentrations of any two different odors, thereby creating a correlation matrix. In figure 3.13, these correlation matrices were determined for different time points.

In the OSNs correlation matrices of MCH and 3-Oct (Figure 3.13 A), it was found that all the concentrations of MCH and 3-Oct were decorrelated to each other. The lowest 0% of both odors, which was the diluent mineral oil, was the only stimulus to show a high correlation with another separate measurement of mineral oil. The correlations between MCH and 3-Oct became weaker as the time reached odor offset. In PNs also, no strong correlation was found between MCH and 3-Oct. In the case of MCH and PA (Figure 3.13 B), similar results were obtained, but PA showed even stronger decorrelation with MCH compared to 3-Oct in both OSNs and PNs. However, between PA and 3-Oct (Figure 3.13 C), a high degree of similarity was observed in both OSNs and PNs. In OSNs, this similarity was dependent on time, and the correlations increased as the time reached odor offset. The high concentrations of PA showed even higher similarity with low concentrations of 3-Oct. This was not true in the case of PNs, where PA and 3-Oct showed high correlations irrespective of any odor concentration. Moreover, it was found that, compared to OSNs, stronger correlations were obtained between PA and 3-Oct in PNs. Therefore from these results, it was concluded that PA and 3-Oct are
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Figure 3.13. Similarity between the Ca\(^{2+}\) activity patterns of different odors.

Correlation analysis between the activity patterns of different concentrations of odors: MCH/3-Oct (A), MCH/PA (B), 3-Oct/PA (C), in OSNs and PNs at different time points during the odor stimulus. The activity pattern was determined by the Ca\(^{2+}\) activity evoked in the 14 glomeruli. A Pearson's correlation coefficient (r) was calculated between activity patterns of different concentrations for different odors. The concentrations of odors depicted here are 0%, 1%, 25%, 50%, 75%, 99% and 100%, and they are indicated by the triangles on the extreme left. High correlation coefficients are indicated in warm colors and low coefficients in cold colors. The Ca\(^{2+}\) activity patterns of all concentrations of MCH were found to decorrelate with all the Ca\(^{2+}\) activity patterns of both 3-Oct and PA in OSNs and PNs. In the case of PA and 3-Oct, in OSNs, 3-Oct Ca\(^{2+}\) activity patterns were found to be similar to PA Ca\(^{2+}\) activity patterns. This similarity was even stronger between high concentrations of PA and low concentrations of 3-Oct. However, in PNs, the similarity between all the concentrations of PA and 3-Oct became even stronger in comparison to OSNs, as reflected by the high correlation coefficients obtained between any pair of activity patterns of different concentrations of PA and 3-Oct.
relatively more similar to each other compared to MCH. Moreover, the activity patterns of PA and 3-Oct became even more similar in PNs relative to OSNs. This result was in accordance with the previous studies reported by Niewalda et al. [2011].

3.2. Classification of odor stimuli

3.2.1. Glomerular representations of binary odor mixtures

In order to detect any classification of odors, the three odors (PA, 3-Oct and MCH) with different levels of similarity were used for making three different combinations of binary odor mixtures. The mixtures were made in such a way such that the concentration of one component was decreased and at the same time the concentration of the other component was increased so that the total volume of the odors remained constant. The ratios of the individual components in the mixtures varied as follows: 100%-0%, 99%-1%, 75%-25%, 50%-50%, 25%-75%, 1%-99% and 0%-100%. These mixtures were then presented to the fly’s antennae and the Ca$^{2+}$ activities in the 14 glomeruli were recorded (Figure 3.14). The Ca$^{2+}$ activity patterns evoked by the binary mixtures were found to resemble to either of its component odors. No new glomeruli were found to be recruited for the intermediate mixtures. 3-Oct and PA showed very similar patterns across their different binary mixtures, which was due to the fact that both the odors evoked Ca$^{2+}$ activity in almost the same glomeruli. However, differences could be observed in the temporal component of the glomerular activity dynamics. In the case of MCH and 3-Oct, gradual changes in Ca$^{2+}$ activity patterns were observed in OSNs, which could be visualized by a gradual increase in glomerular Ca$^{2+}$ activity specific to 3-Oct as the concentration ratio of 3-Oct increased. In PNs, some glomeruli showed a gradual change with varying concentration ratios, but in case of the glomerulus DM3, a drastic change was observed between 99% MCH-1% 3-Oct and 75% MCH-25% 3-Oct from a weak activity to high activity. Similar effect in the DM3 glomerulus was also found in the MCH-PA mixtures between 100% MCH-0% PA and 99% MCH-1% PA. However, any odor representation depended on the activities across all the glomeruli. Therefore, to detect any odor classification, activities in all the glomeruli were needed to be compared across different binary mixtures.
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[Images of heatmaps showing changes in ΔF/F over time for MCH, 3-Oct, and PA in OSN and PN]
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Figure 3.14. Odor-evoked Ca\(^{2+}\) activity to different binary odor mixtures in OSNs and PNs.

Glomerular activity map of 14 glomeruli to different binary odor mixtures: MCH/3-Oct (A), MCH/PA (B) and 3-Oct/PA (C). The activity map was determined by the \(\Delta F/F_0\) values obtained for the 14 glomeruli. The white frames indicate the duration of the odor stimuli. In all the binary mixtures, the glomerular Ca\(^{2+}\) activity patterns changed from one odor to another. High Ca\(^{2+}\) activity is shown in warm colors and low activity in cold colors. Every row in each panel represents the activity of single glomerulus labeled at the extreme left. \(n = 5-6\) flies.

3.2.2. Transitions between glomerular representations of binary odor mixtures

Each odor mixture was represented in the AL in terms of Ca\(^{2+}\) activity in every glomerulus. The fly brain then has to process the information from all the glomeruli in order to encode the properties of the odors [Sachse and Galizia, 2003; Silbering et al., 2008]. However, the differences in odor responses in individual glomeruli makes it difficult to understand the population coding of the odor mixtures. In order to visualize this multidimensional information, a mathematical algorithm called principal component analysis (PCA) was applied on the data set. It reduces the dimensionality of the data while keeping most of the variation in the data intact. This is achieved by finding new dimensions along which the variation among observations is maximal and these new dimensions are then called principal components (PC). For the data set of the odor-evoked responses in 14 glomeruli, each glomerulus acted as one dimension, which consisted of the dynamics of responses to each odor stimulus, i.e., each dimension contained the \(\Delta F/F_0\) values of a particular glomerulus from 5 frames before the odor onset until the odor offset as observations. The 14 dimensions from the 14 glomeruli were then reduced by PCA to first three principal components, where each single point represented the Ca\(^{2+}\) activity pattern at a certain time point and the trajectories represented the dynamics of these glomerular activity patterns (Figure 3.15).

On applying PCA to the data set (Figure 3.15 A), it could be observed in PNs in the case of MCH/3-Oct binary mixtures that 100% MCH-0% 3-Oct and 99% MCH-1% 3-Oct ended up in one subvolume, whereas the other MCH/3-Oct mixtures into another subvolume. This implied that 100% MCH-0% 3-Oct and 99% MCH-1% 3-Oct got classified into one category and the others into another. This kind of classification was,
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however, not observed strongly in the case of OSNs. Although 100% MCH-0% 3-Oct, 99% MCH-1% 3-Oct and 0% MCH-100% 3-Oct and 1% MCH-99% 3-Oct were found to follow similar trajectories in OSNs, but the other intermediate mixtures were found to be uniformly distributed in the PCA odor space, unlike in PNs. Therefore, it could be concluded that an odor classification of certain binary mixtures of MCH/3-Oct was observed in PNs which was not the case already in OSNs.

In MCH/PA odor mixtures (Figure 3.15 B), the Ca$^{2+}$ activity patterns were found to be similarly distributed across the OSN odor space as the MCH/3-Oct. The 0% MCH-100% PA and 1% MCH-99% PA was also similarly found to follow the same trajectory. 100% MCH-0% PA and 99% MCH-1% PA were, however, found separated in the odor space in this odor pair. In PNs on the other hand, except 100% MCH-0% PA, all other intermediate mixtures ended up in a small subvolume, but each of them was found to follow different trajectories. Therefore, all the mixtures, except 100% MCH-0% PA, got classified into one major distinct category as they reached odor offset. It could also be interpreted such that once PA was added to the mixture, all the mixtures got classified as one in PNs. So, it was concluded that, similar to the MCH/3-Oct mixture, a stronger classification was again observed in PNs. However, this was mainly dominated by the presence of the odor PA.

A similar kind of PA dominance could also be observed in the 3-Oct/PA odor mixtures, but in this odor pair, this was observed directly at the level of OSNs (Figure 3.15 C). Except for 100% 3-Oct-0% PA, all intermediate mixtures were found to evoke similar spatiotemporal patterns both in OSNs and PNs. No differences were found between OSNs and PNs in terms of activity patterns of their binary mixtures. In this odor pair, odor classification already happened at the level of OSNs because of the high degree of similarity present between 3-Oct and PA and therefore, no further classification was observed in PNs as this similarity became stronger in PNs (Figure 3.13 C).

From the results of the binary mixtures of these three odor pairs, it could be concluded that, depending on the odor combination and the degree of similarity between any pair of odors, different kinds of odor classification of odors could be observed. In the case of MCH/3-Oct, specific binary mixtures got more distinctly categorized in PNs. Similar results were obtained with MCH/PA too, but this was mainly caused by the PA dominance which resulted in a bigger cluster of all mixtures containing any amount of
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A. 4-methylcyclohexanol → 3-octanol

B. 4-methylcyclohexanol → Pentyl acetate

C. 3-octanol → Pentyl acetate
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Figure 3.15. Dynamics of odor-evoked Ca\(^{2+}\) activity patterns to different binary odor mixtures.

Comparison of dynamics of Ca\(^{2+}\) activity patterns in OSNs and PNs in response to different binary mixtures of odors: MCH/3-Oct (A), MCH/PA (B) and 3-Oct/PA (C) in a principal component space spanned by the first three principal components. The trajectories represent the time period from 1 s before the odor onset until the odor offset. The principal component analysis was done on the data set comprising of odor evoked Ca\(^{2+}\) activities from different time points in the 14 glomeruli. Each glomerulus represented one dimension and the 14 dimensions were then reduced to three principal components. The values given in axis labels indicate the percentage of variance covered by the first three principal components. In the case of MCH/3-Oct binary mixtures, in OSNs, the odor representations were found to spread across the PCA odor space. In PNs, 100% MCH-0% 3-Oct and 99% MCH-1% 3-Oct followed almost the same trajectory and ended up in one subvolume, while other binary mixtures formed one separate category. Hence, an odor classification was observed in MCH/3-Oct binary mixtures in PNs. In MCH/PA mixtures, odor representation were found distributed uniformly in OSNs. In PNs, 100% MCH-0% PA followed a completely different trajectory than the other binary mixtures. In 3-Oct/PA binary mixtures, except 100% 3-Oct-0% PA, all the other binary mixtures were found clustered together in OSNs. This also reflects a high degree of similarity existing between 3-Oct and PA odor representations. A similar distribution was observed in PNs, where 100% 3-Oct-0% PA again followed a different trajectory than the others. In both MCH/PA (only in PNs) and 3-Oct/PA binary mixtures, a dominance of PA could be observed by the fact that all the binary mixtures having >0% PA followed a distinctly different trajectory than the 0% PA binary mixtures.

PA > 0%. The third binary mixture, which was of two similar odors (3-Oct/PA), classification already happened at the level of OSNs, which did not show any further change in PNs.

3.2.3. Odortopic aspects of odor classification

To understand the odortopic aspects of odor classification, the temporal and the spatial factors were needed to be dissected. This was achieved by comparing the different glomerular Ca\(^{2+}\) activity patterns by correlation analysis at different time points. The Ca\(^{2+}\) activity in each glomerulus to a particular odor mixture at a certain time point was taken as a vector. Similar vectors were created for other odor mixtures, but for the same time point. Subsequently, a correlation matrix was made based on the Pearson's correlation coefficients obtained between all possible combinations of the different binary mixtures of the same pairs of odors. Subsequently, similar correlation matrices were made for all the time points from the odor onset to odor offset for the three different
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pair of odors (MCH/3-Oct, MCH/PA and 3-Oct/PA). In the odor pair MCH/3-Oct (Figure 3.16 A), it could be observed in OSNs that every single odor mixture showed high correlation only to their immediate neighboring combination of odor mixture, thereby creating a linear distribution of high correlation values around the diagonal of the matrix. This pattern was independent of time in OSNs. In PNs, on other hand, two distinct clusters of high correlation were found. One cluster consisted of 100% MCH-0% 3-Oct, 99% MCH-1% 3-Oct, and the other cluster consisted of the other MCH/3-Oct binary mixtures. These clusters were found to be stable across time during the odor stimulus and were similar to the ones observed in the PCA analysis.

In the case of the MCH/PA odor combination (Figure 3.16 B), in OSNs, 100% MCH-0% PA remained always different from the rest of the mixtures. Strong correlations were found across any odor mixtures which consisted of >0% of PA, especially during the odor onset. However, these correlations faded out as activity patterns reached odor offset but still no distinct clusters of high correlations were found in OSNs. 100% MCH-0% PA, however, remained distinct from other combinations irrespective of the time. In PNs, as time reached odor offset, the activity patterns evolved to develop into two distinct clusters of high correlation. Therefore, in PNs, with time, odortopic activity patterns of 99% MCH-1% PA, 75% MCH-25% PA, 50% MCH-50% PA and 25% MCH-75% PA became similar to each other, developing into one class of similar patterns. Another class of distinct patterns was found with 1% MCH-99% PA and 0% MCH-100% PA. However, it should be noted that similar clusters were also found in OSNs, but with relatively low correlation coefficients compared to PNs. Moreover, such odor classification was not observed in the PCA space (Figure 3.15 B). This discrepancy could be explained by the fact that the PCA analysis also included the temporal component of glomerular activity patterns. Since these clusters were relatively unstable and formed only during the second half of the odor stimulus, they were not strongly reflected in the PCA analysis.

From the 3-Oct/PA odor mixtures (Figure 3.16 C), no distinct clusters of high correlation could be found in both OSNs and PNs. One fact that might explain this was the high degree of odortopic similarity already existing between 3-Oct and PA (Figure 3.13 C). Distinct clusters of even higher correlation were difficult to detect. Both of these odors, therefore, got classified at the level of both OSNs and PNs and this categorization was also not dependent on time.
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Figure 3.16. Odortopic differences in odor-evoked Ca\textsuperscript{2+} activity patterns of different odor mixtures at different time points.

Matrices indicate the pairwise Pearson's correlations ($r$) between glomerular Ca\textsuperscript{2+} activity patterns evoked by different odor mixtures at different time points: MCH/3-Oct (A), MCH/PA (B) and 3-Oct/PA (C). High correlations are represented in warm colors and low correlations in cold colors. The triangles with color gradient at the left and top of the first correlation matrix indicates that the concentration of the one odor increases and the other odor decreases (PA indicated by red, 3-Oct by green and MCH by blue). In the case of MCH/3-Oct, in OSNs, high correlation could be observed almost uniformly distributed along the diagonal of the correlation matrices. This implied that the glomerular activity patterns of binary mixtures are similar only to their neighboring closest mixture combination in terms relative concentration of components. However, in PNs, two clusters of high correlation were found, indicating a high degree of similarity among the activity patterns of certain sets of binary mixtures. Therefore, an odor classification of those sets of binary mixtures of MCH/3-Oct was observed in PNs. In MCH/PA binary mixtures, no such distinct clusters of high correlation was found in OSNs. But in PNs, two such clusters could be observed which became more distinct during the odor offset. In case of 3-Oct/PA, due to the high degree of similarity existing between 3-Oct and PA, high correlation was obtained between any pair of their binary mixtures and no distinct clusters could be found. n = 5-6 flies.
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In the next step, the abrupt transitions observed across the odor mixtures were quantitatively analyzed across all the flies at the time point of odor offset. To do so, the Ca\(^{2+}\) activity in every glomeruli during odor offset to a certain odor stimulus was determined. The odor offset time point was chosen because by then the activity patterns of every odor stimuli seemed to be stable. This stable pattern formation could be observed by the Ca\(^{2+}\) activity in individual glomeruli during the odor offset (Figure 3.14). For each odor stimulus, the Ca\(^{2+}\) activity values during the odor offset from the 14 glomeruli were then represented as a vector for that odor stimulus in a 14 dimensional space. Similar vectors were generated for all odor stimuli. The odortopic differences were measured by calculating the angles between the vectors (i.e., angular distance). For each pair of odor combination, the 100% of the individual components were taken as reference vectors. Using these reference vectors, the angular distances of all the intermediate mixtures were subsequently calculated which then determined the odortopic differences from the 100% of the mixture components (Figure 3.17). Interestingly a linear distribution of MCH/3-Oct odor mixtures were found in OSNs (Figure 3.17 A). In PNs, however, the abrupt transition observed in previous results was again reflected in a non-linear distribution of the odortopic activity patterns across flies. 100% MCH-0% 3-Oct and 99% MCH-1% 3-Oct showed similar angular distances from 100% 3-Oct in PNs. The other concentrations showed almost equal angular distances from 100% MCH. In the case of MCH/PA odor mixtures (Figure 3.17 B), no such strong non-linearity was observed in PNs. Due to the presence of the dominant odor PA, from 100% MCH-0% PA a huge transition was observed in terms of angular distances from 100% MCH in both OSNs and PNs. However, 99% MCH-1% PA, 75% MCH-25% PA, 50% MCH-50% PA and 25% MCH-75% PA showed similar angular distances from 100% MCH, and linear transitions between them were not observed as was found in OSNs. This reflected the formation of the same cluster observed during the odor offset in the correlation matrices of MCH/PA binary mixtures (Figure 3.16 B). In 3-Oct/PA odor mixtures (Figure 3.17 C), such effects could not be detected due to the low angular distances found between 3-Oct and PA. However, those low angular distances reflected the odortopic similarity between 3-Oct and PA. From these results, it could be overall concluded that PNs, compared to OSNs, showed a non-linear change in activity patterns in the case of MCH/3-Oct. The dominance of PA could be observed in MCH/PA mixtures in both OSNs and PNs. This PA dominance overshadowed any possible formation of non-linear transition from 100% MCH to 100% PA in PNs. 3-Oct/PA, on other hand, similar odorants already at the level of OSNs, did not show any further
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change in PNs.
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Figure 3.17. Odortopic differences in odor-evoked Ca^{2+} activity patterns of different odor mixtures at odor offset.

Angular distances between the glomerular activity patterns from 100% of both odor components during the odor offset (MCH/3-Oct (A), MCH/PA (B) and 3-Oct/PA (C)). Each odor stimulus represents a vector in the 14 dimensional odor space. This vector is defined by the odor evoked Ca^{2+} activities in the 14 glomeruli. The angular distances are determined by calculating the angles between each odor stimulus and the 100% concentrations of the individual components of the mixture as reference vectors. The 100% concentrations of the components are hence represented by the axes in the figure and each value represents an odor stimulus by the angles from the 100% of individual components. n = 5-6 flies. Error bars indicate ± SEM. In MCH/3-Oct binary mixtures, odor representation were found to be changing linearly from 100% MCH to 100% 3-Oct in OSNs. But in PNs, 100% MCH-0% 3-Oct and 99% MCH-1% 3-Oct showed similar angular distances from 100% 3-Oct while their other mixtures showed similar angular distances from 100% MCH, thereby creating a non-linear distribution of odor representations. In the case of MCH/PA mixtures, the dominance of odor PA was reflected by a huge transition between 100% MCH-0% PA and 99% MCH-1% PA in both OSNs and PNs. 99% MCH-1% PA, 75% MCH-25% PA, 50% MCH-50% PA and 25% MCH-75% PA showed similar angular distances from 100% MCH in PNs which was not observed in OSNs. In the case of 3-Oct/PA binary mixtures, dominance of PA was reflected in a transition between 100% 3-Oct-0% PA and 99% 3-Oct-1% PA in both OSNs and PNs. Except 100% 3-Oct-0% PA, all other binary mixtures showed similar angular distances from 100% 3-Oct in OSNs as well as PNs.

3.3. Possible mechanisms of classification of odor stimuli

3.3.1. Concentration dependence of Ca^{2+} activity patterns of individual odors

To explain the odor classification effect observed in PNs, one hypothesis was that the odor classification might occur due to a categorization already existing in the individual components of the odor mixtures across their different concentrations. In other words, odor representations of the single odors might already form similar categories in PNs as was observed with their binary mixtures. To test this hypothesis, concentration dependence of Ca^{2+} activity patterns of individual odors was needed to be determined. This was achieved by calculating the Pearson’s correlation coefficients between the
activity patterns of different concentrations of the same odor. The Ca\(^{2+}\) activity in each glomerulus to a particular odor concentration at a certain time point was taken as a vector. Similar vectors were created for other concentrations of the same odor and for the same time point. Subsequently a correlation matrix was made based on the Pearson’s correlation coefficients obtained between all possible combinations between the different odor concentrations of the same odor. Similar correlation matrices were made for all the time points from the odor onset to odor offset.

In figure 3.18, these correlation matrices were determined for different time points. No strong correlation was observed between any odor concentrations before the odor onset. However, it was observed in all the three odors that the correlation coefficients across different concentrations increased from the time point of odor onset to odor offset. 0% concentration activity pattern showed complete odor-tropic decorrelation with the other concentrations at all time points. In PNs compared to OSNs, higher correlation was observed across all concentrations irrespective of any odor, thereby indicating a higher degree of odor-tropic similarity between glomerular Ca\(^{2+}\) activity patterns of different concentrations in PNs. In OSNs, lower correlation values were observed for 1% and 25%.

On comparing these results with the odor mixtures, similar clusters of high correlation were not found in the correlation matrices of individual odors. On the contrary, PNs rather showed invariance to different concentrations of the odors and no subclusters were formed as observed in case of binary mixtures. This, therefore, failed to explain the formation of categories of different odor mixtures in terms of single odor concentrations. However, from the results of concentration dependence of Ca\(^{2+}\) activity patterns, it was observed that PNs showed stable pattern formation to the selected range of concentrations of different odors. So in other words, PNs generated stable network states for each odor which were resistant to the varying inputs coming from OSNs. This might imply that on presenting such odors together as a mixture in different ratios, a sharp transition would be likely to be observed between their stable states in PNs, in order to maintain the resistance to the two varying inputs. This transition would therefore lead to a classification of these intermediate mixtures to either of the stable states of their individual components. However, how this transition was mediated could not be determined.
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**Figure 3.18. Odortopic differences in odor-evoked Ca\(^{2+}\) activity patterns of different concentrations.**

Matrices indicate pairwise Pearson’s correlations (r) between glomerular Ca\(^{2+}\) activity patterns evoked by different concentrations of odors at different time points (PA (A), 3-Oct (B) and MCH (C)). High correlations are represented in warm colors and low correlations in cold colors. The triangles with color gradient at the left and top of the first correlation matrix indicate that the concentration of the odor increases from left to right and top to bottom starting from 0% to 100%. In all the three odors, relatively lower correlation coefficients were obtained for 1% and 25% concentrations in OSNs. But in PNs, all the odor representations of different concentrations became similar to each other. n = 5 (PA), 6 (3-Oct) and 6 (MCH).
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3.3.2. Involvement of lateral inhibition in transition of odor representations in odor morphing

The glomeruli in the AL are inter-connected by GABAergic local interneurons [Stocker et al., 1997; Ng et al., 2002]. Some of these interneurons connect the majority of glomeruli, whereas some innervate only specific glomeruli [Chou et al., 2010; Seki et al., 2010]. These local interneurons release GABA and affect the spatiotemporal patterns in the AL [Wilson and Laurent, 2005]. The GABA<sub>A</sub>-type receptor had been described before for influencing the early phase of the odor responses in PNs [Wilson and Laurent, 2005; Silbering and Galizia, 2007]. Moreover, recently it has been shown that different glomeruli were differentially sensitive to GABA and this sensitivity was stereotypic across glomeruli [Hong and Wilson, 2015]. Therefore, taking into account these facts, it was hypothesized that GABA might play a role in causing classification of different odor mixtures, and the GABA<sub>A</sub>-type receptor might be a good candidate. GABA<sub>A</sub>-type receptors are picrotoxin sensitive [Hosie et al., 1997]. In order to test this hypothesis, picrotoxin (10µM) was used to block these receptors pharmacologically to analyze a potential role of GABA. The picrotoxin (PTX) solution was therefore applied onto the fly’s brain and the Ca<sup>2+</sup> activity of the AL to the different odor mixtures was recorded in three phases: Before the application of PTX, During the PTX application and after washing off the PTX. This was repeated for the three odor mixtures (MCH/3-Oct, MCH/PA and 3-Oct/PA) and the role of GABA<sub>A</sub> receptors on the classification of odors was determined.

3.3.2.1. MCH/3-Oct odor mixture

From the glomerular activity of MCH/3-Oct odor mixtures during the three stages of PTX application (Figure 3.19) it was found that there was a considerable decrease in Ca<sup>2+</sup> activity in OSNs in the presence of PTX. However, at the same time, the glomeruli DC1 and VC1 showed an increase in activity in PNs. DM2 and DM3 on other hand showed a decrease in Ca<sup>2+</sup> activity in PNs. After washing the brain, the Ca<sup>2+</sup> activity in most of the glomeruli was restored.
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Figure 3.19. Odor-evoked Ca\(^{2+}\) activity to different binary odor mixtures of MCH/3-Oct in OSNs and PNs during the three stages of PTX application.
Glomerular activity map of 14 glomeruli to different binary odor mixtures of MCH/3-Oct in three different stages of PTX application: Before PTX (A), During PTX (B) and Wash (C). The Ca\(^{2+}\) activity map was determined by the $\Delta F/F_0$ values obtained for the 14 glomeruli. The white bar indicates the duration of the odor stimulus. High Ca\(^{2+}\) activity is shown in warm colors and low activity in cold colors. Every row in each panel represents the Ca\(^{2+}\) activity of single glomerulus indicated at the extreme left. n = 5 flies.

Population coding

In order to visualize the combinatorial effects of PTX on the Ca\(^{2+}\) activities of the glomeruli, the data was subjected to PCA similar to the section 3.2.2. The classification of odor mixtures previously observed in the case of MCH/3-Oct was again observed in PNs before the application of PTX (Figure 3.20 A). However, during the application of PTX (Figure 3.20 B), this classification could not be found and instead the trajectories of the odor mixtures in the PCA space resembled that of the OSNs. The classification was almost restored after washing off the PTX (Figure 3.20 C). Therefore, it could be concluded from these results that GABA was required for causing this classification through GABA\(_A\) receptors.

Odortopic properties

The odortopic aspects of the classification of the odor mixtures was observed at three different stages of PTX application. Before the application of PTX, 100% MCH-0% 3-Oct and 99% MCH-0% 1-Oct showed a higher degree of correlation, thereby forming one cluster in the correlation matrix during the odor offset (Figure 3.21). Except for 50% MCH-50% 3-Oct, the other concentrations formed one more cluster of high correlations. During the PTX application no such clusters were found. However, after washing off the PTX from the brain, the clusters of high correlation did not return back to their native state completely.

To confirm the observations from the correlation analysis, the angular distances of the mixtures from 100% MCH and 100% 3-Oct from all the flies were plotted (Figure 3.22) from different stages of PTX application. In OSNs, as observed before, the Ca\(^{2+}\)
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Figure 3.20. Dynamics of odor-evoked Ca\textsuperscript{2+} activity patterns to MCH/3-Oct odor mixture in three different stages of PTX application.

Comparison of dynamics of Ca\textsuperscript{2+} activity patterns in OSNs and PNs in response to MCH/3-Oct binary mixtures during three stages: Before the application of PTX (A), during the application of PTX (B) and after the wash (C) in a principal component space spanned by the first three principal components. The trajectories represent the time period from 1 second before the odor onset until the odor offset. The values given in axis labels indicate the percentage of variance covered by that axis. Before the application of PTX, the binary mixtures were distributed across the PCA odor space in OSNs. In PNs, 100% MCH-0% 3-Oct and 99% MCH-1% 3-Oct, as observed before, followed similar trajectories in PNs and formed a distinct category, while other binary mixtures formed another distinct category. Such odor classification was, however, lost when PTX was added. Moreover, the distribution of the binary mixtures in PNs resembled that of OSNs during the PTX application. After the washing of PTX, 100% MCH-0% 3-Oct and 99% MCH-1% 3-Oct again followed, not the same, but still similar trajectories. The other binary mixtures formed a similar cluster again as was observed before the application of PTX.

activity patterns of the odor mixtures during odor offset were linearly distributed. In PNs, on other hand, this linearity was not present, which subsequently caused the activity patterns of 100% MCH-0% 3-Oct and 99% MCH-1% 3-Oct to form one category which was more similar to 100% MCH and the other mixtures as another category which showed similar patterns to 100% 3-Oct. Interestingly, during the application of PTX (Figure 3.22 B), the distribution of activity patterns of odor mixtures in PNs resembled closely to that of OSNs. Therefore, it was further confirmed that on blocking the GABA\textsubscript{A} receptors, no classification was observed in PNs across individual flies. The classification was, however, restored after washing off the PTX from the fly's brain, when the GABAergic inhibition was again restored.
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Figure 3.21. Odortopic differences in odor-evoked Ca^{2+} activity patterns of different odor mixtures of MCH/3-Oct at different stages of PTX application. Matrices indicate the pairwise Pearson's correlations (r) between glomerular activity patterns evoked by different odor mixtures of MCH/3-Oct at different stages of PTX application: Before PTX (A), during PTX (B) and wash (C). High correlations are represented in warm colors and low correlations in cold colors. The triangles with color gradient at the left and top of the first correlation matrix indicate that the concentration of one odor increases and that of the other odor decreases. Before the application of PTX, clusters of high correlation coefficients were found in PNs but not in OSNs. During PTX application, no such high correlation clusters, as was observed before, in PNs could be found. Even after washing the PTX, such clusters of high correlation could not be completely restored. n = 5 flies.
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Figure 3.22. Odorotopic differences in odor-evoked Ca\textsuperscript{2+} activity patterns of MCH/3-Oct odor mixtures at different stages of PTX application in OSNs and PNs at odor offset.

Angular distances between the glomerular activity patterns from 100% MCH and 100% 3-Oct (as reference) at odor offset. Each odor stimulus represents a vector in the 14-dimensional odor space. This vector is defined by the odor evoked Ca\textsuperscript{2+} activities in the 14 glomeruli. The angular distances are determined by calculating the angles between each odor stimulus and the 100% concentrations of MCH and 3-Oct as reference vectors. The 100% MCH and 100% 3-Oct are hence represented by the axes in the figure and each value represents an odor stimulus by the angles from the 100% MCH and 100% 3-Oct. n = 5 flies. Error bars indicate ± SEM. Before the application of PTX, odor representations of binary mixtures were found to be changing linearly from 100% MCH to 100% 3-Oct in OSNs. But in PNs, 100% MCH-0% 3-Oct and 99% MCH-1% 3-Oct showed similar angular distances from 100% 3-Oct, while their other mixtures showed almost similar angular distances from 100% MCH, thereby creating a non-linear distribution of odor representations. But during the application of PTX, in PNs, such non-linearity is lost and instead, the distribution of the odor representations became similar to that of OSNs. No effect of PTX was observed in OSNs. After washing off the PTX, the distribution of representations in PNs became similar to the distribution observed before the application of PTX.

3.3.2.2. MCH/PA odor mixture

The effects of blocking GABA\textsubscript{A} receptors was further tested with MCH/PA mixtures, where due to PA dominance, all the mixtures with PA% > 0% were found to classify into one major category in PNs. In the first step, Ca\textsuperscript{2+} activity in the 14 glomeruli were measured in all the three stages of PTX application (Figure 3.23). On comparing the activities, it was found that during PTX application there was considerable increase in OSN activity in some glomeruli especially DM2, DM3, DM6 and VM2. Such strong differences were not observed in PNs.

Population coding

Taking into account these differences in glomerular Ca\textsuperscript{2+} activity, the Ca\textsuperscript{2+} activity patterns were projected into a PCA space to visualize any effect of PTX on classification of odors (Figure 3.24). Surprisingly, no changes were observed by blocking the GABA\textsubscript{A} receptors, unlike previously found in the case of MCH/3-Oct. Therefore, this classification might not be mediated by GABA or more specifically by GABA\textsubscript{A} receptors.
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Figure 3.23. Odor-evoked Ca$^{2+}$ activity to different binary odor mixtures of MCH/PA in OSNs and PNs during the three stages of PTX application.
Glomerular Ca$^{2+}$ activity map of 14 glomeruli to different binary odor mixtures of MCH/PA in three different stages of PTX application: Before PTX (A), during PTX (B) and wash (C). The Ca$^{2+}$ activity map was determined by the $\Delta F/F_0$ values obtained for the 14 glomeruli. The white bar indicates the duration of the odor stimulus. High Ca$^{2+}$ activity is shown in warm colors and low activity in cold colors. Every row in each panel represents the activity of single glomerulus labeled at the extreme left. n = 5-6 flies.

Odortopic properties

On analyzing the odortopic differences by correlation coefficients, no differences were again observed between "before PTX" and "during PTX" (Figure 3.25). GABA$_A$ receptors were not found to be involved in the classification of odors occurring due to the odor dominance of PA. This dominance was still retained on the application of PTX. This was further verified by determining the angular distances of the odor mixtures from 100% MCH and 100% PA (Figure 3.26). A huge difference was observed between 100% MCH-0% PA and 99% MCH-1% PA. It was the same effect as observed before PTX application (Figure 3.17 B and 3.26 A). Therefore, the dominance of PA remained unaltered by PTX, and it was concluded that GABA$_A$ receptors did not play any role in MCH/PA odor combination.
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Figure 3.24. Dynamics of odor-evoked Ca$^{2+}$ activity patterns to MCH/PA odor mixture in three different stages of PTX application.

Comparison of dynamics of Ca$^{2+}$ activity patterns in OSNs and PNs in response to MCH/PA binary mixtures during three stages: Before the application of PTX (A), during the application of PTX (B) and after the wash (C) in a principal component space spanned by the first three principal components. The trajectories represent the time period from 1 second before the odor onset until the odor offset. The values given in axis labels indicate the percentage of variance covered by that axis. No changes were observed on comparing the three stages of PTX application.
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Figure 3.25. Odortopic differences in odor-evoked Ca\(^{2+}\) activity patterns of different odor mixtures of MCH/PA at different stages of PTX application. Matrices indicate the pairwise correlations between glomerular activity patterns evoked by different odor mixtures of MCH/PA at different stages of PTX application: Before PTX (A), during PTX (B) and wash (C). High correlations are represented in warm colors and low correlations in cold colors. The triangles with color gradient at the left and top of the first correlation matrix indicate that the concentration of one odor increases and that of the other odor decreases. No changes were observed on comparing the three stages of PTX application. n = 5 flies.
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Figure 3.26. Odortopic differences in odor-evoked Ca\textsuperscript{2+} activity patterns of MCH/PA odor mixtures at different stages of PTX application in OSNs and PNs at odor offset.

Angular distances between the glomerular activity patterns of MCH/PA mixtures from 100% MCH and 100% PA (as reference) at odor offset. The axes indicate angles from the 100% concentrations of each individual component and the values are indicated in degrees. No changes were observed on comparing the three stages of PTX application.

\( n = 5 \) flies. Error bars indicate ± SEM.
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3.3.2.3. 3-Oct/PA odor mixture

Due to the high degree of similarity already present between 3-Oct and PA, the intermediate mixtures were already found to categorize in OSNs. However, it was interesting to know about the possible effects of blocking the GABA<sub>A</sub> receptors on an odor mixture which shows classification already in OSNs. Effects of PTX could be again observed by the increase in the Ca<sup>2+</sup> activity of especially DM2, DM3 and DM6 glomeruli in OSNs (Figure 3.27 B). However, no effects of PTX could be found in both OSNs and PNs in both population coding and odortopic differences with regards to odor classification (Figure 3.28, 3.29 and 3.30). This implied that the classification already present in OSNs remained unaffected even after blocking the GABAergic inhibition via the GABA<sub>A</sub> receptors.
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Figure 3.27. Odor-evoked Ca^{2+} activity to different binary odor mixtures of 3-Oct/PA in OSNs and PNs during the three stages of PTX application.

Glomerular Ca^{2+} activity map of 14 glomeruli to different binary odor mixtures of 3-Oct/PA in three different stages of PTX application: Before PTX (A), during PTX (B) and wash (C). The white bar indicates the duration of the odor stimulus. The activity map was determined by the $\Delta F/F_0$ values obtained for the 14 glomeruli. High Ca^{2+} activity is shown in warm colors and low activity in cold colors. Every row in each panel represents the activity of single glomerulus labeled at the extreme left. n = 5 flies.
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Figure 3.28. Dynamics of odor-evoked Ca\textsuperscript{2+} activity patterns to 3-Oct/PA odor mixture in three different stages of PTX application.
Comparison of the dynamics of Ca\textsuperscript{2+} activity patterns in OSNs and PNs in response to 3-Oct/PA binary mixtures during three stages: Before the application of PTX (A), during the application of PTX (B) and after the wash (C) in a principal component space spanned by the first three principal components. The trajectories represent the time period from 1 second before the odor onset until the odor offset. The values given in axis labels indicate the percentage of variance covered by that axis. No changes were observed on comparing the three stages of PTX application.
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Figure 3.29. Odortopic differences in odor-evoked Ca^{2+} activity patterns of different odor mixtures of 3-Oct/PA at different stages of PTX application. Matrices indicate pairwise Pearson's correlations (r) between glomerular activity patterns evoked by different odor mixtures of 3-Oct/PA at different stages of PTX application: Before PTX (A), during PTX (B) and wash (C). High correlations are represented in warm colors and low correlations in cold colors. The triangles with color gradient at the left and top of the first correlation matrix indicate that the concentration of the one odor increases and the other odor decreases. No changes were observed on comparing the three stages of PTX application. n = 5 flies.
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Figure 3.30. Odortopic differences in odor-evoked Ca\textsuperscript{2+} activity patterns of 3-Oct/PA odor mixtures at different stages of PTX application in OSNs and PNs at odor offset.

Angular distances between the glomerular activity patterns of 3-Oct/PA mixtures from 100% 3-Oct and 100% PA (as reference) at odor offset. The axes indicate angles from the 100% concentrations of each individual component and the values are indicated in degrees. No changes were observed on comparing the three stages of PTX application. n = 5 flies. Error bars indicate ± SEM.
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4.1. Neuronal coding of odor perception

The present study showed that odor classification was observed in the AL of Drosophila. This was concluded on the basis of odor evoked Ca$^{2+}$ activity patterns in the AL. But the first question was how olfactory perception is related to the measured glomerular activity patterns. This question had been previously addressed in honeybees (Apis mellifera) [Guerrieri et al., 2005] as well as in Drosophila [Niewalda et al., 2011]. The authors used several odors of various chemical structures and checked whether the perceived similarity correspond to the similarity in the neuronal activity patterns in the brain. The perceived similarity was determined by different behavioral tasks using appetitive or aversive odor conditioning. Niewalda et al. [2011] used three different paradigms to determine the perceptual similarity of odors in flies. They first conditioned the flies by pairing an odor with electric shocks and later quantified their avoidance behavior to both the trained odor and the similar odor separately. A "perceptual distance score" was then determined on comparing the behavior towards the trained and the similar odor. As a second step, they trained the flies similarly again, but tested the flies for their choice between the trained odor or similar odor. Lastly, they trained the flies by pairing one odor with shock and the novel odor explicitly not paired with shock and then tested with the choice between the trained or the novel odor. For each paradigm, "perceptual distance scores" were determined and all these scores were then combined to yield a final perceptual score, which was independent of the paradigms used. This perceptual score was found to correlate with the similarity in the glomerular activity patterns of those odors in the AL, especially in the PNs of Drosophila. Therefore taking into account of the results obtained from previous studies [Guerrieri et al., 2005; Niewalda et al., 2011], the odor classification observed with different binary mixtures in the current study should ideally reflect odor classification in terms of behavioral perception also.
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4.2. How does Ca\(^{2+}\) imaging relate to membrane depolarization?

The first and foremost requirement to understand the role of the AL network in mediating any kind of odor classification was to monitor and record the activity of several OSNs and PNs in the AL. This was achieved in this study using Ca\(^{2+}\) imaging. An alternative to Ca\(^{2+}\) imaging could have been electrophysiology. The use of electrophysiology is, however, constrained by the limited number of neurons that can be monitored at a given time. Since the AL of *Drosophila* consists of \(\sim\)1200 OSNs and \(\sim\)150 PNs, it would not have been feasible to record the activity of such a huge number of neurons by electrophysiology for the present study. Optical Ca\(^{2+}\) imaging, on the other hand provided a convenient tool to monitor the activity of neuronal network at one time [Tsien, 1988; Mao et al., 2001; Stosiek et al., 2003]. However, it allows only to measure a correlate of membrane depolarization in neurons in terms of Ca\(^{2+}\). It relies on the fact that the membrane depolarization in the neurons is associated with Ca\(^{2+}\) influx due to the activation of different types of voltage-gated Ca\(^{2+}\) channels expressed in the neurons [Tsien and Tsien, 1990; Berridge et al., 2000].

Ca\(^{2+}\) imaging heavily relies on the type of Ca\(^{2+}\) sensor being used to detect the neuronal activity. In recent years, many Ca\(^{2+}\) sensors have been developed with different properties [Chen et al., 2013]. However, a perfect Ca\(^{2+}\) sensor should have good response kinetics, high sensitivity as well as good signal to noise ratio. Moreover, the sensor should also be photostable and should have satisfactory baseline fluorescence. In the present study GCaMP3 was used to detect the neuronal activities of OSNs and PNs. It is photostable and with sufficient baseline fluorescence [Tian et al., 2009]. It is also capable to detect even single action potential in the neuron [Tian et al., 2009]. In terms of kinetics, there is around tens of milliseconds delay in responding to action potentials [Badura et al., 2014]. GCaMP3 is a cytosolic Ca\(^{2+}\) sensor and therefore, it not only responds to changes in Ca\(^{2+}\) concentration due to membrane depolarization but also to the Ca\(^{2+}\) released from internal stores like endoplasmic reticulum and mitochondria [Verkhratsky and Petersen, 1998]. The decay in the Ca\(^{2+}\) signal, in general, is limited by the rate at which Ca\(^{2+}\) is cleared and this is directly proportional to the surface to volume ratio [Badura et al., 2014]. Therefore, at the soma, it takes tenths of seconds or longer to decay, whereas in axonal boutons and dendritic spines, it takes
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around 10-100 ms [Müller and Connor, 1991; Yasuda et al., 2004]. To convert the Ca\textsuperscript{2+} activity in terms of action potentials, deconvolution algorithms or other approaches to estimate the spike timings can be used [Vogelstein et al., 2009].

Another important parameter for the selection of Ca\textsuperscript{2+} sensors is their dissociation constant (K\textsubscript{D}). Depending on the range of Ca\textsuperscript{2+} concentration to be investigated, an appropriate sensor should be used. Generally, the Ca\textsuperscript{2+} concentration in the neurons during the resting phase varies from 10 nM to 200 nM. But during activity, the concentration might reach 1 to 10 µM or even higher [Gamble and Koch, 1987; Regehr and Tank, 1992]. A high affinity Ca\textsuperscript{2+} sensor with its K\textsubscript{D} near the resting Ca\textsuperscript{2+} concentration will allow to detect small Ca\textsuperscript{2+} transients with high signal to noise ratio, but will saturate at high Ca\textsuperscript{2+} concentrations. So, a perfect Ca\textsuperscript{2+} sensor should span the whole range of Ca\textsuperscript{2+} concentrations to be investigated. GCaMP3 has K\textsubscript{D} = 660 nM, which is within the Ca\textsuperscript{2+} concentration range of neurons, however any saturation of GCaMP3 during the activity of OSNs and PNs in different glomeruli cannot be excluded. Therefore, whether the limitations of GCaMP3 contributes to the odor classification in PNs cannot be commented. The exact change in Ca\textsuperscript{2+} concentration in both OSNs and PNs during their activity is not known. However, the odor classification of MCH/3-Oct binary mixtures was no more observed after the addition of GABA\textsubscript{A} receptor antagonist (picrotoxin). So, had the limitations of GCaMP3 be the sole factor in mediating the odor classification, then such an effect of picrotoxin would not have been observed.

4.3. Transformation of odor responses from OSNs to PNs

Several studies have shown that the OSNs and their corresponding PNs both respond to a similar set of odor stimuli [Bhandawat et al., 2007; Ng et al., 2002; Schlief and Wilson, 2007; Silbering et al., 2008; Wang et al., 2003; Wilson et al., 2004]. This indicated that the major source of activation of PNs come from their respective OSNs. However, the odor responses in OSNs and PNs are not exactly the same. The odor responses in PNs are less variable in terms of spike counts in comparison to OSNs [Bhandawat et al., 2007]. In addition, PNs mainly respond to the rising phase of the OSNs response rather than the peak response of the OSNs [Bhandawat et al., 2007], which also makes their responses more transient than OSNs. PNs are also less se-
4. Discussion

Selective to odors compared to OSNs, thereby displaying a broader odor tuning profile than OSNs [Bhandawat et al., 2007; Wilson et al., 2004; Olsen and Wilson, 2008]. Moreover, there is a non-linear transformation function between OSNs and PNs for each glomerulus, which implies that PNs are more sensitive to weak OSN inputs and less sensitive to strong OSN inputs [Bhandawat et al., 2007; Olsen et al., 2010]. Bhandawat et al. [2007] also showed that the odor responses become more distinct and discriminable in PNs relative to OSNs.

The question then arises whether the observed odor classification of binary mixtures in PNs is mediated by such transformation of odor responses from OSNs to PNs. The above mentioned studies, however, do not explicitly exclude the involvement of any inhibition in mediating such transformations [Bhandawat et al., 2007; Wilson et al., 2004]. Nevertheless, some of these transformation could be explained by the property of OSN-PN synapses only. Each PN forms synapses with all the OSNs expressing one kind of olfactory receptor [Kazama and Wilson, 2009]. Since there are ~1200 OSNs and only ~150 PNs, there is a huge convergence of OSN inputs onto each PN. Such convergence explains the high sensitivity of PNs to weak presynaptic inputs of OSNs [Wilson, 2013]. Moreover since each PN combines the multiple inputs from many OSNs, the variability in the odor responses get reduced in PNs [Abbott, 2008; Wilson, 2013]. In addition, each OSN-PN synapse has high probability of vesicle release [Kazama and Wilson, 2008; Wilson, 2013] and therefore even a single spike in OSN releases a lot of vesicles onto the PN, which further contributes to decreasing the variability in PNs. The high probability of vesicle release also partly explains the transient nature of the PN responses because due to the high vesicular release probability, vesicles would be quickly depleted and short-term depression would be observed [Kazama and Wilson, 2008; Wilson, 2013]. The short-term depression at OSN-PN synapses not only explains the transient nature of PNs but also the non-linear relationship between the OSN-PN responses [Abbott et al., 1997; Wilson, 2013]. Moreover, it also partly explains the broad odor tuning of PNs compared to OSNs [Wilson, 2013]. In the present study, any contribution of such property of OSN-PN synapse to the non-linear transformation of odor representations of binary mixtures from OSNs to PNs cannot be excluded.

In terms of population coding of odors, it is not clearly known how short-term depression might play a role in encoding the odors. But it is known that on silencing
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the input to all other glomeruli, disinhibition in PNs is observed [Asahina et al., 2009; Olsen and Wilson, 2008], which clearly indicates a role of lateral inhibition in population coding. Moreover, Silbering and Galizia [2007] showed that on presenting binary odor mixtures to the fly, the responses of OSNs to the mixture could be predicted from the responses of its odor components. But in PNs, on mixing one odor to the second odor, an interglomerular inhibition was observed, which could be eliminated using a GABA\(\alpha\) receptor antagonist. This experiment clearly showed that lateral inhibition via GABA can modify the population coding of different odors in PNs. A similar effect of GABA was also observed in the present study, where GABA was shown to be involved in mediating an odor classification in PNs by influencing the population coding of the odors.

4.4. Temporal coding of odor mixtures

The odor mixtures are often perceived different than their individual components which are difficult to identify [Laing and Francis, 1989]. This configural processing of mixtures is believed to be done by the antennal lobe network in insects [Broome et al., 2006; Deisig et al., 2006; Silbering and Galizia, 2007] or by the olfactory bulb network in the vertebrates [Tabor et al., 2004; Johnson et al., 2010]. However, some studies have also shown the involvement of only OSNs in integrating the olfactory information of individual components of a binary mixture [Su et al., 2011; Duchamp-Viret et al., 2003; Rospars et al., 2008]. Su et al. [2011] showed that even a single OSN can encode a binary odor mixtures in their temporal dynamics and response magnitudes. Moreover, the components of the mixture themselves vary in their physiochemical properties (e.g., vapor pressure), which also affects the odor stimulus in terms of their relative concentration at a given time [Martelli et al., 2013]. OSNs are also capable to encode such properties of the binary mixture in their temporal dynamics [Su et al., 2011]. The temporal coding by OSNs also helps the flies in behavioral odor discrimination. This was shown by DasGupta and Waddell [2008], who used flies expressing only one kind of OR and tested those flies for different odors activating that particular OR. Those flies could successfully learn to discriminate such odors within a certain range of concentrations, implying the role of temporal dynamics in encoding the odor identity. Another study on locusts has shown that each OSN responds differently to different odors in terms of the temporal structure of the firing patterns and such diversity across OSNs
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is required for encoding the spatiotemporal information of the odor in the AL [Raman et al., 2010].

However, whether the temporal coding of OSNs contributes to odor discrimination or categorization is not clearly understood. In any case, these effects could not be detected in our study because of the limitation of temporal resolution with optical imaging. The neuronal activities were recorded at the rate of 5 Hz compared to the requisite 20 Hz to observe such effects. However, differences in the temporal dynamics of individual glomeruli could still be observed with this temporal resolution (Figure 3.3), but whether the stimulus dynamics could be decoded from these glomerular dynamics of 5 Hz resolution is hard to conclude. In spite of this low temporal resolution, PNs convincingly showed categorization in this study although it cannot be claimed that OSNs do not contribute at all to this categorization. The fact that the classification of odors become more distinct only in PNs, and not in OSNs, could also be reasoned by the nonlinear amplification of the OSN inputs at the OSN-PN synapse [Olsen et al., 2007; Bhandawat et al., 2007], thereby leading to a greater effect in PNs.

4.5. GABAergic inhibition and other possible mechanisms for classification of odors

Several studies have shown that inhibition is important for odor processing in the AL, starting from contrast enhancement of odor representations [Deisig et al., 2010; Sachse and Galizia, 2002], gain control [Olsen and Wilson, 2008; Root et al., 2008; Olsen et al., 2010] to synchronization of neuronal activity [Stopfer et al., 1997]. But whether inhibition can mediate the formation of different categories of odor percepts, was not known. The present study shows that GABAergic inhibition plays a role in categorical perception. This has been shown in case of MCH/3-Oct odor mixtures which shows categorization of some intermediate mixtures in PNs. On adding picrotoxin to block the GABA\(_A\) receptors, the categorization is lost in some cases in PNs and instead the distribution of mixtures in PNs become similar to that of the OSNs.

The glomeruli are innervated by a population of GABAergic local interneurons. Most of these LN\(s\) innervate every glomerulus [Chou et al., 2010; Seki et al., 2010] and recently it has been found that even an activation of single glomerulus recruits LN ac-
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tivity in all the glomeruli [Hong and Wilson, 2015]. However each glomerulus has its unique and stereotypic sensitivity to GABA [Hong and Wilson, 2015]. Therefore, each glomerulus shows different levels of inhibition. These differences in inhibition across glomeruli can either lead to an increase or a decrease in distances between two odor-evoked glomerular activity patterns. This can be explained by the fact that any two glomerular activity patterns, in general, has some glomeruli showing similar activities, while others show dissimilar activities. If the "dissimilar glomeruli" are made similar in terms of activity by inhibition, the two activity patterns will become more similar. Similarly, if the similar glomeruli are made dissimilar by inhibition, the activity patterns become more distinct. Therefore, as a consequence of such differential inhibition across glomeruli, some odors become more similar in their glomerular activity patterns while some more distinct, thereby leading to categorization.

Other than inhibition, in a similar way excitation can also serve as another method of categorization. The AL is also innervated by a population of excitatory local interneurons (eLNs) [Huang et al., 2010; Yaksi and Wilson, 2010]. These eLNs form electrical synapses onto both GABAergic LNs as well as PNs. Therefore, the net effect on PNs due to the eLN network can be both inhibition or activation depending on whether eLNs excite GABAergic LNs or PNs respectively. Since eLNs form electrical synapses via gap junctions, the lateral excitation by eLNs is insensitive to GABA. This could be one of the mechanism which might explain the odor dominance of PA observed in the odor representations of MCH/PA mixtures in PNs but not in OSNs.

Recently another population of LNs have been found in the AL which release glutamate as an inhibitory neurotransmitter [Liu and Wilson, 2013]. Similar to eLNs, they can also mediate inhibition or excitation in PNs but in this case, either by inhibiting PNs directly, or by inhibiting GABAergic LNs. Glutamatergic LNs mediate such inhibition via glutamate-gated chloride channels [Liu and Wilson, 2013]. These glutamate-gated chloride channels are also sensitive to picrotoxin [Cleland, 1996] and could therefore be equally contributing as GABA to the categorization of MCH/3-Oct odor mixtures in PNs. However, it is still not clear how both GABA and glutamate simultaneously contribute to odor coding in the AL.
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4.6. Future perspectives

In the present study, I showed that GABA was involved via GABA$_A$ receptors in mediating odor classification in the AL. This was achieved by using picrotoxin as a GABA$_A$ receptor antagonist. However, using picrotoxin has some drawbacks. The most important one is that it affects all the neurons expressing GABA$_A$ receptors as well as recently found glutamate-gated chloride channels in the *Drosophila* brain. Therefore, as future experiments, genetic tools should be used to specifically downregulate such receptors or channels in local interneurons. One possible way to achieve that is by transgenic RNA interference (RNAi)-inducing lines which can block the expression of those receptors or channels in specific neurons.

Moreover, it will also be interesting to know whether the odor classification is achieved by a combinatorial effect of all the glomeruli or by just few glomeruli. This could be determined by estimating the contribution of each glomerulus to odor classification. In addition, how different concentrations of individual odors get influenced by GABA is also worth investigating. The reason is that binary mixtures consist of different concentrations of two individual odors and therefore any sort of odor classification observed with binary mixture can potentially be also influenced by its components.

Last but not the least, the odor classification inferred from the classification of odor evoked Ca$^{2+}$ activity patterns in the AL, should also be verified in terms of behavioral perception. This can be accomplished by odor conditioning paradigm using different odors as described in Niewalda et al. [2011].
5. Summary

*Drosophila* senses diverse kinds of olfactory stimuli in the external environment. These stimuli are often not pure chemicals, but rather mixtures of many odorants. The fly olfactory system, however, needs to extract the requisite information from this complex stimulus. This is done by converting odor representations into meaningful, discrete categories in the perceptual space. The first olfactory relay system in the *Drosophila* brain is the AL which consists of OSNs, PNs and LNs, and these three populations of neurons interact and process the odor stimuli. To observe any transformations of odor representations in terms of odor classification, linearly varying odor stimuli were presented. This was achieved using binary mixtures such that one odor was "morphed" into another. Three binary mixtures were made from combinations of three distinct odorants (MCH, 3-Oct and PA). In the first step, I determined and confirmed that each single odor-evoked distinct odor representations across its different concentrations in the AL, especially in the OSNs. A second requirement was to determine the degree of similarity between the three odors in both OSNs and PNs. From their odor representations, it was found that PA was more similar to 3-Oct compared to MCH in OSNs. Moreover, the similarity between PA and 3-Oct became even stronger in PNs.

After determining the prerequisites of using PA, 3-Oct and MCH for binary mixtures, odor-evoked Ca\textsuperscript{2+} activity patterns for the three different types of binary mixtures were determined in both OSNs and PNs. Each binary odor mixture showed a different kind of odor classification. The MCH/3-Oct binary mixtures showed no odor classification in OSNs, but in PNs two distinct categories were observed. However, the same could not be found in either of the other two odor mixtures. For MCH/PA binary mixtures, no odor classification was found in OSNs. But in PNs, all mixtures having greater than 0% PA got categorized and distinctly separated from the 100% MCH-0% PA. This was referred to as odor dominance of PA. The last odor mixture was of the similar odor pair, 3-Oct/PA, in which all the intermediate mixtures formed one cluster in both OSNs and PNs. This was due to the high degree of similarity already present between the
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individual odors in OSNs and PNs.

The glomeruli in the AL are interconnected by a population of GABAergic LNIs and they are known from previous studies to be involved in odor processing. GABA binds to two kinds of receptors: GABA_A and GABA_B. GABA_A receptors are known to be involved in the early phase of the odor processing and they can be pharmacologically blocked by picrotoxin. Therefore, fly brains were subjected to picrotoxin solution and its effects were observed on the three types of odor classification found with the combination of the selected odors. GABAergic inhibition mediated via GABA_A receptors was found to be required for the odor classification of binary mixtures of MCH/3-Oct. However, no changes were found due to picrotoxin on MCH/PA and 3-Oct/PA binary mixtures.

In conclusion, different kinds of odor classification could be observed for different odors in the AL of the fly. GABAergic inhibition has been found to play a role in mediating odor classification of different stimuli. However, not every odor classification requires GABAergic inhibition, as was observed in the case of MCH/PA binary mixtures, thereby also suggesting an existence of other possible mechanisms for odor classification.
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A. The codes for data analysis

A.1. ImageJ plugins (Java)

A.1.1. TwoPhoton Batch Metamorph StackBuild

```java
import ij.IJ;
import ij.ImagePlus;
import ij.WindowManager;
import ij.process.ImageProcessor;
import ij.plugin.PlugIn;
import ij.gui.GenericDialog;
import ij.io.FileSaver;
import ij.io.DirectoryChooser;
import java.awt.*;
import java.awt.event.*;
import java.util.Iterator;
import java.util.Vector;
import java.io.File;

public class TwoPhoton_Batch_Metamorph_StackBuild implements PlugIn {

    private String prefix = "fly";
    public void run(String arg) {
        Button pathB = new Button("Select path");
        Button journalB = new Button("Select journal");
        final GenericDialog gd = new GenericDialog("TwoPhoton Batch Metamorph StackBuild");
        Panel p = new Panel(new FlowLayout());
        p.add(pathB);
        gd.addPanel(p);
```
A. The codes for data analysis

gd.addStringField("Path:", ",", 15);
gd.addNumericField("Number of slices for each stack", 935, 0);
p = new Panel(new FlowLayout());
gd.addStringField("Prefix:", prefix, 5);
final TextField pathTF = (TextField)gd.getStringFields().get(0);
final TextField journalTF = (TextField)gd.getStringFields().get(1);
pathB.addActionListener(new ActionListener() {
    public void actionPerformed(ActionEvent e) {
        DirectoryChooser dc = new DirectoryChooser("Select path");
        String dir = dc.getDirectory();
        if(dir != null)
            pathTF.setText(dir);
    }
});
gd.showMessageDialog();
if(gd.wasCanceled())
    return;

String rootPath = gd.getNextString();
int noSlices = (int)gd.getNextNumber();
prefix = gd.getNextString();
File root = new File(rootPath);
if(!root.exists() || !root.isDirectory()) {
    IJ.error(root.getName() + " is not a directory");
    return;
}
Vector dirs = new Vector();
getDirectories(root, dirs);
FileGroupDialog.editDirs(dirs);
boolean firstIt = true;

ProgressBar progress = new ProgressBar(0, dirs.size());
progress.show();

int index = 0;
for(Iterator it = dirs.iterator(); it.hasNext();)
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```java
class DataAnalysis {
    public void analyzeData() {
        progress.setValue(++index);
        File dir = (File)it.next();
        String name = dir.getName();
        IJ.showStatus(name);
        String path = dir.getAbsolutePath() + File.separator;
        int dlNumber = Integer.parseInt(name.substring(prefix.length(),
                name.length()));
        String first = prefix + dlNumber + "0.001";
        String last = prefix + dlNumber + "0." + noSlices;
        if (noSlices < 100) {
            last = prefix + dlNumber + "0.0" + noSlices;
        }
        IJ.run("GCamP MetaMorph StackBuild", "path=\" + path + \" first=\" +
                first + \" last=\" + last + \" stack=GFP.stk\");
        int[] idList = WindowManager.getIDList();
        for(int i = 0; i < idList.length; i++) {
            ImagePlus imp = WindowManager.getImage(idList[i]);
            imp.close();
        }
        progress.dispose();
        IJ.showStatus("StackBuilding Complete :)\");
    }
}

public void getDirectories(File f, Vector dirs) {
    File[] files = f.listFiles();
    for(int i = 0; i < files.length; i++) {
        if(!files[i].isDirectory())
            continue;
        if(files[i].getName().toUpperCase().startsWith(prefix.toUpperCase()))
            dirs.add(files[i]);
        else
            getDirectories(files[i], dirs);
    }
}
```
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A.1.2. GCamP MetaMorph StackBuild

```java
public class GCamP_MetaMorph_StackBuild implements PlugIn {

    private String path;

    public void run (final String arg) {
        GenericDialog gd = new GenericDialog("MetaMorph_StackBuild");
        final String[] savestring = {"EYFP.stk","ECFP.stk","GFP.stk");
        gd.addStringField("Path", "", 15);
        gd.addStringField("First file", "", 15);
        gd.addStringField("Last file", "", 15);
        gd.addChoice("Stack name:", savestring, "GFP.stk");
        gd.showDialog();
        if(gd.wasCanceled())
            return;

        path = gd.getNextString();
        String firstFileName = gd.getNextString();
        String lastFileName = gd.getNextString();
        String outputName = gd.getNextChoice();

        //IJ.error("" + args.length);
        ImagePlus output, imp;
        imp = new ImagePlus();
        ImageStack outputStack;
```
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```java
boolean quit = false;
int number = 0;
Opener opener = new Opener();
final String[] Alphabet = {
    "V", "W", "X", "Y", "Z"};

StringTokenizer token = new StringTokenizer(firstFileName, ".");
final String basename = token.nextToken();
final String firstslice = token.nextToken();
if (firstslice.length() != 3) {
    IJ.error("wrong format");
    return;
}
char[] firstSlice = firstslice.toCharArray();
StringTokenizer token2 = new StringTokenizer(lastFileName, ".");
if (!basename.equals(token2.nextToken())) {
    IJ.error("first and last file have to have " +
            "the same name");
    return;
}
final String lastslice = token2.nextToken();
if (lastslice.length() != 3) {
    IJ.error("wrong format");
    return;
}
char[] lastSlice = lastslice.toCharArray();
imp = new ImagePlus(path + File.separator + firstFileName);
outputStack = new ImageStack(imp.getWidth(), imp.getHeight());

if (Character.isDigit(firstSlice[2])){ //first image <= .999
    int firstSlNumber_0 = Character.getNumericValue(firstSlice[0]);
    int firstSlNumber_1 = Character.getNumericValue(firstSlice[1]);
    for (int i = firstSlNumber_0; i < 10; i++){
        if (quit)
            break;
    }
```
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```java
for(int j = 0; j < 10; j++){
    if(quit)
        break;
    if(i==firstSlNumber_0 && j<firstSlNumber_1) {
        continue;
    }
    for(int k = 0; k < 10; k++){
        if(quit)
            break;
        if(i == Character.getNumericValue(firstSlice[0]) && j ==
            Character.getNumericValue(firstSlice[1]) && k <
            Character.getNumericValue(firstSlice[2])) {
            continue;
        }
        if(i == 0 && j == 0 && k == 0)
            continue;
        //if(i == 1 && j == 2 && k == 2) return;
        try{
            outputStack.addSlice(basename + "." +i+j+k,
                opener.openTiff(path, basename +
                "."+i+j+k).getProcessor());
        } catch(NullPointerException e) {
            IJ.error("File " + basename + "."+i+j+k+ " does not exist");
            return;
        }
        if(i == Character.getNumericValue(lastSlice[0]) && j ==
            Character.getNumericValue(lastSlice[1]) && k ==
            Character.getNumericValue(lastSlice[2])) {
            quit = true;
            break;
        }
    }
}
for (int i = 0; i<9;i++){
    if(quit) {break;}
    for(int j = 10; j < 36; j++){
```
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```java
if (quit) {break;}
for (int k = 10; k < 36; k++){
    if (quit) {break;}
    try{
        outputStack.addSlice(basename + "." + i + Alphabet[j - 10] + Alphabet[k - 10], opener.openTiff(path, basename + "." + i + Alphabet[j - 10] + Alphabet[k - 10]).getProcessor());
    } catch (NullPointerException e) {
        IJ.error("File " + basename + "." + i + Alphabet[j - 10] + Alphabet[k - 10] + " does not exist"); return;
    }
    if(i == Character.getNumericValue(lastSlice[0]) && j == Character.getNumericValue(lastSlice[1]) && k == Character.getNumericValue(lastSlice[2])) {quit = true; break;}
}
}

else{ //first image >= .0AA
    for (int i = Character.getNumericValue(firstSlice[0]); i < 10; i++){
        if (quit) {break;}
        for (int j = 10; j < 36; j++){
            if (quit) {break;}
            if(i == Character.getNumericValue(firstSlice[0]) && j < Character.getNumericValue(firstSlice[1])) {continue;}
        }
    }
    for (int k = 10; k < 36; k++){
        if (quit) {break;}
        if(i == Character.getNumericValue(firstSlice[0]) && j == Character.getNumericValue(firstSlice[1]) && k < Character.getNumericValue(firstSlice[2])) {continue;}
        number++;
        try{
            outputStack.addSlice(basename + "." + i + Alphabet[j - 10] + Alphabet[k - 10], opener.openTiff(path, basename + "." + i + Alphabet[j - 10] + Alphabet[k - 10]).getProcessor());
        } catch (NullPointerException e) {
            IJ.error("File " + basename + "." + i + Alphabet[j - 10] + Alphabet[k - 10] + " does not exist"); return;
        }
    }
}
```
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```java
    if (i == Character.getNumericValue(lastSlice[0]) && j ==
        Character.getNumericValue(lastSlice[1]) && k ==
        Character.getNumericValue(lastSlice[2])) {quit = true;
            break;
        }
    }
    }
    }
}

output = new ImagePlus(outputName, outputStack);
new File(path + "/AlignteStacks").mkdir();
new StackConverter(output).convertToGray16();
new FileSaver(output).saveAsTiffStack(path + "/AlignteStacks" +
    File.separator + outputName);
output.show();
}

public String getPath() {
    return path;
}
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A.1.3. TwoPhoton Batch Matlab StackBuild Processing

```java
import ij.IJ;
import ij.ImagePlus;
import ij.WindowManager;
import ij.process.ImageProcessor;
import ij.plugin.PlugIn;
import ij.gui.GenericDialog;
import ij.io.FileSaver;
import ij.io.DirectoryChooser;
import java.awt.*;
import java.awt.event.*;
import java.util.Iterator;
import java.util.Vector;
import java.io.File;

public class TwoPhoton_Batch_Matlab_StackBuild_Processing implements PlugIn {

    private String prefix = "fly";
    public void run(String arg) {
        Button pathB = new Button("Select path");
        Button journalB = new Button("Select journal");

        final GenericDialog gd = new GenericDialog("TwoPhoton Batch Matlab
            StackBuild Processing");
        Panel p = new Panel(new FlowLayout());
        p.add(pathB);
        gd.addPanel(p);
        gd.addStringField("Path:", ",", 15);
        gd.addNumericField("Number of slices for each stack", 935, 0);
        gd.addNumericField("Number of slices used for averaging when evaluating",
            3, 0);
        p = new Panel(new FlowLayout());
        p.add(journalB);
        gd.addPanel(p);
        gd.addStringField("Journal:", ",", 15);
        gd.addStringField("Prefix:", prefix, 5);
    }
```
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```java
final TextField pathTF = (TextField)gd.getStringFields().get(0);
final TextField journalTF = (TextField)gd.getStringFields().get(1);
pathB.addActionListener(new ActionListener() {
    public void actionPerformed(ActionEvent e) {
        DirectoryChooser dc = new DirectoryChooser("Select path");
        String dir = dc.getDirectory();
        if(dir != null)
            pathTF.setText(dir);
    }
});

journalB.addActionListener(new ActionListener() {
    public void actionPerformed(ActionEvent e) {
        JournalDialog jd = new JournalDialog(gd);
        jd.setVisible(true);
        journalTF.setText(jd.getText());
    }
});

gd.showDialog();
if(gd.wasCanceled())
    return;

String rootPath = gd.getNextString();
int noSlices = (int)gd.getNextNumber();
int averageSlices = (int)gd.getNextNumber();
String journal = gd.getNextString();
prefix = gd.getNextString();
File root = new File(rootPath);
if(!root.exists() || !root.isDirectory()) {
    IJ.error(root.getName() + " is not a directory");
    return;
}

Vector dirs = new Vector();
getDirectories(root, dirs);
FileGroupDialog.editDirs(dirs);
```
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```java
boolean firstIt = true;

ProgressBar progress = new ProgressBar(0, dirs.size());
progress.show();
int index = 0;

for(Iterator it = dirs.iterator(); it.hasNext();) {
    progress.setValue(++index);
    File dir = (File)it.next();
    String name = dir.getName();
    String path = dir.getAbsolutePath() + File.separator;
    int dlNumber = Integer.parseInt(name.substring(prefix.length(),
        name.length()));
    int first = 1;
    int last = noSlices;
    IJ.run("MatlabTif StackBuild", "path=\" + path + " first=\" + first + "
        last=\" + last + " stack=GFP_Matlab_Aligned.stk\"");

    // Evaluate journal
    IJ.run("Matlab Evaluate Journal", "path=\" + path + " journal=[" +
        journal + "] number=\" + averageSlices);
    int[] idList = WindowManager.getIDList();
    for(int i = 0; i < idList.length; i++) {
        ImagePlus imp = WindowManager.getImage(idList[i]);
        imp.close();
    }
}
progress.dispose();
}

public void getDirectories(File f, Vector dirs) {
    File[] files = f.listFiles();
    for(int i = 0; i < files.length; i++) {
        if(!files[i].isDirectory())
            continue;
        if(files[i].getName().toUpperCase().startsWith(prefix.toUpperCase()))
            dirs.add(files[i]);
```
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```java
else
    getDirectories(files[i], dirs);
}
```
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A.1.4. MatlabTif StackBuild

```java
import ij.*;
import ij.process.*;
import ij.gui.*;
import ij.io.*;
import ij.plugin.*;
import ij.plugin.filter.*;
import java.awt.*;
import java.awt.image.*;
import java.io.*;
import java.lang.reflect.*;
import java.util.*;

public class MatlabTif_StackBuild implements PlugIn {

    private String path;

    public void run (final String arg) {
        GenericDialog gd = new GenericDialog("MatlabTif_StackBuild");
        final String[] savestring =
            {"Mtallab_EYFP.stk","Matlab_ECFP.stk","Matlab_GFP.stk"};
        gd.addStringField("Path", "", 15);
        gd.addStringField("First file number", "", 15);
        gd.addStringField("Last file number", "", 15);
        gd.addChoice("Stack name:", savestring, "Matlab_GFP.stk");
        gd.showDialog();
        if(gd.wasCanceled())
            return;
        path = gd.getNextString();
        String firstFileName = gd.getNextString();
        String lastFileName = gd.getNextString();
        String outputName = gd.getNextChoice();

        //IJ.error("\" + args.length);
        ImagePlus output, imp;
        imp = new ImagePlus();
        ImageStack outputStack;
```
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```java
boolean quit = false;
int number = 0;
Opener opener = new Opener();
final String[] Alphabet = {
    "V", "W", "X", "Y", "Z"};

imp = new ImagePlus(path + File.separator + "GFP_Matlab_Aligned" + 
    File.separator + firstFileName + ".tif");
outputStack = new ImageStack(imp.getWidth(), imp.getHeight());
int image1 = Integer.parseInt(firstFileName);
int image2 = Integer.parseInt(lastFileName);
for (int i = image1; i<(image2+1); i++){
    try{
        outputStack.addSlice(i + ".tif", opener.openTiff(path + 
            "/GFP_Matlab_Aligned/", i + ".tif").getProcessor());
    } catch(NullPointerException e) {
        IJ.error(path + "/GFP_Matlab_Aligned/", i + ".tif" + " does not 
            exist");
        return;
    }
}
output = new ImagePlus(outputName, outputStack);
new File(path + "/AlignedStacks").mkdir();
new FileSaver(output).saveAsTiffStack(path + "/AlignedStacks" + 
    File.separator + outputName);
output.show();
}
public String getPath() {
    return path;
}
```
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A.1.5. Matlab Evaluate Journal

```java
import java.util.StringTokenizer;
import java.io.File;
import ij.IJ;
import ij.io.Opener;
import ij.io.FileSaver;
import ij.plugin.PlugIn;
import ij.process.ImageProcessor;
import ij.process.Blitter;
import ij.ImagePlus;
import ij.ImageStack;
import ij.WindowManager;
import ij.plugin.LutLoader;
import ij.plugin.filter.RankFilters;
import ij.gui.GenericDialog;

public class Matlab_Evaluate_Journal implements PlugIn {

    private String path;
    private int averageNumber = 5;
    private String journal;
    private int[] prestimulus, poststimulus;
    private String[] Duft;
    private int cycles = 0; // number of stimuli
    private ImagePlus[] GFP;
    private ImagePlus GFPStack;
    private ImagePlus imp = new ImagePlus();

    public void run(String arg){
        GenericDialog gd = new GenericDialog("Matlab Evaluate journal");
        gd.addStringField("Path:", ",", 15);
        gd.addStringField("Journal:", ",", 15);
        gd.addNumericField("Number of slides used for averaging", averageNumber,
                          0);
        gd.showDialog();
        if(gd.wasCanceled())
```
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return;

path = gd.getNextString();
journal = gd.getNextString();
averageNumber = (int)gd.getNextNumber();

GFPStack = WindowManager.getImage("Matlab_Aligned.stk");

if(GFPStack == null)
    GFPStack = new Opener().openImage(path + "/AlignedStacks/GFP_Matlab_Aligned.stk");
if(GFPStack == null) {
    IJ.error("GFP_Matlab_Aligned.stk could not be loaded");
    return;
}

if (GFPStack == null || GFPStack.getStack().isRGB() ||
    GFPStack.getStack().isHSB()) {
    IJ.error("Matlab_Aligned.stk has wrong format");
    return;
}

try {
    decode();
} catch(NumberFormatException e) {
    IJ.error("Wrong format in the journal Check");
    return;
}
evaluate();

private void decode() throws NumberFormatException {
    String[] token;
    token = journal.split(" ");
    cycles = Integer.parseInt(token[0]);
    Duft = new String[cycles];
    prestimulus = new int[cycles];
```
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```java
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poststimulus = new int[cycles];
GFP = new ImagePlus[cycles];
if(cycles == 0) {
    return;
}
//String trash;
for (int i = 0; i < cycles; i++) {
    //trash = token.nextToken();
    Duft[i] = token[(i*3+1)];
    prestimulus[i] = Integer.parseInt(token[(i*3+2)]);
    poststimulus[i] = Integer.parseInt(token[(i*3+3)]);

    if(prestimulus[i] > poststimulus[i] - averageNumber) {
        IJ.error("Prestimulus " + i + " to close to Poststimulus");
        return;
    }
    if(poststimulus[i] > GFPStack.getStackSize() - averageNumber + 1) {
        IJ.error("Poststimulus " + i + " bigger than stack size");
        return;
    }
}

private void evaluate() {
    new File(path + "/GFP_Matlab_Results").mkdir();
    new File(path + "/GFP_Matlab_ImageJpro").mkdir();
    ImageProcessor[] ip;
    ImageProcessor fo, fi, ippre, ippost, ipRatio;
    ip = new ImageProcessor[averageNumber];
    for (int i = 0; i < cycles; i++) {
        // Prestimulus
        for (int j = 0; j < averageNumber; j++) {
            ip[j] = GFPStack.getStack().getProcessor(prestimulus[i] + j).convertToFloat();
        }
        ippre = ip[0].duplicate();
        for (int j = 1; j < averageNumber; j++) {
```
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    ippre.copyBits(ip[j], 0, 0, Blitter.ADD);
}
    ippre.multiply(1/(double)averageNumber);
    imp.setProcessor("", ippre.duplicate().convertToShort(false));
    imp.show();
    WindowManager.setCurrentWindow(imp.getWindow());
    IJ.makeRectangle(5, 5, imp.getWidth() - 5, imp.getHeight() - 5);
    IJ.run("Crop");
    new FileSaver(imp).saveAsTiff(path + "/GFP_Matlab_Results/" + Duft[i] + "-prestim.tif";
    new FileSaver(imp).saveAsTiff(path + "/GFP_Matlab_ImageJpro/" + Duft[i] + "-prestim.tif";
    fo = ippre.duplicate();
    new RankFilters().rank(fo, 5, RankFilters.MEDIAN);
    fo.add(1);

    // Poststimulus
    for (int j = 0; j < averageNumber; j++) {
        ip[j] = GFPStack.getStack().getProcessor(poststimulus[i] + 
          j).convertToFloat();
    }
    ippost = ip[0].duplicate();
    for (int j = 1; j < averageNumber; j++) {
        ippost.copyBits(ip[j], 0, 0, Blitter.ADD);
    }
    ippost.multiply(1/(double)averageNumber);
    imp.setProcessor("", ippost.duplicate().convertToShort(false));
    imp.show();
    WindowManager.setCurrentWindow(imp.getWindow());
    IJ.makeRectangle(5, 5, imp.getWidth() - 5, imp.getHeight() - 5);
    IJ.run("Crop");
    new FileSaver(imp).saveAsTiff(path + "/GFP_Matlab_Results/" + Duft[i] + "-poststim.tif";
    fi = ippost.duplicate();
    new RankFilters().rank(fi, 5, RankFilters.MEDIAN);
    fi.add(1);
    fi.multiply(100);
```
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// delta F by Fo
ipRatio = fi.duplicate();

ipRatio.copyBits(fo, 0, 0, Blitter.DIVIDE);
ipRatio.add(900); // thousand added to shift the baseline
ipRatio = ipRatio.convertToShort(false);
GFP[i] = new ImagePlus();
GFP[i].setProcessor(Duft[i], ipRatio.duplicate());
GFP[i].show();
WindowManager.setCurrentWindow(GFP[i].getWindow());
IJ.makeRectangle(5, 5, GFP[i].getWidth() - 5, GFP[i].getHeight() - 5);
IJ.run("Crop");
new LutLoader().run("fire"); // LUT for false color coded images
new FileSaver(GFP[i]).saveAsTiff(path + "/GFP_Matlab_Results/" + Duft[i] + "-Signal.tif");
new FileSaver(GFP[i]).saveAsTiff(path + "/GFP_Matlab_ImagesJpro/" + Duft[i] + "-Signal.tif");
```
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A.1.6. TwoPhoton Batch Z StackBuild

```java
import ij.IJ;
import ij.ImagePlus;
import ij.WindowManager;
import ij.process.ImageProcessor;
import ij.plugin.PlugIn;
import ij.gui.GenericDialog;
import ij.io.FileSaver;
import ij.io.DirectoryChooser;
import java.awt.*
import java.awt.event.*;
import java.util.Iterator;
import java.util.Vector;
import java.io.File;

public class TwoPhoton_Batch_Z_StackBuild implements PlugIn {
    private String prefix = "flyz";
    public void run(String arg) {
        Button pathB = new Button("Select path");
        final GenericDialog gd = new GenericDialog("TwoPhoton Z-Stack Build");
        Panel p = new Panel(new FlowLayout());
        p.add(pathB);
        gd.addPanel(p);
        gd.addStringField("Path:", ",", 15);
        gd.addStringField("Prefix:", prefix, 5);
        final TextField pathTF = (TextField)gd.getStringFields().get(0);
        pathB.addActionListener(new ActionListener() {
            public void actionPerformed(ActionEvent e) {
                DirectoryChooser dc = new DirectoryChooser("Select path");
                String dir = dc.getDirectory();
                if (dir != null)
                    pathTF.setText(dir);
            }
        });
        gd.showDialog();
    }
}
```
if (gd.wasCanceled())
    return;
String rootPath = gd.getNextString();
prefix = gd.getNextString();
File root = new File(rootPath);
if (!root.exists() || !root.isDirectory()) {
    IJ.error(root.getName() + " is not a directory");
    return;
}

Vector dirs = new Vector();
getDirectories(root, dirs);
FileGroupDialog.editDirs(dirs);
boolean firstIt = true;

ProgressBar progress = new ProgressBar(0, dirs.size());
progress.show();
int index = 0;

for (Iterator it = dirs.iterator(); it.hasNext();)
    {
    progress.setValue(++index);
    File dir = (File)it.next();
    int noSlices = ((dir.listFiles()).length) - 4;
    String name = dir.getName();
    String path = dir.getAbsolutePath() + File.separator;
    int dlNumber = Integer.parseInt(name.substring(prefix.length(),
                        name.length()));
    String first = prefix + dlNumber + "0.001";
    String last = prefix + dlNumber + "0." + noSlices;
    IJ.run("GCamP MetaMorph StackBuild", "path=" + path + " first=" +
            first + " last=" + last + " stack=GFP_z.stk");
    IJ.selectWindow("GFP_z.stk");
    WindowManager.getCurrentImage().close();
    }
progress.dispose();
}
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```java
public void getDirectories(File f, Vector dirs) {
    File[] files = f.listFiles();
    for(int i = 0; i < files.length; i++) {
        if(!files[i].isDirectory())
            continue;
        if(files[i].getName().toUpperCase().startsWith(prefix.toUpperCase()))
            dirs.add(files[i]);
        else
            getDirectories(files[i], dirs);
    }
}
```
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A.1.7. TwoPhoton Batch Processing

```java
import ij.IJ;
import ij.ImagePlus;
import ij.WindowManager;
import ij.process.ImageProcessor;
import ij.plugin.PlugIn;
import ij.gui.GenericDialog;
import ij.io.FileSaver;
import ij.io.DirectoryChooser;
import java.awt.*;
import java.awt.event.*;
import java.util.Iterator;
import java.util.Vector;
import java.io.File;

public class TwoPhoton_Batch_Processing implements PlugIn {

    private String prefix = "fly";
    public void run(String arg) {
        Button pathB = new Button("Select path");
        Button journalB = new Button("Select journal");

        final GenericDialog gd = new GenericDialog("TwoPhoton Batch Processing");
        Panel p = new Panel(new FlowLayout());
        p.add(pathB);
        gd.addPanel(p);
        gd.addStringField("Path:", ",", 15);
        gd.addNumericField("Number of slices for each stack", 935, 0);
        gd.addNumericField("Number of slices used for averaging when evaluating", 3, 0);
        gd.addNumericField("Number of initial slices (to align the stack to)", 3, 0);
        p = new Panel(new FlowLayout());
        p.add(journalB);
        gd.addPanel(p);
        gd.addStringField("Journal:", ",", 15);
    }
}
```
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gd.addStringField("Prefix:", prefix, 5);
final TextField pathTF = (TextField)gd.getStringFields().get(0);
final TextField journalTF = (TextField)gd.getStringFields().get(1);
pathB.addActionListener(new ActionListener() {
    public void actionPerformed(ActionEvent e) {
        DirectoryChooser dc = new DirectoryChooser("Select path");
        String dir = dc.getDirectory();
        if(dir != null)
            pathTF.setText(dir);
    }
});

journalB.addActionListener(new ActionListener() {
    public void actionPerformed(ActionEvent e) {
        JournalDialog jd = new JournalDialog(gd);
        jd.setVisible(true);
        journalTF.setText(jd.getText());
    }
});

gd.showDialog();
if(gd.wasCanceled())
    return;

String rootPath = gd.getNextString();
int noSlices = (int)gd.getNextNumber();
int averageSlices = (int)gd.getNextNumber();
int initialSlices = (int)gd.getNextNumber();
String journal = gd.getNextString();
prefix = gd.getNextString();
File root = new File(rootPath);
if(!root.exists() || !root.isDirectory()) {
    IJ.error(root.getName() + " is not a directory");
    return;
}

Vector dirs = new Vector();
```
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getDirectories(root, dirs);
FileGroupDialog.editDirs(dirs);
boolean firstIt = true;

ProgressBar progress = new ProgressBar(0, dirs.size());
progress.show();
int index = 0;

for(Iterator it = dirs.iterator(); it.hasNext();)
{
    progress.setValue(++index);
    File dir = (File)it.next();
    String name = dir.getName();
    String path = dir.getAbsolutePath() + File.separator;
    int dlNumber = Integer.parseInt(name.substring(prefix.length(), name.length()));
    String first = prefix + dlNumber + "0.001";
    String last = prefix + dlNumber + "0." + noSlices;
    if (noSlices < 100) {
        last = prefix + dlNumber + "0.0" + noSlices;
    }
    IJ.run("GCamP MetaMorph StackBuild", "path=" + path + " first=" + first + " last=" + last + " stack=GFP.stk");

    // Aligning
    IJ.run("GCamP Align Single Stack", "path=" + path + " number=" + initialSlices);

    // Evaluate journal
    IJ.run("Fo GCamP Evaluate Journal", "path=" + path + " journal=[" + journal + "] number=" + averageSlices);
    int[] idList = WindowManager.getIDList();
    for(int i = 0; i < idList.length; i++) {
        ImagePlus imp = WindowManager.getImage(idList[i]);
        imp.close();
    }
} 
progress.dispose();
```
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public void getDirectories(File f, Vector dirs) {
    File[] files = f.listFiles();
    for(int i = 0; i < files.length; i++) {
        if(!files[i].isDirectory())
            continue;
        if(files[i].getName().toUpperCase().startsWith(prefix.toUpperCase()))
            dirs.add(files[i]);
        else
            getDirectories(files[i], dirs);
    }
}
```
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A.1.8. GCamP Align Single Stack

```java
import java.io.*;
import java.awt.Panel;
import java.awt.Button;
import java.awt.TextField;
import java.awt.FlowLayout;
import java.awt.event.ActionEvent;
import java.awt.event.ActionListener;
import ij.io.FileSaver;
import ij.io.Opener;
import ij.io.DirectoryChooser;
import ij.WindowManager;
import ij.IJ;
import ij.ImagePlus;
import ij.ImageStack;
import ij.measure.Calibration;
import ij.measure.Measurements;
import ij.process.ImageStatistics;
import ij.process.ImageProcessor;
import ij.process.Blitter;
import ij.plugin.PlugIn;
import ij.gui.GenericDialog;

public class GCamP_Align_Single_Stack implements PlugIn, Measurements {

    private TurboReg2 TurboReg = new TurboReg2();
    private ImagePlus image;
    private String temppath = IJ.getDirectory("startup") + "Temp";
    private String path;
    private int w, h;
    private int initialSl = 5;

    public void run(String arg) {
        Button pathB = new Button("Select path");
        GenericDialog gd = new GenericDialog("Align GFP stack");
        Panel p = new Panel(new FlowLayout());
    }
```
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```java
p.add(pathB);
gd.addPanel(p);
gd.addStringField("Path:", "", 15);
gd.addNumericField("Number of initial slices", 5, 0);
final TextField pathTF = (TextField)gd.getStringFields().get(0);
pathB.addActionListener(new ActionListener()
{
    public void actionPerformed(ActionEvent e) {
        DirectoryChooser dc = new DirectoryChooser("Select path");
        String dir = dc.getDirectory();
        if(dir != null)
            pathTF.setText(dir);
    }
});
gd.showDialog();
if(gd.wasCanceled())
    return;
path = gd.getNextString();
initialSl = (int)gd.getNextNumber();

image = null;
if(new File(path + "/AlignteStacks/GFP.stk").exists())
    image = new Opener().openImage(path + "/AlignteStacks/GFP.stk");

if(image == null) {
    IJ.error("Could neither load GFP stack. Aborting");
    return;
}

w = image.getWidth();
h = image.getHeight();

// Saving all images of stack
ImageProcessor ip;
ImageStack stack = image.getStack();
String name = image.getTitle();
name = name.substring(0, name.lastIndexOf("."));
```
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```java
ImagePlus imp = new ImagePlus();
IJ.showStatus("aligning images...");
new File(temppath).mkdir();
for (int i=1; i<=image.getStackSize(); i++) {
    ip = stack.getProcessor(i).duplicate();
    imp.setProcessor(null, ip);
    new FileSaver(imp).saveAsTiff(temppath + "/" + name + i + ".tif");
}

// GFP alignment
alignImage();

// save aligned stacks and individual images
saveAligned();

// delete temporary directory
new File(temppath).delete();

IJ.showStatus("done");
}

public void alignImage() {
    String sourcePathAndFileName;
    String targetPathAndFileName;
    double[][] TM = null;
    double[][] TMa = null;
    new File(path + "/AlignteStacks").mkdir();
    Transform transform = new Transform();
    ImageProcessor ipin, ipout;
    String name = image.getTitle();
    name = name.substring(0, name.lastIndexOf("."));
    try {
        PrintWriter f = new PrintWriter(
            new BufferedWriter(new FileWriter(path + "/AlignteStacks/Transformationsmatritzen.txt")));
        f.println("No EYFP-ECFP-translation since only one stack of GFP is present");
    }
```
A. The codes for data analysis

```java
// Aligning using the Transformationsmatritzen
targetPathAndFileName = temppath + "/" + name + "1.tif";
for (int i=2; i<=image.getStackSize(); i++) {
    sourcePathAndFileName = temppath + "/" + name + i + ".tif";
    TurboReg.run("-align"
        + " -file " + sourcePathAndFileName + " 0 0 " + (w - 1) + " " + (h - 1)
        + " -file " + targetPathAndFileName + " 0 0 " + (w - 1) + " " + (h - 1)
        + " -rigidBody" + " " + (w / 2) + " " + (h / 2) + " "
            + (w / 2) + " " + (h / 2) + " "
            + (w / 2) + " " + (h / 4) + " "
            + (w / 2) + " " + (h / 4) + " "
            + (w / 2) + " " + (3 * h) / 4 + " "
            + (w / 2) + " " + (3 * h) / 4
        + " -hideOutput");
    TMa = TurboReg.getTransformationsmatrix();
    f.println("Slice: " + i + " " + TMa[0][0] + " " + TMa[1][0] + " "
        + TMa[0][1] + " "
        + TMa[1][1] + " " + TMa[0][2] + " " + TMa[1][2]);
ipin = image.getStack().getProcessor(i);
ipout = transform.affineTransform(TMa, ipin).convertToShort(false);
image.setSlice(1);
image.getStack().addSlice("", ipout, i);
image.getStack().deleteSlice(i);
image.setSlice(i);
}
f.close();
} catch (IOException e) {
    IJ.error(e.getMessage());
e.printStackTrace();
}
}

private void saveAligned() {
    String name = image.getTitle();
    name = name.substring(0, name.lastIndexOf(".")));
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```java
new File(path + "/Einzelbilder").mkdir();
new FileSaver(image).saveAsTiffStack(path + "/AlignedStacks/" + name + 
    "Aligned.stk");
ImageStack stack = image.getStack();
ImagePlus imp = new ImagePlus();
for (int i=1; i<=image.getStackSize(); i++) {
    imp.setProcessor(null, stack.getProcessor(i));
    new FileSaver(imp).saveAsTiff(path + "/Einzelbilder/" + name + i + 
        ".tif");
    new File(temppath + "/" + name + i + ".tif").delete();
}
```
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A.1.9. Fo GCamP Evaluate Journal

```java
import java.util.StringTokenizer;
import java.io.File;
import ij.IJ;
import ij.io.Opener;
import ij.io.FileSaver;
import ij.plugin.PlugIn;
import ij.process.ImageProcessor;
import ij.process.Blitter;
import ij.ImagePlus;
import ij.ImageStack;
import ij.WindowManager;
import ij.plugin.LutLoader;
import ij.plugin.filter.RankFilters;
import ij.gui.GenericDialog;

public class Fo_GCamP_Evaluate_Journal implements PlugIn {

    private String path;
    private int averageNumber = 5;
    private String journal;
    private int[] prestimulus, poststimulus;
    private String[] Duft;
    private int cycles = 0; // number of stimuli
    private ImagePlus[] GFP;
    private ImagePlus GFPStack;
    private ImagePlus imp = new ImagePlus();

    public void run(String arg) {
        GenericDialog gd = new GenericDialog("Fo Evaluate journal");
        gd.addStringField("Path:", "", 15);
        gd.addStringField("Journal:", "", 15);
        gd.addNumericField("Number of slides used for averaging", averageNumber, 0);
        gd.showDialog();
        if (gd.wasCanceled())
            return;
    }
}
```
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```java
path = gd.getNextString();
journal = gd.getNextString();
averageNumber = (int)gd.getNextNumber();
GFPStack = WindowManager.getImage("GFPAligned.stk");
if(GFPStack == null)
    GFPStack = new Opener().openImage(path + "/AlignteStacks/GFPAligned.stk");
if(GFPStack == null) {
    IJ.error("GFPAligned.stk could not be loaded");
    return;
}
if (GFPStack == null || GFPStack.getStack().isRGB() ||
    GFPStack.getStack().isHSB()) {
    IJ.error("GFPAligned.stk has wrong format");
    return;
}
try {
    decode();
} catch(NumberFormatException e) {
    IJ.error("Wrong format in the journal");
    return;
}
evaluate();
}

private void decode() throws NumberFormatException {
    String[] token;
    token = journal.split(" ");
cycles = Integer.parseInt(token[0]);

    Duft = new String[cycles];
    prestimulus = new int[cycles];
    poststimulus = new int[cycles];
    GFP = new ImagePlus[cycles];
```
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```java
if(cycles == 0) {
    return;
}

//String trash;
for (int i = 0; i < cycles; i++) {
    //trash = token.nextToken();
    Duft[i] = token[(i*3+1)];
    prestimulus[i] = Integer.parseInt(token[(i*3+2)]);
    poststimulus[i] = Integer.parseInt(token[(i*3+3)]);

    if(prestimulus[i] > poststimulus[i] - averageNumber) {
        IJ.error("Prestimulus " + i + " to close to Poststimulus");
        return;
    }
    if(poststimulus[i] > GFPStack.getStackSize() - averageNumber + 1) {
        IJ.error("Poststimulus " + i + " bigger than stack size");
        return;
    }
}

private void evaluate() {
    new File(path + "/Ergebnisse").mkdir();
    new File(path + "/ImageJpro").mkdir();
    ImageProcessor[] ip;
    ImageProcessor fo, fi, ippre, ippost, ipRatio;
    ip = new ImageProcessor[averageNumber];
    for (int i = 0; i < cycles; i++) {
        // Prestimulus
        for (int j = 0; j < averageNumber; j++) {
            ip[j] = GFPStack.getStack().getProcessor(prestimulus[i] +
                j).convertToFloat();
        }
        ippre = ip[0].duplicate();
        for (int j = 1; j < averageNumber; j++) {
            ippre.copyBits(ip[j], 0, 0, Blitter.ADD);
        }
    }
}
```
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```java
ippre.multiply(1/(double)averageNumber);
imp.setProcessor("", ippre.duplicate().convertToShort(false));
imp.show();
WindowManager.setCurrentWindow(imp.getWindow());
IJ.makeRectangle(5, 5, imp.getWidth() - 5, imp.getHeight() - 5);
IJ.run("Crop");

new FileSaver(imp).saveAsTiff(path + "/Ergebnisse/" + Duft[i] + "-prestim.tif);
new FileSaver(imp).saveAsTiff(path + "/ImageJpro/" + Duft[i] + "-prestim.tif");
fo = ippre.duplicate();
new RankFilters().rank(fo, 5, RankFilters.MEDIAN);
fo.add(1);

// Poststimulus
for (int j = 0; j < averageNumber; j++) {
    ip[j] = GFPStack.getStack().getProcessor(poststimulus[i] + j).convertToFloat();
}
ippost = ip[0].duplicate();
for (int j = 1; j < averageNumber; j++) {
    ippost.copyBits(ip[j], 0, 0, Blitter.ADD);
}
ippost.multiply(1/(double)averageNumber);
imp.setProcessor("", ippost.duplicate().convertToShort(false));
imp.show();
WindowManager.setCurrentWindow(imp.getWindow());
IJ.makeRectangle(5, 5, imp.getWidth() - 5, imp.getHeight() - 5);
IJ.run("Crop");

new FileSaver(imp).saveAsTiff(path + "/Ergebnisse/" + Duft[i] + "-poststim.tif");
fi = ippost.duplicate();
new RankFilters().rank(fi, 5, RankFilters.MEDIAN);
fi.add(1);
```
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```java
fi.multiply(100);

// delta F by Fo
ipRatio = fi.duplicate();

ipRatio.copyBits(fo, 0, 0, Blitter.DIVIDE);
ipRatio.add(900); // thousand added to shift the baseline
ipRatio = ipRatio.convertToShort(false);
GFP[i] = new ImagePlus();
ipRatio.setMinAndMax(1000, 1200);
GFP[i].setProcessor(Duft[i], ipRatio.duplicate());
GFP[i].show();
WindowManager.setCurrentWindow(GFP[i].getWindow());
IJ.makeRectangle(5, 5, GFP[i].getWidth() - 5, GFP[i].getHeight() - 5);
IJ.run("Crop");
new LutLoader().run("fire"); // LUT for false color coded images
new FileSaver(GFP[i]).saveAsTiff(path + "/Ergebnisse/" + Duft[i] + "-Signal.tif`);
new FileSaver(GFP[i]).saveAsTiff(path + "/ImageJpro/" + Duft[i] + "-Signal.tif`);
```
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A.2. Matlab

A.2.1. Batch Alignment GFP

```matlab
% The alignment algorithm here is based on the following paper:
% Manuel Guizar-Sicairos, Samuel T. Thurman, and James R. Fienup,
% "Efficient subpixel image registration algorithms,"

clear all;
fclose all;
close all;

avg = input('Number of images for mean reference image for alignment :');
Ngrp = input('Number of GROUPS :');
for group = 1:Ngrp
    grpName = input(strcat('GROUP number ',num2str(group),', ',s'),
    grpArray{group} = grpName;
end
location = input('Location of the files :','s');

for differentGroups = 1:Ngrp
    grp = char(grpArray(differentGroups));
    %loc = strcat(location,'\',grp,'\data');
    loc = strcat(location,'\',grp);
    loc = char(loc);
    d = dir(loc);
    isub = [d(:).isdir]; %# returns logical vector
    nameFolds = {d(isub).name}';
    nameFolds(ismember(nameFolds,{'.','..'})) = [];
    locFolds = strmatch('fly', nameFolds);
    for j = 1:size(locFolds)
        flynr = char(nameFolds(locFolds(j)));
        folder = char(strcat(loc,'\',nameFolds(locFolds(j))));
        mkdir(folder,'GFP_Matlab_Aligned');
```
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```matlab
im = tiffread2(strcat(folder,'\AligneStacks\','GFP.stk'));
f1 = im2double(im(1).data);
for refImage = 2:avg
    f1 = f1 + im2double(im(refImage).data);
end
f = f1/avg;
[nr,nc]=size(f);
strng = strcat(grp,' - ',nameFolds(locFolds(j)),'--> is in progress .. ! ');
disp(strng);
for ii = 1:size(im,2)
g = im2double(im(ii).data);
[output Greg] = dftregistration(fft2(g),fft2(f),1);
deltar = output(1,3);
deltac = output(1,4);
phase = output(1,2);
[nr,nc]=size(f);
Nr = ifftshift([-fix(nr/2):ceil(nr/2)-1]);
Nc = ifftshift([-fix(nc/2):ceil(nc/2)-1]);
[Nc,Nr] = meshgrid(Nc,Nr);
Finalg1 = ifft2(fft2(g).*exp(i*2*pi*(deltar*Nr/nr+deltac*Nc/nc))).*exp(-i*phase);
Finalg2 = uint16(Finalg1*65535);
imwrite(Finalg2, strcat(folder,'\GFP_Matlab_Aligned\',
    num2str(ii),'.tif'));
h = im2double(imread(strcat(folder,'\GFP_Matlab_Aligned\',
    num2str(ii),'.tif')));
end
end
strng1 = 'Alignment is over .. ! ';
disp(strng1);
```
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A.3. Microsoft Excel VBA

A.3.1. TwoPhotonCalculation macro

Sub TwoPhotonCalculation()

    Dim i As Integer
    Dim num As Integer
    Dim StartPoint As Integer
    Dim EndPoint As Integer
    Dim rStartPoint As String
    Dim rEndPoint As String
    Dim chrObj As Integer
    Dim oldsheets As String
    Dim rngData As Range

    StartPoint = 25
    EndPoint = 84
    chrObj = 1

    MsgBox "Exported data should be starting from Row->5" & vbNewLine & " i.e.
    Data numbers for calculation starts from Row->6" & vbNewLine & vbNewLine & " Every measurement should be exactly 85 images" _
    , Title:="Things to keep in mind :)

    num = Application.InputBox _
    (Prompt:="Enter the number.", _
    Title:="How many measurements have you taken ? ", Type:=1)

    ActiveCell.Offset(19, 0).Range("A1").Select

    For i = 1 To num

        ActiveCell.Select
        ActiveCell.FormulaR1C1 = "=AVERAGE(R[-1]:R[4]C[-1])"
        ActiveCell.Offset(1, 0).Range("A1").Select
        ActiveCell.FormulaR1C1 = "=R[-1]C"
        ActiveCell.Offset(-1, 0).Range("A1:A2").Select
        ActiveCell.Offset(1, 0).Range("A1").Select
        Selection.AutoFill Destination:=ActiveCell.Range("A1:A50"), Type:= _
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```vba
xlFillDefault
ActiveCell.Range("A1:A59").Select
ActiveCell.Offset(-1, 1).Range("A1").Select
ActiveCell.FormulaR1C1 = "=(RC[-2]-RC[-1])/RC[-1]*100"
ActiveCell.Select
Selection.AutoFill Destination:=ActiveCell.Range("A1:A60"), Type:= _
xlFillDefault
Set rngData = ActiveCell.Offset(0, 0).Resize(60, 1)

StartPoint = StartPoint + 85
EndPoint = EndPoint + 85
chrObj = chrObj + 1

ActiveCell.Offset(85, -1).Range("A1").Select
Next i
ActiveWindow.SmallScroll Down:=-StartPoint
End Sub
```
B. Contributions to other studies

Optical Ca$^{2+}$ imaging in the nervous system of *Drosophila melanogaster*.

My contribution:

- Performed the experiments and analyzed the data for Figure 5 and Figure 6.
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A B S T R A C T

Background: Drosophila melanogaster is one of the best-studied model organisms in biology, mainly because of the versatility of methods by which heredity and specific expression of genes can be traced and manipulated. Sophisticated genetic tools have been developed to express transgenes in selected cell types, and these techniques can be utilized to target DNA-encoded fluorescence probes to genetically defined subsets of neurons. Neuroscientists make use of this approach to monitor the activity of restricted types or subsets of neurons in the brain and the peripheral nervous system. Since membrane depolarization is typically accompanied by an increase in intracellular calcium ions, calcium-sensitive fluorescence proteins provide favorable tools to monitor the spatio-temporal activity across groups of neurons.

Scope of review: Here we describe approaches to perform optical calcium imaging in Drosophila in consideration of various calcium sensors and expression systems. In addition, we outline by way of examples for which particular neuronal systems in Drosophila optical calcium imaging have been used. Finally, we exemplify briefly how optical calcium imaging in the brain of Drosophila can be carried out in practice.

Major conclusions and general significance: Drosophila provides an excellent model organism to combine genetic expression systems with optical calcium imaging in order to investigate principles of sensory coding, neuronal plasticity, and processing of neuronal information underlying behavior. This article is part of a Special Issue entitled Biochemical, Biophysical and Genetic Approaches to Intracellular Calcium Signaling.

© 2012 Elsevier B.V. All rights reserved.

1. Introduction: visualization of neuronal activity in Drosophila

Since many decades the fruit fly Drosophila melanogaster is a major model organism for geneticists, mainly because of its enormous fertility and fast reproduction cycle. The analysis of gene mutations represents a key approach to dissect the genetic basis of biological functions, e.g. development or behavior [1]. But Drosophila has also emerged as a major neurobiological model organism. The analysis of DNA mutations resulting in structural brain abnormalities, e.g. deficiency of distinct brain regions, has proven to be a very useful approach for the investigation of neuronal substrates controlling behavior (e.g., [2–4]). Experiments to analyze physiological mechanisms, however, have for many years remained difficult in this perfect genetic model organism due to the small size of neurons that make electrophysiological recordings of single cells challenging. Electrophysiological recordings have for a long time been restricted to preparations of neuromuscular junctions at the larval body wall (e.g., [5]) or to extracellular recordings from sensory cells (e.g., [6]). Only recently, patch clamp recording from central neurons of the Drosophila brain has been successfully established [7]. This represents a milestone in Drosophila neurobiology as electrophysiological recordings from single cells provide insights into the activity of individual neurons with an excellent temporal precision.

However, Drosophila sensory stimuli or motor outputs are, just as in the brains of vertebrates, often encoded as spatio-temporal activity patterns across extended populations of neurons. An odor stimulus, for instance, is represented at the periphery as combinatorial activity in many olfactory sensory neurons expressing distinct olfactory receptors [8]. Complex gustatory stimuli can be classified by the animal according to combinations of taste qualities, e.g. dependent on the activity of bitter-mediating and sweetness-mediating gustatory sensory cells [9]. Visual stimuli are transduced into retinotopic maps of activity across many photoreceptor cells, and are subsequently processed by arrays of neurons maintaining aspects of those retinotopic maps [10]. But not only encoding sensory stimuli requires a concerted activity of many neurons. Central processing events, e.g. the association of sensory stimuli with rewarding or punitive events through learning, of course also involve activity of multiple cells [8]. Also, more intrinsic influences on behavior-release, like motivation or circadian rhythms, are not entirely controlled by single cells only [11,12]. These examples demonstrate that besides recordings from individual neurons a method to monitor the activity across many cells is valuable. Initial approaches to visualize the activity of broader areas of nervous tissue in correlation with sensory stimulation or motor
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performance have relied on 2-deoxyglucose mapping [13–15]. Nowadays, as important as these classical experiments were, this method has inherent limitations because of a very low temporal resolution, and the researchers had no possibility to restrict the analysis to classes of neurons defined by their functionality (e.g., inhibitory or excitatory), their genetic identity or the projection and connectivity patterns of their neurites. The invention of genetically encoded fluorescence proteins designed to report cellular signaling events associated with neuronal excitation has provided the key to overcome these limitations, and in combination with genetic tools by which transgenes can be expressed in a cell-type specific manner Drosophila has turned into an excellent model organism also for studying physiological mechanisms underlying brain function [16].

A variety of different sensor proteins have been described which respond to various aspects of intracellular signaling, e.g. cytosolic calcium ion (Ca$^{2+}$) influx (reviewed in [17–19]), synaptic vesicle release [20], kinase-dependent phosphorylation [21–24] or the synthesis of second messenger molecules like cAMP [25]. Many of these sensor proteins have been successfully used in the nervous system of Drosophila. For the functional analysis of neuronal circuits, a sensor protein to monitor membrane depolarization and hyperpolarization with good spatio-temporal resolution would apparently be desirable. Unfortunately, the development of DNA-encoded fluorescence sensors reporting changes in membrane potential has not yet resulted in indicators displaying sufficiently high signal-to-noise-ratios and temporal kinetics for studies on intact brains [26]. Membrane depolarizations are, however, typically accompanied by fastly propagating intracellular Ca$^{2+}$ influx via voltage-gated Ca$^{2+}$ channels as well as slowly propagating regenerative Ca$^{2+}$ signals deriving from the endoplasmatic reticulum and mitochondrial Ca$^{2+}$ reserve pools [27]. In addition, both synaptic input at dendritic structures and transmitter release at presynapses are coupled to Ca$^{2+}$ influx [27]. The most widely used parameter to monitor correlates of neuronal activity in Drosophila represents intracellular Ca$^{2+}$ concentration. Since the invention of genetically encoded Ca$^{2+}$ indicators (GECIs) [28,29] a variety of probes have been described which differ in their principal mode of action, their Ca$^{2+}$ affinities, intrinsic baseline fluorescence and kinetic properties [17–19]. These GECIs have contributed enormously to the understanding of neuronal functions and their contribution to behavior in Drosophila, and since the first report of Ca$^{2+}$ imaging in the Drosophila brain [30] this method has evolved to a standard technique in Drosophila neurobiology.

Here, we will first review the current status of the development of GECIs at the time of writing this article in this rapidly progressing field. Second, we will discuss genetic tools to specifically target GECIs to defined populations of neurons in Drosophila. Third, we will review which type of scientific questions concerning the function of the Drosophila brain have been addressed using optical Ca$^{2+}$ imaging. And fourth, we will briefly explain on the basis of examples of our own research how optical Ca$^{2+}$ imaging of neuronal activity in the Drosophila nervous system can be experimentally performed.

2. Genetically encoded calcium sensors (GECIs)

All GECIs rely on variants of the green fluorescent protein (GFP), and two principal strategies to develop GECIs have been pursued, FRET-based GECIs and circularly permutated GFP variants (Fig. 1). FRET-based sensors consist of two GFP variants, a donor chromophore, usually a cyan variant of GFP, and an acceptor chromophore, usually a yellow variant of GFP, both of which are fused to the terminals of a Ca$^{2+}$ binding sequence. Ca$^{2+}$ binding leads to a conformational change, ultimately enhancing the Förster resonance energy transfer (FRET) from donor to acceptor. If the donor chromophore is excited at ~440 nm, increase in intracellular Ca$^{2+}$ can be detected by a decrease in emission intensity from the donor chromophore (~485 nm) and an increase in emission intensity from the acceptor chromophore (~535 nm). In the Cameleon-type GECIs, first described by Miyawaki et al. [28] (Fig. 1A), Ca$^{2+}$ binds to the Ca$^{2+}$-binding domain of a calmodulin sequence, and a calmodulin-binding peptide subsequently mediates the conformational change of the whole molecule that brings the yellow fluorescence protein in closer proximity to the cyan fluorescing protein. An alternative strategy has been developed by Hein and Griesbeck [31] using a tropinin C sequence as a Ca$^{2+}$ binding component that does not require an additional peptide (Fig. 1B).

Single chromophore GECIs, e.g. Camgaroo [32], Pericam [33] or G-CaMP [34], rely on a different mode of action. Here, modified GFP variants have been coupled to Ca$^{2+}$-binding sequences. In the case of G-CaMP and Pericam a GFP or YFP molecule has been circularly permuted such that C- and N-terminii have been fused and new C- and N-terminii have been introduced (cpGFP) [34]. If the newly generated N- and C-terminii are linked to a calmodulin sequence and a calmodulin target peptide, binding of Ca$^{2+}$ causes a conformational change of the entire molecule ultimately affecting the protonation state of the chromophore. An increase in intracellular Ca$^{2+}$ can directly be detected as an increase in fluorescence emission (Fig. 1C). Several versions of Cameleons [28,35–41], tropinin-based GECIs [31,42–44] and single chromophore sensors [32–44,45–48] have been engineered over recent years with improvements in various physical parameters of the protein, e.g. Ca$^{2+}$ affinity, brightness, the dynamic range across Ca$^{2+}$ concentrations, linearity and kinetics of fluorescence change as a function of Ca$^{2+}$-binding, or insensitivity to environmental influences such as pH, Cl$^{-}$ or Mg$^{2+}$ (for comparative reviews on these aspects see [17–19]).
Both single chromophore and FRET-based GECIs have been widely used to investigate neuronal activity in the Drosophila brain. Table 1 provides an overview over the GECIs for which transgenic fruit flies have been described. A rather comprehensive comparison of different GECI types in Drosophila has been performed by Reiff et al. [49] and Hendel et al. [50], providing helpful information about the relationship between action potential firing rates and fluorescence changes of diverse GECIs. In these studies GECIs were expressed in motor neurons of the neuromuscular junction at the larval body wall, and electrophysiological stimulation at different frequencies was correlated with fluorescence changes exhibited by the GECIs [49,50]. These comparative studies on the functionality of different GECIs under optimized and constant experimental conditions provide useful indications which GECI might be the best choice for a particular experiment. Parameters of importance are, for example, the dynamic range of the GECI used with respect to intracellular Ca\textsuperscript{2+} concentrations, and the signal kinetics with respect to transient neuronal activity. However, the actual performance of a particular GECI in a brain depends also on particular experimental conditions which differ from those of cell cultures or tissue preparations. In the brain of a largely intact animal the neuronal activity evoked by physiological stimuli is often relatively small and movement of the structures under investigation often cannot be completely avoided. Furthermore, depending on the preparation the optical resolution can be poor due to the small size of fine and sparsely arborizing structures and the hindered optical access through surrounding tissue. Depending on the parameters that are of most importance for the experimenter and the experimental situation, different GECIs provide advantages and disadvantages. A deciding factor for the quality of a Ca\textsuperscript{2+} imaging experiment is the signal-to-noise ratio which depends, of course, on the magnitude of relative fluorescence change as a function of intracellular calcium influx and on the variability of the signal. In general, the absolute signal intensity is much higher in single-chromophore GECIs, e.g. G-CaMP, when compared to FRET-based sensors. The overall noise present in the recording depends on which type of noise is dominating. Intrinsic fluctuations of the fluorescence emission (shot noise) are, at least from a theoretical point of view, more pronounced in ratiometric sensors because the emission intensities of two chromophores are divided by each other [19]. However, in the brain of a largely intact fruit fly noize is often added by small movements of the preparation. In this case noise can be eliminated to some degree by ratio metric measurements using FRET-based sensors because movement artifacts cause changes of emission of the two chromophores in the same direction, whereas Ca\textsuperscript{2+} signals are characterized by fluorescence changes in opposite directions [51]. In case of monitoring fluorescence through the pigmented cuticle of the fly [52] emission light is to some degree absorbed and scattered. Strong baseline fluorescence (brightness) is in this case advantageous. Typically, FRET-based sensors show a considerably stronger brightness (baseline fluorescence) when compared to single chromophore sensors [19]. However, recent versions of G-CaMP sensors have been greatly improved in this respect [47]. In the case of Drosophila the expression levels strongly determine baseline fluorescence, which can be influenced by the number of DNA insertions into the genome. Finally, technical considerations concerning the optical imaging setup might also be of importance. For FRET-based sensors, the simultaneous detection of two emission wavelengths is required, which complicates the optical imaging setup. On the contrary, G-CaMP can be employed with relatively basic microscopic methods. With the improvements made in the version G-CaMP3 [47] this GECI represents a good choice for most experiments.

### Table 1
Different GECIs used for optical Ca\textsuperscript{2+} experiments in the Drosophila nervous system.

<table>
<thead>
<tr>
<th>Name and reference for GECI</th>
<th>Reference for GECI strain</th>
<th>Investigated neurons</th>
<th>Reference for study</th>
</tr>
</thead>
<tbody>
<tr>
<td>CamGale 2.0 [28]</td>
<td></td>
<td>Neuronal junction of the larval body wall</td>
<td>[40]</td>
</tr>
<tr>
<td>CamGale 2.1 [35]</td>
<td></td>
<td>Olfactory sensory neurons and/or olfactory projection neurons</td>
<td>[30,90,118]</td>
</tr>
<tr>
<td>CamGale 2.3 [36]</td>
<td></td>
<td>Neuronal junction of the larval body wall</td>
<td>[79,81]</td>
</tr>
<tr>
<td>CamGale 3.3 [36]</td>
<td></td>
<td>Neuronal junction of the larval body wall</td>
<td>[52]</td>
</tr>
<tr>
<td>CamGale 3.6 [38]</td>
<td></td>
<td>Neuronal junction of the larval body wall</td>
<td>[109]</td>
</tr>
<tr>
<td>CamGaroo 1 [32]</td>
<td></td>
<td>Mushroom bodies</td>
<td>[49]</td>
</tr>
<tr>
<td>CamGaroo 2 [36]</td>
<td></td>
<td>Neuronal junction of the larval body wall</td>
<td>[40]</td>
</tr>
<tr>
<td>G-CaMP1.3 [34]</td>
<td></td>
<td>Olfactory sensory neurons and/or olfactory projection neurons</td>
<td>[84,88,89,121–127]</td>
</tr>
<tr>
<td>G-CaMP1.6 [45]</td>
<td></td>
<td>Neuronal junction of the larval body wall</td>
<td>[93,97,98]</td>
</tr>
<tr>
<td>G-CaMP3 [47]</td>
<td></td>
<td>GABAergic neurons of the mushroom body</td>
<td>[49]</td>
</tr>
<tr>
<td>TNL-15 [31]</td>
<td></td>
<td>Mushroom bodies</td>
<td>[128]</td>
</tr>
<tr>
<td>TN-XL [42]</td>
<td></td>
<td>Neuronal junction of the larval body wall</td>
<td>[100,101,102,121]</td>
</tr>
<tr>
<td>TN-XXL [44]</td>
<td></td>
<td>Olfactory projection neurons</td>
<td>[76,77]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>GABAergic neurons of the mushroom body</td>
<td>[40]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Neuronal junction of the larval body wall</td>
<td>[40]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Olfactory sensory neurons and/or olfactory projection neurons</td>
<td>[47,129]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mushroom bodies</td>
<td>[103]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Lobula plate tangential neurons</td>
<td>[130,131]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mushroom body extrinsic neurons</td>
<td>[111]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Neuronal junction of the larval body wall</td>
<td>[49]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Olfactory sensory neurons and/or olfactory projection neurons</td>
<td>[49]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Neuronal junction of the larval body wall</td>
<td>[49]</td>
</tr>
</tbody>
</table>

3. **Binary expression systems in Drosophila**

The most important advantages of D. melanogaster for analyzing the neuronal basis underlying behavioral functions rely on the sophisticated genetic tools available. The Drosophila genome is fully sequenced [53] and germline transformation techniques to create transgenic animals [54] expressing certain genes represents nowadays a standard technique. However, a major strength of Drosophila relies on bipartite expression systems that uses two transgenic fly strains separating where the transgene of interest is expressed (driver strain) from which transgene is expressed (effector strain) in order to multiply possible combinations (Fig. 2). The Gal4–UAS–expression system [55,56] represents the first and most commonly used tool. Here, the spatial and temporal expression of the yeast transcription factor Gal4 is determined by a specific genomic promoter or enhancer sequence present in the driver strain (Fig. 2A1). The expression of the GECI (or any other transgene) is achieved by crossing it to the effector strain that carries the DNA sequence of the GECI under control of an “upstream activator sequence” (UAS), a target sequence for Gal4. The F1 generation carries both transgenes, and the Gal4 expressed in dedicated neurons can bind to the UAS sequence, ultimately leading to a cell type-specific expression of the GECI (Fig. 2A1). Since many different Gal4 strains have been described, and electronic databases for thousands of Gal4-strains exist, e.g. at the Bloomington stock center at Indiana University [57] or the Drosophila Genetic Resource Center in Kyoto [58], GECIs can be easily expressed in a large
variety of diverse types of neurons. Variations of the original Gal4–
UAS–system with respect to temporally defined inducibility of gene expression (reviewed in [59]) and refinements of its molecular components [60] have further improved this very strong and versatile tool.

In some instances one would like to express two different transgenes in different neuronal populations. To accomplish that in a convenient way two alternative binary transcription systems have been described in addition to the Gal4–UAS system, the LexA–LexAop system [61,62] (Fig. 2B) and the Q system [63,64] (Fig. 2C1). Combinations of these binary transcription systems allow for the expression of multiple transgenes in combinations of neurons. This is of relevance since the expression of transactivating genes in driver strains, like Gal4 strains, is often determined by genomic enhancer elements, and the subsets of neurons expressing it often include many diverse types of cells. If one wishes to restrict the expression of GECIs to fewer neurons, repressors of transactivating proteins, e.g., the Gal4-repressing protein Gal80 (Fig. 1A2) [65] or the QUAS repressing protein QS (Fig. 2C2) [63,64], can be targeted to a complementary subset of cells using a second binary transcription system. A variety of similar “intersectional strategies” to narrow down the transgene expression to very few neurons of interest has been described by now, which is comprehensively reviewed in [16].

4. Optical calcium imaging in Drosophila

Since the first description of optical Ca²⁺ imaging at the larval neuromuscular junction [66] and the central brain of Drosophila [30] this technique has evolved to a standard tool in Drosophila neurobiology. A variety of subgroups of neurons within the Drosophila central brain could be analyzed using GECIs, as schematically illustrated in Fig. 3. Optical Ca²⁺ imaging has been particularly useful to investigate mechanisms of sensory processing, a field of research in which our knowledge has expanded enormously in recent years. Olfactory and gustatory receptors of Drosophila have been characterized [67–71], and neuronal sensory cells and signaling mechanisms mediating mechanosensory stimuli have been analyzed [78–81]. In the context of sensory processing Ca²⁺ imaging could in most instances be used to address two questions. First, what are the response spectra of particular sensory cells with respect to adequate stimulus parameters, and how are defined stimuli represented across populations of sensory cells? Second, where in the brain do these sensory cells project and is there a logical spatial organization in the internal representation of sensory stimuli? Whereas these questions could in principle be and in many cases have been addressed using sensillum recordings and neuroanatomical tracing of recorded cells, Ca²⁺ imaging across populations has added the possibility to visualize the activity of many neurons simultaneously.

The questions mentioned above have been most extensively studied in Drosophila in the olfactory system [82,83]. Fruit flies perceive odors by olfactory sensory neurons that are located on the third antennal segments and the maxillary palps [82,83]. Each olfactory sensory neuron expresses one or very few olfactory receptors, and those sensory cells expressing a common receptor project into the same subglomeruli within the antennal lobes of the brain [82,83]. Olfactory projection neurons arborize in these glomeruli and convey olfactory information to more centrally located brain areas, namely the lateral horns and the mushroom bodies [82,83]. In this context optical Ca²⁺ imaging experiments have helped to determine the spatial logic of odor representation. Odor stimuli are encoded in the primary olfactory center of the fly’s brain, the antennal lobe, in terms of combinatorial glomerular activity patterns [30,84], as has been shown earlier for other insects using bath-applied Ca²⁺-sensitive dyes (e.g. [85–87]). In further studies Ca²⁺ activity in first order sensory neurons, second order olfactory projection neurons and/or local interneurons interconnecting the antennal lobes’ glomeruli was monitored. This enabled researchers to study more specific topics on olfactory processing, e.g. the representation of odor mixtures [88], odor intensity [89], a determination of similarity between odors [90], and even a change in olfactory representation caused by prolonged odor exposure [91].

In recent years, gustatory receptor genes encoded by the Drosophila genome have been characterized, which has been the starting point for an enormously fascinating field of research as more and more of these
receptors are being characterized with respect to their response spectra (reviewed in [82,92]). An interesting finding was that gustatory sensory cells responding to bitter stimuli and those responding to sugars show different target regions in the subesophageal ganglion of the fly’s brain [93]. Here, Ca2+ imaging provided an addition to electrophysiological sensillum recordings (e.g. [94–96]), namely a tool to characterize response characteristics of gustatory sensory cells and to determine the representation of the sensory signals in the brain [93]. But also gustatory cells responsive to water [97] or carbonation of water [98] have been characterized using optical Ca2+ imaging, exemplifying how the adequate stimuli for sensory cells can be determined as an alternative method to electrophysiological recordings.

Ca2+ imaging has also proven to be of enormous value for the analysis of how auditory stimuli are encoded by neurons of the fruit fly’s ear, the Johnston’s organ located on the second antennal segment. Here, a spatial analysis of Ca2+ activity across Johnston’s organ sensory cells through the cuticle of the intact animal has demonstrated that two groups of mechanosensory cells exist that either respond to sound-evoked stimuli or more stationary deflections of the mechanosensory organs required for gravity-detection [79,80]. Optical Ca2+ imaging has also been used to visualize the spatial representation of odors as glomerular activity patterns. The olfactory lobes (e.g. [81,88–91]). B) This spatially encoded odor-information is conveyed by olfactory projection neurons (OPN) to higher brain areas. Ca2+ imaging has also been used to monitor the spatial representation of odors at this level of processing [30,84,88–91]. C) Gustatory stimuli are mediated by gustatory sensory neurons (GSN) located on the proboscis (PB) which project to the subesophageal ganglion (SOG) of the brain. The activation of different target areas by opposite taste categories in this region has been analyzed using Ca2+ imaging [93]. D) Mechanosensory information mediated by Johnston’s organ neurons (JON) located on the second antennal segment (A2) has been analyzed using Ca2+ imaging [79]. E) Specific neurons located in the optical lobes (OL) of the Drosophila brain contribute to motion vision which has been analyzed using optical Ca2+ imaging [99]. F) Odor-evoked neuronal activity as reflected in Ca2+ dynamics has been analyzed using Ca2+ imaging also at the level of the intrinsic cells (Kenyon cells, KC) of the mushroom body (MB) in the context of revealing coding principles [103] and associative memory formation [100–102].

Fig. 3. In vivo Ca2+ imaging has been used in Drosophila to analyze diverse types of neurons, schematically depicted as frontal sections through a Drosophila brain. A) Odors are perceived by olfactory sensory neurons (OSN) located on the third antennal segments (AS3) that project via the antennal nerves to the antennal lobes (AL) and terminate in spherical structures (glomeruli). CA2+ imaging has been used to visualize the spatial representation of odors as glomerular activity patterns. The antennal lobes (e.g. [81,88–91]). B) This spatially encoded odor-information is conveyed by olfactory projection neurons (OPN) to higher brain areas. CA2+ imaging has also been used to monitor the spatial representation of odors at this level of processing [30,84,88–91]. C) Gustatory stimuli are mediated by gustatory sensory neurons (GSN) located on the proboscis (PB) which project to the subesophageal ganglion (SOG) of the brain. The activation of different target areas by opposite taste categories in this region has been analyzed using CA2+ imaging [93]. D) Mechanosensory information mediated by Johnston’s organ neurons (JON) located on the second antennal segment (A2) has been analyzed using CA2+ imaging [79]. E) Specific neurons located in the optical lobes (OL) of the Drosophila brain contribute to motion vision which has been analyzed using optical CA2+ imaging [99]. F) Odor-evoked neuronal activity as reflected in CA2+ dynamics has been analyzed using CA2+ imaging also at the level of the intrinsic cells (Kenyon cells, KC) of the mushroom body (MB) in the context of revealing coding principles [103] and associative memory formation [100–102].
out of a large array of Kenyon cells are selectively responding to any given odor stimulus [103,106,107]. Whereas this type of encoding information has been proposed because of computational considerations and electrophysiological recordings from individual cells, a more direct access would be to visualize the activity across larger ensembles of Kenyon cells. Indeed, this has been achieved recently using G-CaMP3 [47] genetically expressed in Kenyon cells, and the sparse activity of only a fraction out of hundreds of Kenyon cells evoked by a given odor has been visualized [103].

A sparse representation of odors across larger arrays of neurons would be, from a theoretical point of view, favorable to assign positive or negative values to specific odor signals through associative learning because of its less overlapping nature when compared to combinatorial coding scheme at the level of the antennal lobe [8,104]. The most commonly used associative learning procedure in Drosophila involves the presentation of an odor in temporal coincidence with electric shocks. A second odor is presented without any electric shock punishment. As a result, fruit flies strongly avoid the odor associated with and predicting the occurrence of the punitive stimulus [108]. In this context Ca2+ imaging using GECIs expressed in the mushroom bodies has been used to visualize changes in odor-evoked Ca2+ for the odor that has been temporally paired with an electric shock in comparison with the unpunished odor [100–102]. Therefore, Ca2+ imaging has been proven to be a valuable tool to determine neuronal correlates of associative learning and memory formation [100–102]. Moreover, modulatory neurons mediating the punishment information during this learning process [109], neurons mediating a consolidation process from shorter to longer lasting forms of olfactory memories [110], and mushroom body output neurons that are required for a behavioral readout of olfactory memories [111] have also been analyzed using Ca2+ imaging. Neuronal plasticity underlying learning and memory therefore represents an all-encompassing, and the list of interesting investigations could certainly be substantially extended. In particular, Ca2+ imaging experiments at synaptic preparations, e.g. the larval neuromuscular junction, have not been addressed here.

5. Optical calcium imaging of neuronal activity in Drosophila: practical information

In the following paragraph we intend to illustrate how an optical Ca2+ imaging experiment can be performed with the help of two examples, first transcuticular optical Ca2+ imaging of olfactory sensory neurons in third instar larvae, and second optical Ca2+ imaging of olfactory neurons in the brain of adult animals. The first step is to create a preparation for microscopical access to the structures of interest in the brain or the sensory organs to be investigated. The simplest possibility is to excite the GECI and monitor its emitting light directly through the animal’s cuticle without any surgical manipulation, provided the baseline fluorescence of the GECI is strong and the cells to be observed are located close to the cuticle [52]. The relative transparency of the Drosophila third instar larva allows for optical access to the olfactory sensory neurons located in the dorsal organs, the larval olfactory organs. Functional imaging in olfactory circuits of intact, living Drosophila larvae is, however, difficult due to the almost continuous peristaltic movements of the animals. Therefore, we have invented a method to immobilize the larva simply by placing the animal on a cover slip and attaching it with a transparent sticky tape such that its anterior sensory organs are exposed (Fig. 4A, B). This relatively simple preparation very efficiently reduces the animal’s movements and allows reliable optical access to the somata and dendrites of larval olfactory sensory neurons (Fig. 4C). The FRET based GECI Cameleon 2.1 [35,112] with its high baseline fluorescence was preferable for this approach. Furthermore, slight contractions or movements of the larval mouth hooks sometimes cannot be completely excluded, possibly leading to slight shifts in the focal plane and thus alterations in the fluorescence intensity. An internal control for these types of movement artifacts is advisable, and we therefore preferred in this case a ratiometric over a circularly permuted GECI. Using a fluorescence microscope equipped with a 20× air objective the preparation is illuminated at 440 nm wavelength, and the emitted light from ECFP and EYFP is projected onto the two halves

![Figure 4](image-url)
of a CCD camera chip. Two different odors, pentyl acetate (Fig. 4E, F) and benzaldehyde (Fig. 4G, H), were presented for 1 s each to the larva, and odor evoked Ca\textsuperscript{2+} responses of the olfactory sensory neurons were monitored at the level of the somata in the dorsal organ. Ca\textsuperscript{2+} activity elicited by these two odors differ in their spatial representation, as well as in the kinetics of the odor response.

Imaging calcium activities in the central nervous system of adult Drosophila requires a surgical intervention to achieve optical access to the brain. Here, we have anesthetized the flies briefly on ice and then restrained them with a transparent sticky tape covering a small chamber. From below the fly is restrained by a fine-meshed metal grid which slightly presses the fly against the sticky tape, but enables air exchange around the abdomen (Fig. 5A). A drop of a Ringer’s solution is placed above the preparation, and a small hole is then cut through the sticky tape using a splint of a razor blade. The cuticle and tracheae and glands are carefully removed with fine forceps to expose the antennal lobes (Fig. 5B, C). In the example shown in Fig. 5 the ratiometric GECI Cameleon 2.1 is expressed in a large number of olfactory sensory neurons using the driver line Or83b-Gal4 [84]. The odors are then applied directly onto the fly’s antennae using a controlled odor-delivery system and the temporal dynamics and spatial distribution of the calcium activities can be monitored using the imaging microscope equipped with a 20× water immersion objective. Here we demonstrate the responses of first order olfactory receptor neurons in different regions of the antennal lobes to odor stimulations of 2 s with methyl acetate (Fig. 5D, F) and pentanoic acid (Fig. 5E, G). Differential spatial and also temporal activity patterns in the antennal lobe of the fly can be determined.

We have used these experimental conditions to directly compare the FRET-based GECI Cameleon 2.1 [35,112] and the latest innovation of the circularly permuted GECIs, G-CaMP3 [47]. Therefore, we expressed Cameleon 2.1 or G-CaMP3, respectively, under the control of the GH146-Gal4 driver line [113] in olfactory projection neurons and monitored Ca\textsuperscript{2+} dynamics evoked by 2 s odor stimulations with pentanoic acid in dendritic arborizations within the flies’ antennal lobes. Both Cameleon 2.1 (Fig. 6A) and G-CaMP3 (Fig. 6B) show a well detectable baseline fluorescence, which facilitates the anatomical identification of the regions of interest, in this case the antennal lobes. Both Cameleon 2.1 (Fig. 6C) and G-CaMP3 (Fig. 6D) report clearly increases in intracellular Ca\textsuperscript{2+}. However, the relative change in fluorescence using G-CaMP3 is much stronger when compared to Cameleon 2.1. Both GECIs show a very good signal to noise ratio, and both show similar dynamics of Ca\textsuperscript{2+} influx in olfactory sensory neurons in response to the odor (Fig. 6E, F).

6. Summary and future directions

Optical Ca\textsuperscript{2+} imaging using GECIs in Drosophila provides advantages over electrophysiological techniques when a spatial analysis of neuronal activity is required. First, the logic of stimulus representations across arrays of sensory and higher-order neurons can be analyzed, e.g. by the visualization of odor representations at the level of the primary olfactory neuropil (antennal lobe) with its highly overlapping, combinatorial coding scheme [30,84], or at the level of a higher order brain region (mushroom body) encoding information in terms of a sparse code principle [103]. Similarly, the logic of a differential representation of stimulus categories within the brain can be assessed, as in the case of different taste categories [93]. Second, spatio-temporal activity within individual cells can be visualized as in the case of the L2 cells of the motion vision system within the fly’s optical lobes [99]. Third, changes in stimulus representations due to learning can be demonstrated across ensembles of neurons [100–102,109–111].

![Fig. 5. Ca\textsuperscript{2+} imaging of odor-evoked calcium dynamics in olfactory sensory neurons in adult Drosophila using Cameleon 2.1 [35]. A) The fly’s head is fixed to a thin sticky tape and restrained into a chamber with the antennae directed towards an air stream to which an odor can be applied. B) A window is cut through sticky tape and into the head capsule, thereby exposing the brain and the fluorescent antennal lobes. C) Fluorescence image Cameleon’s EYFP emission in the two antennal lobes. D–F) False-color coded illustration of the spatial, glomerular distribution of Ca\textsuperscript{2+} activity in the antennal lobe evoked by 2 s of stimulation with methyl acetate (D) or pentanoic acid (E), diluted 1:5000 or 1:50 in mineral oil, respectively. Warm colors represent regions of high calcium activity, cold colors regions of low or no calcium increase. F, G) Temporal dynamics of intracellular Ca\textsuperscript{2+} activity in regions of high activity evoked by methyl acetate (F) or pentanoic acid (G), indicated as gray bars. Relative changes in EYFP (yellow traces) and ECFP emission (blue traces) are indicated in addition to the ratio EYFP/ECFP (black traces). Traces indicate means ± SEM of 3 odor stimulations within the same animal.](image-url)
Obviously, optical Ca²⁺ imaging represents only one physiological approach amongst others with certain advantages, but also inherent limitations. Most importantly, the spatial and the temporal resolution, both dependent on the microscope used, can be limited. The spatial resolution is often poor because of the sheer number of neurons that express the fluorescent probe, in particular when many neurons are densely packed in particular brain regions such that only sum activities can be observed. Several approaches have been pursued in the field of Drosophila neurobiology to restrict the expression of genes for monitoring and manipulating neuronal activity to low numbers of identifiable neurons. First, more and more transgenic lines are being generated with exclusive and well described expression patterns. And second, strategies are being developed to combine generated with exclusive and well described expression patterns genetically encoded chloride-sensitive indicators [115,116] might, therefore, provide helpful tools.

![Comparison between the circularly permuted GECI G-CaMP3 [47] and the FRET-based sensor Cameleon 2.1 [35]. Cameleon 2.1 (A, C, E) and G-CaMP3 (B, D, F) are expressed in olfactory projection neurons and the odor response evoked by a 2 s stimulation with pentanoic acid, diluted 1:5000 in mineral oil, is measured at the level of the antennal lobes. A) and B) indicate the baseline fluorescence in both antennal lobes, either of the Cameleon’s EYFP emission (A) or the G-CaMP emission (B). C, D) False-color coded illustration of the spatial distribution of odor-evoked calcium activity in Cameleon-expressing neurons (C) and G-CaMP expressing neurons (D). Warm colors represent regions of high calcium activity, cold colors regions of low or no calcium increase. E, F) Traces indicate means ± SEM of 3 odor stimulations of three different animals each. For cameleon 2.1 (E) the relative changes in fluorescence emission is indicated for EYFP (yellow trace) and EYFP (blue trace) in addition to the ratio EYFP/ECFP (black trace).](image)

**Fig. 6.** Comparison between the circularly permuted GECI G-CaMP3 [47] and the FRET-based sensor Cameleon 2.1 [35]. Cameleon 2.1 (A, C, E) and G-CaMP3 (B, D, F) are expressed in olfactory projection neurons and the odor response evoked by a 2 s stimulation with pentanoic acid, diluted 1:5000 in mineral oil, is measured at the level of the antennal lobes. A) and B) indicate the baseline fluorescence in both antennal lobes, either of the Cameleon’s EYFP emission (A) or the G-CaMP emission (B). C, D) False-color coded illustration of the spatial distribution of odor-evoked calcium activity in Cameleon-expressing neurons (C) and G-CaMP expressing neurons (D). Warm colors represent regions of high calcium activity, cold colors regions of low or no calcium increase. E, F) Traces indicate means ± SEM of 3 odor stimulations of three different animals each. For cameleon 2.1 (E) the relative changes in fluorescence emission is indicated for EYFP (yellow trace) and EYFP (blue trace) in addition to the ratio EYFP/ECFP (black trace).
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The fruit fly *Drosophila melanogaster* represents a key model organism for analyzing how neuronal circuits regulate behavior. The mushroom body in the central brain is a particularly prominent brain region that has been intensely studied in several insect species and been implicated in a variety of behaviors, e.g., associative learning, locomotor activity, and sleep. *Drosophila melanogaster* offers the advantage that transgenes can be easily expressed in neuronal subpopulations, e.g., in intrinsic mushroom body neurons (Kenyon cells). A number of transgenes has been described and engineered to visualize the anatomy of neurons, to monitor physiological parameters of neuronal activity, and to manipulate neuronal function artificially. To target the expression of these transgenes selectively to specific neurons several sophisticated bi- or even multipartite transcription systems have been invented. However, the number of transgenes that can be combined in the genome of an individual fly is limited in practice. To facilitate the analysis of the mushroom body we provide a compilation of transgenic fruit flies that express transgenes under direct control of the Kenyon-cell specific promoter, mb247. The transgenes expressed are fluorescence reporters to analyze neuroanatomical aspects of the mushroom body, proteins to restrict ectopic gene expression to mushroom bodies, or fluorescent sensors to monitor physiological parameters of neuronal activity of Kenyon cells. Some of the transgenic animals compiled here have been published already, whereas others are novel and characterized here for the first time. Overall, the collection of transgenic flies expressing sensor and reporter genes in Kenyon cells facilitates combinations with binary transcription systems and might, ultimately, advance the physiological analysis of mushroom body function.
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INTRODUCTION

The mushroom body of the arthropod brain is a prominent brain structure that has attracted the attention of neuroscientists for more than 160 years (Dujardin, 1850; Kenyon, 1896; Strausfeld et al., 1998; Fahrbach, 2006; Strausfeld et al., 2009; Pech et al., 2013). Functionally, the mushroom body has been implicated in a variety of adaptive behaviors, e.g., associative olfactory learning (Davis, 1993; Heisenberg, 2003; Fiala, 2007), locomotor activity (Martin et al., 1998), or sleep (Bushey and Cirelli, 2011). The information-processing properties of mushroom bodies remain, however, unclear and are the subject of much current research. The mushroom body of the fruit fly *Drosophila melanogaster* consists of ~ 2000–2500 intrinsic neurons per hemisphere called Kenyon cells (Technau, 1984; Aso et al., 2009). Kenyon cells extend their dendrites at the calyx, the main sensory input region of the mushroom body. Olfactory projection neurons originating from the antennal lobes, the primary olfactory neuropils of the insect brain, transmit odor information to the ipsilateral mushroom body calyx, where they form large presynaptic boutons (Yasuyama et al., 2002; Leiss et al., 2009; Butcher et al., 2012). Kenyon cell dendrites contact these boutons and integrate odor information from many olfactory projection neurons (Caron et al., 2013). The Kenyon cells extend long axons into the protocerebrum, and the parallel bundles of axons together form the pedunule and the lobes of the mushroom body, the latter being both pre- and postsynaptic to mushroom body extrinsic neurons that provide afferent input to and/or efferent output from Kenyon cells (Ito et al., 1998; Tanaka et al., 2008). The mushroom body consists, however, not of an entirely homogeneous population of Kenyon cells, but rather one that can be subdivided into different subtypes according to different axonal projections (Yang et al., 1995; Crittenden et al., 1998; Aso et al., 2009). The a/β-lobe and a'/β'-lobe Kenyon cells bifurcate and extend one collateral into the dorsal-anterior direction and one toward the midline of the brain. The parallel, bundled axons collectively form the vertical a/a'-lobes and the horizontal β/β'-lobes. A third group of Kenyon cells does not divide their axons and form the γ-lobes that are positioned anterior to the β/β'-lobes. These Kenyon cell
subgroups can be further subdivided into those forming core and
surface, posterior and anterior regions of the mushroom body
(Tanaka et al., 2008; Aso et al., 2009).

Diverse aspects of the function of mushroom bodies have been
investigated in a variety of insect species. Physiological properties
of individual Kenyon cells and mushroom body extrinsic neurons
have been analyzed in larger insects that are amenable to intracellu-
lar electrophysiological recordings, e.g., in cockroaches (Li and
Strausfeld, 1997; Mizunami et al., 1998; Li and Strausfeld, 1999;
Demmer and Kloppeburg, 2009) or locusts (Stopfer et al., 2003;
Cassenlaer and Laurent, 2007). Honey bees represent excellent
model organisms to study behavioral complexity and behavioral,
experience-dependent plasticity in insects. In this context, the
mushroom body and associated neurons have been investigated
detailed, e.g., using pharmacological approaches (Hammer and
Menzel, 1998; Louis et al., 2012), local anesthetics (Dyeud et al.,
2007), local cooling (Erber et al., 1980), optical Ca2+ imaging
(Faber and Menzel, 2001; Szyzka et al., 2005), or electrophys-
iological recordings (Hammer, 1993; Strube-Bloss et al., 2011;
Hussaini and Menzel, 2013).

In Drosophila, experimental approaches that involve physi-
ological intrusions, e.g., local injections, or the precise insertions
of electrodes, are difficult due to the small size and fragility of the
brain and its neurons. However, Drosophila melanogaster has been
developed into an animal model system distinguishable from
other insects by the feasibility to express transgenes in dedicated
subpopulations of neurons ( Olsen and Wilson, 2008; Venken
et al., 2011). Transgenes that can help to analyze neuronal struc-
ture and/or function are, first, anatomical markers, e.g., cytosolic
or subcellular anchored fluorescence proteins. Second, reporter
proteins can be expressed to monitor physiological parameters of
neuronal functioning. Membrane potentials can be affected through
the expression of ion channels that are either constitutively in an
open state (Nitabach et al., 2002), or dependent on external fac-
tors like temperature (Hamada et al., 2008) or light (Schroll et al.,
2006). Likewise, chemical synaptic transmission can be prevented
either constitutively (Sweeney et al., 1995; Baines et al., 2001) or
reversibly (Kitamoto, 2001).

To target the expression of transgenes to specific neuronal pop-
ulations, several bipartite expression systems have been invented
d for Drosophila, e.g., the Gal4-UAS-system (Brand and Perrimon,
1993), the lexA/lexAop-system (Lai and Lee, 2006), and the
Q-system (Potter and Luo, 2011). These binary transcription sys-
tems typically divide into two transgenic fly strains—one for the
desired transgene be expressed and the other for spatio-
temporal control of the transgene. Large collections of “driver
lines,” e.g., Gal4 strains or lexA strains, have been assembled
and made available so that a variety of neurons can be tar-
ged, in some cases rather selectively (e.g., Jenett et al., 2012).
Sophisticated additional genetic techniques have even upgraded
the possibility of restricting transgene expression in space and
time, e.g., with the help of heat-inducible promoters, the addi-
tional expression of repressors of gene expression, or through
expression of recombinases ( Duffy, 2002; Pfeiffer et al., 2008,
2010; Venken and Bellen, 2012). These multiplicative expression
strategies have helped to refine the expression of transgenes to
very few neurons of interest. In addition, several binary tran-
scription systems can be combined to express different trans-
gen in different neuronal subpopulations, e.g., to monitor
the activity of a certain neuronal population while manipulating
a different subset of neurons. Of course, the number of
transgenes that can be simultaneously expressed in one indi-
vidual fly is limited. To enhance the versatility of transgene
expression in order to analyze the anatomy and/or function of
the mushroom body we have created a number of flies that
express transgenes under direct control of the promoter mb247
(Schulz et al., 1996; Zars et al., 2000). Two copies of the mb247
promoter drive gene expression in all types of Kenyon cells
(Riemensperger et al., 2005; Pech et al., 2013) with relatively
high specificity. Fluorescent markers, physiological sensor pro-
teins, and effector proteins are expressed under control of the
mb247 promoter. Binary transcription systems are, therefore,
still available to express additional transgenes in complementary
neuronal populations. The particular transgenes expressed are
suited to be combined with each other, thereby enabling analy-
zing distinct anatomical and functional neuronal parameters
simultaneously.

MATERIALS AND METHODS

Drosophila stocks

Flies were raised on standard cornmeal-agar food at 25°C,
60% relative humidity and a 12 h light-dark cycle. The fol-
lowing published Drosophila strains were used: mb247-DsRed
(Riemensperger et al., 2005), mb247-DsRed; mb247-spli tGFP1,
UAS-spli tGFP1-10 (Pech et al., 2013), c305a-Gal4 (Krashes et al.,
2007), TH-Gal4 (Friggs-Grel et al., 2003), mb247-Gal4 (Zars
et al., 2000), mb247-LexA::VP16 (Pitman et al., 2011), UAS-
mc d8-GFP (Lee and Luo, 1999), UAS-FRT-Stop–FRT-mcd8-GFP
(Yu et al., 2010), LexAop-GFP (Tamura et al., 2010), and actin-
FRT-Stop–FRT-Gal4; UAS-GFP; (Pignoni and Zipursky, 1997).

Generation of novel Drosophila strains

To generate mb247-C3paGFP flies the C3paGFP DNA was
amplified from the genomic DNA of UAS-C3paGFP flies (Ruta
et al., 2010) by linker PCR using the primers ATCATGATCT
AAAAATGGTGAGCAGAAGGCGAGGA and AAGAAATGG
CGGCCGCTTTACGTAGCCTCGC producing BglIII and NotI
restriction sites. For generating flies expressing the
fluorescence Ca2+ indicators G-GECO1.1, G-GECO1.2, and
R-GEC01.0 (Zhao et al., 2011) under control of the mb247
promoter, the DNA sequences from the original pCMV vectors
(addgene # 32444, 32445, 32446) were amplified by linker
PCR using the primers ATCCAGATCTCCAAATACTTGGTCAGAC
TCTTCAGCTCG and AAGAAATGGCGCGCCTGCACTCTC
GCTGTGCTATTTT producing BglIII and NotI restriction
sites. To generate the mb247-flippase fly strain the flippase
IRES-flippase sequence was amplified, using linker PCR from
the original vector (Bohm et al., 2010), using the primers
GAAGATCTTCCACCATGCGCAATTTGGTATATTATG and
GAAGCCCTTCTATATGCCGTCTATTATGTTAGG, producing
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BglII and StuI restriction sites, respectively. To drive expression of GCaMP3.0 (Tian et al., 2009) under control of the mb247 promoter, the 6xHis-tagged GCaMP3.0 DNA was amplified by linker PCR from the purified genomic DNA obtained from UAS-GCaMP3.0 flies (Tian et al., 2009) using the primers ATCGAGCTCTAAATGGGTCTCTATCATCAT CATCATCATG and ATCGGGGGCCGTTACTTTGCCTGT CATCATTGGTACAACTCTTC, producing BglII and NotI restriction sites. For generating mb247-Synapo-pHluorin flies the Synapo-pHluorin DNA was amplified by linker PCR from the original vector (Miesenböck et al., 1998) using the primers GGATCTACGCACGGCATCATG and ATTTGCCGGCCTAGATTAGCCGGTTT, producing BglII and NotI restriction sites. All DNA constructs were inserted into the pCagSpR vector containing two copies of the mb247 promoter fragment that was originally obtained from Martin Heisenberg’s laboratory and fully sequenced in the course of this study. Germ-line transformation was performed by the BestGene company (Chino Hills, CA).

IMMUNOHISTOCHEMISTRY

Adult brains were dissected in ice-cold Ringer’s solution containing 5 mM Hepes, 130 mM NaCl, 5 mM KCl, 2 mM MgCl2, 2 mM CaCl2, pH = 7.3 (Estes et al., 1996), fixed for 2 h on ice in 4% paraformaldehyde dissolved in phosphate buffered saline (PBS), and washed three times in PBS containing 0.5% Triton X-100 (PBST) for 20 min each. After overnight pre-incubation in PBST containing 2% bovine serum albumin (blocking solution) at 4°C, brains were incubated for 5 h at room temperature with the primary antibodies diluted in blocking solution. For experiments with splitGFP the brains were pre-incubated in blocking solution containing 0.1% bovine serum albumin and 5% normal goat serum for 2 h at 4°C. The following antibodies were used: mouse anti-nc82 against Bruchpilot (provided by Erich Buchner) diluted 1:5, rat anti-RFP (5F8, Chromotec) diluted 1:300, and rabbit anti-nc82 against Bruchpilot (provided by Erich Buchner) diluted 1:200. Subsequently, brains were washed three times for 20 min each in PBST and incubated overnight at 4°C with the secondary antibodies: goat-anti-mouse conjugated with Cy3 (A1101, Invitrogen), goat anti-rabbit conjugated with Alexa Fluor 488 (A11034, Invitrogen) and goat anti-rat conjugated with Cy3 (A10522, Invitrogen), all diluted 1:300. To visualize reconstituted split-GFP, brains were incubated with anti-GFP-20 (Sigma, G6539) diluted 1:200 in blocking solution at 4°C overnight and, after three washing steps at room temperature in PBST, with anti-mouse conjugated to Alexa488 diluted 1:250 in blocking solution at 4°C overnight. Afterwards, brains were washed three times in PBST for 20 min each, washed in PBS, overnight at 4°C, embedded in Vectashield (Vector Laboratories) and images were acquired using a confocal laser scan microscope (SP2, Leica) equipped with an Apochromat 20 × water immersion objective (NA = 0.7). Images were analyzed using ImageJ.

PHOTOACTIVATION OF PHOTOACTIVATABLE GFP

For photoactivating photoactivatable GFP (paGFP) and the visualization of resulting in vivo fluorescence patterns, the brains of 7-day-old female flies were dissected and scanned using a Zeiss LSM7 MP two-photon microscope equipped with a Zeiss w-plan Apochromat 20 × water immersion objective (NA = 1.0), at an excitation wavelength of 950 nm, a pixel dwell of 2.3 μs and a line average of 4. PaGFP and red DsRed fluorescence were recorded simultaneously using a dichroic mirror in combination with 500–550 and 575–610 nm emission filters. To photoactivate paGFP, a small region within one of the two mushroom bodies was chosen, indicated by the mb247-DsRed fluorescence as a landmark, and subsequently this region was scanned at 760 nm with a laser power of 5% and 0.53 μs pixel dwell. Each pixel was excited 25 times in intervals of ~1 min each. After 45 min the brains were scanned again as indicated above.

In-vivo IMAGING

To measure neuronal activity in the horizontal Drosophila mushroom body lobes, 3 to 6-day-old female flies expressing the respective sensors (GCaMP3.0, G-GECO1.1, G-GECO1.2, R-GECO1.0, or Synapo-pHluorin) were used. Flies were briefly anaesthetized on ice, immobilized in a small chamber with adhesive tape. A hole was cut through the head capsule for direct optical access. Tracheae were carefully removed and 1.5% low-melting agarose was injected into the head capsule to reduce the movement of the brain. The preparation was covered with Ringer’s solution (Estes et al., 1996) and optical imaging was performed using a two-photon microscope (LSM7 MP, Zeiss) equipped with mode-locked Ti-sapphire Chameleon Vision II laser (Coherent) tuned to 690–1064 nm, a 500–550 nm band-pass filter for green fluorescent sensors and a 575–610 nm band-pass filter for R-GECO1.0, and a Zeiss w-plan Apochromat 20 × water immersion objective (NA = 1.0). Images were acquired at a frame rate of 5 Hz with an excitation wavelength of 920 and 950 nm for green or red fluorescent sensors, respectively. Odor stimuli (4-methylcyclohexanol and 3-octanol, diluted in mineral oil 1:750 and 1:500, respectively) were applied in an air stream to the flies’ antennae for 2 s each using a custom-built olfactometer at an air flow rate of 1 l/min. Three stimulations with each odor were applied to each individual fly with an interstimulus interval of 20 s. Images were acquired using the Zeiss ZEN software and images were later aligned in the X-Y direction using a MatLab program to correct for slight movements of the preparation (Guizar-Sicairos et al., 2008). Changes in fluorescence emission were calculated within a region of interest covering the horizontal lobes as ΔF/F0 where F is the fluorescence measured at each time point and F0 the baseline fluorescence before odor stimulation. F0 is calculated as the average of 5 frames before odor onset. For each fly the ΔF/F0 values of the 3 stimulations were averaged. To illustrate the spatial distribution of odor-evoked Ca2+ increases, false-color coded images were created. Three frames of baseline fluorescence directly preceding the odor onset were averaged and then subtracted from the average of 3 frames (400–1000 ms after stimulus onset) covering the peak of the fluorescence increase.

RESULTS

EXPRESSION OF FLUORESCENCE SENSOR PROTEINS IN KENYON CELLS USING THE DUPLICATED mb247 PROMOTER

We used a duplicated DNA construct of the promoter mb247 (Schulz et al., 1996; Zars et al., 2000) to direct the expression
of transgenes to the mushroom bodies (Table 1). This strategy has been described before by Riemensperger et al. (2005), who expressed the red fluorescence protein DsRed (Matz et al., 1999) in Kenyon cells. Pitman et al. (2011) created a LexA::VP16 driver line using the same mb247 promoter construct. Using these published fly lines, we first confirmed that the mb247 promoter-driven transgene expression encompasses all types of Kenyon cells, i.e., covers all lobes. Indeed, as can be seen by the fluorescence of DsRed (Figures 1A1,A2), all mushroom body lobes express the fluorescence protein. Transgene expression driven by

<table>
<thead>
<tr>
<th>Fly strain</th>
<th>Application</th>
<th>References of fly strain</th>
<th>References of transgene</th>
</tr>
</thead>
<tbody>
<tr>
<td>mb247-DsRed</td>
<td>Anatomical landmark</td>
<td>Riemensperger et al., 2005</td>
<td>Matz et al., 1999</td>
</tr>
<tr>
<td>mb247-LexA</td>
<td>Driver for lexA/lexAop binary expression system</td>
<td>Pitman et al., 2011</td>
<td>Lai and Lee, 2006</td>
</tr>
<tr>
<td>mb247-Gal80</td>
<td>Repression of Gal4 expression</td>
<td>Krashes et al., 2007</td>
<td>Lee and Luo, 1999</td>
</tr>
<tr>
<td>mb247-GCaMP3.0</td>
<td>Ca²⁺-imaging</td>
<td>This study</td>
<td>Tian et al., 2009</td>
</tr>
<tr>
<td>mb247-G-GECO1.1</td>
<td>Ca²⁺-imaging</td>
<td>This study</td>
<td>Zhao et al., 2011</td>
</tr>
<tr>
<td>mb247-G-GECO1.2</td>
<td>Ca²⁺-imaging</td>
<td>This study</td>
<td>Zhao et al., 2011</td>
</tr>
<tr>
<td>mb247-R-GECO1.0</td>
<td>Ca²⁺-imaging</td>
<td>This study</td>
<td>Zhao et al., 2011</td>
</tr>
<tr>
<td>mb247-Synapto-pHluorin</td>
<td>pH-dependent imaging of neurotransmission</td>
<td>This study</td>
<td>Miesenböck et al., 1998</td>
</tr>
<tr>
<td>mb247-splitGFP11</td>
<td>Anatomical indicator of cell-cell contacts</td>
<td>Pech et al., 2013</td>
<td>Feinberg et al., 2008</td>
</tr>
<tr>
<td>mb247-C3paGFP</td>
<td>Back-tracing of individual cells</td>
<td>This study</td>
<td>Ruta et al., 2010</td>
</tr>
<tr>
<td>mb247-flippase</td>
<td>Intersection/mosaic targeting of cells</td>
<td>This study</td>
<td>Bohm et al., 2010</td>
</tr>
</tbody>
</table>

FIGURE 1 | Targeting the Drosophila mushroom body using a duplicated mb247 promoter construct. (A) Expression of DsRed in the mushroom bodies of a Drosophila brain (frontal view; A1). Expression in neurons outside the mushroom body is indicated by arrowheads. Neuropils are stained using an anti-bruchpilot-antibody (green) and the DsRed expression is shown in magenta. (A2) 3D reconstruction of the brain depicted in (A1). (B) Expression of mcd8-GFP under control of mb247-Gal4 is mainly confined to the α/β- and γ-lobes (B1). (B2) On the contrary, DsRed expression under control of the duplicated mb247 promoter is visible also in the α’/β’-lobes. (B3) Overlay of GFP expression shown in (B1) and DsRed expression shown in (B2). (B4–B6) Mushroom body calyx showing expression of GFP driven by mb247-Gal4 (B4), expression of DsRed driven by the mb247 promoter construct (B5), and an overlay of both (B6). (B7) 3D reconstruction of the brain depicted in (B1–B6). (C) GFP expression induced by mb247-LexA::VP16 (Pitman et al., 2011) is visible in α/β−, α’/β’−, and lobes γ-lobes (C1) (C2) DsRed expression under control of the mb247 promoter. (C3) Overlay of (C1) and (C2). Scale bars = 50 μm in (A,B), and 100 μm in (C). Ca, calyx; α, α-lobe; α’, α’-lobe; β, β-lobe; β’, β’-lobe; γ, γ-lobe; p, posterior; m, medial; v, ventral.
the mb247 promoter is not completely restricted to the mushroom body and shows some "non-specific" expression. In addition to Kenyon cells, several scattered somata are visible in each hemisphere, located in the lateral suboesophageal ganglion and the protocerebrum (Figures 1A1,A2). Four to six cell somata are located directly below the γ-lobes of the mushroom bodies and form projections into the antennal lobes; 3–5 somata are located in the dorsal protocerebrum, and their projections can be traced to the ipsi- and contralateral anterior lobe region and the medial protocerebrum. Mb247-promoter-driven DNA constructs are, therefore, not exclusively but very predominantly expressed in Kenyon cells. In contrast, expression directed to the mushroom body by the conventional mb247-Gal4 driver line (Zars et al., 2000) does not label α'/β'-lobes, and the other lobes are not entirely labeled either (Figures 1B1–B7). The cores of the α'/β'-lobes are, for example, less densely labeled (Figure 1B). The mb247-LexA::VP16 driver line described by Pitman et al. (2011), on the contrary, induces an expression pattern in Kenyon cells that completely overlaps with the expression of mb247-DsRed (Riemensperger et al., 2005) (Figures 1C1–C3), which confirms that the more encompassing expression pattern induced by the duplicated mb247 promoter construct is reproducible across transgenic fly lines.

We used the duplicated mb247 promoter to drive the expression of fluorescent Ca²⁺ sensor proteins. The intracellular Ca²⁺ level closely correlates with neuronal excitation (Berridge, 1998; Burgoyne, 2007). Optical Ca²⁺ imaging represents, therefore, a widely used technique to monitor the activity of neurons in general (Grienberger and Konnerth, 2012), and also in the central brain of Drosophila (Riemensperger et al., 2012). We first created transgenic flies expressing the widely-used fluorescence Ca²⁺ sensors GCaMP3.0 (Tian et al., 2009) under control of the mb247 promoter and performed two-photon optical Ca²⁺ imaging experiments with the focus on the horizontal lobes. Although the overall expression pattern induced by the promoter construct is recapitulated with this transgene as well, baseline fluorescence was more pronounced in the γ-lobes when compared to the β'-lobes (Figure 2A1), which might reflect a higher tissue density or, alternatively, higher intracellular baseline Ca²⁺ levels. When the flies were stimulated with the odorants 3-octanol or 4-methylcyclohexanol, which are volatile chemicals that are often used for olfactory learning experiments in Drosophila, clear increases in intracellular Ca²⁺ were observed (Figures 2A1–A3). Relative fluorescence changes (∆F/F₀) averaged across the entire horizontal lobes reached 23.9 ± 4.4% for 3-octanol and 21.8 ± 4.3% for 4-methylcyclohexanol (mean ± sem, n = 5 each) (Figure 2A3). The time course of intracellular Ca²⁺ dynamics is characterized by a rapid increase in fluorescence emission starting with stimulus onset, a slight, adaptive decay during stimulation and a fast decay after stimulus offset. Recently, a novel subfamily of GαM protein type Ca²⁺ sensor proteins has been engineered and named GECONS (Zhao et al., 2011). This development raised our attention because a red fluorescent version, R-GECON1.0, has been invented that can be combined with green fluorescent sensor or marker proteins (e.g., Tewson et al., 2012; Li et al., 2013). In addition, several green variants (G-GECONS) with different dissociation constants (Kₐ) for Ca²⁺ have been created. We have created flies expressing G-GECON1.1 and G-GECON1.2 that differ in their Ca²⁺ affinities with Kₐ values of 0.62 μM Ca²⁺ and 1.15 μM Ca²⁺ (Zhao et al., 2011) under control of the mb247 promoter. Flies expressing these sensors show detectable baseline fluorescence in Kenyon cells (Figures 2B1,C1), which we noticed to be clearly lower when compared to the baseline fluorescence of GCaMP3.0. Just as with GCaMP3.0, intracellular Ca²⁺ influx evoked by the two odors is detectable in the horizontal lobe regions of the mushroom bodies as a spatially distributed pattern (Figures 2A2,B2,C2). Relative maximum changes in G-GECON1.1 fluorescence (∆F/F₀) evoked by the two odorants are similar to GCaMP3.0 with 22.7 ± 3.0% for 3-octanol and 18.7 ± 3.3% for 4-methylcyclohexanol (mean ± sem, n = 5 each). The kinetics of signal on- and offset set are also comparable with GCaMP3.0 (Figure 2B3). Likewise, the G-GECON1.2 version shows equivalent changes in fluorescence emission intensity of 21.3 ± 4.5% for 3-octanol and 19.9 ± 4.5% for 4-methylcyclohexanol (mean ± sem, n = 5 each) (Figure 2C3). Drastic differences between the three types of sensor proteins were not observed under the experimental conditions used here, except for lower baseline fluorescence in the G-GECON type sensors. The red fluorescent version, R-GECON1.0 (Zhao et al., 2011), however, has the advantage that its emission wavelength is complementary to the green emission of many other transgenic tools relying on GFP variants. R-GECON1.0 is clearly expressed under control of the mb247 promoter (Figure 2D1). Baseline fluorescence is, however, under the conditions used here (two-photon excitation) drastically lower than that of GCaMP3.0. Relative changes in fluorescence elicited by the two odorants is also much smaller with 14.2 ± 3.4% evoked by 3-octanol and 9.7 ± 1.6% evoked by 4-methylcyclohexanol (mean ± SEM, n = 5 each) (Figures 2D2,D3). It must be noted that the lower baseline fluorescence and Ca²⁺-dependent increase in emission intensity might result from the two-photon excitation which is not optimized for exciting this red fluorescence protein. In fact, regular single-photon excitation at green light wavelengths causes stronger emission intensities. However, and also under our experimental conditions, the red fluorescence sensor is clearly functional in intrinsic mushroom body neurons. The time course of the odor-evoked change in fluorescence differs in the red R-GECON1.0 when compared to the green sensors. The ∆F/F₀ signal decays back to baseline already during odor stimulation and shows a second peak following odor offset. This time course might more accurately reflect the sparse on- and offset action potential firing that has been described for Kenyon cells, e.g., using electrophysiological recordings in moths (Ito et al., 2008) or Ca²⁺ imaging with Fura-2 in honey bees (Szychska et al., 2005). Optical imaging of synaptic transmitter release using pH-sensitive GFP variants targeted to the lumen of synaptic vesicles represents a further method used to monitor the effect of neuronal activity. We have expressed Synaptophysin (Miesenböck et al., 1998) under direct control of the mb247 promoter (Figure 2E1). Odor-evoked increases in fluorescence elicited by odors are detectable in the mushroom body lobes, with relative changes in fluorescence of up to 3.2 ± 0.7% evoked by 3-octanol and 2.9 ± 0.6% evoked by 4-methylcyclohexanol (Figures 2E2,E3). The ∆F/F₀ peak is followed by a slow decay.
**FIGURE 2 | Mb247-driven expression of fluorescent sensor proteins.**

Optical imaging of odor-evoked neuronal activity in Kenyon cells of the adult *Drosophila* mushroom body using different reporter proteins, i.e., (A1–A3) the Ca\(^{2+}\) sensor GCaMP3.0, (B1–B3) the Ca\(^{2+}\) sensor G-GECO1.1, (C1–C3) the Ca\(^{2+}\) sensor G-GECO1.2, (D1–D3) Ca\(^{2+}\) sensor R-GECO1.0, and (E1–E3) Synapto-pHluorin. The left row (A1–E1) illustrates the fluorescence protein expression in one focal plane covering the horizontal lobes of the mushroom body. The dashed red line indicates the region of interest (ROI) in which odor-evoked changes in fluorescence emission were monitored. The middle row (A2–E2) shows two false-color coded images illustrating the spatial distribution of fluorescence intensity changes with the ROI evoked by 3-octanol (OCT) and 4-methylcyclohexanol (MCH). The right row (A3–E3) shows the temporal dynamics of relative changes in fluorescence within the ROI evoked by OCT (black line) and MCH (red line). The odor stimulus is indicated as gray bars. Relative changes in fluorescence are indicated as means ± SEM (n = 5 animals each). α′/α′, part of the vertical α/α′-lobes; β′-lobe; γ-lobes. Scale bars = 10 \(\mu\)m.

below baseline (∼2%) due to bleaching of the fluorophore. The signal-to-noise ratio is, under these experimental conditions, drastically lower than that of Ca\(^{2+}\) imaging, which results from the physical constraints of the physiological parameter that is measured here. The fly strain is, however, clearly functional in reporting synaptic vesicle release, and if this parameter needs to be recorded in subregions of the mushroom body, this fly strain might provide a helpful tool.

**MUSHROOM-BODY DIRECTED EXPRESSION OF splitGFP**

A prerequisite for understanding the function of the mushroom body circuitry is detailed knowledge of the contacts between mushroom body intrinsic neurons (Kenyon cells) and mushroom body extrinsic neurons. The recently described GRASP technique (Feinberg et al., 2008) that has been adapted to *Drosophila* by Gordon and Scott (2009), provides an attractive tool to visualize and pinpoint where exactly two cells contact each other in close proximity and might potentially form synapses. We have recently reported a transgenic fly that expresses one part of splitGFP targeted to the outer surface of the cell membrane under control of the mb247 promoter (Pech et al., 2013). In addition, the mb247-DsRed construct is expressed as a landmark. The second part of the splitGFP is expressed under UAS control. If a given transgenic Gal4 strain is crossed with this “MB-splitGFP” fly strain, reconstitution between the two membrane-bound splitGFP parts can be visualized (Pech et al., 2013). Again, we would
like to underline that, in contrast to the widely used mb247-Gal4 line (Zars et al., 2000), the mb247 promoter constructs cover all types of Kenyon cells including α′/β′-lobes (Riemensperger et al., 2005; Pech et al., 2013). First, the technique can be used to visualize Kenyon cells determined by a given Gal4 line. If both parts of the splitGFP are expressed in the same population of Kenyon cells, fluorescence is readily visible (Pech et al., 2013). This we exemplify here with the Drosophila line c305a-Gal4. This fly strain has been described as expressing Gal4 in the α′/β′-lobes (Krashes et al., 2007), and in fact, the α′/β′-lobes are labeled when c305a-Gal4 is crossed with MB-splitGFP (Figures 3A1–A5). In addition, faint splitGFP reconstitution is also observed in the γ-lobes (Figure 3A4). Secondly, the MB-splitGFP fly strain can also be used to visualize regions of close proximity between Kenyon cells and mushroom body extrinsic neurons (Pech et al., 2013). As an example, we have used the TH-Gal4 line (Friggi-Grelin et al., 2003), which covers a large proportion of tyrosine hydroxylase-immunoreactive neurons, i.e., several clusters of dopaminergic neurons in the Drosophila brain, in particular PPL1, PPL2ab, PPL2c, PAL, PPM1/2, and PPM3 clusters (Friggi-Grelin et al., 2003; Mao and Davis, 2009; Pech et al., 2013) (Figure 3B1). Reconstitution of a splitGFP signal at the contact points between these dopaminergic neurons and Kenyon cells is clearly visible in the α- and γ-lobes and the heel of the horizontal lobes, as already described in Pech et al. (2013) (Figure 3B2).

**MUSHROOM BODY-SPECIFIC EXPRESSION OF PHOTOACTIVATABLE GFP**

The technique of photoactivating variants of GFP (Patterson and Lippincott-Schwartz, 2002) has been recently established in Drosophila to trace the neurites and projections of neurons from a particular point (Ruta et al., 2010; Pech et al., 2013). GFP-fluorescence is induced upon activation at 760 nm, and the photoactivated GFP diffuses along the neurites (Figure 4A). A paGFP expression allows, therefore, the visualization of isolated neurons of interest against a background of dense populations of neurons. We used the mb247 promoter sequence to express the variant C3paGFP (Ruta et al., 2010) globally in Kenyon cells and activated paGFP in a small, defined region at the most posterior tips of the vertical α-lobes (Figure 4A). The activated paGFP diffuses over time toward distal parts of the neurons and the cell bodies of the activated Kenyon cells. The paGFP signal can be traced from the activated region to the Kenyon cell somata at the level of the calyces and the tips of the posterior horizontal β-lobes (Figure 4B). If particular

---

**FIGURE 3 | Mushroom body-directed expression of reconstituted splitGFP to visualize cell–cell contacts within and between Kenyon cells.**

(A) The fly strain mb247-DsRed; mb247-splitGFP11, UAS-splitGFP1-10 is crossed with c305a-Gal4. The offspring shows reconstituted splitGFP fluorescence (rsGFP) in Kenyon cells forming α′/β′- and γ-lobes, in addition to the DsRed fluorescence. (A1) Schematic illustration of the splitGFP reconstitution between populations of intrinsic mushroom body neurons determined by the c305a-Gal4 line and the mb247-promoter line. (A2–A5) Immunohistochemical visualization of the splitGFP reconstitution in the brain (frontal view) at different optical sections, i.e., at the level of the α′/β′- and α′/β′-lobes (A2), the calyces (A3), the β′- and γ-lobes (A4), and the peduncle (A5). DsRed fluorescence is shown in magenta, reconstituted GFP fluorescence in green. (B) The fly strain mb247-DsRed; mb247-splitGFP11, UAS-splitGFP1-10 is crossed with TH-Gal4. The offspring shows reconstituted splitGFP fluorescence at contact regions of close proximity between populations of dopaminergic neurons and Kenyon cells, in addition to the DsRed fluorescence. (B1) Schematic illustration of the splitGFP reconstitution between populations of intrinsic mushroom body neurons and dopaminergic neurons from the PAM cluster, PPL1 cluster, and PPL2ab cluster of dopaminergic neurons. (B2) Reconstituted splitGFP fluorescence between dopaminergic neurons and Kenyon cells indicates contacts of dopaminergic neurons predominantly in the α- and γ-lobes and the heel of the horizontal lobes. Mb247-DsRed fluorescence is shown in magenta and the reconstituted splitGFP labeled by anti-GFP in green. Ca, calyx; So, somata; Scale bars = 10 μm in (A5), 40 μm elsewhere.
Kenyon cells need to be determined, e.g., by specific contacts with mushroom body extrinsic neurons, this fly strain might be helpful.

INTERSECTIONAL EXPRESSION OF TRANSGENES IN THE MUSHROOM BODY USING mb247-FLIPPASE

Many Gal4-driver lines that are potentially interesting for the investigation of mushroom bodies show not only expression in Kenyon cells, but also exhibit non-specific Gal4 expression in other neurons of the brain or thoracic ganglia (Aso et al., 2009). In order to specify and restrict expression to the mushroom bodies we have made use of an intersectional approach based on the yeast flippase recombinase (Golic and Lindquist, 1989; Struhl and Basler, 1993; Xu and Rubin, 1993; Bohn et al., 2010). We generated a fly line that permanently expresses the flippase protein in the Kenyon cells of the mushroom body, which can be combined with a DNA insertion carrying flippase recognition target sites (FRT). The constitutive flippase activity in Kenyon cells will induce the removal of any FRT-flanked DNA sequences. We first demonstrate the spatial specificity of the flippase activity by crossing mb247-FLP with a line that carries an actin-FRT-stop-FRT-Gal4 sequence along with a UAS-GFP reporter (Pignoni and Zipursky, 1997). In the absence of flippase activity Gal4 expression, and therefore GFP expression, are prevented due to the preceding stop codon. Since the actin promoter drives expression ubiquitously in the brain, GFP expression reports, in this case, all cells in the brain that exhibit flippase activity; i.e., in the entire mushroom body (Figures 5A1–A3). This fly strain can be useful in multiple combinations. First, flippase activity in the mushroom body can be used to clip a stop codon that prevents transcription of a target gene, and thereby restrict gene expression to Kenyon cells. The intersectional logic of this “and” system is apparent when UAS-controlled transgenes are used that are preceded by a FRT-flanked stop cassette. UAS-induced expression is determined by a Gal4 driver pattern, but the transgenes are expressed only in these neurons that overlap with Kenyon cells. We show this by using the mb247-FLP line to restrict the expression pattern of a non-specific Gal4 line, c305a-Gal4 (Krashes et al., 2007) that drives Gal4 expression in a large number of neurons, e.g., in the antennal lobes or the suboesophageal ganglion of the Drosophila brain, in the mushroom body α/β′-lobes, and, albeit faintly, in the γ-lobes (Figures 5B1–B3). When a UAS-FRT-stop-FRT-GFP reporter is used (Yu et al., 2010) mb247-FLP restricts the expression of the transgene efficiently to Kenyon cells. Flies now show a strong expression of GFP in the α/β′-lobes and slight expression in the γ-lobes of the mushroom body, but no additional expression outside the mushroom bodies (Figures 5C1–C3). Of course, other applications of the mb247-FLP line are conceivable, e. g., removing a FRT-flanked Gal80 construct (Bohm et al., 2010) in order to restrict gene expression to all neurons except Kenyon cells, or to induce mitotic recombination during development (MARCM; Dang and Perrimon, 1992; Lee and Luo, 1999) in the mushroom body.

DISCUSSION

Discovering how brain circuits process and compute information and contribute to organizing behavior represents a key topic in current neuroscience. “Model animals” that can be genetically manipulated through the expression of transgenes, e.g., mice, zebrafish, C. elegans, or Drosophila melanogaster, are particularly favorable for this task. The mushroom body of the Drosophila brain provides a relatively delineated structure that can serve as a model circuitry to address fundamental aspects of neuronal processing in general. First, the mushroom body provides the possibility of analyzing how odor information is encoded and processed in central brain structures (Fiala, 2007; Masse et al., 2009). Fruit flies perceive odors with olfactory sensory neurons located on the third antennal segments and the maxillary palps (Vosshall and Stocker, 2007). These sensory neurons project to the antennal lobes, the structural and functional analogue of the olfactory bulb of vertebrates. Each olfactory sensory neuron expresses one or very few olfactory receptors, and those sensory neurons that express the same receptors target the same glomeruli in the antennal lobe (Vosshall and Stocker, 2007). As a consequence, odors are represented at the level of the antennal lobe in terms of overlapping, combinatorial activity of glomeruli.
FIGURE 5 | Restriction of transgene expression to Kenyon cells using mb247-flippase. (A) As an indicator for flippase activity a fly strain is used that carries a ubiquitous Act-Gal4 driver, with a FRT-flanked stop cassette preceding the Gal4 driver sequence. The mb247 promoter-induced flippase expression mediates the excision of the FRT-flanked stop cassette and causes transcription of Gal4 exclusively in the mushroom bodies. GFP expression is visualized using an anti-GFP antibody (green) (A1), neuropils are visualized using an anti-bruchpilot antibody (magenta) (A2). (A3) shows the overlay of (A1,A2).

(B) Expression pattern of c305a-Gal4 visualized by UAS:mcd8-GFP expression labeled by anti-GFP (green) (B1). Neuropils are visualized using an anti-bruchpilot antibody (magenta) (B2). (B3) shows the overlay of (B1,B2).

Flies show strong expression of GFP in the α′/β′ lobes and slight expression in the γ-mushroom body lobes and further strong expression outside the mushroom bodies predominantly in glomeruli of the antennal lobes (AL) and the subesophageal ganglion (SOG).

(C) Flippase-mediated restriction of GFP expression labeled by an anti-GFP antibody (green) in c305a-Gal4 positive cells when UAS-FRT-stop-FRT-GFP is used. Flies show strong expression of GFP in the α/β- and slight expression in the γ-lobes, but no further expression outside the mushroom bodies (C1). Neuropils are visualized using an anti-bruchpilot antibody (magenta) (C2). (C3) shows the overlay of (C1,C2). Scale bars = 50 μm.

(Fiala et al., 2002; Wang et al., 2003). Olfactory projection neurons transfer olfactory information to the lateral horn and the mushroom body where they form large boutons (Tanaka et al., 2004). The mushroom body’s Kenyon cells contact these boutons and receive input from many projection neurons (Caron et al., 2013). Odors are represented at the level of the mushroom body in terms of highly selective, sparse activity of very few (~5%) Kenyon cells (Turner et al., 2008; Luo et al., 2010; Honegger et al., 2011). How the transformation from an overlapping, combinatorial odor code to a selective, sparse code is achieved, e.g., through the particular projection neuron to Kenyon cell connectivity, physiological properties of the respective neurons and inhibitory feedback loops, is subject to intense current research (Perez-Orive et al., 2002; Jongner et al., 2007; Turner et al., 2008; Luo et al., 2010; Honegger et al., 2011; Caron et al., 2013). The principle of converting spatio-temporal “codes” that reflect stimulus properties into “sparse codes” that do not directly reflect aspects of the original stimulus seems to be conserved across such evolutionarily distant species as mammals and insects (Leinwand and Chalasanim, 2011). Due to its relatively small number of neurons in comparison with cortical areas of the vertebrate brain, the mushroom body provides a favorable test system to analyze these topics. Second, the mushroom body also provides a favorable test system to investigate how experience-dependent changes in behavior caused by associative learning are mediated (Heisenberg, 2003; Davis, 2005; Fiala, 2007). Flies can be trained to associate an odor with a punishment or a reward (reviewed in Fiala, 2007), and synapses at the mushroom body lobes are believed to be a critical place for the coincidence of the two stimuli (Heisenberg, 2003). Particular dopaminergic neurons have been shown to mediate the punishment information during the associative learning (Schroll et al., 2006; Aso et al., 2010), whereas a different group of dopaminergic neurons mediates reward information (Liu et al., 2012). Octopaminergic neurons...
play an additional, modulatory role in reward learning (Hammer, 1993; Hammer and Menzel, 1998; Schroll et al., 2006; Burke et al., 2012). Investigating these two aspects of neuronal functioning requires appropriate experimental approaches.

Among all insects *Drosophila melanogaster* represents a favorable test organism because it is genetically manipulable and sophisticated genetic tools and expression systems have been invented to investigate the neuronal mechanisms underlying its behavior (Olsen and Wilson, 2008; Venken et al., 2011). These genetic techniques to dissect the structure and function of neuronal circuits encompass, first, anatomical methods to characterize the structure and connectivity of the constituent elements of the circuit, i.e., neurons and synapses. Second, genetic tools to monitor parameters of neuronal function have been engineered, e.g., Ca\(^{2+}\) sensors or fluorescence probes for synaptic vesicle release. Third, proteins to disrupt neuronal function or synaptic transmission can be expressed. And fourth, optogenetic and thermogenetic tools to artificially induce neuronal activity are available (Fiala et al., 2010; Riemensperger and Fiala, 2013). For analyzing specific parts of the mushroom body circuitry it is desirable to express combinations of transgenes in different populations of neurons. However, combinatorial expression of several transgenes is limited by the particular expression systems. One can combine the three binary expression systems that are available, i.e., the Gal4-UAS system (Brand and Perrimon, 1993), the LexA/LexAop system (Lai and Lee, 2006), and the Q system (Potter and Luo, 2011). Each expression system requires two genomic insertions, and the practical limitations in combining these transgenes are obvious. Mb247-driven expression of transgenes can be combined with one or two of the above-mentioned binary expression systems relatively simply (e.g., see Pech et al., 2013). The compilation of stable mushroom body-expressing transgenic *Drosophila* strains provided here might be of help in this regard.

**TARGETING AND VISUALIZING THE MUSHROOM BODY**

A visual landmark of the mushroom body helps to determine the spatial configuration of neurons relative to the mushroom body. The mb247-DsRed fly strain described by Riemensperger et al. (2005) has been used a number of times for that purpose (e.g., Lin et al., 2007; Tanaka et al., 2008; Claridge-Chang et al., 2009; Pech et al., 2013). As a prerequisite for physiological studies the visual landmark should ideally be detectable both *in vivo* and, for a post-hoc analysis, in fixed tissue, which is the case with DsRed. Here we describe two additional tools based on mb247-dependent transgene expression. Recently, Pech et al. (2013) adapted the GRASP technique (Feinberg et al., 2008; Gordon and Scott, 2009) and designed transgenic flies to visualize cell-to-cell contacts between Kenyon cells and mushroom body extrinsic neurons. It is often difficult to unambiguously identify and characterize putative innervations of potential mushroom body extrinsic neurons based on the expression of cytosolic or membrane-bound fluorescence proteins. The strategy of Pech et al. (2013) was to express one part of the membrane-bound split-GFP in the mushroom body and, in addition, a second part in a different subset of cells under UAS-control. This allows one to selectively visualize close proximity between intrinsic and extrinsic neurons. This tool can be combined with the expression of paGFP (Patterson and Lippincott-Schwartz, 2002; Ruta et al., 2010) under control of the mb247 promoter, which provides the possibility of tracking the anatomy of Kenyon cells from one particular Kenyon cell/extrinsic neuron contact up to the somata and axonal arborizations in different lobes. The combination of the mb247-DsRed, the mb247-spliGFP, and/or the mb247-paGFP in combination with high resolution microscopy, e.g., two-photon microscopy (Denk et al., 1990), might be helpful for detailed anatomical studies in the intact *Drosophila* brain. Of course, these anatomical markers can also be combined with genetically encoded fluorescence sensors as reporters of neural activity. A third approach relies on the expression of the yeast-derived flippase, which can be used to restrict the expression of marker or effector genes to Kenyon cells with relatively high specificity. The repertoire of, among others, reporter and effector genes coupled to FRT-flanked stop cassettes is constantly growing. This will allow for a restricted visualization or manipulation of mushroom body intrinsic cells included in the often very non-specific enhancer trap lines.

**MONITORING NEURONAL ACTIVITY IN THE MUSHROOM BODY**

Since the very first description of genetically encoded Ca\(^{2+}\) sensors (Miyawaki et al., 1997; Romoser et al., 1997) and their first applications in *Drosophila* (Reiff et al., 2002; Fiala et al., 2002) continuous progress in their development has led to very improved versions of Ca\(^{2+}\) sensors. In particular, the invention of G-CaMP-type sensors (Nakai et al., 2001) has laid the foundation for engineering today’s state-of-the-art sensors (Tian et al., 2009; Zhao et al., 2011; Akerboom et al., 2012, 2013; Ohkura et al., 2012; Chen et al., 2013). Ratiometric FRET-based sensors, e.g., cameleon-type (Miyawaki et al., 1997) or troponin-based sensors like TN-XXL (Mank et al., 2008) are useful for particular applications. However, these sensors that are based on the simultaneous detection of YFP and CFP emission are difficult to be combined with the simultaneous detection of another wavelength. Therefore, we have chosen and directed four different single-wavelength Ca\(^{2+}\) reporters (GCaMP3.0, Tian et al., 2009; G-GECO1.1 and 1.2 and R-GECO1.0, Zhao et al., 2011) specifically to Kenyon cells under mb247 control. For a detailed and quantitative comparison of the four different Ca\(^{2+}\) reporters used, please refer to Walker et al. (2013) and Yamada and Mikoshiba (2012) The performance of the G-GECO1.1 and G-GECO1.2 (Zhao et al., 2011) has been reported to be comparable to that of the GFP-based GCaMP 3.0, with varying dynamic ranges and kinetics, however. Our results on odor-evoked Ca\(^{2+}\) dynamics in Kenyon cells are in accordance with these reports, and all three green fluorescent sensors expressed in the mushroom body are functional and reliably detect odor responses of Kenyon cells. However, the functionality of R-GECO1.0 (Zhao et al., 2011) has been discussed controversially (Yamada and Mikoshiba, 2012). When expressed in the mushroom body, R-GECO1.0 shows similar kinetics at signal onset as the two G-GECO indicators. However, it shows much lower maximal signal intensity. This lower efficiency of the red fluorescent sensor in comparison with the green ones might be simply due to a lower excitability using two-photon excitation in the infrared range. That might also explain the critical evaluation of R-GECO1.0
by Yamada and Mikoshiba (2012), who also used two-photon microscopy. An alternative red fluorescent Ca^{2+} sensor protein (RCaMP) has been described recently (Akerboom et al., 2013), which, on the one hand, appears favorable for two-photon excitation and simultaneous optogenetic activation of neurons using channelrhodopsin-2 (Akerboom et al., 2013). On the other hand, in a direct comparison (Akerboom et al., 2013) R-GECO1.0 shows higher sensitivity to detect action potentials, better signal to noise ratio and larger maximal fluorescence increase (ΔF/F_0)_{max}. We could confirm the high sensitivity of R-GECO1.0, as this was the only sensor that reported distinguishable on- and offset signals, mimicking the electrophysiological odor response of Kenyon cells (Ito et al., 2008). Further, R-GECO1.0 has been used successfully in the olfactory system of the *Drosophila* brain in combination with the green sensor GCaMP3.0 (Li et al., 2013). The development of novel Ca^{2+} sensors progresses constantly, and improved GCaMP variants are published very frequently (Tian et al., 2009; Zhao et al., 2011; Akerboom et al., 2012, 2013; Chen et al., 2013). The pCaSpeR-mb247 vector is available if one wishes to create additional fly strains that express novel sensors under mb247 promoter control.

However, Ca^{2+} imaging is not the only method of observing the activity of neurons. Sometimes it is advantageous to monitor synaptic transmitter release, in particular in the context of functional interactions between Kenyon cells and mushroom body extrinsic neurons. Therefore, we targeted Synapo-pHlourin (Miesenböck et al., 1998) to Kenyon cells. Compared to the Ca^{2+} sensors, Synapo-pHlourin shows a relatively small fluorescence increase in response to the odor onset. The low signal-to-noise ratio as can be estimated by the relation between its low signal and the relatively large standard errors. Only an estimated fraction of up to 5% of synaptic vesicles are used for release and reuptake at an active synapse (Denker et al., 2011), and Synapo-pHlourin is also expressed in the remaining 95% of vesicles of the reserve pool. The poor signal-to-noise ratio is, therefore, a result of the parameter measured.

In *Drosophila*, there is a fast-growing and impressive library of multiparticle expression systems and their variants and modifications (Duffy, 2002; Pfeiffer et al., 2008, 2010; Bellen et al., 2011; Venken et al., 2011) to target more and more neuronal subsets or single neurons with greater precision. This study aims at complementing these genetic techniques for the specific application of analyzing a particular neuronal circuit, the mushroom body. If transgenes are expressed under direct control of the mb247 promoter the commonly used binary transcription systems are still available to express, in addition, marker proteins, fluorescence sensors, optogenetic, and thermogenetic actuator proteins. The broad palette of fly strains assembled here might be of help in this task.
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B. Contributions to other studies

Restoring polyamines protects from age-induced memory impairment in an autophagy-dependent manner.

My contribution:

- Performed the experiments and analyzed the data for Figure 3.
Restoring polyamines protects from age-induced memory impairment in an autophagy-dependent manner

Varun K Gupta1,2, Lisa Scheunemann1, Tobias Eisenberg3, Sara Mertel1, Anuradha Bhukel1,2, Tom S Koemans4, Jamie M Kramer4, Karen Y Liu1,2, Sabrina Schroeder3, Hendrik G Stunnenberg5, Frank Sinner6,7, Christoph Magnes6, Thomas R Pieber6,7, Shubham Dipt8, André Fiala8, Annette Schenck4, Martin Schwarzel1, Frank Madeo3 & Stephan J Sigrist1,2

Age-dependent memory impairment (AMI) is a common condition that is characterized by symptoms of cognitive decline that occur as part of the aging process. To date, molecular interventions to counteract AMI remain largely elusive, with the long lifespan of many animal models being a major limitation for studying age-related memory impairment. Drosophila, with its comparatively short lifespan and advanced genetics, is an ideal model system for unraveling the molecular mechanisms associated with AMI and testing putative means for preventing AMI. The age-dependent decline of (aversive) olfactory memory in Drosophila serves as an established model for AMI1–4.

In this learning procedure, groups of flies are trained by presenting them with an odor that temporally coincides with the application of electric shocks and presenting a second odor without this punishment. Later on, flies can choose between the two arms of a T-maze containing either the odor that was paired with the electric shocks or the neutral odor. Learning is assessed by calculating the relative proportion of flies avoiding the punished odor. This type of associative olfactory memory formation. Spermidine-fed flies showed enhanced autophagy (a form of cellular self-digestion), and genetic deficits in the autophagic machinery prevented spermidine-mediated rescue of memory impairments. Our findings indicate that autophagy is critical for suppression of memory impairments by spermidine and that polyamines, which are endogenously present, are candidate drugs for pharmacological intervention.

Age-induced memory impairment (AMI) is a common condition that occurs in several organisms, including Drosophila, mouse and human. However, the fundamental cellular mechanisms that underlie these impairments are still poorly understood, effectively hampering the development of pharmacological strategies to treat the condition. Polyamines are among the substances found to decrease with age in the human brain. We found that levels of polyamines (spermidine, putrescine) decreased in aging fruit flies, concomitant with declining memory abilities. Simple spermidine feeding not only restored juvenile polyamine levels, but also suppressed age-induced memory impairment. Ornithine decarboxylase-1, the rate-limiting enzyme for de novo polyamine synthesis, also protected olfactory memories in aged flies when expressed specifically in Kenyon cells, which are crucial for olfactory memory formation. Spermidine-fed flies showed enhanced autophagy (a form of cellular self-digestion), and genetic deficits in the autophagic machinery prevented spermidine-mediated rescue of memory impairments. Our findings indicate that autophagy is critical for suppression of memory impairments by spermidine and that polyamines, which are endogenously present, are candidates for pharmacological intervention.
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RESULTS Polyamine levels decline in aging Drosophila brains

A decrease in polyamine levels has been reported in aged brains of rodents and humans\(^{11,12}\). To investigate the role of polyamines in AMI, we began by measuring polyamine levels in heads of aged Drosophila, and analyzed the chemically related (and inter-convertible) species spermidine, putrescine and spermine (for a review, see ref. 13; Fig. 1a). In fact, both spermidine and putrescine levels were markedly reduced in the heads of 15-d-old flies compared with young flies (Spd\(^{−}\) 1–3 d old; Online Methods and Fig. 1c).

To determine whether simply feeding spermidine to flies would be sufficient to restore its expression in aged heads, we administered either 1 or 5 mM spermidine to isogenized wild-type Drosophila (w\(^{1118}\)) in standard fly food (Spd\(^{1mM}\) or Spd\(^{5mM}\), respectively). Spermidine levels (in fly heads) were largely protected by this treatment from age-dependent decline (Fig. 1b). Simultaneously, putrescine levels were greater than those in normal juvenile flies (Fig. 1c), indicating that the cellular uptake of spermidine is accompanied by either an increased conversion into putrescine or inhibition of the endogenous conversion of putrescine to spermidine (Fig. 1a).

**Figure 1** Spermidine feeding prevents the age-related decline of endogenous spermidine and putrescine levels. (a) Scheme illustrating de novo synthesis of polyamines from ornithine. * indicates the rate-limiting enzyme for de novo synthesis of polyamines. PMO, polyamine oxidase; SMO, spermine oxidase; SSAT, spermidine/spermine N(1) acetyltransferase. (b) Levels of spermidine in the heads of wild-type flies fed with food supplemented by 1 or 5 mM spermidine (Spd\(^{1mM}\) or Spd\(^{5mM}\), respectively) or food with no spermidine (Spd\(^{−}\)). Data are shown normalized to spermidine levels of 1-d-old (1 d) Spd\(^{−}\) flies (n = 4 independent experiments; F = 14.08 for Spd\(^{−}\) flies, F = 5.30 for Spd\(^{1mM}\) flies, F = 2.62 for Spd\(^{5mM}\) flies; one-way-ANOVA with Bonferroni correction). 15 d, 15 d old; 30 d, 30 d old; 30 d, 30 d old. (c) Levels of putrescine in the heads of aged Spd\(^{1mM}\) or Spd\(^{5mM}\) flies compared with Spd\(^{−}\) flies. Data are shown normalized to putrescine levels of 1-d-old Spd\(^{−}\) flies (n = 4 independent experiments; F = 24.31 for Spd\(^{−}\) flies, F = 0.22 for Spd\(^{1mM}\) flies, F = 6.67 for Spd\(^{5mM}\) flies; one-way-ANOVA with Bonferroni correction). * indicates the rate-limiting enzyme for decarboxylation.

**Figure 2** Spermidine-feeding rescues AMI. (a) Aversive associative memory performance at 3 min after training (STM) of 3-d-old (3 d) Spd\(^{1mM}\) and Spd\(^{5mM}\) flies in comparison to Spd\(^{−}\) flies (n = 8–9 independent experiments, F = 2.28, one-way-ANOVA with Bonferroni correction). (b) Aversive associative memory performance at 3 h after training (ITM), ARM and ASM of 3-d-old Spd\(^{1mM}\) and Spd\(^{5mM}\) flies compared with Spd\(^{−}\) flies (n = 8–9 independent experiments; F = 2.05 for ITM, F = 0.02 for ARM, F = 1.74 for ASM; one-way ANOVA with Bonferroni correction). (c) STM of 30-d-old flies (30 d) Spd\(^{1mM}\) and Spd\(^{5mM}\) and Spd\(^{−}\) flies (n = 8–9 independent experiments, F = 14.48, one-way ANOVA with Bonferroni correction). (d) ITM, ARM and ASM of 30-d-old Spd\(^{1mM}\) and Spd\(^{5mM}\) compared with Spd\(^{−}\) flies (n = 7–8 independent experiments; F = 43.26 for ITM, F = 1.74 for ARM, F = 26.12 for ASM; one-way ANOVA with Bonferroni correction). (e) Spermidine feeding for 10 d before measuring memory was sufficient to suppress AMI in aged (30 d old) flies (n = 9–11 independent experiments, F = 12.32, one-way ANOVA with Bonferroni correction). (f) Spermidine feeding on days 21–30 resulted in a significant increase in the levels of spermidine and putrescine in 30-d-old flies (n = 3 independent experiments, F = 32.96 (f) and 64.77 (g), one-way ANOVA with Bonferroni correction). The feeding regime of the flies is presented beneath the graphs, with + and − indicating food with or without spermidine. *P < 0.05, **P < 0.01, ***P < 0.001; ns indicates not significant, P > 0.05. Data are presented as mean ± s.e.m.
This observation is consistent with the previously reported homeostatic control of polyamine levels. On the other hand, levels of spermine declined considerably with age in both Spd+ as well as Spd− flies (Supplementary Fig. 1).

**Spermidine feeding suppresses AMI**

We then asked whether this restoration of polyamine levels in aged flies could counter-act AMI. Young adult flies (3 d old) that were raised on food supplemented with spermidine (both Spd1mM+ or Spd5mM+) showed identical olfactory short-term memory (STM; memory tested immediately after odor conditioning) and intermediate-term memory performance (ITM; memory tested 3 h after odor conditioning) when compared to isogenic controls (Spd− flies; Fig. 2a,b). Consistent with a previous report, we also found substantial impairment in STM that first appeared in 10-d-old flies and did not decrease any further during aging (Supplementary Fig. 2a). Likewise, ITM scores are also known to decline with age. As anticipated, at 30 d of age, considerably reduced STM and ITM scores (Fig. 2c,d) were observed in control flies (Spd−). In contrast, spermidine-fed (Spd+) flies showed higher STM and ITM scores than Spd− flies at 30 d of age (Fig. 2c,d). In fact, the performance of 30-d Spd+ flies (both Spd1mM+ and Spd5mM+) was comparable to that of young flies. In summary, simple spermidine feeding was sufficient to effectively protect both short- and intermediate-term olfactory memory from age-induced decline (Fig. 2c,d).

ITM can be dissected into anesthesia-sensitive memory (ASM) and anesthesia-resistant memory (ARM) components, which can be differentiated by distinct genetic mutants, as well as by specific pharmacological sensitivities. Spermidine-mediated effects are specific for memory potentially, polyamine effects could be mediated through developmental changes, such as during critical periods in early adulthood. To address such putative developmental effects, we shifted flies between spermidine-containing and spermidine-free food. When tested on day 30, in flies fed with spermidine only between days 0 and 20 (with spermidine supplementation being withdrawn for the last 10 d before testing; Fig. 2f), we found that the levels of polyamines (both spermidine and putrescine) declined to levels comparable to those of controls (no spermidine supplementation for days 1–30; Fig. 2f), as was the memory when tested at day 30 (Fig. 2e). In contrast, in flies fed with spermidine for the last 10 d before testing, levels of both polyamines (spermidine and putrescine) rose (Fig. 2f), and memory was partially, but substantially, restored (Fig. 2e). The fact that restoring polyamine levels during the 10 d before testing prevented AMI rules out the idea that the effects of spermidine-feeding on suppression of AMI are a result of affected developmental processes.

Given that spermidine feeding promotes longevity, it might be argued that protection of memory is a byproduct of increased life expectancy and generally improved health. Thus, we asked whether spermidine feeding preserves the function of the fly nervous system in all respects or whether it rather has a more specific effect on memory. In our learning assay, we found that 30-d-old naive flies to exhibit decrease odor avoidance scores compared with 3-d-old flies, whereas the shock reactivity of these naive flies did not change (Table 1), consistent with previous AMI studies. Notably, spermidine-feeding had no influence on this age-dependent decline in odor avoidance scores (Table 1).

Next, we wondered whether the lower memory scores in aged flies are a result of impaired processing of the olfactory information.

### Table 1 Aversive olfactory avoidance and shock reactivity in aging wild-type flies with and without spermidine feeding

<table>
<thead>
<tr>
<th></th>
<th>OCT</th>
<th>MCH</th>
<th>Shock reactivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>w1118 3 d old</td>
<td>65.5 ± 4.2</td>
<td>63.9 ± 1.7</td>
<td>70.5 ± 2.0</td>
</tr>
<tr>
<td>w1118 Spd1mM+ 3 d old</td>
<td>71.1 ± 3.2</td>
<td>62.6 ± 2.8</td>
<td>64.1 ± 2.9</td>
</tr>
<tr>
<td>w1118 Spd5mM+ 3 d old</td>
<td>62.1 ± 2.9</td>
<td>62.5 ± 2.5</td>
<td>63.1 ± 2.4</td>
</tr>
<tr>
<td>w1118 30 d old</td>
<td>44.8 ± 2.7</td>
<td>45.2 ± 3.3</td>
<td>67.4 ± 1.9</td>
</tr>
<tr>
<td>w1118 Spd1mM+ 30 d old</td>
<td>43.2 ± 3.8</td>
<td>43.0 ± 3.5</td>
<td>63.4 ± 3.5</td>
</tr>
<tr>
<td>w1118 Spd5mM+ 30 d old</td>
<td>48.3 ± 5.5</td>
<td>41.8 ± 5.1</td>
<td>65.3 ± 1.5</td>
</tr>
</tbody>
</table>

All values are mean ± s.e.m.
Spermidine-mediated protection requires efficient autophagy

What might be the mechanistic underpinnings of spermidine-mediated protection from AMI? Spermidine administration induces autophagy in several model organisms, and autophagy is crucially important for spermidine-mediated promotion of lifespan in yeast, C. elegans and Drosophila. Notably, reduced basal autophagy in the nervous system of mice and flies has been shown to cause neurodegeneration. In addition, the expression of several key genes in the autophagic pathway has been reported to decline with aging in the brain of humans and flies, potentially increasing neuronal vulnerability to the toxic effects of protein aggregates.

Thus, we investigated whether autophagy might be critical for spermidine-mediated protection from AMI. To address this, we first assayed the levels of Atg8a (a widely used marker for autophagy) in western blots from fly head extracts. Consistent with a previous report, Atg8a protein levels were considerably reduced in heads of 30-d old Spd− flies compared with 3-d old Spd− flies. Spermidine administration, however, blocked this age-related decline in Atg8a protein levels effectively (as seen by protein levels in the heads from Spd5mM+ flies). Suppression of autophagy has been associated with the accumulation of ubiquitinated protein aggregates. In fact, we observed that the age-associated increase in the amount of poly-ubiquitinated proteins was largely blocked in heads of spermidine-treated Drosophila (Spd5mM+). We next asked whether these ubiquitinated proteins were really being degraded by autophagy. The p62 family of proteins is closely associated with protein inclusions containing ubiquitin, as well as with key components of the autophagy pathway, thereby mediating autophagic clearance of ubiquitinated proteins. In addition, ref(2)P, a Drosophila homolog of p62, was recently reported to accumulate with ubiquitinated neural protein aggregates in aged wild-type flies and autophagy mutants. For a nervous system-specific readout, we stained brains from flies of different ages with antibody to ref(2)P. As expected, ref(2)P levels increased with age, and spermidine administration suppressed this age-dependent increase. Thus, spermidine administration seems to prevent the accumulation of ubiquitinated proteins, most likely as a direct consequence of enhancing autophagy in aged Drosophila brains.

We then tested whether autophagy is functionally required for spermidine-mediated protection from AMI. Both Atg7 and Atg8 are essential for autophagy in Drosophila. Given that Atg7−/− and Atg8a−/− flies have a mean lifespan of only 30 d (ref. 10), we decided to test memory in both mutants at 20 d of age. We found that Atg7−/− flies showed reduced memory scores at a young age (3 d old; Fig. 5a), which further declined relative to controls at later time points (20 d of age; Fig. 5c). Notably, the memory-promoting effects of spermidine on STM were eliminated in Atg7−/− flies (Fig. 5a,c). We also tested the role of Atg8a using the hypomorphic allele Atg8aP362 of the X-chromosomal Atg8a. Female Atg8a−/− flies also showed a reduced memory performance at both young (3 d old) and old age (20 d old), even with spermidine administration (Fig. 5b,d), indicating that spermidine failed to mediate AMI protection in Atg8a−/− flies. Thus, the integrity of the autophagy system seems to be required for spermidine-mediated protection from AMI.

Spermidine causes genome-wide transcriptional changes

Taken together, our results indicate that spermidine administration results in nervous system-specific regulations that lead to the suppression of AMI, with the upregulation of autophagy being an essential component. However, spermidine has also been shown to cause major changes in the transcriptional status of yeast and cultivated human cells. In addition, spermidine feeding in flies was recently
Figure 5  Autophagy is required for spermidine’s effects on AMI.
(a) Aversive associative memory performance 3 min after training (STM) was markedly reduced in 3-d-old Atg7−/− flies (Atg7d77/−) compared with Atg7+/− flies (Atg7d77+/−) (n = 8–11 independent experiments, F = 25.82, one-way ANOVA with Bonferroni correction). The CG5335(GG) line harbors an Atg7+ chromosome related to Atg7d14 and Atg7d77 that serves as a genetic background control. (b) Olfactory learning was disrupted in 3-d-old female flies homozygous for Atg8a hypomorph (Atg8a−/− or Atg8aPP362/Atg8aPP362) (n = 8–9 independent experiments, F = 22.8, one-way ANOVA with Bonferroni correction). (c) STM is severely impaired in 20-d-old Atg7−/− (Atg7d14/Atg7d77) flies and 20-d-old Atg7−/− heterozygous (Atg7d14/CG5335(GG)) when compared to age-matched wild-type flies (n = 8–9 independent experiments, F = 18.02, one-way ANOVA with Bonferroni correction). (d) Similarly, STM was markedly decreased in 20-d-old Atg8a−/− (Atg8aPP362/Atg8aPP362) mutant female flies compared with control flies (Atg8a+/+) without any effect by spermidine feeding (n = 8–9 independent experiments, F = 68.43, one-way ANOVA with Bonferroni correction). *P < 0.05, **P < 0.01, ***P < 0.001; ns indicates not significant, P > 0.05. Data are presented as mean ± s.e.m. The aversive olfactory avoidance and shock reactivity of different mutant are shown in Supplementary Table 5.

Figure 6  Spermidine feeding induces widespread transcriptional changes in fly heads during aging. (a) Dendrogram and heat map illustrating Euclidean distances between gene expression profiles from 3-d-old and 10-d-old fly heads with or without spermidine feeding. (b) Differential expression analysis examining the effect of spermidine feeding on gene expression in heads of 3-d-old and 10-d-old flies using DESeq2 (Supplementary Fig. 5). We then identified large global changes in gene expression induced by spermidine feeding, with 2,051 genes and 4,076 genes being modulated by a factor of 1.5-fold (P < 0.05) in the heads of 3-d-old and 10-d-old flies, respectively (Fig. 6b and Supplementary Table 2). Notably, 84% of the genes that were differentially regulated after 3 d were also altered at 10 d of age (Fig. 6c).
To provide insights into the function of the spermidine-regulated brain transcriptome, we subjected all of the genes found to be either up- or downregulated by spermidine feeding to gene ontology enrichment analysis (Supplementary Table 3). The genes that were modulated by spermidine feeding in both 3-d-old and 10-d-old flies showed strong enrichment for GO terms, such as response to starvation, response to oxidative stress, phagocytosis and cellular homeostasis (Supplementary Table 3.3). This is consistent with the idea that general protective effects are mediated by spermidine administration. In addition, we also found over 2,000 transcriptional changes that were specific for 10-d-old flies (Supplementary Tables 2.1 and 2.2). On one hand, the GO term ‘aging’ was considerably enriched in 10-d-old Spd^{5mM} flies, indicating that age-protective gene functions are induced when polyamine levels are remain high during the onset of aging. On the other hand, transcriptional changes that are specific for neuronal genes appear to have a role in Spd^{5mM} flies, with ‘neuron differentiation’ and ‘neuron development’ being the top two enriched GO terms (Supplementary Table 3.2). In addition, several genes (14 in total) with the GO annotation ‘learning’ were found to be specifically upregulated in 10-d-old Spd^{5mM} flies when compared with untreated flies (Supplementary Tables 2.2 and 3.2). Notably, several of the learning-related genes (along with other genes) that were modulated by spermidine feeding were subsequently analyzed and validated by quantitative reverse-transcription real-time PCR (Supplementary Fig. 6). Thus, learning-associated processes operating downstream of odor information processing could be a part of the polyamine-mediated protection of memory, indicating that brain-specific manipulation of polyamine synthesis might be sufficient for protecting against AMI.

Mushroom body–specific Odc-1 expression protects from AMI

To determine whether nervous system–specific manipulations of polyamine levels are sufficient to protect against AMI, we genetically manipulated polyamine synthesis in specific brain regions. Ornithine decarboxylase-1 (Odc-1), which is highly conserved across evolution, is the rate-limiting enzyme for the de novo synthesis of polyamines (Fig. 1a); its activity is tightly regulated at all steps, starting from its initial synthesis continuing to its degradation. We used the neuron-specific appl-Gal4 driver to express Odc-1 in the nervous system (appl-Odc-1) and found that appl>Odc-1 flies were effectively protected from AMI in both the STM and ITM assays (Fig. 7a–d). In fact, appl>Odc-1 flies showed almost identical test scores to aged flies in which AMI was suppressed by spermidine feeding (Fig. 2c,d). This finding suggests that promoting polyamine synthesis specifically in the nervous system is sufficient to suppress AMI.

Kenyon cells, which are neurons comprising the mushroom body of Drosophila brains, are known to be important for forming associative olfactory memories. The re-expression of the memory gene rutabaga in Kenyon cells alone is sufficient to rescue the severe learning deficits of rutabaga mutant flies. We expressed Odc-1 in mushroom body Kenyon cells (using ok107-Gal4) and found no effect on the memory scores (both STM and ITM) of young ok107>Odc-1 flies (3 d old) when compared with age-matched controls (Supplementary Fig. 7). Notably, aged ok107>Odc-1 flies (30 d old) exhibited considerably higher STM and ITM scores when compared with genetic controls (Fig. 7e,f). Thus, promoting polyamine synthesis in a neuron population representing only about 2% of the Drosophila brain (Kenyon cells) was sufficient to protect from AMI. This finding confirms once more that polyamine restoration does not execute its effects on AMI via systemic regulations or generally improved health of the organism.

**DISCUSSION**

Aging is a multi-facet process that entails a decline of cognitive functions such as learning and memory. The proportion of older adults in our population is expected to grow rapidly over the next two decades. It is therefore increasingly important to advance research efforts for elucidating the mechanisms associated with cognitive aging to develop effective interventions and preventative therapies. We sought to understand the fundamental mechanisms of AMI.
Polyamines (putrescine, spermidine and spermine; Fig. 1a) are among the substances that have been reported to decline with age. Putrescine shows an age-related decline in the CA1 region of hippocampus and the dentate gyrus region in rodents34, and the levels of spermidine and spermine have been shown to decrease with increasing age in rats35. Notably, levels of spermidine and spermine in basal ganglia also decrease with age in humans, suggesting that these polyamines are involved in white matter changes during aging12. We found that the levels of all three polyamines (putrescine, spermidine and spermine) declined in the heads of aged flies relative to young flies (Fig. 1b,c). Although the decline of polyamines might be regarded as an established biochemical correlate of aging, the causal relationship to age-related deficits in cognitive functions has not been established. Simple dietary supplementation of biochemical spermidine allowed us to restore polyamine levels in the heads of aged flies (both spermidine and putrescine) to those seen in juveniles. This simple procedure was sufficient to effectively protect both short- and intermediate-term olfactory memory from age-induced decline.

The effects of spermidine to the protection of memories were specific in several regards. First, spermidine feeding had no effect on memory in young flies, either in terms of short or intermediate-term components, arguing against the possibility that spermidine might function as a general memory enhancer (Fig. 2a,b). Second, ITM has two components, with aging strongly affecting ASM, but not ARM1. We found that spermidine feeding had only a negligible effect on ARM; instead, spermidine administration specifically prevented the age-related decline of ASM (Fig. 2b,d). Third, polyamine restoration appeared to specifically suppress AMIs, as olfactory avoidance in flies. Fourth, in flies fed with spermidine for the last 10 d before testing, the expression of Atg8a with autophagy (supplementary Fig. 6) declined with age in both Spd+ flies and age-matched Spd−flies. Although the decline of polyamines might be regarded as an established biochemical correlate of aging, the causal relationship to age-related deficits in cognitive functions has not been established. Simple dietary supplementation of biochemical spermidine allowed us to restore polyamine levels in the heads of aged flies (both spermidine and putrescine) to those seen in juveniles. This simple procedure was sufficient to effectively protect both short- and intermediate-term olfactory memory from age-induced decline.

The formation of memory requires dynamic changes in the neurons, involving synapse formation and synaptic plasticity, steered by regulated protein synthesis and equally important protein degradation. In fact, the execution of effective quality control over proteins appears to be important for neurons to maintain proper neuronal physiology and functioning14. The process of autophagy is an important route for removing misfolded proteins and damaged organelles from cells via lysosomal-mediated bulk degradation30. Spermidine has been shown to operate as a natural inducer of autophagy in various model systems, including yeast, C. elegans, Drosophila and mice34,36. In fact, we found that spermidine feeding alleviated the age-induced dysfunction of autophagic machinery in flies, thereby preventing the accumulation of poly-ubiquitinated proteins and re(2)P (Fig. 4).

What might be the mechanism by which spermidine administration prevents the decline of autophagy in aged Drosophila? Spermidine treatment induces autophagy in enucleated cells within a few hours as effectively as the well-known autophagy inducer rapamycin27, arguing for fast, post-transcriptional regulation. On the other hand, using RNA-seq, we found that positive regulators of autophagy (such as Atg1a)37,38 were upregulated by spermidine feeding (Supplementary Fig. 6 and Supplementary Table 2). This is consistent with the transcriptional induction of autophagy genes that has been observed in spermidine-treated yeast34. Thus, it appears likely that polyamine restoration is associated with an integrated autophagy response on both short-term post-transcriptional and long-term transcriptional levels.

Several different studies in model organisms have suggested that autophagy is a crucial regulator of the age-associated pathologies6,20. Loss of autophagy has been shown to trigger neurodegeneration in mice39, and autophagy-mediated clearance of TDP-43–positive inclusions has been reported to rescue learning impairment associated with a mouse model of neurodegenerative diseases involving TDP-43 proteinopathies39. Similar to mice, reducing autophagy shortens lifespan and results in neurodegeneration in flies9,40. We found that the autophagic machinery was critical for amelioration of AMI, a per se nonpathological process, by spermidine feeding (Fig. 4).

The expression of Atg8a specifically in fly brains has been reported to prevent accumulation of ubiquitinated and oxidized proteins and to increase average adult lifespan5. Nevertheless, we found that overexpression of Atg8a with appl-Gal4 (atg8EP362) in appl-Gal4; Supplementary Fig. 8) had no effect on AMI, whereas spermidine feeding protected from AMI in this background. Thus, suppression of AMI seems to not be a byproduct of increased lifespan. Consistently, dietary restriction has been reported to increase the lifespan of Drosophila, but fails to protect cognitive functions with age40. In conclusion, spermidine feeding might trigger an integrated protection response, of which autophagy induction is one, but not the only, crucial component. In other words, several parallel pathways might be influenced by spermidine treatment that are, as a whole, responsible for suppression of AMI. Notably, both autophagy-dependent and autophagy-independent pathways were recently shown to be required for stress resistance by spermidine feeding in Drosophila28.

In addition, we found a broad transcriptional reprogramming in fly heads under spermidine treatment, with numerous GO terms related to neuron development and differentiation being highly enriched (Supplementary Table 3). Several genes that have been reported to function in memory were among those upregulated in response to spermidine treatment (Supplementary Tables 2 and 3). The adenylate cyclase rutabaga is essential for ASM formation41, and we found rut to be upregulated in Spd+ flies (Supplementary Table 2). Furthermore, we found that a number of genes with conserved, central roles in memory and learning processes (stau, mnb, Nmdar2, DopR2 and Oamby)22,46 were transcriptionally upregulated in Spd+ flies (Supplementary Fig. 6 and Supplementary Table 2). In fact, it should be noted that the loss of spermine synthase is associated with changes in brain morphology and intellectual disability in humans (Synder-Robinson syndrome47). Similarly, among the most markedly downregulated genes following spermidine restoration was Glaz, the Drosophila homolog of Apolipoprotein D (Apod; Supplementary Table 2). Apod is one of the most upregulated proteins in the aged mammalian brain, and its increasing expression strongly correlates with aging-associated cognitive disorders48.

With regard to the specific transcriptional modulation resulting from enhanced spermidine levels, spermidine treatment in yeast modulates the activity of histone acetyl-transferases (HATs, such as Iki3p and Sas3p). This suggests that spermidine might actually affect epigenetic regulation, allowing (among other regulation) the induction of autophagy-relevant transcripts14. Notably, altered histone acetylation has been associated with age-dependent memory impairment and neurodegeneration in mice49,50.

Thus far, only a few substances have been found that protect from age-dependent memory decline, all of which are biologically
exogenous compounds that can result in adverse side effects. Spermine, however, is an endogenous metabolite and has the potential to become a high-value candidate for the treatment of age-induced dementia in humans.

METHODS

Methods and any associated references are available in the online version of the paper.

Accession codes. The raw sequence data obtained by RNA-seq are available at the NCBI Gene Expression Omnibus (http://www.ncbi.nlm.nih.gov/geo/) under series accession number GSE38998.

Note: Any Supplementary Information and Source Data files are available in the online version of the paper.
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**ONLINE METHODS**

Fly stocks and rearing conditions. All fly strains were reared under standard laboratory conditions (25°C with 12:12-h light-dark cycle). Flies from an iso- genized w1118 strain were used as the wild-type control. Anti-Dscii, Anti-dSc2, and CG3356 alleles were kindly provided by T. Neufeld (University of Minnesota). These chromosomes were obtained from imprecise P-element insertion using ActGAT5089 and ActGAT7277 in the ActG locus. Anti-Dscii and Anti-dSc2 delete different exonic region of ActG, thus trans-allelic combination of both creates an ActG null mutant situation. CG3356 only deletes an intronic region in the ActG locus (not disturbing ActG function) without affecting any exon or ActG expression level, and serves as a background matched control here. 

Anti-dPufPalle contain a P-element insertion in the ActG locus in the w1118 background was obtained from the Bloomington Drosophila Stock Center, and app-1Gal4, app-1(Gal4) was a kind gift from L. Luo (Stanford University).

UAS–Osd-1 was constructed based on an Odc-1 DNA clone (GH13851) obtained from the Berkeley Drosophila Genome Project. One fragment was obtained via PCR using 5’-CACCTAGGGGCCGCTACCTCTGAAAT-3’ and 5’-CTATATAGTCCTGAATCGACGGTCTTGGG-3’ primers and then ligated into pENTR-DTOPO (kindly provided by C. Klambt, University of Münster) using the Gateway System (Invitrogen) to yield pUAST-attp- sovereign. After confirmation by double-strand sequencing, transgenic flies were generated using the Phici-3 system with defined landing sites in the Drosophila genome was used.11,52 For behavior experiments, transgenic UAS–Osd-1 flies were out-crossed to our wild-type w1118 control for ten generations. 

Spermidine (Sigma Aldrich) was prepared as a 2 M stock solution in sterile distilled water, aliquoted in single-use portions and stored at −20°C. Fly food was prepared according to Bloomington media recipe (http://flystocks.bio.indiana.edu/ Fly Work/media-recipes/media-recipes.html) with minor modification, which we refer to as normal food. After food had cooled down to 40°C, spermidine was added to normal food to a final concentration of 1 mM or 5 mM, and called Spd(1mM) or Spd(5mM), respectively. For all experiments, parental flies mated on either normal or Spd(5mM) food, and their progeny was allowed to develop on the other kind of food (normal or Spd(5mM)) for 45 days. For all experiments, the CS+ was controlled by Xcalibur Software 2.0. The stationary phase was a Kinetex System (Invitrogen) to yield pUAST-attp- sovereign. After confirmation by double-strand sequencing, transgenic flies were generated using the Phici-3 system with defined landing sites in the Drosophila genome was used.11,52 For behavior experiments, transgenic UAS–Osd-1 flies were out-crossed to our wild-type w1118 control for ten generations.

Behavioral assays. Standard single-cycle olfactory associative memory was performed as previously described13 with minor modifications. Briefly, about 60–80 flies received one training session, during which they were exposed sequentially to one odor (conditioned stimulus, CS+, 3-octanol or 4-methyl-cyclohexanol) paired with electric shock (unconditioned stimulus) and then to a second odor (CS-, 4-methyl-cyclohexanol or 3-octanol) without the unconditioned stimulus for 60 s with a 30-s rest interval between each odor presentation. For STM (memory tested immediately after odor conditioning), the conditioned odor avoidance was tested immediately after training. During testing, flies were exposed simultaneously to the CS+ and CS− in a T maze for 30 s. The flies were then trapped in either T’ maze arm, anesthetized and counted. From this distribution, a performance index was calculated as the number of flies avoiding the shocked odor minus the number avoiding the non-shocked odor divided by the total number of flies, multiplied by 100. A 50.50 distribution (no learning) yielded a performance index of zero and a 1:00 distribution away from the CS+ yielded a performance index of 100. A final performance index was calculated by the average of both reciprocal indices for the two odors.

For ITM, flies were trained as described above, but tested 3 h after training. As a component of ITM, ARM was separated from ASM by cold-annivestic treatment, during which the trained flies were anesthetized on ice at 30 min before testing. In the end, ARM was calculated by subtracting the performance index of ARM from that of ITM for each training session on the same day, respectively.

Experiments were double blinded with respect to genotype and treatment and differently aged groups of various genotypes were measured side by side in randomized order.

Immunohistochemistry, confocal imaging and quantification. Adult brains were dissected in H1:3 on ice and immediately fixed in cold 4% paraformaldehyde (vol/vol) for 20 min at 20–30°C. After fixation, the samples were then incubated in 1% PBT (phosphate-buffered saline (PBS) containing 1% Triton X-100, vol/vol) for 20 min and pre-incubated in 0.3% PBT (PBS containing 0.3% Triton X-100) with 10% normal goat serum (vol/vol) for 2 h at 20–30°C. For primary antibody treatment, samples were incubated in 0.3% PBT containing 5% normal goat serum and the primary antibodies for 48 h at 20–30°C. After primary antibody incubation, brains were washed in 0.3% PBT, four times for 30 min at 20–30°C, and then overnight at 4°C. All samples were then incubated in 0.3% PBT with 5% normal goat serum containing the secondary antibodies for 24 h at 20–30°C. Brains were washed four times for 30 min at 20–30°C, then overnight at 4°C. Brains were finally mounted in Vectashield overnight before confocal scanning (Vector Laboratories). Antibodies were used at the following dilutions: rabbit antibody to ref(2)P (1:100)52 and Cy3-conjugated antibody to rabbit (1:400, Jackson ImmunoResearch, 111-165-006).

Image stacks of specimens were imaged on a Leica TCS SP5 confocal microscope (Leica Microsystems) using a 20×, 0.7 NA oil objective for whole-brain imaging with voxel size of 361 × 361 × 200 nm. Images were quantified using Imagej software (http://rsweb.nih.gov/ij/). Briefly, confocal stacks were merged into a single plane by using the maximum projection function. Subsequently, region of central brain was manually selected (using the free-hand function) and fluorescence intensity arbitrary units were measured and normalized to the area of the central brain for each brain.

**Ca2+ imaging using GCaMP3.0.** For Ca2+ imaging, GCaMP3.0 (ref. 56) was homoeozymously expressed under direct control of the mb247 enhancer. 3-d-old or 30-d-old female flies were briefly anesthetized on ice and immobilized in a small chamber under thin sticky tape. A small window was cut through the sticky tape and the cuticle of the head capsule using a splint of a razor blade. Trachea were carefully removed and the brain was covered with Ringler’s solution27 (which contains 5 mM HEPES, 130 mM NaCl, 5 mM KCl, 2 mM MgCl2, 2 mM CaCl2, 130 mM NaCl, 5 mM KCl, 2 mM MgCl2, 2 mM CaCl2,
pH = 7.3). Optical imaging was performed using a fluorescence microscope (Zeiss AxioScope 2 FS) equipped with a xenon lamp (Lambda DG-4, Shutter Instrument), a 14 bit CCD camera (Coolsnap HQ, Photometrics), a 20x water-immersion objective and a GFP filter set. Image acquisition was controlled using the software Metafluor (Visitron Systems, Puchheim). Images were acquired at a frame rate of 5 Hz, an illumination time of 80 ms and an excitation wavelength of 488 nm. Odors (4-methyl-cyclohexanol or 3-octanol, diluted 1:100 or 1:150, respectively, in mineral oil, or pure mineral oil) were applied to the flies’ antennae for 2 s each using a custom-built olfactometer at an air flow rate of 1 min⁻¹. Four to five odor stimulations were applied to each individual fly. Acquired images were aligned using the ImageJ plugin TurboReg and a customized Java script. Fluorescence emission was determined within a region of interest covering the horizontal mushroom body lobes, and background fluorescence determined in a region of interest outside the labeled structure was subtracted. Changes in fluorescence emission were calculated as AF/Fo, where F is the fluorescence measured at each time point and Fo the baseline fluorescence as the average of five frames before odor onset. The AF/Fo values of the four to five stimulations were averaged for each fly. For creating false color-coded images, five frames covering the peak of the increase in fluorescence were averaged and the average of five, preceding odor onset was subtracted.

Transcriptional profiling and Gene Ontology (GO) analysis. Spd⁺ and Spd⁰m5at⁻ flies of different ages (3 and 10 d) were flash frozen in liquid nitrogen and heads were collected after vortexing by mechanical separation. Total RNA was extracted from approximately 100 heads per sample using the RNeasy Lysip tissue Mini kit (Qiagen). Biological duplicates were performed for all conditions. mRNA was purified using the oligotex kit (Qiagen) and was reverse transcribed into a cDNA using the Superscript III Reverse Transcriptase (Invitrogen). Second strand synthesis was performed using the E. coli and T4 DNA polymerases (New England Biolabs). DNA end repair was performed on 9–20 ng of double stranded cDNA followed by ligation of Illumina sequencing adapters and size selection for 300 bp. Fragments were amplified linearly (14 PCR cycles), as validated by quantitative real-time PCR (qPCR), and sample quality was assessed using the 2100 Agilent Bioanalyzer. Cluster generation and sequencing-by-synthesis (36 bp) was performed using the Illumina Genome Analyzer IIX according to standard protocols of the manufacturer, with the exception of one sample (Spd⁺, 3 day, rep 2), which was sequenced on an Illumina HiSeq 2000. The image files generated by the Genome Analyzer IIX/Illumina HiSeq 2000 were processed to extract DNA sequence data. The raw sequence data from this study are available at the NCBI Gene Expression Omnibus (http://www.ncbi.nlm.nih.gov/geo/) under series accession number GSE38998. From the GAIIX, we obtained between 28 and 37 million reads, while the HiSeq produced 66 million reads (Supplementary Table 2). Sequenced reads were aligned to the Drosophila genome (NCBI build 5) using the Illumina Analysis Pipeline and the ELAND alignment software allowing one mismatch. Only tags that uniquely aligned to the genome were considered for further analysis and total alignment efficiency was between 70% and 82% (Supplementary Table 1), with the majority of unaligned reads mapping to repetitive sequences. The number of aligned reads mapping to gene coding sequences was counted using the python script htsq-cout (http://www.huber.embl.de/users/anders/HTSeq/doc/overview.html) with gene annotations extracted from the file Drosophila_melanogaster.BDGP5.70.gtf, available at http://wwwensembl.org. In all samples, over 95% of aligned reads mapped to exons and over 92% mapped unambiguously to one exon (Supplementary Table 1). The unambiguously mapped reads (ranging from 19–22 million reads for samples sequenced with the Illumina GAIIx and 45 million reads for the sample sequenced with the Illumina HiSeq) were used for further analysis of differential gene expression with the DESeq software. The number of reads per gene was normalized using DESeq and hierarchical clustering on Euclidean distances was performed using the normalized values, revealing a high degree of similarity between biological replicates (Fig. 5a). DESeq uses variability between biological replicates in all conditions to estimate a dispersion value for each gene, which is essential for determining the statistical significance of differential expression. Notably, we observed a high degree of correlation between gene expression level (normalized number of reads) and dispersion, with genes having a low number of reads exhibiting higher dispersion (Fig. 5b). We then used DESeq to identify genes that were differentially expressed in response to spermidine based on the negative binomial distribution (adjusted P < 0.05, fold change > 1.5; Fig. 5b). Overlap of differentially expressed genes (Fig. 5b) was determined and visualized as a Venn diagram using BioVenn, and GO analysis was performed using DAVID. The full data set of differentially expressed transcripts and GO-terms are provided in Supplementary Tables 2 and 3, respectively.

qPCR. For validation of differential expression, qPCR was performed using the GO-TaqqPCR master mix (Promega) and the 7900HT Fast Real Time PCR system (Applied Biosystems) according to the manufacturer’s instructions. qPCR was performed using dilutions of sequenced cDNA libraries from heads of 10-d-old spermidine-treated and untreated flies. Gapdh1 and 14-3-3 epsilon were used as reference genes for normalization and calculation of fold change differences between spermidine-treated and untreated samples. Subsequently, the Ct values of spermidine-treated samples were subtracted from that of control samples, resulting in –ΔΔCt and the relative concentrations were calculated as 2−ΔΔCt. All primers were tested for amplification efficiency according to standard methods (Supplementary Table 4).

Protein extraction, SDS-PAGE and western analysis. To detect poly-ubiquitinated proteins (PUPs), female fly heads (at least 60 of different age groups) were homogenized in 1% Triton X-100 (PBS containing protease inhibitors) on ice, the homogenates were centrifuged (12,000g) for 10 min (4 °C) and the supernatant (Triton X-100–soluble fraction) was collected. The remaining protein pellets were extracted with 2% SDS buffer (SDS fraction). In the case of Atg8a, the fly heads of females were homogenized in a 2% SDS buffer containing protease inhibitors. Protein concentrations were determined using BCA Assay Kit (Thermo Fischer) and 10 μg of total protein per sample was loaded and resolved on 4–20% gradient gels (BioRad) or 12% gels for PUP and Atg8a, respectively, followed by electroblotting to nitrocellulose membranes (Millipore). Subsequently, blots were probed with monoclonal mouse antibody to tubulin (1:1,000, Sigma Aldrich), which served as loading control, together with polyclonal rabbit antibody to ubiquitin (1:1,000, Cell Signaling Technology) and polyclonal rabbit antibody to GABARAP (detects ATG8α, used 1:1,000, MBL) as previously described. Immunoblots were scanned and intensity analysis was done using ImageJ software (using the gels and measurement function). The relative amounts of the PUP and Atg8a proteins from individual samples were quantified and corrected using antibody to tubulin as loading control. Statistical analysis was done in Microsoft Excel and GraphPad Prism software using one-way ANOVA and a Tukey post-test.

Climbing assay. Locomotor function of fruit flies was assessed using the climbing assay as previously reported with some slight modifications. Briefly, flies were previously sex-separated under mild CO₂ anesthesia at days 1 and 28. After recovery for 48 h (that is 3-d-old and 30-d-old flies), 10 flies were placed in a plastic vial, given 30 s to climb up. Each trial was video captured, and at the end of each trial the number of flies that climbed up to a vertical distance of 7 cm or above was recorded. Each trial was performed six times.

Statistics. Data were analyzed with Prism (GraphPad Software). No statistical methods were used to pre-determine sample sizes, but our sample sizes are similar to those reported in previous publications. For the behavioral studies and polynomials, the data were collected with the investigator blind to the genotypes, treatment and age of genotypes. There was no blinding in the other experiments. The data were collected and processed side by side in randomized order for all experiments. Data distribution was assumed to be normal but this was not formally tested. For comparison of more than two groups one-way ANOVA was used with either Bonferroni correction (except for Fig. 4a for which one-way ANOVA with Tukey correction was used. To compare two groups, non-parametric Mann-Whitney U tests were used (in case of Fig. 3).
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- Contributed in writing the manuscript.
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Optical Calcium Imaging Using DNA-Encoded Fluorescence Sensors in Transgenic Fruit Flies, *Drosophila melanogaster*

Shubham Dipt, Thomas Riemensperger, and André Fiala

Abstract

The invention of protein-based fluorescent biosensors has paved the way to target specific cells with these probes and visualize intracellular processes not only in isolated cells or tissue cultures but also in transgenic animals. In particular, DNA-encoded fluorescence proteins sensitive to Ca\(^{2+}\) ions are often used to monitor changes in intracellular Ca\(^{2+}\) concentrations. This is of particular relevance in neuroscience since the dynamics of intracellular Ca\(^{2+}\) concentrations represents a faithful correlate for neuronal activity, and optical Ca\(^{2+}\) imaging is commonly used to monitor spatiotemporal activity across populations of neurons. In this respect *Drosophila* provides a favorable model organism due to the sophisticated genetic tools that facilitate the targeted expression of fluorescent Ca\(^{2+}\) sensor proteins. Here we describe how optical Ca\(^{2+}\) imaging of neuronal activity in the *Drosophila* brain can be carried out in vivo using two-photon microscopy. We exemplify this technique by describing how to monitor odor-evoked Ca\(^{2+}\) dynamics in the primary olfactory center of the *Drosophila* brain.

**Key words** Optical Ca\(^{2+}\) imaging, Neuronal activity, *Drosophila melanogaster*, Two-photon microscopy, G-CaMP, Olfactory coding

1 Introduction

The invention of DNA-encoded fluorescence sensor proteins designed to report correlates of physiological processes within cells has brought forward physiological research remarkably [1, 2]. This progress is most evident if one goes beyond the investigation of single cultured cells or tissue preparations and aims at analyzing cellular processes in tissues of intact, living animals, e.g., in correlation with behavior. For a long time, analyzing intracellular, biochemical processes, e.g., second messenger-mediated signaling, has relied on biochemical assays that require mechanical tissue preparation while monitoring changes in membrane potential typically involves electrophysiological techniques. In both cases one can either investigate only very few cells with high temporal preci-
sion and high specificity with respect to cell types, or investigate larger pieces of tissue (e.g., parts of a brain) consisting of many diverse types of cells.

This situation has changed with the emergence of optical imaging techniques. The spatiotemporal dynamics of second messenger synthesis, kinase activity, vesicle release or membrane potential can now be monitored in real-time across larger arrays of cells using fluorescence dyes and appropriate microscopic setups [3]. The advantage of DNA-encoded fluorescence sensors over “conventional” synthetic fluorescence dyes is obvious. Perfusing tissues with a fluorescent dye relies on physical parameters, e.g., the diffusion properties of the dye or the tissue density at the site at which the dye is injected. The exact cell type to be monitored is, therefore, difficult to specify. Conversely, if the dye is injected directly into the cells under investigation, the number of cells that can be simultaneously analyzed remains limited. On the contrary, DNA-encoded fluorescence proteins can be expressed by cells under the control of regulatory DNA elements (e.g., enhancers or promoters) that specify the cells with respect to a common genetic identity and, potentially, a common function. This advantage is most obvious in nervous tissue, as information processing is typically accomplished by networks of diverse types of interconnected nervous cells. Neuronal activity is primarily characterized by changes in membrane potential and subsequent transmitter release at chemical synapses, and the modulation of neuronal activity often involves second-messenger cascades. DNA-encoded fluorescence probes that are sensitive to these parameters indeed exist, which enables one to monitor dynamic changes in the synthesis of cyclic nucleotides [4], membrane potential [5] or intracellular Ca\textsuperscript{2+} [6]. Unfortunately, the DNA-encoded voltage sensor proteins designed for optically recording changes in membrane potential that are currently available do not yet provide sufficient signal-to-noise ratios for in vivo applications. On the contrary, sensors reporting synaptic vesicle release [7] have been very successfully used in the nervous system of largely intact animals. However, the most commonly measured parameter as a correlate of neuronal activity is the concentration of intracellular Ca\textsuperscript{2+} [6]. Whereas Ca\textsuperscript{2+} serves as a signaling molecule in various neuronal subcompartments [8], its overall cytosolic concentration represents a good correlate of membrane depolarization, albeit with limited temporal resolution. Since the first descriptions of a genetically encoded calcium indicator (GECI) [9, 10], a large variety of GECIs have been created that differ in their principal mode of action (Förster resonance energy transfer between two chromophores or direct shifts in emission intensity of a single chromophore), their Ca\textsuperscript{2+} affinity and several physical parameters, e.g., sensitivity to environmental cellular conditions (for reviews see refs. 2, 3, 11). The DNA of these GECIs can be readily transferred into cells by electroporation, transfection.
reagents, or somatic transfections, e.g., mediated by viruses. The advantages of DNA-encoded sensor proteins are most evident in the context of transgenic animals. Indeed, germ line transformation can now be accomplished in a variety of organisms. Currently, a repertoire of sophisticated genetic techniques that enable researchers to restrict the expression of transgenes, in this case a Ca\(^{2+}\) sensor protein, to small and selected subsets of cells or at defined developmental stages are available for several model organisms, e.g., in the round worm *Caenorhabditis elegans*, the zebrafish *Danio rerio*, the house mouse *Mus musculus* or the fruit fly *Drosophila melanogaster*. Here we focus on *Drosophila melanogaster* as a model organism, and in particular on optical in vivo Ca\(^{2+}\) imaging in the brain [12]. For a protocol describing germ line transformation in *Drosophila* please refer to [13].

Besides the availability of versatile genetic tools by which transgenes can be selectively expressed [14], a prominent feature of *Drosophila* is its relatively large behavioral repertoire relative to *C. elegans*, despite having a relatively simple central nervous system (when compared to vertebrates). Technically, a major strength of *Drosophila* relies on bipartite expression systems by which the spatial and temporal expression of the GECI (or any other transgene) is achieved by crossing a “driver strain” expressing a transactivating molecule to a second transgenic “reporter strain” that carries the DNA sequence of the GECI whose expression is controlled by the transactivator [14]. The most commonly used binary expression system is the Gal4-UAS system [15], but several alternative systems have been described with a number of variations that help restrict the expression of the transgene precisely to neurons of interest [12, 14].

Here, we describe how optical Ca\(^{2+}\) imaging of neuronal activity in the intact brain of an entire transgenic animal can be practically performed using the olfactory system of the *Drosophila* brain as an example. Fruit flies perceive odors with ~1,200 olfactory sensory neurons located on the third antennal segments and the maxillary palps [16]. Each olfactory sensory neuron expresses one or very few olfactory receptors, each of which detects a variable range of odorants [17]. These sensory neurons project with their axons to the antennal lobe, the primary olfactory center of the fly’s brain, and extend their terminal arborizations into spherical structures called glomeruli [16]. Since each sensory neuron expresses a limited number of olfactory receptors with a specific ligand-binding profile [17], odor information is subsequently represented within the antennal lobes as spatiotemporal patterns of glomerular activities [18]. To determine the spatiotemporal activation of neuronal structures in the *Drosophila* brain, we use two-photon microscopy because the application of wide-field microscopy is limited by light scattering across the z-axis of extended pieces of tissue. The invention of two-photon micros-
copy [19] has helped to improve spatial resolution by restricting the excitation of chromophores to defined focal planes. In summary, we intend to demonstrate how in vivo optical Ca\textsuperscript{2+} imaging in the brain of an intact transgenic animal can be achieved by providing a protocol for monitoring odor-evoked changes in Ca\textsuperscript{2+} concentration in olfactory sensory neurons at the level of the antennal lobes of *Drosophila* using two-photon microscopy.

## 2 Materials

### 2.1 Materials for the In Vivo Preparation

#### 2.1.1 Transgenic Drosophila Strains

1. The “driver strain” Or83b-Gal4 [20].
2. The “reporter strain” UAS-G-CaMP 3.0 [21].

A variety of different transgenic fly lines carrying the DNA of diverse GECIs have been described (reviewed by [12, 23]). For preparations in which slight movements of the specimen cannot be completely avoided, we prefer FRET-based sensors because shifts in fluorescence intensity caused by movements can be corrected through the intrinsic ratiometric properties of these sensors [12, 18, 23, 24]. For other purposes, single chromophore sensors, e.g., G-CaMP 3.0 [21], are advantageous because only one emission wavelength needs to be detected. In order to express G-CaMP 3.0 in specific neuronal subsets, a “driver strain” that specifies the expression pattern must be chosen. Several binary expression systems have been described to date (reviewed by [12, 14, 23]). The most commonly used system is the bipartite Gal4-UAS expression system [15], which we have used in our example here. To express G-CaMP 3.0 in olfactory sensory neurons, we have chosen a well described Gal4 driver line that expresses Gal4 under the control of a promoter fragment for the olfactory receptor co-receptor “Or83b” [20]. Both strains are available at the Bloomington stock center (http://flystocks.bio.indiana.edu/). The F1 progeny from the cross of these two strains will express G-CaMP 3.0 specifically in a large population of olfactory sensory neurons.

#### 2.1.2 Materials for the In Vivo Brain Preparation

1. Microscope slides (~76 mm × 26 mm × 1 mm).
2. Fine stainless steel metal mesh (diameter of wire ~0.3 mm).
3. Regular transparent adhesive tape.
4. 0.1 mm breakable razor blades and blade holder.
5. A pair of very fine forceps (tip < 0.1 mm).
6. A syringe with a very fine diameter (0.5 mm).
7. Ringer’s solution: 5 mM HEPES-NaOH, pH = 7.3, 130 mM NaCl, 5 mM KCl [17], 2 mM CaCl\textsubscript{2}, 2 mM MgCl\textsubscript{2}, and 36 mM sucrose [22].
8. Binocular stereomicroscope.
9. Low melting agarose with a congealing temperature of 26–30 °C.

First one has to build a preparation chamber in which the animal can be positioned and immobilized for the surgery and the optical imaging. To accomplish this, cut a piece of the metal mesh about the width of the objective slide. Put the metal mesh pieces over the microscope slide and fix it by wrapping it around the microscope slide using adhesive tape (Fig. 1a, step 1). Stick several layers of adhesive tape (about the thickness of a fly, i.e., ~1.5 mm) on top of the mesh. Then use a splint of a breakable razor blade and the blade holder to cut a small chamber of about the size of a fly (~3 × 1 × 1.5 mm³) into the layers of adhesive tape (Fig. 1a, step 2). In front of the chamber, cut a passage through the layers of the adhesive tape for the odor application (Fig. 1a, step 2). The fly can now be positioned into this chamber for the preparation and optical imaging (Fig. 1a, steps 3–5).

Optical Ca²⁺ imaging in the brain of Drosophila can be performed using a regular wide-field fluorescence microscope equipped with a sensitive CCD camera and appropriate filters. In fact, in many cases a wide-field microscope provides advantages over laser scanning microscopes if the z-axis resolution is not important [23, 24]. If one intends to differentiate between focal planes in the z-axis, however, an upright two-photon microscope is beneficial. User-friendly two-photon microscopes are available from several companies. In any case, the microscope and the laser should be installed on a well-damped vibration-isolated table on air supports. For two-photon excitation of the fluorophore, a mode-locked titanium:sapphire laser is needed as a light source (e.g., Chameleon lasers from Coherent or Mai Tai/Tsunami lasers from Spectra-Physics). These lasers generate femtosecond pulses of infrared light in the range between ~700 and 1,000 nm. The microscope should be equipped with a sensitive photomultiplier for detection and an X/Y-scanning unit with high scanning speed (at least 5 frames/s). For using the Ca²⁺ indicator G-CaMP 3.0, an excitation wavelength of 920 nm is appropriate. To separate excitation and emission light, a dichroic mirror (690 nm long pass) is required. The G-CaMP emission can be detected using a regular GFP band-pass filter. Importantly, the microscope must be equipped with a water immersion objective appropriate for infrared imaging, in our case a 20× objective (NA = 1.0). A xenon lamp as a conventional light source and a regular GFP filter set is helpful to locate the structures of interest. Software for data acquisition and the control of the components of the microscope is, of course, commercially available according to the microscope system used. Data analysis, however, is recommended to be done with specialized image processing software, e.g., MetaMorph (Molecular Devices) or ImageJ.
Fig. 1 (a) Schematic illustration of the fly brain in vivo preparation: (1) To restrain the fly in a small chamber, a metal grid is placed on a microscope slide and fixed with several layers of adhesive tape. Altogether the sticky tape layers should measure approximately the height of a fly. (2) A small passage is cut into the layers of the adhesive tape, leaving enough space for the fly and the tubing for the odor application. (3) The fly is placed into this corridor with the tubing directed towards its antennae. The chamber is then sealed from above with sticky tape. (4) In the next step a small window is cut into the adhesive tape, providing access to the head capsule such that the cuticle can be cautiously removed (5). (b) Schematic illustration of the optical imaging setup. The exposed brain is covered with Ringer’s solution and placed under the microscope equipped with a water immersion objective. The Ca$^{2+}$ sensor (e.g., G-CaMP 3.0) is excited by a 2-Photon laser, for G-CaMP at 920 nm with a maximum emission wavelength of ~509 nm. Odorants can be applied via a custom-built olfactometer that ensures a constant air flow rate for each odorant.
For odor stimulation, a custom-built stimulus device ("olfactometer") is used to apply the air-borne odors at constant airflow rates and the desired concentrations. In our case, the air is pumped by a regular aquarium pump into the olfactometer and separated into different channels controlled by computer-triggered electronic valves. The software controlling the microscope should be capable of controlling these additional devices. The individual airstreams are guided into Teflon tubings with a constant air flow rate of ~1 ml/s and from there to small (20 ml) odorant vials containing the odorants of choice. Under non-stimulation conditions, air is guided through a Teflon tube containing only the diluent, e.g., air or mineral oil. Airflows from different odor vials converge to a single outlet in front of the animal’s antennae. To directly eliminate the odors from the experimental setup, an exhaust tube behind the animal is necessary to avoid odor contamination of the air. It is, of course, most important that contamination of all parts of the olfactometer with odorants is prevented and that any mechanosensory artifacts, such as might be caused by an air pressure decrease, are avoided. A variety of very similar olfactometer systems has been described (e.g., [25]).

3 Methods

3.1 In Vivo Preparation of a Drosophila Brain

1. Flies selectively expressing the G-CaMP 3.0 sensor [21] in neurons of interest can be generated by crossing the appropriate Gal4 line to the transgenic UAS-G-CaMP 3.0 line. In our experiments, we have crossed UAS-G-CaMP 3.0 with Or83b-Gal4 [20], which drives expression in a majority of olfactory sensory neurons (see Note 1).

2. Immobilize the flies by cooling in an empty vial for no longer than 10 min in ice (see Note 2).

3. Use a small brush to gently put a single fly into the preparation chamber (see Fig. 1a step 3) described above and quickly seal it on top with a piece of adhesive tape before the animal recovers from anesthesia such that the fly remains restrained and the head capsule is in contact with the sticky surface of the adhesive tape.

4. Cut a small window through the adhesive tape and the cuticle of the head capsule with a splinter of a breakable razor blade. Appropriate blade holders are commercially obtainable (see Fig. 1a steps 4 and 5) (see Note 3).

5. To ameliorate optical access to the brain, remove cuticular structures as well as possible, then remove trachea and any accumulated fat from the head capsule using fine forceps. Proceed very carefully to avoid harming the brain tissue.
6. Remove the hemolymph surrounding the brain carefully using small pieces of tissue paper and then inject 2 % low melting agarose into the head capsule using a fine syringe of 0.5 mm diameter. Of course, the agarose should be close to the congealing point and not too warm. This step avoids desiccation and it physically immobilizes the tissue. The preparation is subsequently covered with Ringer's solution and the preparation chamber containing the fly is placed under the microscope.

3.2 Optical Ca^{2+} Imaging

1. Focus on the structure of interest (in our case the antennal lobes) using blue (488 nm) light from a regular light source, e.g., a xenon lamp, either by eye through the oculars or using a camera. Keep the illumination time as short as possible to avoid bleaching of the Ca^{2+} sensor.

2. Switch to the laser-scanning mode and refocus the specimen using the appropriate laser wavelength and band-pass filter (for G-CaMP 3.0 a two-photon excitation wavelength of 920 nm and a band-pass filter for GFP emission can be used). At this step fast scanning at low resolution is advisable to minimize bleaching.

3. Once the focus is set, choose a region of interest within which to scan the specimen. To maximize the scanning speed while maintaining the highest possible image resolution, the region of interest should be chosen as small as possible but large enough to cover all structures of interest.

4. Adjust the laser power and gain such that the laser power is low enough to avoid photo-toxicity, bleaching and heat production, but high enough that the baseline fluorescence is sufficiently visible.

5. Depending on the particular application and the expression level of the Ca^{2+} sensor, the scan speed may need to be adjusted. The adjustment of the frame rate may depend on the signal intensity of the baseline fluorescence, but frame rates from 3 to 10 Hz are reasonable for most physiological experiments. Lower frame rates increase photon collection per pixel at the cost of temporal resolution.

6. For the measurement itself, it is necessary to keep the number of acquired images as low as possible to avoid bleaching, but high enough to determine a reliable baseline as well as the onset and offset of the stimulus-evoked Ca^{2+} influx. For example, in the experiments shown in Fig. 2, a physiological stimulation with an odor of 2 s duration was used. The dynamics of intracellular Ca^{2+} concentration were observed using a recording protocol lasting for 85 frames at 5 Hz frame rate during which the odor stimulus was presented between frames 25–35. Between each measurement of physiological stimulations, a
break period should be included to avoid continuous excitation of the fluorophore and potential photo-toxic effects. The acquisition is repeated several times at the desired focal planes.

3.3 Data Analysis

1. If there are slight movements of the structures under investigation during image acquisition, it is possible to align all the acquired images to reduce the movement effects using specialized algorithms (see Note 4).

2. In order to quantify potential dynamics in emission intensity reflecting intracellular Ca\(^{2+}\) dynamics using image processing software, arrange the acquired image files as a stack of images. Mark a region of interest (ROI) around the structure to be analyzed and obtain the raw grey values from the pixels within the ROI (see Fig. 2).
3. Take the averaged values across the selected ROI from several images before the stimulus onset to obtain a reliable baseline fluorescence value \( (F_o) \).

4. Obtain the fluorescence values from the same ROI from all images before, during and after the stimulation and calculate \( (F_i - F_o)/F_o \), where \( F_i \) is the grey values reflecting the intensities from all images. As a result, the relative changes in emission intensity are obtained, representing the time course of stimulus-evoked Ca\(^{2+}\) activity within the ROI (see Fig. 2d).

5. To visualize the spatial distribution of Ca\(^{2+}\) activity across the entire structure of interest (e.g., the antennal lobe), separately average several pre-stimulus images and post-stimulus images. The averaged pre-stimulus images reflect the baseline fluorescence intensity whereas the averaged post-stimulus images should indicate the time-point of maximum Ca\(^{2+}\) concentration evoked by the stimulation. In the case of Fig. 2b, c, three images before the odor onset were selected as pre-stimulus images \( (F_{\text{pre}}) \) and the images at around 2 s after the onset were chosen as post-stimulus images \( (F_{\text{post}}) \). The averages of both were subjected to a mean filter in which several pixels around each pixel as a center (in our case \( 5 \times 5 \)) are averaged to remove noise. \( (F_{\text{post}}/F_{\text{pre}}) - 1 \) was calculated which equals \( (F_{\text{post}} - F_{\text{pre}})/F_{\text{pre}} \). To shift all pixels to positive values (negative values cannot be depicted in an image), an arbitrary number is added which then reflects the baseline. To present the data in percentage values, multiply it by a factor of 100. The resulting images are then shown in false-colors in which the different colors cover the range of signal intensities. One can superimpose these images onto the grey scaled baseline fluorescence images if one skips the lowest values, thereby showing only highly activated regions in correlation with the entire anatomy of the structure (Fig. 2b, c).

4 Notes

1. If expression level of the GECI is too low, it is helpful to create flies that are homozygous for both the UAS construct and the Gal4 construct. Raising the animals at higher temperatures (e.g., 29 °C) also may help to increase expression levels of the GECI.

2. Anesthetizing the animals using CO\(_2\) or chemicals is not recommended because it may affect the central nervous system.

3. Be careful that no Ringer’s solution leaks through the window over the head capsule so that the antennae remain dry.

4. For aligning the images obtained by two-photon microscopy, we use a custom-written JAVA script executable by ImageJ which is based on the plugin “TurboReg” [26]. This rigid body algorithm uses landmarks present in a target image and aligns source images.
to target images such that the mean-squared difference between the source and the target images are minimized.
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Differential Associative Training Enhances Olfactory Acuity in Drosophila melanogaster
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Training can improve the ability to discriminate between similar, confusable stimuli, including odors. One possibility of enhancing behaviorally expressed discrimination (i.e., sensory acuity) relies on differential associative learning, during which animals are forced to detect the differences between similar stimuli. Drosophila represents a key model organism for analyzing neuronal mechanisms underlying both odor processing and olfactory learning. However, the ability of flies to enhance fine discrimination between similar odors through differential associative learning has not been analyzed in detail. We performed associative conditioning experiments using chemically similar odorants that we show to evoke overlapping neuronal activity in the fly’s antennal lobes and highly correlated activity in mushroom body lobes. We compared the animals’ performance in discriminating between these odors after subjecting them to one of two types of training: either absolute conditioning, in which only one odor is reinforced, or differential conditioning, in which one odor is reinforced and a second odor is explicitly not reinforced. First, we show that differential conditioning decreases behavioral generalization of similar odorants in a choice situation. Second, we demonstrate that this learned enhancement in olfactory acuity relies on both conditioned excitation and conditioned inhibition. Third, inhibitory local interneurons in the antennal lobes are shown to be required for behavioral fine discrimination between the two similar odors. Fourth, differential, but not absolute, training causes decorrelation of odor representations in the mushroom body. In conclusion, differential training with similar odors ultimately induces a behaviorally expressed contrast enhancement between the two similar stimuli that facilitates fine discrimination.

Key words: associative learning; Drosophila melanogaster; odor discrimination; olfaction; optical calcium imaging; sensory processing

Introduction

Most animals are able to detect, differentiate, and learn odors as indicators for food, mating partners, or hazardous substances. The fruit fly, Drosophila melanogaster, represents a key model organism for the analysis of genetic and neuronal mechanisms underlying odor detection and odor processing (Vosshall and Stocker, 2007). Moreover, Drosophila is widely used for investigating the neuronal basis of associative olfactory learning (Davis, 1993; Heisenberg, 2003; Fiala, 2007). Fruit flies detect odors with olfactory sensory neurons (OSNs) located on the third antennal segments and maxillary palps (Vosshall and Stocker, 2007). Each OSN expresses one or very few specific olfactory receptors, and those OSNs that express the same receptors converge onto the same glomeruli in the antennal lobes (Vosshall and Stocker, 2007). The glomeruli are interconnected by local interneurons (Chou et al., 2010; Seki et al., 2010) that have been implicated in gain control (Olsen and Wilson, 2008; Root et al., 2008), temporal synchronization, and decorrelation of odor-evoked activity (Wilson et al., 2004; Wilson and Laurent, 2005). They have also been hypothesized to facilitate fine discrimination of similar odors (Wilson and Laurent, 2005). Olfactory projection neurons convey the odor information to the lateral horn and the mushroom body (Tanaka et al., 2004), a brain region critical for associative olfactory learning (Heisenberg, 2003).

Odor concentration and composition are often variable in time and space. This confronts the animal with a source of uncertainty about odor identity and, hence, possible relevance. To solve the problem of assigning relevance to variable stimuli, animals are able to generalize (i.e., to transfer a learned behavioral response to stimuli that are similar yet slightly different from a cue experienced as rewarding or punishing) (Pavlov, 1927; Guttman and Kalish, 1956; Ghirlanda and Enquist, 2003). The degree to which animals generalize across stimuli can be regarded as to which degree these are perceived as similar or distinct (Shepard, 1987; Pearce, 1994; Guerrieri et al., 2005; Niewalda et al., 2011). Perceptual similarity is, however, subject to experience. In some instances, it is advantageous for the animal to learn to differentiate precisely a relevant stimulus from a physically similar, but
irrelevant, one. Enhanced behaviorally expressed discriminability between similar odors, which is referred to as olfactory acuity (Wilson and Stevenson, 2006), can be induced by differential associative learning in the course of which a conditioned stimulus (CS\(^-\)) is reinforced by punishment or reward; a second, similar stimulus (CS\(^+\)) is explicitly not reinforced (Pavlov, 1927; Hanson, 1959; Giurfa, 2004; Mishra et al., 2010). The ability to shift olfactory discrimination from generalizing across to differentiating between similar odors has been demonstrated in many species (Bitterman et al., 1983; Cleland et al., 2002; Fletcher and Wilson, 2002; Li et al., 2008; Mishra et al., 2010; Chapuis and Wilson, 2011; Chen CF et al., 2011). In *Drosophila*, however, it remains unclear whether differential training with similar odors enhances olfactory acuity as to facilitate distinction between them. We addressed this question using chemically similar odorants and analyzed the experience-dependent, relative change in perceptual similarity caused by differential training.

### Materials and Methods

**Drosophila strains and fly husbandry.** Flies were raised on standard cornmeal medium at 25°C, 60% humidity, and a light/dark cycle of 12 h/12 h. The flies were raised in plastic vials containing ~30 ml medium with ~200–300 animals per vial and were transferred to fresh vials every 2–3 d. All behavioral experiments were performed between 1.5 and 10.5 h Zeitgeber time, ensuring controlled circadian conditions. Wild-type flies of the Canton-S strain were used if not stated otherwise, and the feeding status was equal throughout all experiments. For targeting local interneurons in the antennal lobe, the Gal4-enhancer-trap lines NP1227 and NP2426 (Sasche et al., 2007) were used. For visualizing these neurons, the flies were crossed with flies homozygous for both UAS-mCD8-GFP and UAS-syb-GFP, kindly provided by S. Birman. For blocking synaptic transmission, a fly strain with two copies of the temperature sensitive shibire\(^{16}\) allele on the X-chromosome and the third chromosome under control of UAS was used (Kitamoto, 2001). For monitoring Ca\(^{2+}\) activity in olfactory sensory neurons or olfactory projection neurons, respectively, flies homozygous for Or83b-Gal4 (Wang et al., 2003) or GH146-Gal4 (Stocker et al., 1997) and UAS-GCaMP3.0 (Tian et al., 2009) were used. For monitoring Ca\(^{2+}\) activity in the mushroom body, GCaMP3.0 was expressed under direct control of the mb247-promoter (Pech et al., 2013).

**Learning assays.** For associative olfactory learning, groups of ~100 flies (5–9 d old) were trained as described by Tully and Quinn (1985) with modifications: four experiments were performed simultaneously in a modified learning apparatus described by Schwaerzel et al. (2002). A constant airflow of ~167 ml/min in each training tube assured a constant odor flow inside the training tubes. The experiments were performed at diffuse light conditions and at a relative humidity of 60–80%. Experimental groups were tested in parallel in a pseudo-randomized way, and flies were stringently controlled for their feeding status. To block synaptic transmission using UAS-shibire\(^{16}\) flies, the temperature was adjusted to 31–33°C. All other experiments were performed at 24–26°C. Before each experiment, flies were transferred to empty vials and kept for 10 min at the respective temperature before the onset of the experiment. The odor 4-methylcyclohexanol (MCH), 3-octanol (3-Oct), 1-octen-3-ol (1-Oct), pentyl acetate (PA), and butyl acetate (BA) were purchased from Sigma-Aldrich and diluted in mineral oil. Training started 1 min after transferring the flies into training tubes each covered inside with an electrifiable grid. Each odor was presented for 1 min with a 1 min break between two odor applications. One odor (CS\(^+\)) was temporally paired with 12 electric shocks of 90 V DC (1.25 s shock and 3.75 s interpulse intervals). The flies were raised in plastic vials containing 30 ml medium with 30 ml mineral oil. The flies were placed in the middle compartment between two arms of the T-maze. During the test of 1 min, 12 electric shocks of 90 V DC (1.25 s shock and 3.75 s interpulse intervals) were administered on one side and flies could distribute freely between the two sides. An avoidance index was calculated as the number of flies in the electrified tube minus the number of flies on the opposite side divided by the total number of flies.

**Odor preference.** Odor preference was assayed in the same training apparatus used for olfactory learning by placing the flies in the middle compartment between the two arms of the T-maze partition. One arm was equipped with an odor cup containing an odorant, whereas the odor cup on the other arm contained the solvent mineral oil. The flies were allowed to distribute for 2 min. A preference index was calculated as the number of flies in the arm containing the odor minus the number of flies in the opposite arm of the T-maze divided by the total number of flies.

**Functional calcium imaging.** Female flies (3–5 d old) expressing the genetically encoded Ca\(^{2+}\) sensor GCaMP3.0 (Tian et al., 2009) were immobilized for ~5 min on ice. A single fly was subsequently placed in a custom-built fly holder and fixed using adhesive tape. A piece of a razor blade and a blade holder were used to cut a window through the tape and the cuticle of the fly’s head. After careful removal of fat bodies and trachea, 1.5% low melting agarose solution (Sigma-Aldrich) diluted in Ringer’s solution (5 mM HEPES, pH 7.4, 130 mM NaCl, 5 mM KCl, 2 mM CaCl\(_2\), 2 mM MgCl\(_2\), 36 mM sucrose) of ~28°C was applied to the open head capsule. Ca\(^{2+}\) imaging was performed using an LSM 7 MP two-photon microscope (Carl Zeiss) equipped with a mode-locked Ti:sapphire Chameleon Vision II laser (Coherent), a 500–550 nm bandpass filter and a Plan-Apochromat 20x/1.0 NA water-immersion objective (Carl Zeiss). Attached to the microscope was a custom-built device to supply odorous air with a constant flow rate of 1 ml/s directly to the fly’s antennae as described previously (Riemensperger et al., 2005). Ont set and duration of the odor stimulus were controlled using a custom-written LABVIEW program (National instruments). Ca\(^{2+}\) dynamics were monitored at an image acquisition rate of 5 Hz and an excitation wavelength of 920 nm. For the measurements in olfactory sensory neurons, the odorants were presented three times each with a 20 s break between each stimulation, and data from three repetitive experiments were averaged for each fly. For measurements in olfactory projection neurons, which involved learning experiments, each odorant was presented only once with a 20 s break between each stimulation. In both olfactory sensory neurons and projection neurons, Ca\(^{2+}\) dynamics in the antennal lobe were measured in three different focal planes. Individual glomeruli were identified using optical sections and a 3D model of the glomerular structure of the antennal lobe (Laisne et al., 1999) available online in the fly brain atlas at http://www.flybrain.org (Armstrong et al., 1995) and by repeatedly comparing activity patterns across flies. Only those glomeruli that could be identified in all flies measured were further analyzed. The images were aligned to reduce small shifts in the X-Y direction using a custom written ImageJ plugin based on the TurboReg plugin (Thévenaz et al., 1998). The mean of five images before stimulus onset was used as baseline fluorescence (F\(_0\)). The difference in intensity (ΔF) was calculated by subtracting F\(_0\) from the fluorescence intensity value of each image (F\(_i\)) and subsequently divided by the baseline fluo-
Results

Generalization across two chemically and physiologically similar odors

For our study, we chose two odorants, 3-Oct and 1-Oct, whose chemical structures differ only by one covalent bond (Fig. 1A). The odorant MCH serves as a chemically distinct odorant for comparison (Fig. 1A). We first determined the perceptual similarity between these odorants as expressed by the degree to which the animals generalize across them. Inmate, naive preferences for the odors and their learnability are, however, often dependent on odorant concentration, and the flies’ evaluation of odor quality can also be affected by the concentration (Masek and Heisenberg, 2008). To exclude potential effects of differential naive preference behavior, we first adjusted the respective odorant concentrations so that the flies’ naive odor preferences were completely balanced. At the concentrations used throughout all experiments, the three odorants were slightly attractive to the animals, as indicated by positive preference indices (Fig. 1B). Because, in learning experiments, the animals were exposed to odors for 1 min with or without electric shock punishment, we tested whether the mere exposure to the odors would affect preference behavior, which was not the case ($F_{(2,45)} = 0.03$, $p = 0.96$; one-way ANOVA). Behavioral adaptation due to 1 min odor exposure at the concentrations used could therefore be excluded. The diluent mineral oil did not evoke any behavioral response in a choice situation with blank air as alternative (Fig. 1B). In an absolute associative learning paradigm, we used either odor as a conditioned stimulus paired with electric shock punishment, or without any punishment, respectively. That is, the odor presentation was temporally paired with electric shocks ($\text{CS}^+$) and the presentation of the diluent was not ($\text{CS}^-$). In a reciprocal group the diluent served as $\text{CS}^+$ and the odor as $\text{CS}^-$ (Fig. 1C). The absolute training procedure was combined thereby with a reciprocal experimental design to exclude nonassociative effects (Dudai, 1977). The animals acquired an equally strong aversion to the $\text{CS}^+$ after training with either odor ($F_{(2,45)} = 0.4$, $p = 0.68$; one-way ANOVA), which reflects an equal learnability of all three odor used (Fig. 1D). However, when the learning indices obtained in these reciprocal experiments were separated for those animals exposed to the odors as a $\text{CS}^+$ and those that were exposed to the odors as a $\text{CS}^-$, strong learned odor avoidance was observed in those animals in which the odor has been paired with the punishment, as indicated by negative preference indices (Fig. 1E). In contrast, those animals that perceived the odor as a $\text{CS}^-$ still showed an attraction toward the odorant that was even slightly higher than the innate preference, although the increase in odor preference is statistically significant only for the odorant 3-Oct ($t_{(30)} = -5.1$, $p < 0.01$), but not for 1-Oct ($t_{(30)} = -1.3$, $p = 0.19$) and MCH ($t_{(30)} = -1.75$, $p = 0.09$; two-sample t test) (Fig. 1F). Pairing the diluent mineral oil with electric shocks did not induce any learning ($t_{(15)} = -0.04$, $p = 0.97$; one sample t test) (Fig. 1F), confirming that the diluent did not cause a behavioral response and is not learned as a stimulus. After balancing the concentration of the three odorants such that they induced equal innate preference and showed equal learnability, we tested whether flies could generalize across the odors presented. To do so, we reciprocally trained them with one odor as $\text{CS}^+$ or $\text{CS}^-$, respectively, and tested for their response to the same or a novel odor in a choice situation. This “recognition experiment” revealed that training with either 1-Oct (Fig. 1G) or 3-Oct (Fig. 1H) in a reciprocal, absolute learning paradigm caused avoidance not only of the trained odor (gray bars), but also of the chemically similar odor
to a high degree (Fig. 1G: 1-Oct vs MCH: $t_{(30)} = -11.6, p < 0.01$; 3-Oct vs MCH: $t_{(30)} = -6.4, p < 0.01$; 3-Oct vs 1-Oct: $t_{(30)} = 5.2, p < 0.01$; Figure 1H: 3-Oct vs MCH: $t_{(30)} = -10.7, p < 0.01$; 1-Oct vs MCH: $t_{(30)} = -5.6, p < 0.01$; 1-Oct vs 3-Oct: $t_{(30)} = 5.7, p < 0.01$; one-way ANOVA with Bonferroni post hoc tests). The dissimilar odor, MCH, was only slightly avoided after training with 1-Oct or 3-Oct. Conversely, associative training with MCH did not cause any generalization when 1-Oct or 3-Oct was presented in the test situation (1-Oct vs MCH: $t_{(30)} = -12.9, p < 0.01$; 1-Oct vs 3-Oct: $t_{(30)} = 0.4, p = 1$; 3-Oct vs MCH: $t_{(30)} = -13.3, p < 0.01$; one-way ANOVA with Bonferroni post hoc tests) (Fig. 1I). The chemical similarity/dissimilarity of the three odorants is therefore reflected in equivalent degrees of generalization.

To test for a potential physiological manifestation of odor similarity as expressed in behavior, we performed optical Ca$_{2+}$ imaging experiments (Riemersperger et al., 2012) and monitored odor-

Figure 1. Generalization across similar odors. A, Chemical structures of the three odorants used: 3-Oct, 1-Oct, and MCH. B, Odor preference of flies for the odorants 3-Oct, 1-Oct, and MCH at the dilutions indicated within the bars in a 1-maze choice situation against the diluent mineral oil (Oil). White bars represent the preferences of naive flies. Gray bars represent the responses of flies that were preexposed to the respective odor for 1 min. No significant differences between preexposed and naive animals (two-sample t test), and no differences between the three odors at the indicated concentrations were observed. n.s., Not significant ($p > 0.05$; one-way ANOVA). Bars indicate mean ± SEM; $n = 16$ for each experiment. C, Schematic illustration of the absolute associative conditioning regimen. Green box represents odor or diluent (mineral oil) that is temporally paired with electric shocks (red boxes). Gray box represents odor or diluent stimulation without punishment. During the test, the trained flies were subjected to a choice situation between odor and mineral oil. 

D, Equal learnability of the three odors after absolute, reciprocal training. n.s., Not significant ($p > 0.05$; one-way ANOVA). Bars indicate mean ± SEM; $n = 16$ for each experiment. Either the odor or the diluent was temporally paired with electric shocks (gray boxes in the schematic illustrations). Negative learning indices indicate learned avoidance of the stimulus previously paired with the electric shocks. E, Preference indices of animals subjected to an odor simultaneously with the electric shocks and the diluent without electric shocks. For comparison, the dotted lines indicate odor preferences of untrained animals that have been preexposed to the odor as shown in B. The associative training caused an aversive behavior, indicated by negative preference indices. Bars indicate mean ± SEM; $n = 16$ for each experiment. F, Preference indices of animals that have received electric shock stimulation simultaneously with the presentation of the diluent, but not during odor presentation. The dotted lines indicate odor preference indices of untrained animals that have been preexposed to the odor as shown in B. The training caused a slight increase in attractiveness compared with the naive preference, which is statistically significant only for 3-Oct (3-Oct: naive vs trained, $p < 0.001$, two-sample t test). Bars indicate mean ± SEM; $n = 16$ for each experiment. G–I, Absolute, reciprocal training of 1-Oct (G), 3-Oct (H), and MCH (I) against the diluent mineral oil and test for the avoidance of each odor. In all cases, flies strongly avoided the trained odor (gray bars). Generalization was observed if flies were trained with either 1-Oct or 3-Oct and tested for the respective similar odor, but not if they were tested for the dissimilar odor MCH (G, H). Flies did not generalize to 1-Oct or 3-Oct after training with MCH (I, n.s., Not significant ($p > 0.05$; one-way ANOVA with Bonferroni post hoc test). ***$p < 0.001$ (one-way ANOVA with Bonferroni post hoc test); $n = 16$ for each experiment. Bars indicate mean ± SEM.
evoked Ca\textsuperscript{2+} activity in terminal arborizations of OSNs in the antennal lobes. Here, distinct OSNs expressing defined receptor proteins converge into identified glomeruli (Couto et al., 2005; Fishilevich and Vosshall, 2005; Vosshall and Stocker, 2007). Odor representations in the antennal lobes can therefore be described as overlapping, combinatorial glomerular activity patterns (Fiala et al., 2002; Wang et al., 2003). Using two-photon microscopy, we focused on three focal planes covering 29 of 51 olfactory glomeruli (Caron et al., 2013). Glomerular subdivisions of DA4 and VM5 could not be anatomically identified based on GCaMP3.0 expression, and VAl was subdivided into three compartments: dorsal, lateral, and medial (Figs. 2 and 3). Stimulation with 1-Oct activated a glomerulus that could not be unambiguously identified and was therefore referred to as glomerulus X (Figs. 2A–D and 3A). 1-Oct and 3-Oct both evoked strong Ca\textsuperscript{2+} activity in a largely overlapping subset of glomeruli (Figs. 2A–D and 3A). On the other hand, MCH induced a relatively more distinct activity pattern (Figs. 2C,D and 3A). Taking the representative odor responses measured in the three focal planes into account, 1-Oct and 3-Oct evoked more similar, overlapping neuronal activity in the antennal lobe compared with those evoked by MCH (Fig. 3A). To assess the degree of similarity between odor-evoked glomerular activities more quantitatively, we reduced the multidimensionality determined by the number of identified glomeruli using a PCA to illustrate the time course of glomerular Ca\textsuperscript{2+} dynamics. Figure 3B shows that the Ca\textsuperscript{2+} dynamics across all measured glomeruli evoked by 3-Oct and 1-Oct are more similar to each other than to MCH. When we calculated the Euclidean distances across the maximum Ca\textsuperscript{2+} activity in all optically recorded glomeruli, we found a significantly smaller distance between 3-Oct and 1-Oct to each other than between either of these and MCH (MCH/3-Oct vs MCH/1-Oct: \(t_{(16)} = 1.1, p = 0.85\); MCH/3-Oct vs 1-Oct/3-Oct: \(t_{(10)} = 5.3, p < 0.01\); MCH/1-Oct vs 1-Oct/3-Oct: \(t_{(10)} = 4.2, p < 0.01\); one-way repeated-measures ANOVA with Bonferroni post hoc test) (Fig. 3C). We additionally assessed the degree of similarity by calculating the Pearson’s correlation coefficient between the Ca\textsuperscript{2+}–activity patterns evoked by the three odorants at the time point of maximal Ca\textsuperscript{2+} amplitude. The correlation between the similar odorants is significantly larger compared with the correlation between the dissimilar odor pairs (MCH/3-Oct vs MCH/1-Oct: \(r_{(10)} = 1.6, p = 0.45\); MCH/3-Oct vs 1-Oct/3-Oct: \(r_{(10)} = 3.9, p < 0.01\); MCH/1-Oct vs 1-Oct/3-Oct: \(t_{(10)} = 5.4, p < 0.01\); one-way repeated-measures ANOVA with Bonferroni post hoc test) (Fig. 3D). In conclusion, our experiments revealed that the similarity between the odors as observed in the animals’ behavior is also reflected in the odor representation in OSNs within the antennal lobe.

OSNs synapse onto second-order olfactory projection neurons (OPNs) within the glomeruli of the antennal lobe. Because odor-evoked glomerular activity patterns are subject to processing by interneurons horizontally interconnecting the glomeruli, we asked whether the similarity between neuronal odor representations detected in OSNs is maintained at the level of OPNs. Therefore, we monitored odor-evoked Ca\textsuperscript{2+} activity in the arborizations of OPNs in the antennal lobes in three focal planes (Fig. 4A–C) that, together, captured glomeruli that partially overlapped with those analyzed in OSNs. Together, we recorded odor-evoked Ca\textsuperscript{2+} responses in OPNs within 18 identifiable glomeruli (Figs. 4A–D and 5A), of which 12 were also monitored at the level of OSNs (Figs. 2A–C and 3A). Compared with odor-evoked Ca\textsuperscript{2+} transients in OSNs (Fig. 2D), those observed in OPNs are more variable in their dynamic structure (Fig. 4D), and activities of identified glomeruli (e.g., glomeruli DA2 or DM1) differ between the two neuronal populations (Figs. 3A and 5A).

However, when analyzing odor-induced Ca\textsuperscript{2+} activity patterns across all 18 glomeruli in OPNs, the two similar odors 3-Oct and 1-Oct are, again, more similar to each other in terms of neuronal representation than to the dissimilar odor MCH (Fig. 5A). In a PCA, the spatiotemporal activity of the dissimilar odor separates clearly from the similar ones (Fig. 5B). Just as it is the case in OSNs (Fig. 3C), we observed a significantly smaller distance between Ca\textsuperscript{2+} activity evoked by 3-Oct and 1-Oct than between either of these and MCH when the maximal Euclidean distances across all optically recorded glomeruli during odor stimulation was calculated (MCH/3-Oct vs MCH/1-Oct: \(t_{(58)} = 4.3, p < 0.01\); MCH/3-Oct vs 1-Oct/3-Oct: \(t_{(58)} = 12.2, p < 0.01\); MCH/1-Oct vs 1-Oct/3-Oct: \(t_{(58)} = 7.9, p < 0.01\); one-way repeated-measures ANOVA with Bonferroni post hoc test) (Fig. 5C). In accordance, a significantly higher Pearson’s correlation coefficient was found between Ca\textsuperscript{2+} patterns evoked by 3-Oct and 1-Oct than between either of these and signals evoked by MCH (MCH/3-Oct vs MCH/1-Oct: \(r_{(58)} = 3.9, p < 0.01\); MCH/3-Oct vs 1-Oct/3-Oct: \(r_{(58)} = 3.7, p < 0.01\); MCH/1-Oct vs 1-Oct/3-Oct: \(r_{(58)} = 7.6, p < 0.01\); one-way repeated-measures ANOVA with Bonferroni post hoc test) (Fig. 5D). Consequently, the similarity between the odors as observed in the animals’ behavior is also reflected in the odor representation in second-order olfactory neurons.

Local interneurons in the antennal lobe are required for discrimination between two similar odors

The degree of generalization between stimuli is typically inversely related to their discriminability. However, generalization as an effect of transferring a learned response to a novel, similar stimulus requires that the two stimuli are discernable by an animal. Therefore, we asked whether the two similar odors could be discriminated by the animals at all. Indeed, they could, as the following experiment demonstrates. In a differential training procedure as illustrated in Figure 6A, either 3-Oct or 1-Oct was paired with electric shocks (CS\textsuperscript{+}), and the other, similar odor was explicitly presented without punishment (CS\textsuperscript{−}). In a subsequent choice situation with both odors as alternatives, the animals clearly avoided the CS\textsuperscript{+} (Fig. 6B). Omission of the electric shocks resulted in indifferent behavior (Fig. 6B). Interestingly, the response was asymmetric for the two odors after conditioning. Training with 1-Oct as a CS\textsuperscript{+} and 3-Oct as a CS\textsuperscript{−} caused a strong aversion of the CS\textsuperscript{−} in a subsequent choice situation between both odorants. The converse experiment, with 3-Oct as the CS\textsuperscript{+} and 1-Oct as the CS\textsuperscript{−}, resulted in a much weaker avoidance of the CS\textsuperscript{−} (untrained vs 3-Oct punished: \(t_{(30)} = 3.6, p < 0.01\); 1-Oct punished vs 3-Oct punished: \(t_{(30)} = 13.8, p < 0.01\); 1-Oct punished vs untrained: \(t_{(30)} = 10.2, p < 0.01\); one-way ANOVA with Bonferroni post hoc test) (Fig. 6B, top). This demonstrates that an equal learnability of the two odors in an absolute training regimen does not imply equal discrimination learning in a differential conditioning paradigm. To correct for these odor-specific effects, we combined preference indices of two reciprocal experiments to a learning index (Fig. 6B, bottom graph). Clearly, 1-Oct and 3-Oct could be differentiated by the animals. However, compared with differential training of dissimilar odors, either 1-Oct versus MCH or 3-Oct versus MCH, the learning index was significantly lower in magnitude, which confirmed the relatively lower discriminability of the two similar odors (3-Oct/1-Oct vs MCH/3-Oct: \(t_{(30)} = 3.2, p < 0.01\); 3-Oct/1-Oct vs MCH/1-Oct: \(t_{(30)} = 3.2, p < 0.01\); MCH/1-Oct vs MCH/3-Oct: \(t_{(30)} = 0.05, p = 1\); one-way ANOVA with Bonferroni post hoc test).
Figure 2. Two-photon Ca\(^{2+}\) imaging in olfactory sensory neurons in the antennal lobe reveals overlapping glomerular activity patterns evoked by similar odorants. A–C, Expression of the Ca\(^{2+}\) sensor GCaMP3.0 in olfactory sensory neurons visualized in three focal planes (A–C) using two-photon microscopy shown for one representative animal. The outlines of identified olfactory glomeruli are indicated as dashed, colored lines. Ca\(^{2+}\) increase as relative change in fluorescence (ΔF/ΔF\(_0\)) evoked by the odorants MCH, 3-Oct, and 1-Oct is indicated as false colors. Scale bars, 10 μm. D, Time courses of Ca\(^{2+}\) changes in the antennal lobe of the fly shown in A-C. In the glomeruli DM2, VA3, VC3, VM5, and X evoked by the odors MCH, 3-Oct, and 1-Oct. The gray bars represent the time window of odor presentation. Graphs represent mean ± SEM of ΔF/ΔF\(_0\) values across three stimulations.
We reasoned that the highly overlapping odor representation at the level of OSNs and OPNs for 1-Oct and 3-Oct compared with MCH might provide a physiological cause for their higher perceptual similarity. It has been suggested that inhibitory local interneurons in the antennal lobe contribute to a decorrelation of odor representations and, as a consequence, to fine discrimination of similar odors (Stopfer et al., 1997; Sachse and Galizia, 2002; Wilson and Laurent, 2005). To test whether local interneurons are indeed part of the neuronal circuitry contributing to olfactory acuity, we used temperature-sensitive shibire expression (Kitamoto, 2001) to selectively block synaptic transmission from subpopulations of inhibitory local interneurons during training and test. We focused on two groups of inhibitory local interneurons that had been described in detail previously (Chou et al., 2010; Seki et al., 2010): type I (LN1) and type II (LN2) interneurons, which are targeted by the two Gal4 enhancer trap lines, NP...
Two-photon Ca$^{2+}$/H11001 imaging in olfactory projection neurons at the level of the antennal lobe. A–C, Expression of the Ca$^{2+}$ sensor GCaMP3.0 in olfactory projection neurons visualized in three focal planes (A–C) using two-photon microscopy for one representative animal. The outlines of identified olfactory glomeruli are indicated as dashed, colored lines. Ca$^{2+}$ increase as relative change in fluorescence ($F/F_0$) evoked by the odorants MCH, 3-Oct, and 1-Oct is indicated as false colors. Scale bars, 10 μm. D, Time courses of mean Ca$^{2+}$ changes in the antennal lobe in the glomeruli DM1, DM5, DP1, VA1, and VC2 evoked by the odorants MCH, 3-Oct, and 1-Oct. Gray bars represent the time window of odor presentation. Graphs represent mean ± SEM of $\Delta F/F_0$ values ($n = 20$ animals).
1227-Gal4 and NP 2426, respectively (Sachse et al., 2007). Type II interneurons could not be tested in learning assays because the respective Gal4 line (NP 2426) expresses Gal4 also in a large number of neurons located in the thoracic ganglia in a position similar to motor neurons (Fig. 6C), and flies of this Gal4 strain show locomotion deficits after expression of shibire<sup>exo</sup> and at the restrictive temperature (Table 1). Type I local interneurons, however, could be tested, as we found the respective Gal4 line (NP 1227) to be specific for an expression in these neurons (Fig. 6D), and expression of shibire<sup>exo</sup> did not alter locomotion, odor preferences, or electric shock avoidance at permissive or restrictive temperatures (Table 2). Of course, we cannot completely exclude Gal4 expression in neurons other than local interneurons that might be below our detection threshold. The temperature-dependent block of synaptic output from these neurons during both differential conditioning and the test situation significantly impaired discrimination between the two similar odors. Whereas at the permissive temperature of 25°C no significant difference between the three genotypes tested was observed ($F_{(2,23)} = 3.13, p = 0.06; \text{one-way ANOVA}$), at the restrictive temperature of 32°C the learning index was significantly reduced in flies expressing shibire<sup>exo</sup> in LN1-type interneurons (LN1>Shi<sup>ex</sup> vs LN1-Gal4: $t_{(24)} = 3.1, p < 0.05$; UAS:Shi<sup>ex</sup> vs LN1>Shi<sup>ex</sup>: $t_{(24)} = -3.5, p < 0.01$; UAS:Shi<sup>ex</sup> vs LN1-Gal4: $t_{(24)} = -0.5, p = 1$; one-way ANOVA with Bonferroni post hoc test) (Fig. 6E). In contrast, performance after differential training of dissimilar odors (Fig. 6F,G) was not affected by blocking synaptic transmission from type I local interneurons, independent of whether 1-Oct was trained against MCH (25°C: $F_{(2,21)} = 1, p = 0.40$; 32°C: $F_{(2,21)} = 0.1, p = 0.92$; one-way ANOVA) (Fig. 6F) or 3-Oct was trained against MCH (25°C: $F_{(2,21)} = 0.7, p = 0.49$; 32°C: $F_{(2,21)} = 0.8, p = 0.46$; one-way ANOVA) (Fig. 6G). In addition, absolute training with only one odor, causing avoidance of this odor (Fig. 7A,B) and generalization across a similar odor (Fig. 7C,D), was not dependent on type I inhibitory local interneurons either at the permissive or at the restrictive temperature (Fig. 7A; 25°C: $F_{(2,24)} = 0.8, p = 0.46$; 32°C: $F_{(2,23)} = 3.6, p = 0.04$, post hoc pairwise comparison did not reveal any significance; Figure 7B; 25°C: $F_{(2,23)} = 0.8, p = 0.47$; 32°C: $F_{(2,23)} = 1.6, p = 0.22$; Figure 7C, 25°C: $F_{(2,21)} = 2.3, p = 0.13$; 32°C: $F_{(2,20)} = 0.5, p = 0.63$;
The experiments reported so far show that flies generalize across chemically similar odors after absolute training, but they can discriminate between them after differential training. We asked next whether it is indeed the differential training procedure that enhances fine discrimination as observed in choice behavior. We therefore subjected flies to a choice test between 1-Oct and 3-Oct after either differential or absolute training (Fig. 8A). In differential training, one odor was presented as CS+, and the other as CS−, whereas in absolute training the CS− was replaced by the presentation of the diluent only. We found that avoidance of the CS− was much more pronounced after differential training than after absolute training (1-Oct absolute vs differential training: $t_{(30)} = -4.0, p < 0.01; 3$-Oct absolute vs differential training: $t_{(30)} = -3.4, p < 0.01$; two-sample $t$ test) (Fig. 8A). This demonstrates that a differential training procedure can cause an enhancement in olfactory acuity. Again, we found asymmetric learning in the choice situation: learned responses were higher in the case of 1-Oct as CS+ compared with 3-Oct as CS− (Fig. 8A). The two training regimens, absolute and differential training, differed only in the...
presentation of the CS$^-$, and the temporal order of CS$^+$ and CS$^-$ presentation was balanced in each experiment. We wondered whether the timing of the CS$^-$ might affect the learned discrimination. This is of importance as the enhanced discriminability of the two odors might have resulted from potential backward conditioning caused by the CS$^+$ after the CS$^-$/unconditioned stimulus (US) stimulation. Indeed, inhibitory learning through backward US-CS pairing has been described in Drosophila and honeybees (Hellstern et al., 1998; Tanimoto et al., 2004). However, when preference indices of the two groups of animals were separated post hoc, we did not find any significant difference between those animals that had perceived the CS$^+$ first and the CS$^-$ afterward and those animals that had received CS$^+$ and CS$^-$ in the reverse order (1-Oct differential training CS$^+$ vs CS$^-$. $t_{(14)} = 1.1, p = 0.3$; 1-Oct absolute training CS$^+$ vs CS$^-$. $t_{(14)} = 1.6, p = 0.13$; 3-Oct absolute training CS$^+$ vs CS$^-$. $t_{(14)} = 1.6, p = 0.13$; 3-Oct differential training CS$^+$ vs CS$^-$. $t_{(14)} = 0.9, p = 0.38$; two-sample $t$ test) (Fig. 8B). The contribution of the CS$^+$ to enhanced olfactory acuity is therefore not equivalent to a US-CS backward pairing. However, its effect could not be attributed to a mere adaptation to the odorant used as CS$^+$ either, because exposure of the flies to either odor for 1 min did not alter their subsequent behavior toward the odor (MCH naive vs preexposed: $t_{(22)} = 0.9, p = 0.37$; 1-Oct naive vs preexposed: $t_{(22)} = 0.1, p = 0.92$; 3-Oct naive vs preexposed: $t_{(22)} = 1.6, p = 0.12$; two-sample $t$ test) (Fig. 1B). To further clarify the contribution of the CS$^+$ to the enhanced odor acuity, we asked whether the odor presented as a CS$^-$ induced conditioned inhibition independently of the temporal relation to the US. Therefore, we trained the animals again in either an absolute or a differential training regimen (i.e., with or without presenting a CS$^-$), but we tested subsequently for conditioned inhibition in a choice situation between the CS$^-$ and a novel, dissimilar odorant (MCH) (Fig. 8C). In the absence of a CS$^-$, the animals significantly avoided the odor that was similar to the CS$^+$, which clearly reflected the generalization across similar odorants (Fig. 8C, white bars).

Table 1. Blocking synaptic transmission in neurons targeted by NP2426-Gal4 results in locomotion deficits

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Temperature, °C</th>
<th>LN2-Gal4</th>
<th>LN2 &gt; Shi</th>
<th>UAS:Shi</th>
</tr>
</thead>
<tbody>
<tr>
<td>Climbing index</td>
<td>25</td>
<td>0.77 ± 0.02</td>
<td>0.83 ± 0.02</td>
<td>0.68 ± 0.03</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>0.60 ± 0.03</td>
<td>0.40 ± 0.05</td>
<td>0.73 ± 0.05</td>
</tr>
</tbody>
</table>

At the restrictive temperature, expression of shibirets under control of NP2426-Gal4 led to a decreased climbing index compared with the genetic controls. Values indicate mean ± SEM; $n = 5$ for each experiment.

Table 2. Blocking synaptic transmission in neurons targeted by NP1227-Gal4 does not alter locomotion, shock avoidance, or odor preference

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Temperature, °C</th>
<th>LN1-Gal4</th>
<th>LN1 &gt; Shi</th>
<th>UAS:Shi</th>
</tr>
</thead>
<tbody>
<tr>
<td>Climbing index</td>
<td>25</td>
<td>0.71 ± 0.01</td>
<td>0.71 ± 0.04</td>
<td>0.72 ± 0.02</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>0.73 ± 0.06</td>
<td>0.71 ± 0.04</td>
<td>0.73 ± 0.03</td>
</tr>
<tr>
<td>Shock avoidance</td>
<td>25</td>
<td>0.64 ± 0.03</td>
<td>-0.73 ± 0.05</td>
<td>-0.65 ± 0.04</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>0.63 ± 0.08</td>
<td>-0.57 ± 0.10</td>
<td>-0.45 ± 0.10</td>
</tr>
<tr>
<td>3-Oct preference</td>
<td>25</td>
<td>0.31 ± 0.04</td>
<td>0.38 ± 0.09</td>
<td>0.30 ± 0.06</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>0.32 ± 0.05</td>
<td>0.38 ± 0.05</td>
<td>0.30 ± 0.06</td>
</tr>
<tr>
<td>1-Oct preference</td>
<td>25</td>
<td>0.49 ± 0.05</td>
<td>0.44 ± 0.06</td>
<td>0.32 ± 0.06</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>0.26 ± 0.03</td>
<td>0.28 ± 0.06</td>
<td>0.21 ± 0.06</td>
</tr>
</tbody>
</table>

Comparable climbing indices were observed in flies expressing shibirets under control of NP1227-Gal4 at the permissive and the restrictive temperature. $n = 5$ for each experiment. The shock avoidance index of flies expressing shibirets in LN1 neurons was comparable with the genetic controls at the permissive and the restrictive temperature. The behavior towards 1-oct-3-ol and 3-octanol in a T-maze choice test with the diluent was not significantly different in flies expressing shibirets under control of NP1227-Gal4 at both temperatures tested. Values indicate mean ± SEM; $n = 8$ for each experiment.

Figure 7. Synaptic output of type I local interneurons (LN1) is not necessary for the association of an odor with electric shocks and generalization across similar odors. A, B, Absolute, reciprocal training with 1-Oct (A) or 3-Oct (B) against the diluent was not significantly affected by a temperature-dependent block of synaptic output from local interneurons. One-way ANOVA, $n = 8–12$ for each experiment. Bars indicate mean ± SEM. C, D, Generalization after absolute, reciprocal training of either 1-Oct (C) or 3-Oct (D) to the similar, but not identical, odorant in a test situation was not significantly affected $(p > 0.05)$ affected by a temperature-dependent block of synaptic output from local interneurons. One-way ANOVA, $n = 8–12$ for each experiment. Bars indicate mean ± SEM.

However, in differential training during which the similar odor was explicitly not paired with the punishment (CS$^-$), a significant decrease of this generalization was apparent (Fig. 8C, gray bars) (1-Oct absolute vs differential training: $t_{(30)} = -2.8, p < 0.01$; 3-Oct absolute vs differential training: $t_{(30)} = 3.0, p < 0.01$; two-sample $t$ test). Conclusively, differential training of similar odors comprises not only a conditioned excitation, but also a conditioned inhibition, which can contribute to an enhancement
Figure 8. Differential training decreases generalization across similar odors as a result of conditioned inhibition. A, Comparison of absolute and differential training with 1-Oct and/or 3-Oct in a test situation for both odors. After differential training conditions (gray bars), subsequent avoidance of the odor temporally paired with the shocks (green boxes in the schematic illustration) was induced. This behavioral response was significantly lower after absolute training conditions (white bars). Note the asymmetry of the effect. ***p < 0.001 (two-sample t test). **p < 0.01 (two-sample t test), n = 16 for each experiment. Bars indicate mean ± SEM. B, The preference indices observed in A are independent from the timing of the CS+ and CS− presentation (i.e., from whether the CS− precedes the CS+ or vice versa). n.s., Not significant (p > 0.05; two-sample t test). Bars indicate mean ± SEM; n = 8 for each experiment. C, Conditioned inhibition is demonstrated by either differential (gray bars) or absolute (white bars) training and a subsequent test of the odorant not paired with electric shocks compared with a novel, dissimilar odorant MCH. The presentation of the CS− during differential training decreased the avoidance of the generalized odor. *p < 0.05 (two-sample t test), n = 16 for each experiment. Bars indicate mean ± SEM. D, Differential training of the similar odorants and subsequent presentation of the CS− or the CS+ only results in strong, generalized avoidance of the trained CS+, but weaker generalized avoidance of the CS−. E, Comparison of odor preferences after absolute (white bars) and differential training (gray bars) with 1-Oct and 3-Oct and a subsequent test for the nonreinforced odor against the diluent. Whereas the behavior was not different for 1-Oct as a CS+, pairing of 3-Oct with electric shocks resulted in a significantly stronger avoidance of 1-Oct after differential training. n.s., Not significant (p > 0.05; two-sample t test). Bars indicate mean ± SEM. **p < 0.01 (two-sample t test), n = 16 for each experiment. Bars indicate mean ± SEM. F, Comparison of absolute and differential training with 1-Oct and 3-Oct and a subsequent test for the CS− against the diluent. Differential training (gray bars) resulted in a significantly stronger avoidance of the CS− compared with absolute training (white bars). **p < 0.01 (two-sample t test). *p < 0.05 (two-sample t test). **p < 0.01 (two-sample t test). n = 16 for each experiment. Bars indicate mean ± SEM.
type of previous training. This finding prompted us to analyze the collected data in the opposite context as well. We asked whether differential training, compared with absolute training, changes the response to the CS’ if only the CS’ is present in the test situation. Interestingly, animals that were subjected to a differential training procedure responded to the CS’ with an increased avoidance compared with animals that had been subjected to an absolute training procedure (1-Oct absolute vs differential training: t(30) = 3.3, p < 0.01; 3-Oct absolute vs differential training: t(30) = 3.8; p < 0.01; two-sample t test) (Fig. 8F). The enhanced olfactory acuity caused by differential training with similar odors is therefore not only based on conditioned inhibition. Rather, during training, the CS’ also induces a behavioral contrast that enhances the efficiency of the conditioned excitation (Williams, 2002). As a net result, differential training improves the behavioral discrimination of very similar odors.

To confirm that the observed phenomenon of enhanced acuity caused by differential training of similar odors is not restricted to the single pair of similar odors that we have used throughout this study, we tested a second pair of chemically similar odors, PA and BA (Campbell et al., 2013) (Fig. 9A), at concentrations that evoked equally attractive, naive behavioral responses (F(2,16) = 1.2, p = 0.33; one-way ANOVA) (Fig. 9B). The learned behavioral response was strongly general- ized to the similar odor in an absolute training regimen (Fig. 9C–E). When BA was trained, an aversive response was evoked also by PA (MCH vs BA: t(22) = −15.2, p < 0.01; MCH vs PA: t(22) = −8.2, p < 0.01; BA vs PA: t(22) = 7.0, p < 0.01; one-way ANOVA with Bonferroni post hoc test) (Fig. 9C). Conversely, when PA was trained, an aversive response was evoked also by BA (MCH vs PA: t(22) = −9.3, p < 0.01; MCH vs BA: t(22) = −6.4, p < 0.01; BA vs PA: t(22) = 2.9, p < 0.05; one-way ANOVA with Bonferroni post hoc test) (Fig. 9D). However, when MCH was trained, an aversive response was evoked neither by PA nor by BA (MCH vs PA: t(22) = −9.8, p < 0.01; BA vs PA: t(22) = −0.4, p = 1; MCH vs BA: t(22) = 9.3, p < 0.01; one-way ANOVA with Bonferroni post hoc test) (Fig. 9E). However, also for this odor pair, the experience of the similar odor as a CS’ in a differential training regimen strongly reduces behavioral generalization (Fig. 9F). Discriminability (i.e., odor acuity) between the

Figure 9. Generalization across a second pair of similar odors. A, Chemical structures of the three odorants used: BA, PA, and MCH. B, Odor preferences of naive flies for the odorants BA, PA, and MCH at the dilutions indicated within the bars in a T-maze choice situation against the diluent mineral oil (Oil). No difference between the three odors at the indicated concentrations were observed. n.s., Not significant (p > 0.05; one-way ANOVA with Bonferroni post hoc test). Bars indicate mean ± SEM, n = 4–8 for each experiment. C–E, Absolute, reciprocal training of BA (C), PA (D), and MCH (E) against the diluent and test for the avoidance of each odor. In all cases, flies strongly avoided the trained odor (gray bars). Generalization was observed if flies are trained with either BA or PA and tested for the respective similar odor, but not if they were tested for the dissimilar odor MCH (CD). Flies did not generalize to BA or PA after training with MCH (E); n = 12 for each experiment. Bars indicate mean ± SEM, n.s., Not significant (p > 0.05); *p < 0.05; ***p < 0.001; one-way ANOVA with Bonferroni post hoc test. F, Comparison between preference indices after absolute and differential training. Aversive learning was significantly higher after differential training compared with absolute training, both for the odor pairs 1-Oct/3-Oct (shown also in Fig. 8A) and BA/PA. **p < 0.01 (two-sample t test). n = 32 for each experiment.
two odors in the subsequent test situation is enhanced (1-Oct/3-Oct absolute vs differential training: \(t(62) = -3.0, p < 0.01\); BA/PA absolute vs differential training: \(t(62) = -2.9, p < 0.01\); two-sample \(t\) test) (Fig. 9F).

**Odor acuity learning causes decorrelation of olfactory representations in Kenyon cells but not in olfactory projection neurons**

After having shown that behaviorally expressed odor similarity is reflected in physiological odor responses in the antennal lobe and that odor acuity is enhanced after a differential conditioning regimen, we asked where in the brain this enhanced odor acuity might be reflected. Physiological changes in odor-evoked Ca\(^{2+}\) responses of OPNs in the antennal lobe of honey bees have been reported after long-term memory formation after differential associative training (Fernandez et al., 2009). This prompted us to investigate odor-evoked Ca\(^{2+}\) responses before and directly after conditioning at the level of the OPNs in the antennal lobe. Flies were subjected to either an absolute (Fig. 10A) or a differential (Fig. 10B) training regimen while fixed under the microscope, and the time courses of odor-evoked Ca\(^{2+}\)–activity were measured before and after the training in each fly (Fig. 10A, B). To investigate possible changes in similarity of odor representations, we calculated the principal components of the mean odor-evoked responses in olfactory projection neurons over time (Fig. 10C) and the Pearson’s correlations during the stimulus (Fig. 10D) before and after training for absolute and differential conditioning. No significant differences between the correlation coefficients before and after training could be observed for either of the training paradigms (pretraining absolute vs differential training: \(p = 0.09; U = 27; Z = -1.7\); post-training absolute vs differential training: \(p = 0.16; U = 31; Z = -1.4\); Mann–Whitney \(U\) test).

We next asked whether the similarity between neuronal populations detected in the antennal lobe is maintained at higher olfactory processing centers. A broad wealth of data indicates that the coincidence detection between odor (CS) and punishment (US) as well as subsequent neuronal changes mediating the learned behavioral response can be, at least partially, localized to Kenyon cell output synapses (for review, see Heisenberg, 2003; Fiala, 2007). We first asked whether the similarity of the neuronal representation detected in the antennal lobe is maintained at the level of mushroom body lobes and, second, whether the similarity is altered by absolute or differential training. We expressed the Ca\(^{2+}\) sensor protein GCaMP3.0 (Tian et al., 2009) under direct control of the mushroom body-specific promoter mb247 (Pech et al., 2013). The expression induced by two copies of the mb247 promoter fragment covers all mushroom body lobes and subtypes of Kenyon cells (Fig. 11A, B). Two subpopulations of Kenyon cells in the mushroom body have been suggested as being particularly important for olfactory learning. On the one hand a change in neuronal activity due to learning has been visualized using Ca\(^{2+}\) imaging in the \(\alpha/\beta\)-lobes (Wang et al., 2008). On the other hand, a genetic rescue, mainly in the \(\gamma\)-lobes, of the *rutarabaga* gene restores impaired short-term memory (Zars et al., 2000). Furthermore, a genetic rescue of the loss of a D1-like dopamine receptor in the \(\gamma\)-lobes likewise restores learning deficits (Qin et al., 2012). Therefore, we have chosen to focus on the \(\beta\)- and \(\gamma\)-lobes that could be observed simultaneously on the same focal plane (Fig. 11A, B). Odor-evoked Ca\(^{2+}\) transients in the bundled, axon-like neurites of Kenyon cells furnished with presynapses and postsynapses forming the horizontal lobes were reliably detectable. The three odors 1-Oct, 3-Oct and MCH evoked activity patterns in Kenyon cell neurites constituting the \(\gamma\)- and \(\beta\)-lobes (Fig. 11C). Odor-evoked Ca\(^{2+}\) activity in the \(\gamma\)-lobes was much weaker in amplitude than in the \(\beta\)-lobes (Fig. 11C, D). This is in agreement with the report that \(\gamma\)-type Kenyon cells have higher firing thresholds at their input sites (Turner et al., 2008). The odor-evoked Ca\(^{2+}\) activity patterns in each fly were, however, not stereotypic or comparable in spatial distribution across animals, in agreement with the reported non-stereotypic odor representations in Kenyon cells (Murthy et al., 2008; Caron et al., 2013). Therefore, we performed a pixel-based, within-animal comparison to quantify how the spatial activity patterns evoked by the three odors correlated to each other. We found that the Ca\(^{2+}\) activity patterns within each measured fly induced by 1-Oct and by 3-Oct, respectively, correlated more strongly to each other than the responses to the pairs of dissimilar odors (i.e., 1-Oct and MCH or 3-Oct and MCH, respectively), in both the \(\beta\)-lobes (MCH/3-Oct vs MCH/1-Oct: \(t_{(38)} = 1.1, p = 0.84; MCH/3-Oct vs 3-Oct/1-Oct: t_{(38)} = 9.2, p < 0.01; MCH/1-Oct vs 3-Oct/1-Oct: \(t_{(38)} = 8.1, p < 0.01\); one-way repeated-measures ANOVA with Bonferroni post hoc test) (Fig. 11E) and the \(\gamma\)-shaft (MCH/3-Oct vs MCH/1-Oct: \(t_{(38)} = 2.0, p = 0.16; MCH/3-Oct vs 3-Oct/1-Oct: \(t_{(38)} = 10.2, p < 0.01; MCH/1-Oct vs 3-Oct/1-Oct: \(t_{(38)} = 8.2, p < 0.01\); one-way repeated-measures ANOVA with Bonferroni post hoc test) (Fig. 11H). In conclusion, the similarity/dissimilarity between odor representations manifested at the level of the antennal lobes is maintained at the level of the mushroom body lobes. We next asked whether the learned, enhanced odor acuity is reflected in the odor response pattern within the Kenyon cell neurites. Therefore, after initial odor responses were recorded, the flies were subjected to either absolute or differential conditioning directly under the microscope, and odor responses were recorded again afterward. Paralleling the behavioral experiments, half of the animals of each training group were trained using 3-Oct as CS\(^+\) (and 1-Oct as the CS\(^-\) in the differential training regimen), the other half of the animals were trained using 1-Oct as the CS\(^-\). Again, the dissimilar odor MCH served as a control odor and was presented before and after, but not during, conditioning. We did not detect any significant difference in similarity of odor representations of the two similar odors, in the \(\beta\)-lobes, either when comparing initial odor responses or when comparing postconditioning responses of either absolutely or differentially trained flies, respectively (pretraining absolute vs differential training: \(p = 0.68; U = 56; Z = 0.4\); post-training absolute vs differential training: \(p = 0.12; U = 71; Z = 1.6\); Mann–Whitney \(U\) test) (Fig. 11F). However, when the same analysis of odor responses was performed for the \(\gamma\)-shaft and the correlation between the neuronal representations evoked by the trained, similar odors was calculated, we found a significant decorrelation after differential conditioning (pretraining absolute vs differential training: \(p = 0.24; U = 66; Z = 1.2\); post-training absolute vs differential training: \(p < 0.05; U = 83; Z = 2.5\); Mann–Whitney \(U\) test) (Fig. 11I). The change in odor acuity cause by differential training is therefore reflected in the similarity of odor representations at the level of the \(\gamma\)-lobes of the mushroom body.

**Discussion**

**How is perceptual similarity between odors encoded?**

In fruit flies, several neuronal “labeled-line” pathways have evolved to detect, using narrow-tuned receptors, ecologically relevant odors exclusively and unambiguously, for instance, pheromones (Ha and Smith, 2006; Kurtovic et al., 2007), CO\(_2\) (Suh et
Figure 10. The spatiotemporal Ca\(^2+\) activity in olfactory projection neurons at the level of the antennal lobe evoked by two similar odors is not affected by differential or absolute conditioning. A, Schematic illustration of the absolute conditioning regimen applied to the prepared fly positioned under the microscope. Bottom, Odor-evoked changes Ca\(^2+\) activity over time are shown as false colors in 18 identified glomeruli in response to the odorants MCH, 3-Oct, and 1-Oct before and after training, respectively. Left, Pretraining glomerular activation. Right, Post-training. Gray lines indicate odor onset and offset. Values indicate mean; \(n = 10\) animals. B, Schematic illustration of the differential conditioning regimen applied to the prepared fly positioned under the microscope. Bottom, Odor-evoked changes Ca\(^2+\) activity over time are shown as false colors in 18 identified glomeruli in response to the odorants MCH, 3-Oct, and 1-Oct before and after training, respectively. Left, Pretraining glomerular activation. Right, Post-training. Gray lines indicate odor onset and offset. Values indicate mean; \(n = 10\) animals. C, PCA of the time courses of the mean odor-evoked responses in olfactory projection neurons before training (solid lines) and after training (dotted lines) for absolute conditioning (left) and for differential conditioning (right). The first three principal components covered \(>94\%\) of the variance. D, Pearson’s correlation coefficients between the similar odors 1-Oct and 3-Oct before and after absolute or differential conditioning. No significant differences (n.s., Not significant; \(p > 0.05\); Mann–Whitney U test, \(n = 10\) each) between absolute and differential training were observed. Bars indicate mean ± SEM.
Figure 11. Dynamics and similarity of odor representations in the mushroom body. A, Expression of the Ca²⁺ sensor GCaMP3.0 in the mushroom body shown in the focal plane chosen for imaging in the horizontal lobes of the mushroom body. The focal plane includes the γ-lobe and the β⁻lobe. Red represents the γ-lobe region; green represents the β⁻lobe region. B, 3D reconstruction of parts of a mushroom body based on GCaMP3.0 expression in Kenyon cells of one fly used during an optical Ca²⁺ imaging experiment. Different colors represent distinct lobes. Gray represents the focal plane chosen for imaging. C, Ca²⁺ increase in the focal plane shown in A and B is evoked by stimulation with 1-Oct, 3-Oct, and MCH, as indicated in false colors. Scale bars: A–C, 20 μm. D, Temporal dynamics of odor-evoked changes in fluorescence averaged over the β⁻lobe region in response to presentation of 1-Oct, 3-Oct, or MCH. The gray bar represents the duration of odor stimulation. Values indicate mean ± SEM; n = 20 ±. E, The Ca²⁺ signals evoked by the pair of similar odors in the β⁻lobe correlate significantly stronger than those evoked by the dissimilar odor pairs. Bars indicate mean ± SEM of pixel-based Pearson’s correlation coefficients. n = 20. **p < 0.001 (one-way repeated-measures ANOVA with Bonferroni post hoc test). F, Pearson’s correlation coefficients as measured in the β⁻lobe between the similar odors 1-Oct and 3-Oct before and after absolute or differential conditioning. No significant differences (n.s., Not significant; p > 0.05; Mann–Whitney U test, n = 10 each) between absolute and differential training were observed. G, Temporal dynamics of odor-evoked changes in fluorescence averaged over the γ-shaft region in response to presentation of 1-Oct, 3-Oct, or MCH. The gray bar represents the duration of odor stimulation. Values indicate mean ± SEM; n = 20. H, The Ca²⁺ signals evoked by the pair of similar odors in the γ-shaft correlate significantly stronger than those evoked by the dissimilar odor pairs. Bars indicate mean ± SEM of pixel-based Pearson’s correlation coefficients. n = 20. **p < 0.001 (one-way repeated-measures ANOVA with Bonferroni post hoc test). I, Pearson’s correlation coefficients as measured in the γ-shaft between the similar odors 1-Oct and 3-Oct before and after absolute or differential training to elicit behavior. For all odors whose relevance is not innately predetermined, more plastic recognition mechanisms must exist that take stimulus variations into account. Learned relevance can be transferred to similarly perceived odors through generalization, a phenomenon that has been well described for olfactory learning in adult and larval *Drosophila* (Eschbach et al., 2011; Niewalda et al., 2011; Mishra et al., 2010; Chen YC, et al., 2011). We have chosen chemically similar odorants based on previous reports (Mishra et al., 2010; Campbell et al., 2013) and found a high degree of generalization between them. But how is perceived similarity manifested in the fly’s brain? Odor-evoked glomerular activity is, at the level of the insect antennal lobe, rather stereotypic across individuals (e.g., Fiala et al., 2002; Couto et al., 2005; Fishilevich and Vosshall, 2005). The overlap in the activity pattern of glomeruli of the antennal lobe or the mammalian olfactory bulb, respectively, has been regarded as a correlate of chemical odorant similarity (Meister and Bonhoeffer, 2001; Bellusci and Katz, 2001; Johnson et al., 2009), and behaviorally determined odor similarity (Guerrieri et al., 2005; Kreher et al., 2008; Youngentob et al., 2006; Niewalda et al., 2011; Parnas et al., 2013), which is in accordance with our results. Interestingly, in *Drosophila* the spatial activity patterns of second-order OPNs in the antennal lobes match perceived odor similarity more closely than those of first-order OSNs (Niewalda et al., 2011), and the activity of OPNs correlates with innate odor discriminability (Parnas et al., 2013). In the course of transforming odor information from first- to second-order neurons, inhibitory local interneurons (LNs) have been suggested as a cause of fine-tuning of spatiotemporal activity patterns (Stopfer et al., 1997; Sacher and Galizia, 2002; Wilson et al., 2004; Wilson and Laurent, 2005), which might ultimately contribute to the discriminability between similar odors. In accordance with that idea, pharmacological interference with GABA receptors in the antennal lobes of honeybees disrupts local field potential oscillations caused by synchro-
nized projection neurons and impairs fine discrimination between similar odors (Stopfer et al., 1997). We find that type I inhibitory LNs of the antennal lobe, which target OPNs and not OSNs (Tanaka et al., 2009), are required for fine discrimination of similar odors in Drosophila. However, in Drosophila, type I LNs are not required to maintain the synphony of projection neurons, in contrast to type II LNs (Tanaka et al., 2009). In conclusion, the role of these inhibitory LNs for fine odor discrimination does not rely on synchronizing projection neuron activity. Lateral inhibition between glomeruli has also been suggested as a mechanism for fine odor discrimination (Sacche and Galizia, 2002; Wilson and Laurent, 2005), which can explain our results. Interestingly, the correlation between similar odors, behaviorally expressed similarity, and odor-evoked spatial neuronal activity is maintained in the activity of intrinsic mushroom body neurons (Kenyon cells) in accordance with reports of Ca\(^{2+}\) transients detected in Kenyon cell somata (Campbell et al., 2013).

What is learned in conditioned fine odor discrimination? Flies can clearly learn to differentiate various concentrations of odors (Masek and Heisenberg, 2008), combinations of binary odor mixtures (Eschbach et al., 2011; Borst, 1983), and a large number of diverse chemicals (Duda, 1977). Olfactory responsiveness is modulated by several intrinsic or environmental factors, for instances, circadian rhythm (Krishnan et al., 1999), feeding status (Itskov and Ribeiro, 2013), or ambient temperature (Riveron et al., 2009), which all could lead to altered olfactory acuity. These influences can be experimentally distinguished from learned changes in olfactory acuity. It has been suggested that, in Drosophila, the presentation of the CS\(^{-}\) has no influence during the formation of an associative odor memory (Borst, 1983; Masek and Heisenberg, 2008). Rather, only the exposure to the CS\(^{+}\) simultaneously with the reinforcement has been proposed to cause learning, as reflected in respective cellular models of associative odor learning (Heisenberg, 2003; Fiala, 2007). We reasoned that neuronal mechanisms underlying learned fine odor discrimination might not be assessable using very high odor concentrations and chemically dissimilar odors. Here we show that, if two similar odors are used as CS\(^{-}\) and CS\(^{+}\), respectively, exposure to the CS\(^{-}\) causes conditioned inhibition that contributes to an enhanced discrimination (i.e., an improved olfactory acuity of initially confusable odors). Fruit flies can exhibit odor-specific learning strategies (e.g., Yarali et al., 2009). However, we have observed learned enhancement of odor acuity with two chemically similar pairs of odorants, suggesting that this phenomenon is not restricted to specific odorants. This new finding cannot be mechanistically explained by current cellular models of olfactory learning (Heisenberg, 2003; Busto et al., 2010). Interestingly, the effect of the CS\(^{-}\) is not equivalent to inhibitory learning caused by backward conditioning (Tanimoto et al., 2004), as the conditioned inhibition found in our study is independent of the exact timing of the CS\(^{-}\) presentation relative to the US. Conclusively, maintenance of odor representations over the training period has to be proposed. Indeed, trace conditioning experiments in flies and bees have demonstrated that odor representations can be maintained (Galili et al., 2011; Szszyka et al., 2011). Interestingly, the presence of the CS\(^{-}\) during differential training not only induces a conditioned inhibition but enhances also the learned responsiveness to the CS\(^{+}\), a phenomenon known as behavioral contrast (Williams, 2002). Based on this finding, we have to assume an influence of the CS\(^{-}\) on the CS\(^{+}\) representation and/or reinforcement efficiency. A number of theoretical explanations for behavioral contrast have been formulated (Williams, 2002). The difference in learned behavior dependent on the presentation of a CS\(^{-}\) can either be regarded as a consequence of the experience of the CS\(^{-}\) in the differential training regimen, or, conversely, as a lack of experience in the absolute training regimen (i.e., a novelty effect). The genetic and physiological tools available in Drosophila might help to further dissect the neuronal basis for this phenomenon.

We find that generalization between the two similar odors is nearly symmetric in strength (i.e., absolute training of either odor results in similar avoidance of the other odor). However, discrimination of the two odorants after differential training is not symmetric: If 1-Oct is temporally paired with electric shocks and 3-Oct is not, 1-Oct is strongly avoided in a choice situation between the two odors. The reciprocal situation, however, is much less pronounced. This asymmetry might be explained by the neuronal, glomerular representations at the level of OSNs, as the representation of 3-Oct is “nested” within the 1-Oct representation. From a theoretical viewpoint, this can be regarded as a “negative patterning problem,” which has been reported to be more difficult for flies to solve through associative learning than positive patterning in which the nonoverlapping representation is reinforced (Young et al., 2011).

Neural systems for olfactory acuity learning: common principles across species? Decades of research have led to the current concept of a coincidence detection between odor (CS) information and punishment (US) information in Kenyon cells (Heisenberg, 2003; Fiala, 2007). Conclusively, the essential memory trace for associative odor learning can be localized in Kenyon cells. Here we show that acuity learning of similar odors causes decorrelation of odor representation in the γ-lobes of the mushroom body. Whereas learning-induced changes in synaptic transmission in the antennal lobe in Drosophila (Yu et al., 2004), and changes in Ca\(^{2+}\) dynamics correlating with long-term memory in bees (Fernandez et al., 2009) have been described, we do not find short-term changes in odor-evoked Ca\(^{2+}\) representations in OPNs resulting from differential training of similar odors.

Interestingly, neuronal mechanisms underlying olfactory acuity learning in Drosophila are similar to those in mammals. Associative learning of olfactory acuity in rodents changes response properties of piriform cortical neurons in such that discriminability of similar odors is, at a cellular level, enhanced (Litaudon et al., 1997; Kadonoha and Wilson, 2006; Chapuis and Wilson, 2011; Chen CF, et al., 2011). The mushroom body resembles the piriform cortex of mammals in several features. Kenyon cells each receive input from many different projection neurons (Caron et al., 2013; Gruntman and Turner, 2013), similarly to pyramidal cells of the anterior piriform cortex (Sosulski et al., 2011), thereby integrating information originating in many olfactory receptors. Furthermore, Kenyon cells respond to odors in a sparse, highly selective way, and any spatial, chemotopic information has been suggested to be eliminated at this level of processing (Murthy et al., 2008; Turner et al., 2008; Honegger et al., 2011), similarly to piriform cortex neurons (Stettler and Axel, 2009). Comparable functions of the mushroom body and the piriform cortex are therefore certainly conceivable. Our data demonstrate that differential associative training can affect olfactory acuity in a bidirectional way also in Drosophila and that this is not a property restricted to the brains of higher vertebrates.
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# C. Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>3-Oct</td>
<td>3-octanol</td>
</tr>
<tr>
<td>AC</td>
<td>adenylat cyclase</td>
</tr>
<tr>
<td>AL</td>
<td>antennal lobe</td>
</tr>
<tr>
<td>ATP</td>
<td>adenosine triphosphate</td>
</tr>
<tr>
<td>Ca&lt;sup&gt;2+&lt;/sup&gt;</td>
<td>calcium ion</td>
</tr>
<tr>
<td>cAMP</td>
<td>cyclic adenosine monophosphate</td>
</tr>
<tr>
<td>ddH&lt;sub&gt;2&lt;/sub&gt;O</td>
<td>doubled destilled water</td>
</tr>
<tr>
<td>DNA</td>
<td>deoxyribonucleic acid</td>
</tr>
<tr>
<td>dTRPA1</td>
<td><em>Drosophila</em> transient receptor potential channel A1</td>
</tr>
<tr>
<td>ECFP</td>
<td>enhanced cyan fluorescent protein</td>
</tr>
<tr>
<td>eLN</td>
<td>excitatory local interneuron</td>
</tr>
<tr>
<td>et al.</td>
<td>et altri</td>
</tr>
<tr>
<td>EYFP</td>
<td>enhanced yellow fluorescent protein</td>
</tr>
<tr>
<td>GABA</td>
<td>γ-aminobutyric acid</td>
</tr>
<tr>
<td>GAD</td>
<td>GAL4 activation domain</td>
</tr>
<tr>
<td>GAL4</td>
<td>galactosidase 4</td>
</tr>
<tr>
<td>GAL80</td>
<td>galactose/lactose metabolism regulatory protein</td>
</tr>
<tr>
<td>GECI</td>
<td>genetically encoded Ca&lt;sup&gt;2+&lt;/sup&gt; indicator</td>
</tr>
<tr>
<td>GFP</td>
<td>green fluorescent protein</td>
</tr>
<tr>
<td>iLN</td>
<td>inhibitory local interneuron</td>
</tr>
<tr>
<td>KC</td>
<td>Kenyon cell</td>
</tr>
<tr>
<td>LH</td>
<td>lateral horn</td>
</tr>
<tr>
<td>LN</td>
<td>local interneuron</td>
</tr>
</tbody>
</table>
C. Abbreviations

LN1 type I inhibitory local interneurons
LN2 type II inhibitory local interneurons
MB mushroom body (corpora peduncula)
MCH 4-methylcyclohexanol
OR olfactory receptor
OSN olfactory sensory neurons
PA pentyl acetate
PBS phosphate buffered saline
PCA principal component analysis
PN projection neuron
QF transcription factor for activation of the Q system for binary expression
QS inhibitor of the transcription factor QF in the Q system for binary expression
QUAS binding region of the transcription factor QF in the Q system for binary expression
Shi<sup>ts</sup> temperature-sensitive shibire allele (dominant dynamin mutation)
Shubham Dipt

Curriculum Vitae

Education


2006 **Indian Institute of Technology Joint Entrance Examination (IIT-JEE 2006)**, Qualified, *All India Rank – 4871 out of 0.3 million applicants*.

2006–2011 **Bachelor and Masters Dual Degree Programme (Major: Biology)**, *Indian Institute of Science Education and Research*, Kolkata, India.


Scholarships / Honours

2006–2011 **INSPIRE Scholarship** from the Department of Science and Technology, India.

2010 Selected for Visiting Students Research Programme in TIFR-Centre for Applicable Mathematics, Bangalore, India under Dr. Seema Nanda

2009 Selected for Visiting Students Research Programme in Tata Institute of Fundamental Research, Mumbai, India under Professor Shobhona Sharma.

2009 Selected for Summer Research Fellowship Programme in Indian Academy of Sciences.

Publications

2014 *Drep-2 is a novel synaptic protein important for learning and memory. eLife*

2014 *Differential Associative Training Enhances Olfactory Acuity in Drosophila melanogaster. The Journal of Neuroscience*

2014 *Optical Calcium Imaging Using DNA-Encoded Fluorescence Sensors in Transgenic Fruit Flies, Drosophila melanogaster. Methods in Molecular Biology*

2013 *Restoring polyamines protects from age-induced memory impairment in an autophagy-dependent manner. Nature Neuroscience*

2013 *Mushroom body miscellanea: transgenic Drosophila strains expressing anatomical and physiological sensor proteins in Kenyon cells. Frontiers in Neural Circuits*

2012 *Optical calcium imaging in the nervous system of Drosophila melanogaster. Biochimica et Biophysica Acta*
Conferences

2014 Poster at the European Computational Neuroscience Conference (BCCN 2014) in Göttingen, Germany

2014 Poster at the 107th Annual Meeting of the German Zoological Society (DZG 2014) in Göttingen, Germany

2012 Poster at the XIV European Drosophila Neurobiology Conference (NeuroFly 2012) in Padua, Italy