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#### Abstract

We consider Ore monoid actions in a certain bicategory of étale groupoids $\mathcal{G}_{\text {prop }}$. Examples of such actions include self-similar groups, higher rank graphs and actions of Ore monoids on spaces by topological correspondences. We prove that every Ore monoid action in $\mathcal{G}_{\text {prop }}$ has a colimit. We construct a functor from $\mathcal{G}_{\text {prop }}$ to the bicategory of $\mathrm{C}^{*}$-correspondences $\mathfrak{C o r r}$. We prove that this functor preserves colimits of Ore monoid actions. We write the colimit of an Ore monoid action concretely, and in doing so provide a groupoid model for the Cuntz-Pimsner algebra of the product system associated with the action. In the second part of this thesis, we study colimit equivalence in the bicategories $\mathfrak{C o r r}$ and $\mathfrak{G r}$. We show that under certain assumptions on a diagram, cofinal subdiagrams have equivalent colimits. This generalises the notions of shift equivalences of graphs and $\mathrm{C}^{*}$-correspondences.
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## 1 Introduction

### 1.1 Motivation

If a locally compact group $G$ acts on a locally compact Hausdorff space $X$ by homeomorphisms, one can form the full crossed product $G \ltimes \mathrm{C}_{0}(X)$ of $\mathrm{C}_{0}(X)$ by $G$. We think of $G \ltimes \mathrm{C}_{0}(X)$ as a skew tensor product of the full group $\mathrm{C}^{*}$-algebra $\mathrm{C}^{*}(G)$ with $\mathrm{C}_{0}(X)$. A celebrated result of Rieffel [42] shows that $\mathrm{C}_{0}(X / G)$ is Morita equivalent to $G \ltimes \mathrm{C}_{0}(X)$ when the group action is free and proper. This suggests to call the crossed product $G \ltimes \mathrm{C}_{0}(X)$ a noncommutative quotient, see [12,21]. So from the point of view of noncommutative geometry, the crossed product $G \ltimes \mathrm{C}_{0}(X)$ replaces the quotient space $X / G$. If the group $G$ acts freely and properly on $X$, then $X / G$ is Hausdorff. But what happens for non-Hausdorff quotients? In such cases the quotient space is not suitable to encode the group action, as we will illustrate in the following example. Let $\theta \in \mathbb{R}$ be a fixed real number. We consider the rotation action of $\mathbb{Z}$ on the unit circle $\mathbb{T}$ given by

$$
(n, z) \mapsto e^{2 \pi i n \theta} z
$$

If $\theta$ is a rational number then the quotient space $\mathbb{T} / \mathbb{Z}$ is a circle. Hence

$$
\text { " } \mathrm{C}(\mathbb{T} / \mathbb{Z})^{\prime \prime}:=\{f \in \mathrm{C}(\mathbb{T}) \mid f(n z)=f(z) \text { for all } n \in \mathbb{Z}, z \in \mathbb{T}\} \cong \mathrm{C}(\mathbb{T})
$$

If $\theta$ is irrational then the action is free, but not proper; the quotient space $\mathbb{T} / \mathbb{Z}$ has only two open sets and therefore " $\mathrm{C}(\mathbb{T} / \mathbb{Z})^{\prime \prime} \cong \mathbb{C}$. In both cases, the crossed product $\mathbb{Z} \ltimes \mathrm{C}(\mathbb{T})$ is isomorphic to the noncommutative torus $A_{\theta}$.

There is, however, a natural groupoid $G \ltimes X$ associated with an action of $G$ on $X$ which may replace $X / G$. The object space of $G \ltimes X$ is $X$ and the arrow space is $G \times X$. The source and range maps are

$$
r(g, x)=g(x), \quad s(g, x)=x
$$

and the multiplication map is

$$
(g, x)(h, y)=(g h, y)
$$

if $h(y)=x$. The inverses are defined by $(g, x)^{-1}=\left(g^{-1}, g(x)\right)$. While the groupoid $G \ltimes X$ remembers the isotropy groups, the quotient space $X / G$ totally
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forgets this information. Moreover, $\mathrm{C}^{*}(G \ltimes X)$ is isomorphic to $G \ltimes \mathrm{C}_{0}(X)$. This makes $G \ltimes X$ the right object to study from the perspective of noncommutative geometry. Another reason to use a groupoid as a middle step when associating a $\mathrm{C}^{*}$-algebra to given topological data is the well developed theory of groupoid $\mathrm{C}^{*}$-algebras. The existence of a groupoid model for a $\mathrm{C}^{*}$-algebra allows to use the general theory of groupoid algebras to study its basic structural properties, such as simplicity, nuclearity or pure infiniteness.

In the previous example, we started with an action of a group on a space. This is an instance of a reversible dynamical system. A prototype for a non-reversible dynamical system can be obtained from a bouquet of $n$ loops $X$ over a vertex $\{\star\}$ for a fixed natural number $n \in \mathbb{N}$. This corresponds to an action of $\mathbb{N}$ on the set $\{\star\}$ by the graph $X:\{\star\} \rightarrow\{\star\}$, where a natural number $k \in \mathbb{N}$ acts on $\{\star\}$ by the product space $X^{k}$ realised as a bouquet of $n^{k}$ loops over $\{\star\}$. The graph $X:\{\star\} \rightarrow\{\star\}$ gives a $\mathrm{C}^{*}$-correspondence $\mathbb{C}^{n}: \mathbb{C} \rightarrow \mathbb{C}$, see Section 2.5. The Cuntz-algebra $\mathcal{O}_{n}$ is the right $\mathrm{C}^{*}$-algebra to associate with the correspondence $\mathbb{C}^{n}: \mathbb{C} \rightarrow \mathbb{C}$. It is generated by isometries $S_{1}, \ldots, S_{n}$ such that $\sum_{i=1}^{n} S_{i} S_{i}^{*}=1$. There is also a groupoid $\mathcal{G}_{X}$, the Cuntz groupoid, associated with the graph $X$ with $\mathrm{C}^{*}\left(\mathcal{G}_{X}\right) \cong \mathcal{O}_{n}$, see [40, p. 140].

The construction of the Cuntz algebra has been generalised to what is now called Cuntz-Pimsner algebras, which were introduced by Pimsner in [39]. Pimsner constructs a $\mathrm{C}^{*}$-algebra from a $\mathrm{C}^{*}$-correspondence over a $\mathrm{C}^{*}$-algebra. CuntzPimsner algebras have been receiving continuous interest as generalised crossed products associated to possibly non-invertible, singly generated $\mathrm{C}^{*}$-dynamics. An action by a $\mathrm{C}^{*}$-correspondence is equivalent to an action of the monoid $\mathbb{N}$. Actions of a general monoid may be defined by putting together several $\mathrm{C}^{*}$-correspondences in a suitable way. The correct definition is that of an (essential) product system over the monoid; product systems were introduced by Fowler [17], who was inspired by earlier work of Arveson [3]. We have shown in [2] that the Cuntz-Pimsner algebra of a product system is the right analogue of the crossed product for monoid actions by proper $\mathrm{C}^{*}$-correspondences.

An important source of product systems is monoid actions by topological correspondences. A topological correspondence is a quadruple $(E, V, r, s)$, where $E$ and $V$ are locally compact spaces, $r: E \rightarrow V$ is a continuous map and $s: E \rightarrow V$ is a local homeomorphism. An action of an Ore monoid $P$ on a space $X$ by topological correspondences gives rise to a product system in the bicategory of $\mathrm{C}^{*}$-correspondences. One of our main results in [1] is the construction of a groupoid model for the Cuntz-Pimsner algebra associated to such a product system. This generalises constructions for graph algebras [23] and higher-rank topological graph algebras [46]. As we will be working simultaneously on two tracks-on the groupoid level and on the $\mathrm{C}^{*}$-algebraic level-it is helpful to keep in mind the following diagram regarding $\mathrm{C}^{*}$-algebras associated with Ore monoid actions by topological
correspondences.


In this work we are interested in generalizing this result. But before explaining this let us analyze the previous examples further. Cuntz-Pimsner algebras of product systems satisfy certain universal properties, which make them colimits of the associated diagrams in a certain bicategory of $\mathrm{C}^{*}$-algebras, see [2]. Colimits are canonical constructions to build new objects from simpler ones. For a group action $(G, X)$, the crossed product $G \ltimes \mathrm{C}_{0}(X)$ is also a colimit of the associated diagram $\left(G, \mathrm{C}_{0}(X)\right)$. If we view the action $(G, X)$ as a diagram of topological spaces, then its colimit is the quotient space $X / G$. In an appropriate bicategory of groupoids its colimit is the transformation groupoid $G \ltimes X$.

There were several attempts to find an appropriate categorical setting to study dynamical systems. In [24], a category $\mathcal{M}$ of discrete higher-rank graphs has been introduced. The authors in [24] also introduce a functor from $\mathcal{M}$ to the category of $\mathrm{C}^{*}$-algebras and isomorphism classes of Hilbert bimodules as arrows. This makes $\mathcal{M}$ attractive as a possible setup for defining generalised dynamical systems. Moreover, if $\Lambda$ is a discrete higher-rank graph and $X: \Lambda \rightarrow \Lambda$ is an endomorphism in $\mathcal{M}$, then a new higher-rank graph $\Lambda \times_{X} \mathbb{N}$ (called the skew graph) may be constructed. The $\mathrm{C}^{*}$-algebra of the graph $\Lambda \times_{X} \mathbb{N}$ is naturally isomorphic to the Cuntz-Pimsner algebra $\mathcal{O}_{\mathrm{C}^{*}(X)}$, see [24, Theorem 6.8]. Nevertheless, despite their combinatorial structure and their nice $\mathrm{C}^{*}$-algebras, discrete higher-rank graphs are not well-suited as a common ground to study dynamical systems. Many examples are left untreated and an extra step is usually needed to link this category to a suitable category of groupoids.

### 1.2 The bicategory of groupoid correspondences

In 1967, Bénabou introduced bicategories in [6]. In a bicategory, we replace the sets of arrows between objects by categories of arrows. The composition of arrows
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becomes a bifunctor. We demand that the associativity and unitality hold only up to isomorphisms of functors.

We study colimits mainly in bicategories. The reason for this is best explained by the following example. Let $A$ be a $\mathrm{C}^{*}$-algebra and let $G$ be a group acting on $A$ by isomorphisms $\left(\alpha_{g}\right)_{g \in G}$. The colimit of this action in the usual category of $\mathrm{C}^{*}$-algebras, which consists of $\mathrm{C}^{*}$-algebras as objects and *-homomorphisms as arrows, is not an interesting object. It is the largest quotient of $A$ such that all isomorphisms $\alpha_{g}$ are trivial on this quotient. On the contrary, the colimit of this action in the bicategory of $\mathrm{C}^{*}$-correspondences is the crossed product $G \ltimes A$.

What are diagrams in categories and their colimits? Let $\mathcal{C}$ and $\mathcal{D}$ be categories. A diagram in $\mathcal{D}$ of shape $\mathcal{C}$ is a functor $\mathcal{C} \rightarrow \mathcal{D}$. Such diagrams are again the objects of a category $\mathcal{D}^{\mathcal{C}}$, with natural transformations between functors as arrows. Any object $x$ of $\mathcal{D}$ gives rise to a "constant" diagram const ${ }_{x}: \mathcal{C} \rightarrow \mathcal{D}$ of shape $\mathcal{C}$. The colimit colim $F$ of a diagram $F: \mathcal{C} \rightarrow \mathcal{D}$ is an object of $\mathcal{D}$ with the following universal property: there is a natural bijection between arrows colim $F \rightarrow x$ in $\mathcal{D}$ and transformations $F \Rightarrow$ const $_{x}$ for all objects $x$ of $\mathcal{D}$. In brief,

$$
\begin{equation*}
\mathcal{D}(\operatorname{colim} F, x) \cong \mathcal{D}^{\mathcal{C}}\left(F, \operatorname{const}_{x}\right) \tag{1.1}
\end{equation*}
$$

Let $\mathcal{C}$ and $\mathcal{D}$ be bicategories. A diagram in $\mathcal{D}$ of shape $\mathcal{C}$ is a functor $\mathcal{C} \rightarrow \mathcal{D}$. The functors $\mathcal{C} \rightarrow \mathcal{D}$ are the objects of a bicategory $\mathcal{D}^{\mathcal{C}}$; arrows and 2-arrows in this bicategory are called transformations between functors and modifications between transformations, see [25].

Thus $\mathcal{D}^{\mathcal{C}}\left(F_{1}, F_{2}\right)$ for two diagrams $F_{1}$ and $F_{2}$ is a category, not just a set. Similarly, for two objects $x_{1}$ and $x_{2}$ of $\mathcal{D}$, there is a category $\mathcal{D}\left(x_{1}, x_{2}\right)$ of arrows $x_{1} \rightarrow x_{2}$ and 2 -arrows between them. Once again, there is a constant diagram const ${ }_{x}$ of shape $\mathcal{C}$ for any object $x$ of $\mathcal{D}$. The bicategorical colimit is defined by the same condition (1.1) after interpreting $\cong$ as a natural equivalence of categories. The colimit colim $F$ of some diagram $\mathcal{D}$ is unique up to equivalence if it exists.

Our main interest lies in the realm of groupoids and $\mathrm{C}^{*}$-algebras. In the following we introduce bicategories $\mathfrak{C o r r}$ with $\mathrm{C}^{*}$-algebras and $\mathfrak{G r}$ with groupoids as objects. First, let $A, B$ be $\mathrm{C}^{*}$-algebras. A correspondence from $A$ to $B$ is a right Hilbert $B$-module $\mathcal{E}$ with a non-degenerate ${ }^{*}$-homomorphism $\varphi$ from $A$ to the $\mathrm{C}^{*}$-algebra of adjointable operators on $\mathcal{E}$. The correspondence $\mathcal{E}$ is called proper if the image of $\varphi$ is contained in the $\mathrm{C}^{*}$-algebras of compact operators. An isomorphism between two such correspondences is a unitary operator which intertwines the left $A$-actions. Let $\mathfrak{C o r r}$ be the bicategory consisting of $\mathrm{C}^{*}$-algebras as objects, correspondences as arrows and isomorphisms of correspondences as 2 -arrows. Let $\mathcal{C}$ be a category. A diagram of shape $\mathcal{C}$ in $\mathfrak{C o r r}$ is a functor $\mathcal{C} \rightarrow$ $\mathfrak{C o r r}$. Such diagrams are the objects of a bicategory $\mathfrak{C o r r}^{\mathcal{C}}$; the arrows and 2arrows in $\mathfrak{C o r r}^{\mathcal{C}}$ are transformations between functors and modifications between
transformations (see [11]). Any C*-algebra $D$ gives rise to a constant diagram of shape $\mathcal{C}$. The colimit of a diagram $F: \mathcal{C} \rightarrow \mathfrak{C o r r}$ is a $\mathrm{C}^{*}$-algebra colim $F$ with the following universal property:

$$
\begin{equation*}
\mathfrak{C o r r}(\operatorname{colim} F, D) \cong \mathfrak{C o r r}^{\mathcal{C}}\left(F, \operatorname{const}_{D}\right), \tag{1.2}
\end{equation*}
$$

where $\cong$ now means an equivalence of categories.
Let $P$ be a monoid, then a functor $P \rightarrow \mathfrak{C o r r}$ is the same as an essential product system over the monoid $P^{\text {op }}$ (see [17]). We prove in [2] that every diagram in the subcategory of proper correspondences has a colimit; the Cuntz-Pimsner algebra of a proper product system is the colimit of the associated diagram in $\mathfrak{C o r r}$.

Next, let $\mathcal{H}$ and $\mathcal{G}$ be étale groupoids. A correspondence $\mathcal{X}: \mathcal{H} \rightarrow \mathcal{G}$ is a space $\mathcal{X}$ with commuting left and right $\mathcal{G}$-actions on $\mathcal{X}$ such that the right action of $\mathcal{G}$ on $\mathcal{X}$ is free and proper and the source anchor map $s_{\mathcal{X}}: \mathcal{X} \rightarrow \mathcal{G}^{0}$ is a local homeomorphism. We say that $\mathcal{X}$ is proper if the range anchor map $r_{\mathcal{X}}: \mathcal{X} \rightarrow \mathcal{H}^{0}$ induces a proper map $r_{\mathcal{X}_{*}}: \mathcal{X} / \mathcal{G} \rightarrow \mathcal{H}^{0}$. Let $\mathcal{X}: \mathcal{H} \rightarrow \mathcal{G}$ and $\mathcal{Y}: \mathcal{G} \rightarrow \mathcal{D}$ be correspondences. Let $\mathcal{X} \circ_{\mathcal{G}} \mathcal{Y}$ be the quotient of the fibre product $\mathcal{X} \times_{s_{\mathcal{X}}, \mathcal{G}^{0}, r_{\mathcal{Y}}} \mathcal{Y}$ with respect to the diagonal $\mathcal{G}$-action. The space $\mathcal{X} \circ_{\mathcal{G}} \mathcal{Y}$ carries a free and proper right $\mathcal{D}$-action and a left $\mathcal{H}$-action, and the two actions commute. In addition, the anchor map $s: \mathcal{X} \circ_{\mathcal{G}} \mathcal{Y} \rightarrow \mathcal{D}^{0}$ is a local homeomorphism. Thus $\mathcal{X} \circ_{\mathcal{G}} \mathcal{Y}$ is a correspondence from $\mathcal{H}$ to $\mathcal{D}$. We call this correspondence the composite correspondence of $\mathcal{X}$ and $\mathcal{Y}$. We denote by $\mathfrak{G r}$ the bicategory consisting of étale groupoids as objects, groupoid correspondences as arrows and equivariant homeomorphisms of correspondences as 2 -arrows. There is a covariant functor $\mathfrak{G r} \rightarrow \mathfrak{C o r r}$ sending a correspondence $\mathcal{X}: \mathcal{H} \rightarrow \mathcal{G}$ to a correspondence $\mathcal{E}: \mathrm{C}^{*}(\mathcal{H}) \rightarrow \mathrm{C}^{*}(\mathcal{G})$.

Colimits in $\mathfrak{G r}$ are defined by an equivalence of groupoids as in Equation (1.2). We construct such colimits for proper Ore monoid actions. And we prove that

$$
\mathrm{C}^{*}(\underset{\longrightarrow}{\lim }(F))=\underline{\longrightarrow} \mathrm{Cl}^{*}(F)
$$

for such diagrams. This explains groupoid models for row-finite higher-rank graphs without sinks and the $\mathrm{C}^{*}$-algebras of self-similar groups defined by Nekrashevych.

### 1.3 Colimit equivalent dynamical systems

Ever since the introduction of Cuntz-Krieger algebras in [13], many authors have considered the question of deciding which subshifts of finite type have MoritaRieffel equivalent Cuntz-Krieger algebras (see [4,15,29]). Another related question in symbolic dynamics comes from the conjugacy problem. This classification problem amounts to deciding when two given subshifts are conjugate. A partial answer to this question treats subshifts of finite type as edge shifts of directed
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graphs, see [26, Proposition 2.3.9]. The question can be simplified in terms of defining certain operations on graphs producing conjugacies of edge shifts. Such graphical constructions can be found in the work of Pask and Bates in [5].

Beyond the singly generated dynamics of shifts of finite type, it is more difficult to determine whether two topological dynamical systems give the same $\mathrm{C}^{*}$-algebra. The language of bicategories offers the right setup to understand these questions. An (elementary) shift equivalence in a bicategory can be obtained by a functor from the category $\mathcal{C}_{s}$ generated freely by

to the bicategory under consideration. In particular, a functor $F: \mathcal{C}_{s} \rightarrow \mathfrak{G r}_{\text {prop }}$ is equivalent to the functor given by two groupoids $\mathcal{G}$ and $\mathcal{H}$ and proper correspondences $\mathcal{X}: \mathcal{G} \rightarrow \mathcal{H}$ and $\mathcal{Y}: \mathcal{H} \rightarrow \mathcal{G}$. The $\mathbb{N}$-actions given by $\mathcal{X} \circ \mathcal{H} \mathcal{Y}: \mathcal{G} \rightarrow \mathcal{G}$ and $\mathcal{Y} \circ_{\mathcal{G}} \mathcal{X}: \mathcal{H} \rightarrow \mathcal{H}$ have the same colimit groupoid in $\mathfrak{G r}$. For the special case where the groupoids $\mathcal{G}$ and $\mathcal{H}$ are just spaces, we obtain the usual notion of elementary strong shift equivalence of topological graphs (compare [44, Definition 2.2]).

The same happens in the bicategory of $\mathrm{C}^{*}$-correspondences. An elementary strong shift equivalence of $\mathrm{C}^{*}$-correspondences, see [44, Definition 3.10], is equivalent to a functor $F: \mathcal{C}_{s} \rightarrow \mathfrak{C o r r}$.

Both results are special cases of a general phenomenon of colimits of diagrams containing a cofinal subdiagram. This perspective allows to simultaneously treat dynamical systems with the same colimit in $\mathfrak{G r}$ and $\mathfrak{C o r r}$. We call ( $\mathrm{C}^{*}$-algebraic or topological) dynamical systems colimit equivalent if they have the same colimit.

### 1.4 Overview of the thesis

We describe now the contents of individual chapters of this thesis.
We start in Chapter 2 by recalling basic definitions regarding bicategories. In Section 2.2, we introduce groupoid correspondences and in Section 2.4 we show that groupoid correspondences form a bicategory $\mathfrak{G r}$. In Section 2.5, we construct a functor from $\mathfrak{G r}$ to the bicategory of $\mathrm{C}^{*}$-correspondences $\mathfrak{C o r r}$, and we characterise when the $\mathrm{C}^{*}$-correspondence associated with a groupoid correspondence is proper. In Chapter 2, we also describe functors to $\mathfrak{G r}$ and to $\mathfrak{C o r r}$, transformations between such functors, and modifications between such transformations, and we define colimits of diagrams in $\mathfrak{G r}$.

In Chapter 3, we introduce and study Ore monoids and Ore monoid actions by proper correspondences and by tight correspondences. Here we say that a correspondence $\mathcal{X}: \mathcal{H} \rightarrow \mathcal{G}$ is tight if the map induced by the range map $r_{\mathcal{X} *}: \mathcal{X} / \mathcal{G} \rightarrow \mathcal{G}^{0}$ is a homeomorphism.

In the first section of Chapter 3, we associate an étale groupoid to a given action of an Ore monoid by tight correspondences. We then show in Theorem 3.15 that this groupoid is the colimit of the action in $\mathfrak{G r}$. We show in Theorem 3.21 that the colimit groupoid of an action in $\mathfrak{G r}$ is a groupoid model of the Cuntz-Pimsner algebra for the product system associated with the action.

In Section 3.3 we show how to transform an Ore monoid action by proper correspondences to an action by tight correspondences. This construction preserves the colimits by Theorem 3.30.

Finally, Chapter 4 is devoted to studying diagrams with the same colimit in bicategories. If $\mathcal{C}$ is a diagram with a cofinal object $x$, then the colimit of the diagram $\mathcal{C}$ is isomorphic to the colimit of the diagram $\mathcal{C}(x, x)$. This theorem allows to recover notions like shift equivalence of $\mathrm{C}^{*}$-correspondences, as introduced by [32], as a special case. The same applies to diagrams in the groupoid bicategory. We also generalise the notion of shift equivalence of graphs (see [44]).
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## 2 Groupoid bicategories and the bicategory of $\mathbf{C}^{*}$-correspondences

This chapter introduces the bicategory of groupoid correspondences $\mathfrak{G r}$. The definition of a groupoid correspondence is a common generalisation of topological graphs by Katsura [20] and permutational group bimodules [36], which are related to (possibly non-faithful) self-similar group actions. It is based on the notion of groupoid actors by Meyer and Zhu which goes back to Buneci [8]. Our category is a subcategory of the category of topological correspondences introduced in [18]. We construct a morphism from $\mathfrak{G r}$ to the bicategory of $\mathrm{C}^{*}$-correspondence $\mathfrak{C o r r}$ as we will see in Section 2.5.
In Section 2.6 we discuss colimits of diagrams in the bicategories $\mathfrak{G r}$ and $\mathfrak{C o r r}$. We finish the chapter by some examples of colimits in $\mathfrak{G r}$ and $\mathfrak{C o r r}$ including colimits of group actions.

### 2.1 Bicategories

We recall in this section some definitions regarding bicategories. Our main reference here is the small preprint [25]. Readers already familiar with bicategories can skip this section.

When taking the leap from category theory to higher category theory, we weaken equalities from one level to natural transformations at the following level. The new structure is then required to satisfy certain coherence conditions. Our interests lie in the realm of bicategories. A bicategory has three levels: objects, arrows and 2 -arrows. The composition in the second level is weakly associative and weakly unital. More concretely,

Definition 2.1. A bicategory $\mathcal{C}$ consists of the following data:
(1) A set of objects $\mathcal{C}^{0}$;
(2) categories $\mathcal{C}(A, B)$ for all objects $A$ and $B \in \mathcal{C}^{0}$;
(3) for all objects $A, B$ and $C \in \mathcal{C}^{0}$, a composition bifunctor

$$
*: \mathcal{C}(B, C) \times \mathcal{C}(A, B) \rightarrow \mathcal{C}(A, C), \quad\left(u_{1}, u_{2}\right) \mapsto u_{1} * u_{2}
$$

2 Groupoid bicategories and the bicategory of $\mathrm{C}^{*}$-correspondences
called the horizontal composition, which commutes with the composition in the categories $\mathcal{C}(A, B)$, that is, it commutes with the vertical composition;
(4) for all objects $A, B \in \mathcal{C}^{0}$ and arrows $f \in \mathcal{C}(A, B)^{0}$, natural isomorphisms called the unitor

$$
\begin{aligned}
l_{f}: 1_{B} * f & \Rightarrow f \\
r_{f}: f * 1_{A} & \Rightarrow f
\end{aligned}
$$

(5) for all objects $A, B, C, D \in \mathcal{C}^{0}$, natural isomorphisms called the associator

$$
\Phi: f_{1} *\left(f_{2} * f_{3}\right) \Rightarrow\left(f_{1} * f_{2}\right) * f_{3}
$$

for all composable arrows $f_{1} \in \mathcal{C}(C, D), f_{2} \in \mathcal{C}(B, C)$ and $f_{3} \in \mathcal{C}(A, B)$.
And we require the following axioms:
(6) for all $A, B, C \in \mathcal{C}^{0}$ and all $f_{2} \in \mathcal{C}(A, B)$ and $f_{1} \in \mathcal{C}(B, C)$ the following diagram commutes:

(7) for all composable arrows $f_{1}, f_{2}, f_{3}, f_{4}$ in $\mathcal{C}$ the following diagram commutes:


A functor or a morphism of bicategories is a weakening of that of categories. For instance, a functor of bicategories is only unital up to natural transformations.

Definition 2.2. A functor $(\mathcal{F}, \mu): \mathcal{C} \rightarrow \mathcal{D}$ between bicategories consists of the following data
(1) a function $\mathcal{F}_{0}: \mathcal{C}^{0} \rightarrow \mathcal{D}^{0}$,
(2) functors $\mathcal{F}_{1}: \mathcal{C}(A, B) \rightarrow \mathcal{D}\left(\mathcal{F}_{0}(A), \mathcal{F}_{0}(B)\right)$ for all $A$ and $B \in \mathcal{C}^{0}$,
(3) 2-arrows $\mu_{f, g}: F(f) \circ F(g) \Rightarrow F(f \circ g)$ for all composable arrows $f, g \in \mathcal{C}^{1}$,
(4) 2-arrows $\mu_{A}: 1_{F(A)} \Rightarrow F\left(1_{A}\right)$ for all $A \in \mathcal{C}^{0}$,
such that the following diagrams commute:

for composable arrows $h, g$ and $f$, and

for an arrow $f: A \rightarrow B$ in $\mathcal{C}$.
Definition 2.3. Let $\mathcal{C}$ and $\mathcal{I}$ be bicategories and let $A$ be an object in $\mathcal{C}$. The constant functor const $_{A}: \mathcal{I} \rightarrow \mathcal{C}$ maps all objects $x$ of $\mathcal{I}$ to $A$, all arrows $f$ in $\mathcal{I}$ to the identity arrow on $A$, and the 2 -arrows $\mu$ in Definition 2.1 are identities.
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Definition 2.4. Let $\mathcal{C}$ and $\mathcal{D}$ be bicategories and let $(\mathcal{F}, \mu),(\mathcal{J}, \omega): \mathcal{C} \rightrightarrows \mathcal{D}$ be functors. A transformation $\mathcal{F} \Rightarrow \mathcal{J}$ consists of

- arrows $\sigma_{A}: \mathcal{F}_{0}(A) \rightarrow \mathcal{J}_{0}(A)$ for all $A \in \mathcal{C}^{0}$,
- 2-arrows $\sigma_{f}: \mathcal{J}_{1}(f) \circ \sigma_{A} \Rightarrow \sigma_{B} \circ \mathcal{F}_{1}(f)$ for all arrows $f: A \rightarrow B$ in $\mathcal{C}$;
such that the diagram

$$
\begin{align*}
& \left(\mathcal{F}_{1} g \circ \mathcal{F}_{1} f\right) \circ \sigma_{A} \stackrel{\Phi}{\Rightarrow} \mathcal{F}_{1} g \circ\left(\mathcal{F}_{1} f \circ \sigma_{A}\right) \stackrel{1 * \sigma_{\mathcal{F}^{\prime}}}{\Rightarrow} g \circ\left(\sigma_{B} \circ \mathcal{J}_{1} f\right) \stackrel{\Phi^{-1}}{\Rightarrow}\left(\mathcal{F}_{1} g \circ \sigma_{B}\right) \circ \mathcal{J}_{1} f \\
& \downarrow \mu_{g, f} * 1 \quad \| \sigma_{g} * 1 \\
& \mathcal{F}_{1}(g \circ f) \circ \sigma_{A} \xrightarrow{\sigma_{g \circ f}} \sigma_{E} \circ \mathcal{J}_{1}(g \circ f) \underset{\mathcal{*} \omega_{g, f}}{\leftrightarrows} \sigma_{E} \circ\left(\mathcal{J}_{1} g \circ \mathcal{J}_{1} f\right) \underset{\Phi}{\overleftarrow{( }}\left(\sigma_{E} \circ \mathcal{J}_{1} g\right) \circ \mathcal{J}_{1} f \tag{2.6}
\end{align*}
$$

commutes for composable arrows $f: A \rightarrow B, g: B \rightarrow E$ in $\mathcal{C}$, and the diagram

$$
\begin{gather*}
1_{\mathcal{F}_{0}(A)} \circ \sigma_{A} \stackrel{l_{\sigma_{A}}}{\Rightarrow} \sigma_{A} \stackrel{r_{\sigma_{A}}^{-1}}{\Longrightarrow} \sigma_{A} \circ 1_{\mathcal{J}_{0} A}  \tag{2.7}\\
\| \mu_{A} * 1_{\sigma_{A}} \\
\mathcal{F}_{1}\left(1_{A}\right) \circ \sigma_{A} \xrightarrow{\sigma_{1_{A}}} \sigma_{A} \circ \mathcal{J}_{1}\left(1_{A}\right)
\end{gather*}
$$

commutes for all objects $A \in \mathcal{C}^{0}$.
We often need to work with transformations to the constant functor over some object in the target bicategory. We rewrite the previous definition in this case.
Definition 2.5. Let $\mathcal{C}$ and $\mathcal{D}$ be bicategories and let $(\mathcal{F}, \mu): \mathcal{C} \rightrightarrows \mathcal{D}$ be a functor and $A \in \mathcal{D}^{0}$. A transformation $\mathcal{F} \Rightarrow$ const $_{A}$ consists of

- arrows $\sigma_{x}: \mathcal{F}_{0}(x) \rightarrow A$ for all $x \in \mathcal{C}^{0}$,
- 2-arrows $\sigma_{f}: \sigma_{x} \Rightarrow \sigma_{y} \circ \mathcal{F}_{1}(f)$ for all arrows $f: x \rightarrow y$ in $\mathcal{C}$;
such that the following diagram commutes for composable arrows $g: y \rightarrow z$, $h: x \rightarrow y:$

$$
\begin{align*}
& \sigma_{x} \xlongequal{\sigma_{h}} \sigma_{y} \circ \mathcal{F}_{h}  \tag{2.8}\\
& \operatorname{id}_{\sigma_{x}} \downarrow \\
& \sigma_{g} * 1 \\
& \sigma_{x} \sigma_{z} \circ \mathcal{F}_{g} \circ \mathcal{F}_{h} \\
& \sigma_{z} \circ \mathcal{F}_{g h} 1 * \circ \mu_{g, h}
\end{align*}
$$

Definition 2.6. Let $\mathcal{C}$ and $\mathcal{D}$ be bicategories and let $(\mathcal{F}, \mu),(\mathcal{J}, \omega): \mathcal{C} \rightrightarrows \mathcal{D}$ be functors. A modification between two transformations $\alpha, \beta: \mathcal{F} \Rightarrow \mathcal{J}$ consists of 2-arrows $\Gamma_{A}: \alpha_{A} \Rightarrow \beta_{A}$ for all objects $A \in \mathcal{C}^{0}$, such that the following diagram commutes for all arrows $f: x \rightarrow y$ in $\mathcal{C}$ :

$$
\begin{array}{r}
\mathcal{J} f \circ \alpha_{x} \xrightarrow{1 * \Gamma_{x}} \mathcal{J} f \circ \beta_{x}  \tag{2.9}\\
\| \alpha_{f} \\
\alpha_{y} \circ \mathcal{F} f \xrightarrow{\Gamma_{y} * 1} \beta_{y} \circ \mathcal{F} f
\end{array}
$$

Finally, if $\mathcal{J}$ in Definition 2.6 is the constant diagram over an object $A \in \mathcal{D}^{0}$, then the coherence condition (2.9) simplifies to

$$
\begin{gather*}
\alpha_{x} \xrightarrow{\Gamma_{x}} \beta_{x}  \tag{2.10}\\
\downarrow \alpha_{f} \\
\alpha_{y} \circ \mathcal{F} f \xrightarrow{\Gamma_{y} * 1} \beta_{y} \circ \mathcal{F} f
\end{gather*}
$$

for all arrows $f: x \rightarrow y$ in $\mathcal{C}$.

### 2.2 Groupoid correspondences

A groupoid is a common generalisation of groups and spaces where the unique unit of a group is replaced by a space of units and the multiplication is only partially defined. We start this section with some basic definitions and some results concerning groupoids and their actions. Then we define groupoid correspondences. We finish this section with some examples of our correspondences.

Our main reference for general properties of groupoids, groupoid actions and groupoid principal bundles is the survey article [31]. In the this article, groupoids are dealt with in an abstract setting, allowing us to apply results for non-Hausdorff groupoids as well. Another reference is [45].

Definition 2.7. A (discrete) groupoid is a set $\mathcal{G}$ with partially defined product on a set $\mathcal{G}^{2} \subset \mathcal{G} \times \mathcal{G}$ and an inverse map $g \rightarrow g^{-1}$ such that:
(1) if $(a, b),(b, c) \in \mathcal{G}^{2}$ then $(a b, c),(a, b c) \in \mathcal{G}^{2}$ and

$$
(a b) c=a(b c)
$$
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(2) $\left(g, g^{-1}\right) \in \mathcal{G}^{2}$ for all $g \in \mathcal{G}$, and if $(a, b) \in \mathcal{G}^{2}$ then

$$
a^{-1}(a b)=b, \quad(a b) b^{-1}=a .
$$

The set of units $\mathcal{G}^{0}$ of $\mathcal{G}$ is the subset of elements $g g^{-1}$ for all $g \in \mathcal{G}$. The source map and the range map are defined by

$$
r(g):=g g^{-1}, \quad s(g):=g^{-1} g
$$

for all $g \in \mathcal{G}$, respectively. For $g, h \in \mathcal{G}$ the pair $(g, h)$ is in $\mathcal{G}^{2}$ if and only if $r(h)=s(g)$. For $x \in \mathcal{G}^{0}$ we denote by $\mathcal{G}_{x}$ and $\mathcal{G}^{x}$ the sets $\mathcal{G}_{x}:=s^{-1}(x)$ and $\mathcal{G}^{x}:=r^{-1}(x)$. We say that $\mathcal{G}$ is a topological groupoid if it has a topology such that the product and inversion are continuous.

The two extreme classes of groupoids are spaces and groups. A space is a groupoid with only units and a group is a groupoid with a single unit. To assign a $\mathrm{C}^{*}$-algebra to a topological group $G$, one needs a left-invariant measure on $G$ in order to define a convolution. Similarly, a family of measures on a groupoid is needed to define its $\mathrm{C}^{*}$-algebra. However, unlike for groups, where a unique left-invariant measure always exists, a family of measures must be specified $a$ priori. We are interested mainly in étale groupoids. These generalise discrete groups, and carry a canonical family of counting measures.

Definition 2.8. An étale locally compact groupoid is a groupoid $\mathcal{G}$ with a topology such that
(1) the space of units $\mathcal{G}^{0}$ is Hausdorff and locally compact;
(2) the range and source maps $r, s: \mathcal{G} \rightrightarrows \mathcal{G}^{0}$ are local homeomorphisms;
(3) the multiplication and inverse maps are continuous.

We allow $\mathcal{G}$ to be non-Hausdorff. Any point in $\mathcal{G}$ has a Hausdorff, compact neighbourhood because $r$ is a local homeomorphism and $\mathcal{G}^{0}$ is Hausdorff and locally compact.

Standing assumption 2.9. We shall assume for the rest of this thesis that all groupoids are étale and locally compact.

Let $\mathcal{G}$ be a groupoid. A right $\mathcal{G}$-space is a topological space $\mathcal{X}$, possibly nonHausdorff, with a continuous map $s: \mathcal{X} \rightarrow \mathcal{G}^{0}$, the anchor map, and a continuous map

$$
\text { mult: } \mathcal{X} \times_{s, \mathcal{G}^{0}, r} \mathcal{G} \rightarrow \mathcal{X}, \quad \mathcal{X} \times_{s, \mathcal{G}^{0}, r} \mathcal{G}:=\{(x, g) \in \mathcal{X} \times \mathcal{G} \mid s(x)=r(g)\}
$$

which we denote multiplicatively as ', such that
(1) $s(x \cdot g)=s(g)$ for all $x \in \mathcal{X}, g \in \mathcal{G}$ with $s(x)=r(g)$;
(2) $\left(x \cdot g_{1}\right) \cdot g_{2}=x \cdot\left(g_{1} g_{2}\right)$ for all $x \in \mathcal{X}, g_{1}, g_{2} \in \mathcal{G}$ with $s(x)=r\left(g_{1}\right)$ and $s\left(g_{1}\right)=$ $r\left(g_{2}\right)$;
(3) $x \cdot s(x)=x$ for all $x \in \mathcal{X}$.

The orbit space $\mathcal{X} / \mathcal{G}$ is the quotient $\mathcal{X} / \sim_{\mathcal{G}}$ with the quotient topology, where $x \sim_{\mathcal{G}} y$ if there is an element $g \in \mathcal{G}$ with $s(x)=r(g)$ and $x \cdot g=y$.

Proposition 2.10 ([31, Proposition 9.34]). The orbit space projection $\mathrm{p}: \mathcal{X} \rightarrow$ $\mathcal{X} / \mathcal{G}$ is open.

Left $\mathcal{G}$-spaces are defined similarly. We always write $s: \mathcal{X} \rightarrow \mathcal{G}^{0}$ for the anchor map in a right action and $r: \mathcal{X} \rightarrow \mathcal{G}^{0}$ for the anchor map in a left action.

Definition 2.11. Let $\mathcal{X}$ and $\mathcal{Y}$ be right $\mathcal{G}$-spaces. A continuous map $f: \mathcal{X} \rightarrow \mathcal{Y}$ is $\mathcal{G}$-equivariant if $s(f(x))=s(x)$ for all $x \in \mathcal{X}$ and $f(x \cdot g)=f(x) \cdot g$ for all $x \in \mathcal{X}, g \in \mathcal{G}$ with $s(x)=r(g)$.
Let $\mathcal{X}$ be a right $\mathcal{G}$-space and $\mathcal{Z}$ a space. A continuous map $f: \mathcal{X} \rightarrow \mathcal{Z}$ is $\mathcal{G}$-invariant if $f(x \cdot g)=f(x)$ for all $x \in \mathcal{X}, g \in \mathcal{G}$ with $s(x)=r(g)$.

Definition 2.12 ([7, I.10.1], "application propre"). Let $X$ and $Y$ be topological spaces. A map $f: X \rightarrow Y$ is proper if $f \times \operatorname{id}_{Z}: X \times Z \rightarrow Y \times Z$ is closed for every topological space $Z$.

Definition 2.13 ([45, Definition 2.9]). A groupoid $\mathcal{G}$ is proper if the following map is proper:

$$
(r, s): \mathcal{G} \rightarrow \mathcal{G}^{0} \times \mathcal{G}^{0}, \quad g \mapsto(r(g), s(g)) .
$$

Definition 2.14. A right $\mathcal{G}$-space $\mathcal{X}$ is proper if the transformation groupoid $\mathcal{X} \rtimes \mathcal{G}$ is proper, that is, the following map is proper:

$$
\begin{equation*}
\mathcal{X} \times_{s, \mathcal{G}^{0}, r} \mathcal{G} \rightarrow \mathcal{X} \times \mathcal{X}, \quad(x, g) \mapsto(x \cdot g, x) . \tag{2.11}
\end{equation*}
$$

Definition 2.15. A right $\mathcal{G}$-space $\mathcal{X}$ is basic if the map in (2.11) is a homeomorphism onto its image.

The image of the map (2.11) is the subspace

$$
\mathcal{X} \times_{\mathcal{X} / \mathcal{G}} \mathcal{X}:=\left\{(x, y) \in \mathcal{X}^{2} \mid x \sim_{\mathcal{G}} y\right\} .
$$

Basic actions are defined in [31] in a more abstract setting, and the definition above is an equivalent characterisation of the basic actions in the setting of topological spaces, possibly non-Hausdorff, with étale surjections as covers, compare [31, Proposition 9.40]. We recall some more details related to this.
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Definition 2.16. A right $\mathcal{G}$-space $\mathcal{X}$ is free if $x \cdot g=x$ for $x \in \mathcal{X}$ and $g \in \mathcal{G}$ implies $g=1_{s(x)}$.

An action is free if and only if the map (2.11) is injective. An action is basic if and only if it is free and the map from $\mathcal{X} \times_{\mathcal{X} / \mathcal{G}} \mathcal{X}$ to $\mathcal{G}$ that maps $(x, y) \in \mathcal{X}^{2}$ with $x \sim_{\mathcal{G}} y$ to the unique $g \in \mathcal{G}$ with $s(x)=r(g)$ and $x \cdot g=y$ is continuous: this implies that the inverse map $\mathcal{X} \times_{\mathcal{X} / \mathcal{G}} \mathcal{X} \rightarrow \mathcal{G} \times_{s, \mathcal{G}^{0}, r} \mathcal{X}$ is continuous.
Proposition 2.17 ([31, Corollary 9.35 and Proposition 9.40]). Let $\mathcal{G}$ be a groupoid and $\mathcal{X}$ a right $\mathcal{G}$-space. The following are equivalent:
(1) the action of $\mathcal{G}$ on $\mathcal{X}$ is basic and the orbit space $\mathcal{X} / \mathcal{G}$ is Hausdorff;
(2) the action of $\mathcal{G}$ on $\mathcal{X}$ is free and proper.

In this case, the orbit space projection is a local homeomorphism.
The statement in Proposition 2.17 about the orbit space projection needs our standing assumption that $\mathcal{G}$ is étale.

All topological spaces that we shall need are locally Hausdorff and locally compact.

### 2.2.1 Groupoid correspondences

We introduce the main building blocks of our bicategory: groupoid correspondences.

Definition 2.18. Let $\mathcal{H}$ and $\mathcal{G}$ be groupoids. A groupoid correspondence from $\mathcal{H}$ to $\mathcal{G}$ is a (topological) space $\mathcal{X}$ with commuting actions of $\mathcal{H}$ on the left and $\mathcal{G}$ on the right, such that the right anchor map $s: \mathcal{X} \rightarrow \mathcal{G}^{0}$ is a local homeomorphism and the right $\mathcal{G}$-action is free and proper.

Having commuting actions of $\mathcal{G}$ and $\mathcal{H}$ means that $s(h \cdot x)=s(x), r(x \cdot g)=r(x)$, and $(h \cdot x) \cdot g=h \cdot(x \cdot g)$ for all $g \in \mathcal{G}, x \in \mathcal{X}, h \in \mathcal{H}$ with $s(h)=r(x)$ and $s(x)=r(g)$, where $s: \mathcal{X} \rightarrow \mathcal{G}^{0}$ and $r: \mathcal{X} \rightarrow \mathcal{H}^{0}$ are the anchor maps. If $s: \mathcal{X} \rightarrow \mathcal{G}^{0}$ is a local homeomorphism and $\mathcal{G}^{0}$ is Hausdorff, locally compact, then $\mathcal{X}$ must be locally Hausdorff and locally compact; but it need not be Hausdorff. The orbit space $\mathcal{X} / \mathcal{G}$ is Hausdorff and the projection map $\mathcal{X} \rightarrow \mathcal{X} / \mathcal{G}$ is a local homeomorphism by Proposition 2.17. Thus $\mathcal{X} / \mathcal{G}$ is locally compact as well.

Definition 2.19. A correspondence $\mathcal{X}: \mathcal{H} \rightarrow \mathcal{G}$ is proper if its left anchor map induces a proper map $r_{*}: \mathcal{X} / \mathcal{G} \rightarrow \mathcal{H}^{0}$. It is tight if $r_{*}$ is a homeomorphism.

Lemma 2.20. For a tight correspondence $\mathcal{X}: \mathcal{H} \rightarrow \mathcal{G}$ the map $r: \mathcal{X} \rightarrow \mathcal{H}^{0}$ is a surjective local homeomorphism.

Proof. The quotient map $\mathcal{X} \rightarrow \mathcal{X} / \mathcal{G}$ is a surjective local homeomorphism by Proposition 2.17, and $r_{*}: \mathcal{X} / \mathcal{G} \rightarrow \mathcal{H}^{0}$ is a homeomorphism. The map $r$ is the product of these two maps and hence also a surjective local homeomorphism.

In [31], a "bibundle actor" between two groupoids in a category with a pretopology is defined as an object in the underlying category with two commuting actions such that the right action is basic and the right anchor map is a cover in the pretopology. In particular, a bibundle actor in the category of locally Hausdorff, locally compact spaces with surjective local homeomorphisms as covers is a space $\mathcal{X}$ with two commuting actions of $\mathcal{H}$ and $\mathcal{G}$ such that the right anchor map $s$ is a surjective local homeomorphism and the right action is basic. This is very close to a groupoid correspondence. There are only two differences. First, we do not require the source map on $\mathcal{X}$ to be surjective because we never need this and there are relevant examples where this does not happen. Secondly, we ask the orbit space $\mathcal{X} / \mathcal{G}$ to be Hausdorff. (By Proposition 2.17, an action is free and proper if and only if it is basic and the orbit space is Hausdorff.) Furthermore, for a bibundle actor as above, the groupoids involved may have a locally Hausdorff, locally compact object space. We need $\mathcal{X} / \mathcal{G}$ to be Hausdorff to ensure that certain groupoids we are going to construct from a correspondence have a Hausdorff object space and also to pass to $\mathrm{C}^{*}$-correspondences.

The tight bibundle actors are close to the covering bibundle functors in the notation of [31]. Here the only difference is that we do not require the right anchor map to be surjective. The orbit space $\mathcal{X} / \mathcal{G}$ is required, anyway, to be homeomorphic to $\mathcal{H}^{0}$, so its Hausdorffness is not an assumption on $\mathcal{X}$ but only on $\mathcal{H}$.

Definition 2.21. A correspondence $\mathcal{X}: \mathcal{G} \rightarrow \mathcal{H}$ is called a bicorrespondence if the range map $r: \mathcal{X} \rightarrow \mathcal{G}$ is a local homeomorphism and the action of $\mathcal{G}$ on $\mathcal{X}$ is free and proper. A bicorrespondence $\mathcal{X}: \mathcal{G} \rightarrow \mathcal{H}$ is called a partial equivalence if $r_{*}: \mathcal{X} / \mathcal{H} \rightarrow \mathcal{G}^{0}$ and $s_{*}: \mathcal{G} \backslash \mathcal{X} \rightarrow \mathcal{H}^{0}$ are homeomorphisms onto their images.

### 2.2.2 Examples

Example 2.22. Let $G$ and $H$ be locally compact spaces viewed as groupoids with no arrows and let $X: H \rightarrow G$ be a correspondence. Since the spaces $G$ and $H$ act trivially on $X$, the correspondence $X$ is equivalent to the triple ( $X, r, s$ ). That is, the correspondence $X$ is given by a locally compact space $X$ with anchor maps $s: X \rightarrow G$ and $r: X \rightarrow H$ such that $s$ is a local homeomorphism. The triple ( $X, r, s$ ) is called a topological correspondence in [1]. See also [20]. It is called a continuous graph if $G$ and $H$ are the same space and $r: X \rightarrow H$ is also a local homeomorphism (see [14]). Hence a continuous graph is a bicorrespondence over a locally compact space.
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Example 2.23. Let $X$ be a finite set and let $G$ be a discrete group acting on $X$. Let $\varphi: G \times X \rightarrow G$ be a (one)-cocycle for this action. That is, for all $g, h \in G$ and all $x \in X$ we have

$$
\begin{equation*}
\varphi(g h, x)=\varphi(g, h(x)) \varphi(h, x) . \tag{2.12}
\end{equation*}
$$

Let $X^{*}$ be the set of finite words over $X$. The action of $G$ on $X$ extends to an action on $X^{*}$ using the recursive formula

$$
\begin{equation*}
g(x w)=g(x) \varphi(g, x)(w) \tag{2.13}
\end{equation*}
$$

for all $g, h \in G, x \in X$ and all $w \in X^{*}$. We call the triple $(G, X, \varphi)$ a self-similar action of the group $G$.

The pair $(G, X)$ is called a faithful self-similar action if the action of $G$ on $X^{*}$ is faithful (compare [37, Definition 2.1]). In this case, $\varphi(g, x)$ is called the restriction of $g$ on $x$ and denoted $\left.g\right|_{x}$.

Lemma 2.24. Let $G$ be a discrete group. Self-similar $G$-actions are equivalent to proper correspondences over $G$.

Proof. Let $(G, X, \varphi)$ be a self-similar group. The space $\mathcal{X}:=X \times G$ is in a natural way a correspondence over the group $G$. The left and right actions of $G$ on $X \times G$ are

$$
\begin{aligned}
h \cdot(x, g) & :=(h(x), \varphi(h, x) g), \\
(x, g) \cdot h & :=(x, g h)
\end{aligned}
$$

for all $x \in X$ and all $g, h \in G$. Clearly, the anchor map $s: X \times G \rightarrow\left\{G^{0}\right\}=\{1\}$ is a local homeomorphism since $X \times G$ is discrete. Furthermore, the right action is free and proper. In fact, the map $((x, g), h) \mapsto(x, g h)$ is a homeomorphism. The orbit space of the right action $\mathcal{X} / G$ is homeomorphic to $X$ via the map $[x, g] \mapsto x$. The map induced by the range map $r_{*}: \mathcal{X} / G \rightarrow\{1\}$ is proper by our assumption that $X$ is finite.

Conversely, let $\mathcal{X}: G \rightarrow G$ be a proper correspondence. The source anchor map $s: \mathcal{X} \rightarrow\{1\}$ is a local homeomorphism. Thus $\mathcal{X}$ is discrete. The map $r_{*}: \mathcal{X} / G \rightarrow\{1\}$ is proper. Hence $\mathcal{X} / G$ is compact and so it is finite. Therefore, we may choose a finite fundamental domain (a basis) $X \subset \mathcal{X}$ for the right action. That is, $X$ intersects every orbit of the right action once. By assumption, the right action is free. Hence the restriction of the multiplication map $m: \mathcal{X} \times G \rightarrow \mathcal{X}$ to $X \times G$ is an invertible map. Let $\theta: \mathcal{X} \rightarrow X \times G$ be its inverse. That is, if $\theta(y)=(x, g)$ for an element $y \in \mathcal{X}$, then the elements $x \in X$ and $g \in G$ are the unique elements with $y=x \cdot g$. The space $X \times G$ is a right $G$-space. Furthermore,
the map $\theta$ is $G$-equivariant. That is, $\theta(y g)=\theta(y) g$ for all $y \in \mathcal{X}$ and all $g \in G$. We define a left action of $G$ on the space $X \times G$ by the rule

$$
g \theta(y)=\theta(g y)
$$

for all $y \in \mathcal{X}$. With this action, $X \times G$ becomes a correspondence over the group $G$ such that $\theta: \mathcal{X} \rightarrow X \times G$ is an isomorphism. The map

$$
X \rightarrow X, \quad x \mapsto \operatorname{pr}_{1}(\theta(g \cdot x))
$$

for all $g \in G$, defines a permutation action of the group $G$ on the finite set $X$. We define

$$
\varphi(g, x):=\operatorname{pr}_{2}(\theta(g \cdot x))
$$

for all $g \in G$ and $x \in X$. Then

$$
\varphi(g h, x)=\varphi(g, h(x)) \varphi(h, x)
$$

for all $g, h \in G$ and $x \in X$. That is, the map

$$
G \times X \rightarrow G, \quad(x, g) \mapsto \varphi(g, x)
$$

is a cocycle. The triple $(X, G, \varphi)$ is a self-similar group. We have shown that the map $\theta: \mathcal{X} \rightarrow X \times G$ is an isomorphism of correspondences. So the two constructions are inverse to each other up to isomorphism.

A proper correspondence over a discrete group is the same as a $d$-covering permutational bimodule over the group as in [36, §2.1].

Lemma 2.24 gives an equivalence between self-similar group actions and proper group correspondences. A closer investigation shows that a tight group correspondence is equivalent to a self-similar action on an alphabet consisting of one letter. That is, a tight correspondence over a group $G$ is equivalent to a group endomorphism over $G$.
Example 2.25. Let $G$ and $H$ be discrete groups. Let $\varphi: H \rightarrow G$ be a group homomorphism. Let $G_{\varphi}:=G$ as a set. Then $G_{\varphi}$ is a free and proper right $G$-space with the group multiplication and the trivial anchor map. The group $H$ acts on $G_{\varphi}$ using the maps $\varphi$. That is, for all $h \in H$ and $g \in G_{\varphi}$ we define

$$
h \cdot g:=\varphi(h) g
$$

This action commutes with the action of $G$ on itself by right multiplication and hence $G_{\varphi}$ is a correspondence. Moreover, $G_{\varphi} / G=\left[1_{G}\right]$, which implies that $G_{\varphi}: H \rightarrow G$ is tight. Conversely, any tight correspondence $\mathcal{X}: H \rightarrow G$ is isomorphic to a correspondence of the form $G_{\psi}$ for some homomorphism $\psi: H \rightarrow G$.
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To see this, first observe that $|\mathcal{X} / G|=1$. We fix an element $x \in \mathcal{X}$. Then for all $y \in \mathcal{X}$ there is a unique element $g=\langle x, y\rangle$ such that $y=x g$. This implies that

$$
L_{x}: G \rightarrow \mathcal{X}, \quad g \mapsto x g,
$$

is a bijection. Now let $h \in H$. There is a unique element $\varphi(h, x) \in G$ such that $h(x)=x \varphi(h, x)$. We define

$$
\psi(h):=\varphi(h, x)
$$

for all $h \in H$. Then $\psi$ is a group homomorphism.

### 2.3 The composition of groupoid correspondences

Our next step toward a bicategory of groupoid correspondences is the composition bifunctor. We will compose two correspondences $\mathcal{X}: \mathcal{G} \rightarrow \mathcal{H}$ and $\mathcal{Y}: \mathcal{H} \rightarrow \mathcal{K}$ to obtain a correspondence $\mathcal{G} \rightarrow \mathcal{K}$. The classes of tight and proper correspondences are closed under this composition.

Let $\mathcal{X}: \mathcal{H} \rightarrow \mathcal{G}$ be a groupoid correspondence. The image of the map (2.11) consists of those $\left(\gamma_{1}, \gamma_{2}\right) \in \mathcal{X} \times \mathcal{X}$ with $\left[\gamma_{1}\right]=\left[\gamma_{2}\right]$ in $\mathcal{X} / \mathcal{G}$. Since (2.11) is a homeomorphism onto its image for any groupoid correspondence, we may define a continuous map

$$
\begin{equation*}
\mathcal{X} \times_{\mathcal{X} / \mathcal{G}} \mathcal{X} \xrightarrow{\sim} \mathcal{X} \times_{s, \mathcal{G}^{0}, r} \mathcal{G} \xrightarrow{\mathrm{pr}_{2}} \mathcal{G}, \quad\left(\gamma_{1}, \gamma_{2}\right) \mapsto\left\langle\gamma_{1}, \gamma_{2}\right\rangle \tag{2.14}
\end{equation*}
$$

That is, $\left\langle\gamma_{1}, \gamma_{2}\right\rangle$ for $\gamma_{1}, \gamma_{2} \in \mathcal{X}$ with $\left[\gamma_{1}\right]=\left[\gamma_{2}\right]$ in $\mathcal{X} / \mathcal{G}$ is the unique $\eta \in \mathcal{G}$ with $\gamma_{1} \eta=\gamma_{2}$.

Proposition 2.26. Let $\mathcal{X}: \mathcal{H} \rightarrow \mathcal{G}$ be a groupoid correspondence. The inner product map in (2.14) is a local homeomorphism. It has the following properties:
(1) $s\left(\left\langle\gamma_{1}, \gamma_{2}\right\rangle=s\left(\gamma_{2}\right), r\left(\left\langle\gamma_{1}, \gamma_{2}\right\rangle=s\left(\gamma_{1}\right)\right.\right.$, and $\gamma_{1} \cdot\left\langle\gamma_{1}, \gamma_{2}\right\rangle=\gamma_{2}$ for all $\gamma_{1}, \gamma_{2} \in \mathcal{X}$ with $\left[\gamma_{1}\right]=\left[\gamma_{2}\right]$;
(2) $\langle\gamma, \gamma\rangle=1$ for all $\gamma \in \mathcal{X}$;
(3) $\left\langle\gamma_{2}, \gamma_{1}\right\rangle=\left\langle\gamma_{1}, \gamma_{2}\right\rangle^{-1}$ for all $\gamma_{1}, \gamma_{2} \in \mathcal{X}$ with $\left[\gamma_{1}\right]=\left[\gamma_{2}\right]$;
(4) $\left\langle\zeta \gamma_{1} \eta_{1}, \zeta \gamma_{2} \eta_{2}\right\rangle=\eta_{1}^{-1}\left\langle\gamma_{1}, \gamma_{2}\right\rangle \eta_{2}$ for all $\zeta \in \mathcal{H}, \gamma_{1}, \gamma_{2} \in \mathcal{X}, \eta_{1}, \eta_{2} \in \mathcal{G}$ with $s(\zeta)=r\left(\gamma_{1}\right)=r\left(\gamma_{2}\right), s\left(\gamma_{1}\right)=r\left(\eta_{1}\right), s\left(\gamma_{2}\right)=r\left(\eta_{2}\right),\left[\gamma_{1}\right]=\left[\gamma_{2}\right]$.

Proof. The coordinate projection $\mathrm{pr}_{2}: \mathcal{X} \times{ }_{s, \mathcal{G}^{0}, r} \mathcal{G} \rightarrow \mathcal{G}$ is a local homeomorphism because $s: \mathcal{X} \rightarrow \mathcal{G}^{0}$ is a local homeomorphism. Hence so is the map in (2.14). The algebraic properties of the inner product map are verified by direct computation.

Let $\mathcal{H}, \mathcal{G}$ and $\mathcal{K}$ be groupoids and let $\mathcal{X}: \mathcal{H} \rightarrow \mathcal{G}$ and $\mathcal{Y}: \mathcal{G} \rightarrow \mathcal{K}$ be groupoid correspondences. We are going to compose them. Let

$$
\mathcal{X} \times_{\mathcal{G}^{0}} \mathcal{Y}:=\{(x, y) \in \mathcal{X} \times \mathcal{Y} \mid s(x)=r(y)\} .
$$

We define an action of $\mathcal{G}$ on the space $\mathcal{X} \times \times_{\mathcal{G}^{0}} \mathcal{Y}$ by

$$
g \cdot(x, y):=\left(x \cdot g^{-1}, g \cdot y\right)
$$

for $x \in \mathcal{X}, y \in \mathcal{Y}$ and $g \in \mathcal{G}$ with $s(g)=r_{\mathcal{Y}}(y)=s_{\mathcal{X}}(x)$. We call this the diagonal action. Let $\mathcal{X} \circ_{\mathcal{G}} \mathcal{Y}$ be the orbit space of the diagonal action. The maps $r(x, y):=r_{\mathcal{X}}(x)$ and $s(x, y):=s \mathcal{Y}(y)$ on $\mathcal{X} \times_{\mathcal{G}^{0}} \mathcal{Y}$ induce maps $r: \mathcal{X} \circ_{\mathcal{G}} \mathcal{Y} \rightarrow$ $\mathcal{H}^{0}$ and $s: \mathcal{X} \circ_{\mathcal{G}} \mathcal{Y} \rightarrow \mathcal{K}^{0}$. These are the anchor maps for commuting actions of $\mathcal{H}$ on the left and $\mathcal{K}$ on the right:

$$
h \cdot[x, y]:=[h \cdot x, y], \quad[x, y] \cdot k:=[x, y \cdot k],
$$

for all $h \in \mathcal{H}, x \in \mathcal{X}, y \in \mathcal{Y}, k \in \mathcal{K}$ with $s(h)=r(x), s(x)=r(y)$, and $s(y)=r(k)$. Here $[x, y]$ denotes the image of $(x, y) \in \mathcal{X} \times_{\mathcal{G}^{0}} \mathcal{Y}$ in $\mathcal{X} \circ_{\mathcal{G}} \mathcal{Y}$.

Proposition 2.27. The actions of $\mathcal{H}$ and $\mathcal{K}$ on $\mathcal{X} \circ_{\mathcal{G}} \mathcal{Y}$ defined above are well defined and turn this into a groupoid correspondence $\mathcal{H} \rightarrow \mathcal{K}$.

If both correspondences $\mathcal{X}$ and $\mathcal{Y}$ are proper or tight or bicorrespondences or partial equivalences, then so is $\mathcal{X} \circ_{\mathcal{G}} \mathcal{Y}$.

Proof. The action of $\mathcal{G}$ on $\mathcal{X}$ is basic and the coordinate projection $\mathcal{X} \times{ }_{\mathcal{G}^{0}} \mathcal{Y} \rightarrow$ $\mathcal{X}$ is $\mathcal{G}$-equivariant. Therefore, the diagonal action of $\mathcal{G}$ on $\mathcal{X} \times{ }_{\mathcal{G}^{0}} \mathcal{Y}$ is also basic. Arguments as for the composition of bibundle actors in [31] show that the induced actions of $\mathcal{H}$ and $\mathcal{K}$ are well-defined, continuous groupoid actions on the space $\mathcal{X} \circ_{\mathcal{G}} \mathcal{Y}$, that the source map $s: \mathcal{X} \circ_{\mathcal{G}} \mathcal{Y} \rightarrow \mathcal{K}^{0}$ is a local homeomorphism, and that the right $\mathcal{K}$-action is basic. One way to show this is by shrinking $\mathcal{G}$ and $\mathcal{K}$ to the open subgroupoids with object spaces $s(\mathcal{X})$ and $s_{\mathcal{Y}}\left(r_{\mathcal{Y}}^{-1}\left(s_{\mathcal{X}}(\mathcal{X})\right)\right.$, respectively, to make the two right anchor maps surjective. Then our groupoid correspondences become bibundle actors in a suitable category with pretopology, which satisfies the axioms in [31] that show that the composite is again a bibundle actor.

We claim that the orbit space of the $\mathcal{K}$-action on $\mathcal{X} \circ_{\mathcal{G}} \mathcal{Y}$ is Hausdorff. The orbit space $\mathcal{Y} / \mathcal{K}$ is Hausdorff by Proposition 2.17, and the right $\mathcal{G}$-action on $\mathcal{X}$ is proper. Hence the diagonal action of $\mathcal{G}$ on $\mathcal{X} \times_{\mathcal{G}^{0}}(\mathcal{Y} / \mathcal{K})$ is proper by [45, Proposition 2.20]. Thus the orbit space of this proper action is Hausdorff by Proposition 2.17. This orbit space is $\mathcal{X} \circ_{\mathcal{G}}(\mathcal{Y} / \mathcal{K}) \cong\left(\mathcal{X} \circ_{\mathcal{G}} \mathcal{Y}\right) / \mathcal{K}$ by [31, Remark 7.9]. Since the right $\mathcal{K}$-action on $\mathcal{X} \circ_{\mathcal{G}} \mathcal{Y}$ is basic and its orbit space is Hausdorff, this action is free and proper by Proposition 2.17. Thus $\mathcal{X} \circ_{\mathcal{G}} \mathcal{Y}$ is a groupoid correspondence.
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Now assume that the groupoid correspondences $\mathcal{X}$ and $\mathcal{Y}$ are proper. We want to prove that their product remains proper. We use the following pull-back diagram:


The map $r_{*}: \mathcal{Y} / \mathcal{K} \rightarrow \mathcal{G}^{0}$ is proper. Hence the parallel map $\mathrm{pr}_{1}$ in the pull-back diagram is also proper. Then the induced map $\left(\operatorname{pr}_{1}\right)_{*}: \mathcal{X} \circ_{\mathcal{G}} \mathcal{Y} / \mathcal{K} \rightarrow \mathcal{X} / \mathcal{G}$ on the orbit spaces is proper by [45, Lemma 2.32]. The map $r_{*}: \mathcal{X} \circ_{\mathcal{G}} \mathcal{Y} / \mathcal{K} \rightarrow \mathcal{H}^{0}$ is proper because it is the product of the proper map $r_{*}: \mathcal{X} / \mathcal{G} \rightarrow \mathcal{H}^{0}$ with $\left(\operatorname{pr}_{1}\right)_{*}$.

Assume that the groupoid correspondences $\mathcal{X}$ and $\mathcal{Y}$ are tight. That is, the maps $r_{*}: \mathcal{X} / \mathcal{G} \rightarrow \mathcal{H}^{0}$ and $r_{*}: \mathcal{Y} / \mathcal{K} \rightarrow \mathcal{G}^{0}$ are homeomorphisms. The pullback diagram (2.15) shows that $\left(\operatorname{pr}_{1}\right)_{*}: \mathcal{X} \times{ }_{\mathcal{G}^{0}} \mathcal{Y} / \mathcal{K} \rightarrow \mathcal{X} / \mathcal{G}$ is a homeomorphism. Then the induced map $\left(\operatorname{pr}_{1}\right)_{*}: \mathcal{X} \circ_{\mathcal{G}} \mathcal{Y} / \mathcal{K} \rightarrow \mathcal{X} / \mathcal{G}$ is a homeomorphism by [31, Proposition 5.9]. The map $r_{*}: \mathcal{X} \circ_{\mathcal{G}} \mathcal{Y} / \mathcal{K} \rightarrow \mathcal{H}^{0}$ is a homeomorphism because it is the product of the homeomorphism $r_{*}: \mathcal{X} / \mathcal{G} \rightarrow \mathcal{H}^{0}$ with $\left(\mathrm{pr}_{1}\right)_{*}$. Finally, using the same arguments as before, $\mathcal{X} \circ{ }_{\mathcal{G}} \mathcal{Y}$ is a bicorrespondences, or a partial equivalence if both $\mathcal{X}$ and $\mathcal{Y}$ are.

The next two lemmas are proved like their analogues for bibundle actors in [31].
Lemma 2.28. Let $\mathcal{X}: \mathcal{H} \rightarrow \mathcal{G}$ be a groupoid correspondence. The maps

$$
\begin{aligned}
\mathcal{H} \circ_{\mathcal{H}} \mathcal{X} \rightarrow \mathcal{X}, & {[h, x] \mapsto h \cdot x, } \\
\mathcal{X} \circ_{\mathcal{G}} \mathcal{G} \rightarrow \mathcal{X}, & {[x, g] \mapsto x \cdot g, }
\end{aligned}
$$

are $\mathcal{G}, \mathcal{H}$-equivariant homeomorphisms.
Lemma 2.29. Let $\mathcal{G}_{i}$ for $1 \leq i \leq 4$ be groupoids. Let $\mathcal{X}_{i}: \mathcal{G}_{i} \rightarrow \mathcal{G}_{i+1}$ for $1 \leq i \leq 3$ be correspondences. The map

$$
\mathcal{X}_{1} \circ_{\mathcal{G}_{1}}\left(\mathcal{X}_{2} \circ_{\mathcal{G}_{2}} \mathcal{X}_{3}\right) \rightarrow\left(\mathcal{X}_{1} \circ_{\mathcal{G}_{1}} \mathcal{X}_{2}\right) \circ \circ_{\mathcal{G}_{2}} \mathcal{X}_{3}, \quad\left[x_{1},\left[x_{2}, x_{3}\right]\right] \mapsto\left[\left[x_{1}, x_{2}\right], x_{3}\right],
$$

is a $\mathcal{G}_{1}, \mathcal{G}_{4}$-equivariant homeomorphism.

### 2.4 Bicategories of groupoid correspondences

In this section, we show that correspondences form a bicategory $\mathfrak{G r}$; the subclasses of proper or tight correspondences and the subclasses of bicorrespondences and partial equivalences are all subbicategories in $\mathfrak{G r}$.

We define the bicategory of groupoid correspondences $\mathfrak{G r}$. Its objects are (étale, locally compact, possibly non-Hausdorff) groupoids. Its arrows $\mathcal{H} \rightarrow \mathcal{G}$ are groupoid correspondences $\mathcal{H} \rightarrow \mathcal{G}$. The 2-arrows $\mathcal{X} \Rightarrow \mathcal{Y}$ for arrows $\mathcal{X}, \mathcal{Y}: \mathcal{G} \rightrightarrows$ $\mathcal{H}$ are $\mathcal{G}, \mathcal{H}$-equivariant homeomorphisms $\mathcal{X} \cong \mathcal{Y}$. The composition of arrows $\mathcal{H} \rightarrow \mathcal{G} \rightarrow \mathcal{K}$ is the construction $\circ_{\mathcal{G}}$ above, which we often abbreviate from now on as $\circ$. This is a bifunctor with respect to our 2 -arrows, that is, equivariant homeomorphisms on both factors. The unit transformations and associator are given by Lemma 2.28 and Lemma 2.29. These are clearly natural for equivariant homeomorphisms of groupoid correspondences, and they also satisfy the coherence conditions needed for a bicategory, see Definition 2.1.

Theorem 2.30. The equivalences in $\mathfrak{G r}$ are exactly the Morita equivalences of groupoids. That is, a groupoid correspondence $\mathcal{X}: \mathcal{H} \rightarrow \mathcal{G}$ is an equivalence if and only if both actions are basic and both anchor maps induce homeomorphisms $\mathcal{X} / \mathcal{G} \cong$ $\mathcal{H}^{0}$ and $\mathcal{H} \backslash \mathcal{X} \cong \mathcal{G}^{0}$.

Proof. First, let $\mathcal{X}$ be a Morita equivalence $\mathcal{H} \rightarrow \mathcal{G}$. Then $\mathcal{X}$ is a groupoid correspondence as well, and so is the inverse Morita equivalence $\mathcal{X}^{*}$, which we get by reversing left and right in $\mathcal{X}$. Being a Morita equivalence implies $\mathcal{X} \circ \mathcal{X}^{*} \cong \mathcal{H}$ and $\mathcal{X}^{*} \circ \mathcal{X} \cong \mathcal{G}$. Thus $\mathcal{X}$ is an equivalence in $\mathfrak{G r}$.

Conversely, let $\mathcal{X}: \mathcal{H} \rightarrow \mathcal{G}$ be an equivalence in $\mathfrak{G r}$ with inverse $\mathcal{Y}$. Since the right anchor map $s: \mathcal{Y} \circ \mathcal{X} \rightarrow \mathcal{G}^{0}$ is surjective, the right anchor map $s: \mathcal{X} \rightarrow \mathcal{G}^{0}$ is surjective. Similarly, the right anchor map $s: \mathcal{Y} \rightarrow \mathcal{H}^{0}$ is surjective. Thus both $\mathcal{X}$ and $\mathcal{Y}$ are bibundle actors in a suitable category with pretopology, and so they are equivalences in the bicategory of bibundle actors. These equivalences are identified with bibundle equivalences in [31, Theorem 7.31]. These are exactly the Morita equivalences.

The classes of proper and tight correspondences and the classes of bicorrespondences and partial equivalences are all closed under composition by Proposition 2.27. In addition, the identity correspondence over a groupoid $\mathcal{G}$ belongs to all three classes. Therefore, these classes are subbicategories in $\mathfrak{G r}$. We denote these by $\mathfrak{G r} \mathfrak{r}_{\text {prop }}, \mathfrak{G r}_{\text {tight }}$ and $\mathfrak{G r}_{\text {bicor }}$, respectively.

Next we show some properties of the bicategory of bicorrespondences. This bicategory consists of arrows with no predefined direction. We make this precise in the following section.

## The symmetric bicategory $\mathfrak{G r}_{\text {bicor }}$

The bicategory $\mathfrak{G r}_{\text {bicor }}$ carries a natural involution making it a symmetric bicategory. It is essential here to distinguish between the notions of commutativity and symmetry. The notion of commutativity works well when the category under
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consideration has a single object; it becomes less useful when applied to other categories. As a consequence, the notion of a symmetric bicategory, when restricted to single object categories, is more general than symmetric monoidal categories

Recall that we are mainly interested in bicategories where all 2 -arrows are invertible. This makes the definition of a symmetric bicategory a little simpler.

Definition 2.31 (compare [30, Definition 16.2.1]). An involution on a category $\mathcal{C}$ is a functor $(*, \omega): \mathcal{C} \rightarrow \mathcal{C}^{\text {op }}$ such that
(1) the map $*: \mathcal{C}^{0} \rightarrow \mathcal{C}^{0}$ is bijective with $\left(A^{*}\right)^{*}=A$ for all $A \in \mathcal{C}^{0}$,
(2) the functor *: $\mathcal{C}(A, B) \rightarrow \mathcal{C}\left(B^{*}, A^{*}\right)=\mathcal{C}^{\text {op }}\left(A^{*}, B^{*}\right)$ gives an equivalence of categories for all objects $A$ and $B$ in $\mathcal{C}$; the natural isomorphisms of the equivalence are given by 2 -arrows $\xi: f \rightarrow f^{* *}$,
(3) the following diagram commutes

for all composable arrows $f$ and $g \in \mathcal{C}^{1}$.
A symmetric bicategory is a bicategory with an involution. An object $A \in \mathcal{C}$ is called commutative if $A^{*}=A$.

Proposition 2.32. The bicategory $\mathfrak{G r}_{\text {bicor }}$ is symmetric.
Proof. We define an involution $(*, \omega)$ on $\mathfrak{G r}_{\text {bicor }}$ as follows. Let $\mathcal{G}^{*}:=\mathcal{G}^{\text {op }}$ for all groupoids $\mathcal{G}$. For a bicorrespondence $\mathcal{X}: \mathcal{H} \rightarrow \mathcal{G}$ we define $\mathcal{X}^{*}:=\mathcal{X}$ as a topological space. The left action of $\mathcal{G}^{*}$ on $\mathcal{X}^{*}$ is given by the anchor map $r_{\mathcal{X}^{*}}:=s \mathcal{X}$ and the multiplication map

$$
\mathcal{G}^{*} \times_{s, \mathcal{G}^{0}, s_{\mathcal{X}}} \mathcal{X}^{*} \rightarrow \mathcal{X}^{*}, \quad(g, x) \mapsto x \cdot g
$$

Similarly, $\mathcal{X}^{*}$ is a right $\mathcal{H}^{*}$-space. The left and right actions commute and they are both free and proper, since $\mathcal{X}$ is a bicorrespondence. This makes $\mathcal{X}^{*}: \mathcal{G}^{*} \rightarrow \mathcal{H}^{*}$ a bicorrespondence. For an isomorphism $\gamma: \mathcal{X}_{1} \rightarrow \mathcal{X}_{2}$, we define $\gamma^{*}:=\gamma$. This defines functors $*: \mathfrak{G r}(\mathcal{G}, \mathcal{H}) \rightarrow \mathfrak{G r}\left(\mathcal{H}^{*}, \mathcal{G}^{*}\right)$ for all groupoids $\mathcal{G}$ and $\mathcal{H}$. Let $\mathcal{X}: \mathcal{G} \rightarrow \mathcal{H}$ and $\mathcal{Y}: \mathcal{H} \rightarrow \mathcal{K}$ be correspondences. we define

$$
w_{\mathcal{X}, \mathcal{Y}}: \mathcal{Y}^{*} \circ_{\mathcal{H}^{*}} \mathcal{X}^{*} \rightarrow(\mathcal{X} \circ \mathcal{H} \mathcal{Y})^{*}, \quad[y, x] \mapsto[x, y]
$$

This is an isomorphism of correspondences. In addition, for all $\mathcal{X} \in \mathfrak{G r}^{1}$ we define

$$
\xi=\mathrm{id}:\left(\mathcal{X}^{*}\right)^{*} \rightarrow \mathcal{X}
$$

We leave it to the reader to check that $(*, w)$ is a functor $\mathfrak{G r} \rightarrow \mathfrak{G r}^{\text {op }}$ and the functors $*: \mathfrak{G r}(\mathcal{G}, \mathcal{H}) \rightarrow \mathfrak{G r}(\mathcal{H}, \mathcal{G})$ are isomorphisms of categories. Moreover, Condition (2.16) is satisfied since $w^{*} \circ w=\mathrm{id}$.

### 2.5 The functor to $\mathfrak{C o r r}$

We are going to construct a covariant functor from the bicategory $\mathfrak{G r}$ to the correspondence bicategory of $\mathrm{C}^{*}$-algebras, which is studied in [11]. A similar functor of bicategories is constructed in [18]. The construction is very close to the construction of Morita-Rieffel equivalences between groupoid $\mathrm{C}^{*}$-algebras from equivalences of groupoids in [34], which is extended to the non-Hausdorff case in [41].

Let $\mathcal{G}$ be an étale groupoid. We call a function on $\mathcal{G}$ quasi-continuous if it is a finite linear combination of compactly supported functions $U \rightarrow \mathbb{C}$ for Hausdorff, open subsets $U$ of $\mathcal{G}$, where we extend a function on $U$ by 0 outside $U$ to a function on $\mathcal{G}$. If $\mathcal{G}$ is non-Hausdorff, these functions are not continuous. Let $\mathfrak{S}(\mathcal{G})$ be the $\mathbb{C}$-vector space of quasi-continuous functions on $\mathcal{G}$.
We define an involution and a convolution on $\mathfrak{S}(\mathcal{G})$ as in [22]:

$$
\begin{align*}
\xi \star \eta(g) & =\sum_{h: r(h)=r(g)} \xi(h) \eta\left(h^{-1} g\right),  \tag{2.17}\\
\xi^{*}(g) & =\overline{\xi\left(g^{-1}\right)} \tag{2.18}
\end{align*}
$$

for $\xi, \eta \in \mathfrak{S}(\mathcal{G})$.
To make $\mathfrak{S}(\mathcal{G})$ a normed *-algebra we define a norm as follows:

$$
\begin{aligned}
\|f\|_{I, r} & :=\sup _{u \in \mathcal{G}^{0}} \sum_{z: r(z)=u}|f(z)|, \\
\|f\|_{I, s} & :=\sup _{u \in \mathcal{G}^{0}} \sum_{z: r(z)=u}\left|f\left(z^{-1}\right)\right| .
\end{aligned}
$$

Then

$$
\|f\|_{I}:=\max \left\{\|f\|_{I, r},\|f\|_{I, s}\right\}
$$

We need the following fact about $\mathrm{C}^{*}$-algebras of étale groupoids.
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Lemma 2.33 ([38, p. 47]). Let $\mathcal{G}$ be an étale groupoid. Then $\mathfrak{S}(\mathcal{G})$ has a bounded approximate identity with respect to the I-norm.

Proof. Since $\mathcal{G}^{0}$ is open in $\mathcal{G}$ and Hausdorff, Urysohn's lemma gives a sequence $\left\{\xi_{n}\right\}$ in $\mathrm{C}_{\mathrm{c}}\left(\mathcal{G}^{0}\right) \subset \mathfrak{S}(\mathcal{G})$ such that $0 \leq \xi_{n} \leq 1$ for every $n \in \mathbb{N}$ and such that $\mathcal{G}^{0}=$ $\bigcup_{n \in \mathbb{N}} U_{n}$, where $U_{n}$ is the interior of the set $\left\{u \in \mathcal{G}^{0} \mid \xi_{n}(u)=1\right\}$ and $U_{n} \subset U_{n+1}$.

$$
\left\|\xi_{n}\right\|_{I}=\left\|\xi_{n}\right\|_{I, r}=\left\|\xi_{n}\right\|_{I, s}=\sup _{u \in \mathcal{G}^{0}}\left|\xi_{n}(u)\right|=1
$$

It follows that the sequence $\left\{\xi_{n}\right\}$ is bounded with respect to the I-norm. If $\xi \in \mathfrak{S}(\mathcal{G})$ then $n \in \mathbb{N}$ we have

$$
\xi \star \xi_{n}(g)=\sum_{r(k)=s(g)} \xi(g k) \xi_{n}\left(k^{-1}\right)
$$

for all $g \in \mathcal{G}$ and $n \in \mathbb{N}$. Since $\xi_{n} \in \mathfrak{S}\left(\mathcal{G}^{0}\right)$, the last formula can be rewritten as

$$
\xi \star \xi_{n}(g)=\xi(g s(g)) \xi_{n}(s(g))=\xi(g) \xi_{n}(s(g)) .
$$

We may assume without loss of generality that the support of $f$ is contained in a compact set $C \subset \mathcal{G}$. Then we can pick $n \in \mathbb{N}$ large enough such that $s(C) \subset U_{n}$, and $f \star f_{n}=f$ for such $n$. Similarly, $f_{n} \star f=f$, so $\left\{f_{n}\right\}$ is an approximate identity for $\mathfrak{S}(\mathcal{G})$.

Definition 2.34. A correspondence from a $\mathrm{C}^{*}$-algebra $A$ to a $\mathrm{C}^{*}$-algebra $B$ is a Hilbert $B$-module $\mathcal{F}$ with a nondegenerate left action of $A$ by adjointable operators. A correspondence is proper if $A$ acts by compact operators. An isomorphism between two correspondences from $A$ to $B$ is a unitary operator on the underlying Hilbert $B$-modules that intertwines the left actions of $A$.

There is a bicategory $\mathfrak{C o r r}$ that has $\mathrm{C}^{*}$-algebras as objects, correspondences as arrows, isomorphisms of correspondences as 2 -arrows, and the interior tensor product as composition of arrows, see [11].

Let $\mathcal{G}$ and $\mathcal{H}$ be groupoids and let $\mathcal{X}: \mathcal{H} \rightarrow \mathcal{G}$ be a correspondence from $\mathcal{G}$ to $\mathcal{H}$. We are going to construct a $\mathrm{C}^{*}$-correspondence $\mathrm{C}^{*}(\mathcal{X}): \mathrm{C}^{*}(\mathcal{H}) \rightarrow \mathrm{C}^{*}(\mathcal{G})$ as follows. We equip $\mathfrak{S}(\mathcal{X})$ with the right $\mathfrak{S}(\mathcal{G})$-action

$$
\begin{equation*}
\xi \cdot b(y):=\sum_{\gamma \in \mathcal{G}: r(\gamma)=s(y)} \xi(y \cdot \gamma) b\left(\gamma^{-1}\right) \tag{2.19}
\end{equation*}
$$

for $\xi \in \mathfrak{S}(\mathcal{X})$ and $y \in \mathcal{X}$, with the $\mathfrak{S}(\mathcal{G})$-valued inner product

$$
\begin{equation*}
\langle\xi, \eta\rangle(g):=\sum_{y \in \mathcal{X}: r(g)=s(y)} \overline{\xi(y)} \eta(y \cdot g) \tag{2.20}
\end{equation*}
$$

for $\xi, \eta \in \mathfrak{S}(\mathcal{X})$ and $g \in \mathcal{G}$, and with the left $\mathfrak{S}(\mathcal{H})$-module structure

$$
\varphi(a)(\xi)(y):=\sum_{h \in \mathcal{H}: r(h)=r(y)} a(h) \xi\left(h^{-1} \cdot y\right)
$$

for $a \in \mathfrak{S}(\mathcal{H}), \xi \in \mathfrak{S}(\mathcal{X})$ and $y \in \mathcal{X}$.
If $\mathcal{X}$ were an equivalence of groupoids, we could also define a left inner product and complete $\mathcal{X}$ to a full Hilbert $\mathrm{C}^{*}(\mathcal{H}), \mathrm{C}^{*}(\mathcal{G})$-bimodule, see [41, Corollaire 5.4]; the statement in the Hausdorff case without coefficients in [34, Theorem 2.8] is slightly more transparent, and the proof in [35] is far more detailed. The main issue is to prove the positivity of the inner product, so as to get a Hilbert module completion $\mathrm{C}^{*}(\mathcal{X})$, and to prove that the left action on $\mathfrak{S}(\mathcal{X})$ extends to an action on $\mathrm{C}^{*}(\mathcal{X})$. If we only assume that $\mathcal{X}$ is a groupoid correspondence, then part of the proof still works in the same way and shows that $\mathrm{C}^{*}(\mathcal{X})$ is a correspondence from $\mathrm{C}^{*}(\mathcal{H})$ to $\mathrm{C}^{*}(\mathcal{G})$. If $\mathcal{G}, \mathcal{H}$ and $\mathcal{X}$ are Hausdorff, this is proved in [18], even for groupoids with Haar systems. Given this long list of nearby results, we allow ourselves to omit the proof of the following proposition:

Proposition 2.35. There is a unique completion of $\mathfrak{S}(\mathcal{X})$ to a Hilbert $\mathrm{C}^{*}(\mathcal{G})$ module $\mathrm{C}^{*}(\mathcal{X})$, and the left $\mathrm{C}^{*}(\mathcal{H})$-action on $\mathfrak{S}(\mathcal{X})$ extends to a nondegenerate *-homomorphism $\mathrm{C}^{*}(\mathcal{H}) \rightarrow \mathbb{B}(\mathfrak{S}(\mathcal{X}))$.

Thus $\mathrm{C}^{*}(\mathcal{X})$ is a $\mathrm{C}^{*}$-correspondence $\mathrm{C}^{*}(\mathcal{H}) \rightarrow \mathrm{C}^{*}(\mathcal{G})$.
Let $\mathcal{X} \cong \mathcal{X}^{\prime}: \mathcal{H} \rightarrow \mathcal{G}$ be an isomorphism of groupoid correspondences. Clearly, this induces an isomorphism of $\mathrm{C}^{*}$-correspondences

$$
\mathrm{C}^{*}(\mathcal{X}) \cong \mathrm{C}^{*}\left(\mathcal{X}^{\prime}\right)
$$

The identity groupoid correspondence $\mathcal{G}$ on a groupoid $\mathcal{G}$ is mapped to the identity $\mathrm{C}^{*}$-correspondence $\mathrm{C}^{*}(\mathcal{G})$ on the groupoid $\mathrm{C}^{*}$-algebra. If two correspondences $\mathcal{X}: \mathcal{H} \rightarrow \mathcal{G}$ and $\mathcal{Y}: \mathcal{G} \rightarrow \mathcal{K}$ are composable, then there is a canonical isomorphism

$$
\begin{equation*}
\mathrm{C}^{*}(\mathcal{X} \circ \mathcal{Y}) \cong \mathrm{C}^{*}(\mathcal{X}) \otimes_{\mathrm{C}^{*}(\mathcal{G})} \mathrm{C}^{*}(\mathcal{Y}) \tag{2.21}
\end{equation*}
$$

which is induced by the map

$$
\mu_{\mathcal{X}, \mathcal{Y}}: \mathfrak{S}(\mathcal{X}) \otimes_{\mathfrak{S}(\mathcal{G})} \mathfrak{S}(\mathcal{Y}) \rightarrow \mathfrak{S}(\mathcal{X} \circ \mathcal{Y}), \quad \mu(f \otimes g)([x, y]):=\sum f(x) g(y)
$$

where the sum runs over all representatives $(x, y) \in \mathcal{X} \times_{s, \mathcal{G}^{0}, r} \mathcal{Y}$ of $[x, y] \in \mathcal{X} \circ \mathcal{Y}$. This map is a $\mathfrak{S}(H)-\mathfrak{S}(K)$-bimodule map, preserves the $\mathfrak{S}(K)$-valued inner product and has a dense range. Hence it extends to an isomorphism of correspondences as in Equation (2.21).

Proposition 2.36. The data above defines a covariant functor from the bicategory of groupoids $\mathfrak{G r}$ to the $\mathrm{C}^{*}$-correspondence bicategory $\mathfrak{C o r r}$.
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Proof. The conditions for a functor between bicategories are formulated, for instance, in [25]. They are routine to check here.

Remark 2.37. Let $\mathcal{X}: \mathcal{H} \rightarrow \mathcal{G}$ be a bicorrespondence. Similar arguments as above show that $\mathrm{C}^{*}(\mathcal{X})$ is a Hilbert $\mathrm{C}^{*}(\mathcal{H}), \mathrm{C}^{*}(\mathcal{G})$-bimodule in the sense of Watatani, see [19]. The left inner product is

$$
\begin{equation*}
\langle\xi, \eta\rangle(h):=\sum_{y \in \mathcal{X}: r(h)=r(y)} \xi\left(g^{-1} \cdot y\right) \overline{\eta(y)} \tag{2.22}
\end{equation*}
$$

for $\xi, \eta \in \mathfrak{S}(\mathcal{X})$ and $h \in \mathcal{H}$.
The left and right inner products for a Hilbert bimodule associated with a bicorrespondence do not satisfy any compatibilty condition, therefore it does not give a Hilbert bimodule as in [11], for instance.

Now assume, in addition, that $r, s: \mathcal{X} \rightarrow \mathcal{G}^{0}$ are surjective. This implies that the Hilbert bimodule $\mathrm{C}^{*}(\mathcal{X})$ is full (as a left and right Hilbert module). Therefore, it is a bi-Hilbertian bimodule in the sense of Kajiwara-Pinzari-Watatani (see [19, Definition 2.3]). It follows that the functor $\mathcal{F}: \mathfrak{G r} \rightarrow \mathfrak{C o r r}$ restricts to a functor $\mathcal{F}: \mathfrak{G r}_{\text {bicor }} \rightarrow \mathfrak{C o r r} \boldsymbol{H i l b}$, where $\mathfrak{C o r r}_{\text {Hilb }}$ is the subbicategory of $\mathfrak{C o r r}$ of Hilbert bimodules in Watatani's sense. Moreover, the image under $\mathcal{F}$ of a bicorrespondence with both anchor maps being surjective is a bi-Hilbertian bimodule.

Finally, if the bicorrespondence $\mathcal{X}$ is a partial equivalence, then $\mathrm{C}^{*}(\mathcal{X})$ is a Hilbert bimodule in the usual sense, see [10].

Proposition 2.38. Let $\mathcal{G}, \mathcal{H}$ be groupoids and let $\mathcal{X}: \mathcal{G} \rightarrow \mathcal{H}$ be a correspondence. The $\mathrm{C}^{*}$-correspondence $\mathrm{C}^{*}(\mathcal{X})$ is proper if the groupoid correspondence $\mathcal{X}$ is proper.

Proof. Let $\mathcal{X} \circ_{\mathcal{G}} \mathcal{X}^{*}$ denote the orbit space of the action of $\mathcal{G}$ on the space $\mathcal{X} \times{ }_{s, \mathcal{G}^{0}, s} \mathcal{X}$ given by $(x, y) \cdot g:=(x g, y g)$ for all $(x, y) \in \mathcal{X} \times_{s, \mathcal{G}^{0}, s} \mathcal{X}$ and all $g \in \mathcal{G}$ with $r(g)=$ $s(x)$. Let $f \in \mathfrak{S}\left(\mathcal{X} \circ \mathcal{G}_{\mathcal{X}} \mathcal{X}^{*}\right)$ be a compactly supported function. We set

$$
\psi(f)(\zeta)(x):=\sum_{y \in \mathcal{X}: s(x)=s(y)} f(x, y) \zeta(y)
$$

for all $x \in \mathcal{X}$ and all $\zeta \in \mathfrak{S}(\mathcal{X})$. Let $\xi, \eta \in \mathfrak{S}(\mathcal{X})$. Then the function $\theta_{\eta, \xi} \in$ $\mathfrak{S}\left(\mathcal{X} \circ_{\mathcal{G}} \mathcal{X}_{q}\right)$ defined by

$$
\theta_{\eta, \xi}(x, y):=\sum_{g \in \mathcal{G}: r(g)=s(y)} \eta(x \cdot g) \cdot \overline{\xi(y \cdot g)}
$$

satisfies

$$
\begin{aligned}
\psi\left(\theta_{\eta, \xi}\right)(\zeta)(x) & =\sum_{y \in \mathcal{X}: s(x)=s(y)} \zeta(y) \sum_{g \in \mathcal{G}: r(g)=s(x)} \eta(x \cdot g) \cdot \overline{\xi(y \cdot g)} \\
& =\sum_{g \in \mathcal{G}: r(g)=s(x)} \eta(x \cdot g) \sum_{y \in \mathcal{X}: s(g)=s(y)} \overline{\xi(y)} \zeta\left(y \cdot g^{-1}\right) \\
& =\sum_{g \in \mathcal{G}: r(g)=s(x)} \eta(x \cdot g)\langle\xi, \zeta\rangle\left(g^{-1}\right) \\
& =\eta *\langle\xi, \zeta\rangle(x) .
\end{aligned}
$$

Therefore, $\psi\left(\theta_{\eta, \xi}\right)=|\eta\rangle\langle\xi| \in \mathbb{K}\left(\mathrm{C}^{*}(\mathcal{X})\right)$. Let $a \in \mathfrak{S}\left(\mathcal{H}^{1}\right)$. Then $a$ acts on $\mathfrak{S}(\mathcal{X})$ by

$$
\begin{equation*}
\varphi(a) \cdot \xi(x)=\sum_{h \in \mathcal{G}: r(h)=r(x)} a(h) \xi\left(h^{-1} x\right) . \tag{2.23}
\end{equation*}
$$

The correspondence $\mathrm{C}^{*}(\mathcal{X})$ is proper if $\varphi(a)$ is a compact operator for all $a \in \mathfrak{S}(\mathcal{H})$. Since $\mathcal{H}$ is an étale groupoid, by Lemma 2.33, there is an approximate unit $\left\{a_{i}\right\}$ for $\mathrm{C}^{*}(\mathcal{H})$ such that $a_{i} \in \mathrm{C}_{0}\left(\mathcal{H}^{0}\right)$. It follows that $\mathrm{C}^{*}(\mathcal{X})$ is proper if and only if $\varphi\left(\mathrm{C}_{\mathrm{c}}\left(\mathcal{H}^{0}\right)\right) \subset \mathbb{K}\left(\mathrm{C}^{*}(\mathcal{X})\right)$. Let $a \in \mathrm{C}_{\mathrm{c}}\left(\mathcal{H}^{0}\right)$. We define

$$
f_{a}(x, y):= \begin{cases}a(r(y)) & \text { if } x=y  \tag{2.24}\\ 0 & \text { otherwise }\end{cases}
$$

Then

$$
\begin{equation*}
\psi\left(f_{a}\right)(\xi)(x)=a(r(x)) \xi(x)=\varphi(a)(\xi)(x) \tag{2.25}
\end{equation*}
$$

Hence $\varphi(a)$ is a compact operator if its integral kernel $f_{a}$ is compactly supported on the diagonal $D:=\left\{[x, x] \in \mathcal{X} \circ \mathcal{X}^{*}\right\}$. The diagonal $D$ is homeomorphic to the space $\mathcal{X} / \mathcal{G}$ via the map $[x] \mapsto[x, x]$. Furthermore, the map $r_{\mathcal{X}}$ : $\mathcal{X} / \mathcal{G} \rightarrow \mathcal{H}^{0}$ is proper if and only if it induces a map $\mathrm{C}_{0}\left(\mathcal{H}^{0}\right) \rightarrow \mathrm{C}_{0}(\mathcal{X} / \mathcal{G})$. This concludes our proof.

Example 2.39. Let $\mathcal{G}$ and $\mathcal{H}$ be the same locally compact space, viewed as a groupoid. Then a groupoid correspondence $\mathcal{H} \rightarrow \mathcal{G}$ is the same as a topological graph [20] with vertex space $\mathcal{G}=\mathcal{H}$, that is, a space $\mathcal{X}$ with a continuous map $\mathcal{H} \rightarrow \mathcal{X}$ and a local homeomorphism $\mathcal{X} \rightarrow \mathcal{G}$ (see Example 2.22). The groupoid $\mathrm{C}^{*}$-algebra of $\mathcal{G}$ is the commutative $\mathrm{C}^{*}$-algebra of $\mathrm{C}_{0}$-functions on $\mathcal{G}$, and $\mathrm{C}^{*}(\mathcal{X})$ is the $\mathrm{C}^{*}$-correspondence associated to a topological graph as in [20]. Proposition 2.38 says that such a correspondence is proper if and only if the map $\mathcal{H} \rightarrow \mathcal{X}$ is proper, which is well-known (compare [33, Corollary 3.12]). The composition of groupoid correspondences in this case is the usual fibre product, and the multiplicativity of the map $\mathcal{X} \mapsto \mathrm{C}^{*}(\mathcal{X})$ is [1, Lemma 4.3], compare also [33, Lemmas 6.1-4].
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### 2.6 Diagrams and colimits

### 2.6.1 Diagrams of groupoid correspondences

In this section, we define diagrams in the bicategory of groupoid correspondences, natural transformations between such diagrams and colimits. We finish this section by describing colimits of group actions in $\mathfrak{G r}$.

Let $\mathcal{C}$ be a category. We denote by $\mathfrak{G r}^{\mathcal{C}}$ the bicategory whose objects are functors $\mathcal{C} \rightarrow \mathfrak{G r}$, arrows are transformations between such functors, and 2-arrows are modifications (see [25]).

Functors were defined in Definition 2.2 and transformations between functors in Definition 2.4. The following propositions can be considered as the definitions of transformations, modifications and functors in $\mathfrak{G r}$. Their proofs are similar to the proofs in the $\mathrm{C}^{*}$-algebraic setting in [11].

Proposition 2.40. A functor $\mathcal{C} \rightarrow \mathfrak{G r}$ consists of

- locally compact groupoids $\mathcal{G}_{x}$ for all objects $x$ of $\mathcal{C}$;
- correspondences $\mathcal{X}_{g}: \mathcal{G}_{x} \rightarrow \mathcal{G}_{y}$ for all arrows $g: x \rightarrow y$ in $\mathcal{C}$;
- isomorphisms $\mu_{g, h}: \mathcal{X}_{h} \circ_{\mathcal{G}_{y}} \mathcal{X}_{g} \rightarrow \mathcal{X}_{g h}$ for all pairs of composable arrows $g: y \rightarrow z, h: x \rightarrow y$ in $\mathcal{C}$;
such that
(1) $\mathcal{X}_{1_{x}}$ is the identity correspondence on $\mathcal{G}_{x}$ for all objects $x$ of $\mathcal{C}$;
(2) $\mu_{1_{y}, g}: \mathcal{X}_{g} \circ_{\mathcal{G}_{y}} \mathcal{G}_{y} \rightarrow \mathcal{X}_{g}$ and $\mu_{g, 1_{x}}: \mathcal{G}_{x} \circ_{\mathcal{G}_{x}} \mathcal{X}_{g} \rightarrow \mathcal{X}_{g}$ are the canonical isomorphisms for all arrows $g: x \rightarrow y$ in $\mathcal{C}$;
(3) for all composable arrows $g_{01}: x_{0} \rightarrow x_{1}, g_{12}: x_{1} \rightarrow x_{2}, g_{23}: x_{2} \rightarrow x_{3}$, the following diagram commutes:


Here $g_{02}:=g_{12} \circ g_{01}, g_{13}:=g_{23} \circ g_{12}$, and $g_{03}:=g_{23} \circ g_{12} \circ g_{01}$.

The diagram (2.31) commutes automatically if one of the arrows $g_{01}, g_{12}$ or $g_{23}$ is an identity arrow.

Proposition 2.41. Let $\left(\mathcal{G}_{x}^{0}, \mathcal{X}_{g}^{0}, \mu_{g, h}^{0}\right)$ and $\left(\mathcal{G}_{x}^{1}, \mathcal{X}_{g}^{1}, \mu_{g, h}^{1}\right)$ be two functors from $\mathcal{C}$ to $\mathfrak{G r}$. A transformation between them consists of

- proper correspondences $\gamma_{x}$ from $\mathcal{G}_{x}^{0}$ to $\mathcal{G}_{x}^{1}$ for all objects $x$ of $\mathcal{C}$;
- isomorphisms $V_{g}: \gamma_{x}{ }^{\circ}{ }_{\mathcal{G}_{x}^{1}} \mathcal{X}_{g}^{1} \rightarrow \mathcal{X}_{g}^{0}{ }^{\circ} \mathcal{G}_{y}^{0} \gamma_{y}$ for all arrows $g: x \rightarrow y$ in $\mathcal{C}$;
such that
(1) $V_{1_{x}}: \gamma_{x} \circ_{\mathcal{G}_{x}^{1}} \mathcal{G}_{x}^{1} \rightarrow \mathcal{G}_{x}^{0} \circ_{\mathcal{G}_{x}^{0}} \gamma_{x}$ is the canonical isomorphism for each object $x$ in $\mathcal{C}$;
(2) for each pair of composable arrows $g: y \rightarrow z, h: x \rightarrow y$ in $\mathcal{C}$, the following diagram commutes:

The diagram (2.27) commutes automatically if $g$ or $h$ is an identity arrow.
Proposition 2.42. Let $\left(\mathcal{G}_{x}^{0}, \mathcal{X}_{g}^{0}, \mu_{g, h}^{0}\right)$ and $\left(\mathcal{G}_{x}^{1}, \mathcal{X}_{g}^{1}, \mu_{g, h}^{1}\right)$ be functors from $\mathcal{C}$ to $\mathfrak{G r}$ and let $\left(\gamma_{x}^{1}, V_{g}^{1}\right)$ and $\left(\gamma_{x}^{2}, V_{g}^{2}\right)$ be transformations between them. A modification from $\left(\gamma_{x}^{1}, V_{g}^{1}\right)$ to $\left(\gamma_{x}^{2}, V_{g}^{2}\right)$ consists of isomorphisms of proper correspondences $W_{x}: \gamma_{x}^{1} \rightarrow \gamma_{x}^{2}$ for each object $x$ in $\mathcal{C}$ such that the diagrams

commute for all arrows $g: x \rightarrow y$ in $\mathcal{C}$. This diagram commutes automatically if $g$ is an identity arrow.
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The composition of transformations is defined as follows. Describe functors $\mathcal{C} \rightarrow$ $\mathfrak{G r}$ by $\left(\mathcal{G}_{x}^{0}, \mathcal{X}_{g}^{0}, \mu_{g, h}^{0}\right),\left(\mathcal{G}_{x}^{1}, \mathcal{X}_{g}^{1}, \mu_{g, h}^{1}\right)$ and $\left(\mathcal{G}_{x}^{2}, \mathcal{X}_{g}^{2}, \mu_{g, h}^{2}\right)$, and transformations between them by $\left(\gamma_{x}^{01}, V_{g}^{01}\right)$ and $\left(\gamma_{x}^{12}, V_{g}^{12}\right)$ as above. The composite transformation is defined by $\gamma_{x}^{02}:=\gamma_{x}^{01} \circ_{\mathcal{G}_{x}^{1}} \gamma_{x}^{12}$ for objects $x$ of $\mathcal{C}$ and

$$
\begin{aligned}
& V_{g}^{02}: \gamma_{x}^{02} \circ_{\mathcal{G}_{x}^{2}} \mathcal{X}_{g}^{2}=\gamma_{x}^{01} \circ_{\mathcal{G}_{x}^{1}} \gamma_{x}^{12} \circ_{\mathcal{G}_{x}^{2}} \mathcal{X}_{g}^{2} \xrightarrow{\mathrm{id}_{\gamma_{x}^{011}}^{01}{ }_{\mathcal{G}_{x}^{1}} V_{g}^{12}} \gamma_{x}^{01} \circ_{\mathcal{G}_{x}^{1}} \mathcal{X}_{g}^{1} \circ_{\mathcal{G}_{y}^{2}} \gamma_{y}^{12} \\
& \xrightarrow{V_{g}^{01}{ }_{\mathcal{G}_{y}^{2}}^{1 \mathrm{id}}{ }_{\gamma_{y}^{12}}} \mathcal{X}_{g}^{0} \circ_{\mathcal{G}_{y}^{0}} \gamma_{y}^{01}{ }_{\mathcal{G}_{y}^{1}} \gamma_{y}^{12}=\mathcal{X}_{g}^{0} \circ_{\mathcal{G}_{y}^{0}} \gamma_{y}^{02}
\end{aligned}
$$

for all arrows $g: x \rightarrow y$ in $\mathcal{C}$. These $\left(\gamma_{x}^{02}, V_{g}^{02}\right)$ indeed form a transformation.
Let $\mathcal{C}$ be a category and let $\left(\mathcal{G}_{x}, \mathcal{X}_{g}, \mu_{g, h}\right)$ describe a functor $\mathcal{C} \rightarrow \mathfrak{G r}$. To describe the colimit of this diagram, we only need transformations from $\left(\mathcal{G}_{x}, \mathcal{X}_{g}, \mu_{g, h}\right)$ to constant functors const ${ }_{D}: \mathcal{C} \rightarrow \mathfrak{G r}$, and modifications among such transformations. The following definition is a special case of Definition 2.3.

Definition 2.43. Let $\mathcal{D}$ be a locally compact groupoid. The constant functor const $_{\mathcal{D}}: \mathcal{C} \rightarrow \mathfrak{G r}$ maps all objects $x$ of $\mathcal{C}$ to $\mathcal{D}$, all arrows $g$ in $\mathcal{C}$ to the identity correspondence on $\mathcal{D}$, and all pairs $g, h$ to the canonical isomorphism $\mathcal{D} \circ_{\mathcal{D}} \mathcal{D} \rightarrow \mathcal{D}$.

By Definition 2.5, a transformation from the functor given by $\left(\mathcal{G}_{x}, \mathcal{X}_{g}, \mu_{g, h}\right)$ to const $_{\mathcal{D}}$ is given by correspondences $\gamma_{x}$ from $\mathcal{G}_{x}$ to $\mathcal{D}$ for all objects $x$ of $\mathcal{C}$ and isomorphisms of correspondences

$$
V_{g}: \gamma_{x} \rightarrow \mathcal{X}_{g} \circ_{\mathcal{G}_{y}} \gamma_{y} \quad \text { for all arrows } g: x \rightarrow y \text { in } \mathcal{C},
$$

such that $V_{1_{x}}$ is the canonical isomorphism for all objects $x$ and the diagrams
for composable arrows $g: y \rightarrow z, h: x \rightarrow y$ in $\mathcal{C}$ commute. This diagram commutes automatically if $g$ or $h$ is an identity arrow.

If $\left(\gamma_{x}^{1}, V_{g}^{1}\right)$ and $\left(\gamma_{x}^{2}, V_{g}^{2}\right)$ are two such transformations, then a modification between them is given by isomorphisms of correspondences

$$
W_{x}: \gamma_{x}^{1} \rightarrow \gamma_{x}^{2} \quad \text { for all objects } x \text { of } \mathcal{C},
$$

such that the diagrams

$$
\begin{array}{cc}
\gamma_{x}^{1} \Longrightarrow & W_{x}  \tag{2.30}\\
V_{g}^{1} \downarrow & \gamma_{x}^{2} \\
\mathcal{X}_{g} \circ_{\mathcal{G}_{y}} \gamma_{y}^{1} \underset{\mathrm{id}_{\mathcal{X}_{g} \circ_{\mathcal{G}_{y}} W_{y}}}{ } \mathcal{X}_{g} \circ_{\mathcal{G}_{y}} \gamma_{y}^{2}
\end{array}
$$

commute for all arrows $g: x \rightarrow y$ in $\mathcal{C}$, see Definition 2.6. This diagram commutes automatically if $g$ is an identity arrow.

The colimit for a functor $F: \mathcal{C} \rightarrow \mathfrak{G r}$ is, by definition, a groupoid $\mathcal{H}$ such that the groupoid of arrows $\mathcal{H} \rightarrow \mathcal{D}$ and 2-arrows between them is naturally equivalent to the groupoid of transformations $F \rightarrow$ const $_{\mathcal{D}}$ and the modifications between them for each locally compact groupoid $\mathcal{D}$.

### 2.6.2 Diagrams of $\mathbf{C}^{*}$-correspondences

In this section, we describe diagrams in $\mathfrak{C o r r}$, transformation between such diagrams and modification between transformations. Our reference for this is [11, §4], where the same is worked out for the bicategory of $\mathrm{C}^{*}$-algebras with nondegenerate *-homomorphisms as arrows and unitary intertwiners as 2 -arrows.

Proposition 2.44. A functor $\mathcal{C} \rightarrow \mathfrak{C o r r}$ consists of

- $\mathrm{C}^{*}$-algebras $A_{x}$ for all objects $x$ of $\mathcal{C}$;
- correspondences $\mathcal{E}_{g}: A_{x} \rightarrow A_{y}$ for all arrows $g: x \rightarrow y$ in $\mathcal{C}$;
- isomorphisms of correspondences $\mu_{g, h}: \mathcal{E}_{h} \otimes_{A_{y}} \mathcal{E}_{g} \rightarrow \mathcal{E}_{g h}$ for all pairs of composable arrows $g: y \rightarrow z, h: x \rightarrow y$ in $\mathcal{C}$;
such that
(1) $\mathcal{E}_{1_{x}}$ is the identity correspondence on $A_{x}$ for all objects $x$ of $\mathcal{C}$;
(2) $\mu_{1_{y}, g}: \mathcal{E}_{g} \otimes_{A_{y}} A_{y} \rightarrow \mathcal{E}_{g}$ and $\mu_{g, 1_{x}}: A_{x} \otimes_{A_{x}} \mathcal{E}_{g} \rightarrow \mathcal{E}_{g}$ are the canonical isomorphisms for all arrows $g: x \rightarrow y$ in $\mathcal{C}$;
(3) for all composable arrows $g_{01}: x_{0} \rightarrow x_{1}, g_{12}: x_{1} \rightarrow x_{2}, g_{23}: x_{2} \rightarrow x_{3}$, the following diagram commutes:
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Here $g_{02}:=g_{12} \circ g_{01}, g_{13}:=g_{23} \circ g_{12}$, and $g_{03}:=g_{23} \circ g_{12} \circ g_{01}$.
The diagram (2.31) commutes automatically if one of the arrows $g_{01}, g_{12}$ or $g_{23}$ is an identity arrow.

Proposition 2.45. Let $\left(A_{x}^{0}, \mathcal{E}_{g}^{0}, \mu_{g, h}^{0}\right)$ and $\left(A_{x}^{1}, \mathcal{E}_{g}^{1}, \mu_{g, h}^{1}\right)$ be two functors from $\mathcal{C}$ to $\mathfrak{C o r r}$. A transformation between them consists of

- correspondences $\gamma_{x}$ from $A_{x}^{0}$ to $A_{x}^{1}$ for all objects $x$ of $\mathcal{C}$;
- isomorphisms of correspondences $V_{g}: \gamma_{x} \otimes_{A_{x}^{1}} \mathcal{E}_{g}^{1} \rightarrow \mathcal{E}_{g}^{0} \otimes_{A_{y}^{0}} \gamma_{y}$ for all arrows $g: x \rightarrow y$ in $\mathcal{C}$;
such that
(1) $V_{1_{x}}: \gamma_{x} \otimes_{A_{x}^{1}} A_{x}^{1} \rightarrow A_{x}^{0} \otimes_{A_{x}^{0}} \gamma_{x}$ is the canonical isomorphism for each object $x$ in $\mathcal{C}$;
(2) for each pair of composable arrows $g: y \rightarrow z, h: x \rightarrow y$ in $\mathcal{C}$, the following diagram commutes:

The diagram (2.32) commutes automatically if $g$ or $h$ is an identity arrow.
Proposition 2.46. Let $\left(A_{x}^{0}, \mathcal{E}_{g}^{0}, \mu_{g, h}^{0}\right)$ and $\left(A_{x}^{1}, \mathcal{E}_{g}^{1}, \mu_{g, h}^{1}\right)$ be functors from $\mathcal{C}$ to $\mathfrak{C o r r}$ and let $\left(\gamma_{x}^{1}, V_{g}^{1}\right)$ and $\left(\gamma_{x}^{2}, V_{g}^{2}\right)$ be transformations between them. A modification from $\left(\gamma_{x}^{1}, V_{g}^{1}\right)$ to $\left(\gamma_{x}^{2}, V_{g}^{2}\right)$ consists of isomorphisms of correspondences $W_{x}: \gamma_{x}^{1} \rightarrow \gamma_{x}^{2}$ for all objects $x$ in $\mathcal{C}$ such that the diagrams

$$
\begin{gather*}
\gamma_{x}^{1} \otimes_{A_{x}^{1}} \mathcal{E}_{g}^{1} \xlongequal{W_{x} \otimes_{A_{x}^{1}} \mathrm{id}_{\mathcal{E}_{9}^{1}}} \gamma_{x}^{2} \otimes_{A_{x}^{1}} \mathcal{E}_{g}^{1} \\
V_{g}^{1} \Downarrow  \tag{2.33}\\
\mathcal{E}_{g}^{0} \otimes_{A_{y}^{0}} \gamma_{y}^{1} \underset{\operatorname{id}_{\mathcal{E}_{g}^{0}} \otimes_{A_{y}^{0}} W_{y}}{ } \mathcal{E}_{g}^{0} \otimes_{A_{y}^{0}}^{2} \gamma_{y}^{2}
\end{gather*}
$$

commute for all arrows $g: x \rightarrow y$ in $\mathcal{C}$. This diagram commutes automatically if $g$ is an identity arrow.

### 2.6.3 Examples

## Group actions by homeomorphisms

Lemma 2.47. Let $X$ be a locally compact space and let $G$ be a discrete group. There is an equivalence between $G$-actions on $X$ by homeomorphisms and morphisms $G \rightarrow \mathfrak{G r}$ which map the unique object in $G$ to $X$.

Proof. First, let $\alpha: G \rightarrow \operatorname{Homeo}(X)$ be a group action. That is, $\alpha_{g}:=\alpha(g)$ are homeomorphisms on $X$ such that $\alpha_{g} \alpha_{h}=\alpha_{g h}$ for all $g, h \in G$. Let $X_{g}$ be the correspondence given by $X_{g}:=X$ as a topological space, with anchor maps $r_{g}, s_{g}: X_{g} \rightarrow X$ given by

$$
r_{g}(x):=x, \quad s_{g}(x):=\alpha_{g}(x) .
$$

for all $x \in X$. To define a functor $G \rightarrow \mathfrak{G r}$ we still need to define the multiplication isomorphisms; these are given by

$$
\mu_{g, h}^{\alpha}: X_{g} \times_{s_{g}, X, r_{h}} X_{h} \xrightarrow{\sim} X_{h g}, \quad\left(x, \alpha_{g}(x)\right) \mapsto x .
$$

It is routine to check that $\left(X_{g}, \mu_{g, h}^{\alpha}\right)$ is indeed a functor $G \rightarrow \mathfrak{G r}$.
Conversely, let $\left(\mathcal{X}_{g}, \mu_{g, h}^{\alpha}\right)$ be a functor $G \rightarrow \mathfrak{G r}$ with $\mathcal{X}_{1}=X$. That is $\mathcal{X}_{g}: X \rightarrow X$ are correspondences and $\mu_{g, h}: \mathcal{X}_{g} \circ_{X} \mathcal{X}_{h} \xrightarrow{\sim} \mathcal{X}_{h g}$ are isomorphisms of correspondences. The correspondence $\mathcal{X}_{g}$ is an equivalence for each $g \in G$. By Theorem 2.30, it is a Morita equivalence over the space $X$. This implies that both $r: \mathcal{X}_{g} \rightarrow X$ and $s: \mathcal{X}_{g} \rightarrow X$ are homeomorphisms. Let

$$
\alpha_{g}:=s_{g} r_{g}^{-1}
$$

for all $g \in G$. Then

$$
G \rightarrow \operatorname{Homeo}(X), \quad g \mapsto \alpha_{g},
$$

defines an action of $G$ on the space $X$. Moreover, the maps $V_{g}:=s_{g}: \mathcal{X}_{g} \rightarrow X_{g}$, where $X_{g}: X \rightarrow X$ are the correspondences as in the first part of the proof, form an invertible transformation from the functor $\left(\mathcal{X}_{g}, \mu_{g, h}\right)$ to the functor associated to an action of $G$ on $X$ by homeomorphisms.

Lemma 2.48. Let $\alpha: G \rightarrow \operatorname{Homeo}(X)$ be a group action on a space $X$ by homeomorphism. The colimit of the action in $\mathfrak{G r}$ is the transformation groupoid $G \ltimes X$.

Proof. Let $\left(X_{g}, \mu_{g, h}^{\alpha}\right)$ be the functor associated to $\alpha: G \rightarrow \operatorname{Homeo}(X)$ as in Lemma 2.47. Let $\mathcal{D}$ be a groupoid and let $\left(\mathcal{Y}, V_{g}\right)$ be a transformation from $\left(X_{g}, \mu_{g, h}^{\alpha}\right)$ to const $_{\mathcal{D}}$. The group $G$ acts on $\mathcal{Y}$ by

$$
\begin{equation*}
g \cdot y:=V_{g}\left(r_{\mathcal{Y}}(y), y\right) . \tag{2.34}
\end{equation*}
$$
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Together with the $\mathcal{D}$-equivariant map $r_{\mathcal{Y}_{*}}: \mathcal{Y} / \mathcal{G} \rightarrow X$, the group action of $G$ on $\mathcal{Y}$ gives an action of the transformation groupoid $G \ltimes X$ on $\mathcal{Y}$ that commutes with the $\mathcal{D}$-action (see [31, Proposition 4.10]). This gives a correspondence $\mathcal{Y}: G \ltimes X \rightarrow$ $\mathcal{D}$. Conversely, let $\mathcal{Y}: G \ltimes X \rightarrow \mathcal{D}$ be a correspondence. By [31, Proposition 4.10] this is equivalent to an action of $G$ on $\mathcal{Y}$ with a $G$-map $r_{\mathcal{Y}}: \mathcal{Y} \rightarrow X$. It follows that $\mathcal{Y}: X \rightarrow \mathcal{D}$ is a correspondence using the anchor map $r_{\mathcal{Y}}$. We define

$$
\begin{equation*}
V_{g}(r \mathcal{Y}(y), y):=g \cdot y . \tag{2.35}
\end{equation*}
$$

for all $g \in G$ and all $y \in \mathcal{Y}$. Then $V_{g}: X \times_{\mathrm{id}, X, r_{\mathcal{Y}}} \mathcal{Y} \rightarrow \mathcal{Y}$ is an isomorphism of correspondences and $\left(\mathcal{Y}, V_{g}\right)$ satisfies the coherence condition in (2.29) and therefore gives a transformation from $\left(X_{g}, \mu_{g, h}^{\alpha}\right)$ to const ${ }_{\mathcal{D}}$. The above two constructions are inverse to each other and natural in the formal sense. So they show that $G \rtimes X$ is the colimit.

## 3 Actions of Ore monoids

In this chapter, we study Ore monoid actions in the bicategory of groupoid correspondences. The most basic example of an Ore monoid is the monoid of natural numbers $\mathbb{N}$. An action of $\mathbb{N}$ in $\mathfrak{G r}$ by proper correspondences is equivalent to a single correspondence $\mathcal{X}: \mathcal{G} \rightarrow \mathcal{G}$ for a groupoid $\mathcal{G}$. To associate a $\mathrm{C}^{*}$-algebra to the action given by $\mathcal{X}$, we may first use the functor $\mathfrak{G r} \rightarrow \mathfrak{C o r r}$ to obtain a $\mathrm{C}^{*}$-correspondence $\mathcal{E}:=\mathrm{C}^{*}(\mathcal{X}): \mathrm{C}^{*}(\mathcal{G}) \rightarrow \mathrm{C}^{*}(\mathcal{G})$ and then take the CuntzPimsner algebra $\mathcal{O}_{\mathcal{E}}$.
Now we know from [2] that $\mathcal{O}_{\mathcal{E}}$ is the colimit of the action given by $\mathcal{E}$ in the correspondence bicategory $\mathfrak{C o r r}$. We will show that the action given by $\mathcal{X}$ also has a colimit groupoid $\mathcal{H}$ in $\mathfrak{b r}$. Theorem 3.36 shows that $\mathcal{H}$ is a groupoid model of the Cuntz-Pimsner algebra $\mathcal{O}_{\mathcal{E}}$, that is, $\mathcal{O}_{\mathcal{E}} \cong \mathrm{C}^{*}(\mathcal{H})$.

Our construction of the groupoid colimit of an action of an Ore monoid $P$ by correspondence has two steps. We first show that an Ore monoid action by tight correspondences always has a colimit. This is done in Section 3.2. In Section 3.3 we show how to approximate an Ore monoid action by correspondences through an action by tight correspondences in a way that does not change the colimit, see Theorem 3.30.

### 3.1 Ore monoids

In this section, we introduce Ore monoids and their actions in the bicategory of groupoid correspondences $\mathfrak{G r}$.

Definition 3.1 ([27, Section IX.1]). A category $\mathcal{C}$ is filtered if it is nonempty and
(1) for any two objects $x, y \in \mathcal{C}_{0}$, there are $z \in \mathcal{C}_{0}, g \in \mathcal{C}(x, z)$ and $h \in \mathcal{C}(y, z)$;
(2) for any two parallel arrows $g, h \in \mathcal{C}(x, y)$, there are $z \in \mathcal{C}_{0}$ and $k \in \mathcal{C}(y, z)$ with $k g=k h$.

Let $P$ be a monoid and let $\mathcal{C}_{P}$ be the category with object set $P$ and arrow set $P \times P$, where $(p, q)$ is an arrow from $p$ to $p q$, and where $(p q, r) \cdot(p, q):=(p, q r)$ for all $p, q, r \in P$. The category $\mathcal{C}_{P}$ is filtered if and only if $P$ satisfies the following Ore conditions:
(Ore1) for all $x_{1}, x_{2} \in P$, there are $y_{1}, y_{2} \in P$ with $x_{1} y_{1}=x_{2} y_{2}$;

## 3 Actions of Ore monoids

(Ore2) if $x y_{1}=x y_{2}$ for $y_{1}, y_{2}, x \in P$, then there is $z \in P$ with $y_{1} z=y_{2} z$.
Definition 3.2. We call $P$ a right Ore monoid if the category $\mathcal{C}_{P}$ is filtered. We call $P$ a left Ore monoid if $P^{\mathrm{op}}$ is a right Ore monoid.

Condition (Ore2) follows if $P$ has cancellation. Both hold if $P \subseteq G$ for a group $G$ with $P P^{-1}=G$.

Let $P$ be an Ore monoid. We may construct a group completion $G=G[P]$ of $P$ by taking equivalence classes of formal fractions $p q^{-1}:=(p, q) \in P \times P$, where $\left(p_{1}, q_{1}\right) \sim\left(p_{2}, q_{2}\right)$ if there are elements $a_{1}, a_{2} \in P$ with $\left(p_{1} a_{1}, q_{1} a_{1}\right)=$ $\left(p_{2} a_{2}, q_{2} a_{2}\right)$. The product of the elements $\left[p_{1}, q_{1}\right]$ and $\left[p_{2}, q_{2}\right]$ is given by

$$
\left[p_{1}, q_{1}\right]\left[p_{2}, q_{2}\right]:=\left[p_{1} t_{1}, q_{2} t_{2}\right]
$$

where $t_{1}, t_{2} \in P$ are such that $q_{1} t_{1}=p_{2} t_{2}$. The group $G$ is determined by the monoid $P$, and every monoid morphism $\varphi: P \rightarrow H$ for a group $H$ extends to a group homomorphism $\tilde{\varphi}: G \rightarrow H$. The group homomorphism is simply given by

$$
\tilde{\varphi}[p, q]=\varphi(p) \varphi(q)^{-1}
$$

for all $[p, q] \in G$.
Example 3.3. Commutative monoids are Ore monoids. Normal monoids are also Ore; here we say that a monoid $P$ is normal if $s P=P s$ for all $s \in P$. Non-abelian free monoids are examples of monoids which do not satisfy the Ore conditions.

An action of an Ore monoid $P$ in the bicategory $\mathfrak{G r}$ is a functor $F: P^{\mathrm{op}} \rightarrow \mathcal{G}$ (see Proposition 2.40). Here we think of an Ore monoid as a category with one object (the identity) and elements of the monoid as arrows; the product of two arrows $p$ and $q$ is $p q$.

We include the following definition for convenience.
Definition 3.4. Let $\mathcal{G}$ be a groupoid and let $P$ be an Ore monoid. An action of $P^{\mathrm{op}}$ on $\mathcal{G}$ by correspondences consists of the following data:

- correspondences $\mathcal{X}_{p}: \mathcal{G} \rightarrow \mathcal{G}$ for $p \in P \backslash\{1\} ;$
- isomorphisms $\sigma_{p, q}: \mathcal{X}_{p q} \rightarrow \mathcal{X}_{p} \circ_{\mathcal{G}} \mathcal{X}_{q}$ for $p, q \in P \backslash\{1\}$.

We assume that $\mathcal{X}_{1}=\mathcal{G}$ is the identity correspondence and that $\sigma_{p, 1}$ and $\sigma_{1, q}$ are the canonical homeomorphisms $\mathcal{X}_{p} \cong \mathcal{X}_{p} \circ_{\mathcal{G}} \mathcal{G}$ and $\mathcal{X}_{q} \cong \mathcal{G} \circ_{\mathcal{G}} \mathcal{X}_{q}$ for $p, q \in P$. For an action of $P$, we also require the diagram

$$
\begin{array}{r}
\mathcal{X}_{p} \circ_{\mathcal{G}} \mathcal{X}_{q} \circ_{\mathcal{G}} \mathcal{X}_{t} \stackrel{\sigma_{p, q} \circ_{\mathcal{G}} \mathrm{id}_{\mathcal{X}_{t}}^{\longleftarrow}}{\operatorname{id}_{\mathcal{X}_{p} \circ \mathcal{G}} \sigma_{q, t} \mathcal{X}_{p q} \circ_{\mathcal{G}} \mathcal{X}_{t}}  \tag{3.1}\\
\mathcal{X}_{p} \circ_{\mathcal{G}} \mathcal{X}_{q t} \stackrel{\sigma_{p q, t}}{\sigma_{p, q t}}
\end{array}
$$

to commute for all $p, q, t \in P \backslash\{1\}$. This diagram commutes automatically if $p=1, q=1$ or $t=1$, so our assumption implies that it commutes for all $p, q, t \in P$.

### 3.2 Actions of Ore monoids by tight correspondences

In this section, we describe colimits of Ore monoid actions by tight correspondences.
Let $\mathcal{X}: \mathcal{G} \rightarrow \mathcal{G}$ be a tight correspondence. By Proposition 2.26, there is a local homeomorphism

$$
\begin{equation*}
\mathcal{X} \times_{\mathcal{X} / \mathcal{G}} \mathcal{X} \rightarrow \mathcal{G}, \quad(x, y) \mapsto\langle x, y\rangle . \tag{3.2}
\end{equation*}
$$

The element $\langle x, y\rangle$ is the unique element in $\mathcal{G}$ with $x\langle x, y\rangle=y$. By our assumption, $\mathcal{X}$ is a tight correspondence. That is, $r_{*}: \mathcal{X} / \mathcal{G} \rightarrow \mathcal{G}^{0}$ is a homeomorphism. Therefore, we may replace $\mathcal{X} / \mathcal{G}$ in Equation (3.2) with $\mathcal{G}^{0}$. Hence we obtain a map

$$
\begin{equation*}
\mathcal{X} \times_{r, \mathcal{G}^{0}, r} \mathcal{X} \rightarrow \mathcal{G}, \quad(x, y) \mapsto\langle x, y\rangle . \tag{3.3}
\end{equation*}
$$

The existence of the map in Equation (3.3) for a tight correspondence is the main feature which allows to construct a colimit groupoid for a given Ore monoid action by tight correspondences.
Definition 3.5. Let $\mathcal{G}, \mathcal{H}$ be locally compact groupoids. Let $\mathcal{X}: \mathcal{G} \rightarrow \mathcal{H}$ be a correspondence. We say that an open subset $U \subset \mathcal{X}$ is a bisection if the restrictions of the source map $s_{\mathcal{X}}$ and the quotient map $\mathrm{p}: \mathcal{X} \rightarrow \mathcal{X} / \mathcal{G}$ to $U$ are both homeomorphisms.

Our definition implies that a bisection should meet every orbit of the right action exactly once. We denote the set of all bisections of a correspondence $\mathcal{X}$ by $\operatorname{Bis}(\mathcal{X})$. For a groupoid $\mathcal{G}$, a bisection in the identity correspondence $\mathcal{G}: \mathcal{G} \rightarrow \mathcal{G}$ is the same as a bisection in the groupoid $\mathcal{G}$. That is, an open set in $\mathcal{G}$ such that the restriction of the source and range maps to this set are homeomorphisms.

In the following, we fix a groupoid $\mathcal{G}$, an Ore monoid $P$ and an action $\left(\mathcal{X}_{p}, \sigma_{p, q}\right)$ of $P$ on $\mathcal{G}$ by tight correspondences. That is, $\mathcal{X}_{p}$ is a tight correspondence for all $p \in P$ and $\sigma_{p, q}: \mathcal{X}_{p q} \rightarrow \mathcal{X}_{p} \circ_{\mathcal{G}} \mathcal{X}_{q}$ is an isomorphism for all $p$ and $q \in P$. To reduce notation, we write

$$
\begin{equation*}
x_{p} \cdot x_{q}:=\sigma_{p, q}^{-1}\left(\left[x_{p}, x_{q}\right]\right) \tag{3.4}
\end{equation*}
$$

for all $\left(x_{p}, x_{q}\right) \in \mathcal{X}_{p} \times_{s_{p}, \mathcal{G}^{0}, r_{q}} \mathcal{X}_{q}$. We call $x_{p} \cdot x_{q} \in \mathcal{X}_{p q}$ the concatenation of $x_{p}$ and $x_{q}$. Let $\mathcal{X}_{p} \circ_{\mathcal{G}} \mathcal{X}_{q}^{*}$ be the quotient of the space $\mathcal{X}_{p} \times_{s_{p}, \mathcal{G}^{0}, s_{q}} \mathcal{X}_{q}$ by the equivalence relation $\left(x_{p}, y_{q}\right) \sim\left(x_{p} g, y_{q} g\right)$ for all $g \in \mathcal{G}$ with $r(g)=s_{p}\left(x_{p}\right)$.

Let $k \in P$. Let $\alpha_{p, q}^{k}$ be the map

$$
\begin{equation*}
\alpha_{p, q}^{k}: \mathcal{X}_{p} \times_{s_{p}, \mathcal{G}^{0}, s_{q}} \mathcal{X}_{q} \rightarrow \mathcal{X}_{p k} \circ_{\mathcal{G}} \mathcal{X}_{q k}^{*}, \quad\left(x_{p}, x_{q}\right) \mapsto\left[x_{p} \cdot x_{k}, x_{q} \cdot x_{k}\right], \tag{3.5}
\end{equation*}
$$
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where $x_{k} \in \mathcal{X}_{k}$ is such that $r_{k}\left(x_{k}\right)=s_{p}\left(x_{p}\right)$. To see that (3.5) does not depend on the choice of the point $x_{k}$ with $r_{k}\left(x_{k}\right)=s_{p}\left(x_{p}\right)$, let $y_{k} \in \mathcal{X}_{k}$ be another point with $r_{k}\left(y_{k}\right)=s_{p}\left(x_{p}\right)=r_{k}\left(x_{k}\right)$. Since $y_{k}\left\langle y_{k}, x_{k}\right\rangle=x_{k}$, we have

$$
\begin{aligned}
{\left[x_{p} \cdot x_{k}, x_{q} \cdot x_{k}\right] } & =\left[x_{p} \cdot\left(y_{k}\left\langle y_{k}, x_{k}\right\rangle\right), x_{q} \cdot\left(y_{k}\left\langle y_{k}, x_{k}\right\rangle\right)\right] \\
& =\left[\left(x_{p} \cdot y_{k}\right)\left\langle y_{k}, x_{k}\right\rangle,\left(x_{q} \cdot y_{k}\right)\left\langle y_{k}, x_{k}\right\rangle\right]=\left[x_{p} \cdot y_{k}, x_{q} \cdot y_{k}\right]
\end{aligned}
$$

In particular, for $k=1$, the last formula implies that

$$
\alpha_{p, q}^{k}\left(x_{p} g, x_{q} g\right)=\alpha_{p, q}^{k}\left(x_{p}, x_{q}\right)
$$

for all $x_{p}, x_{q}$ and all $g \in \mathcal{G}$ with $r(g)=s_{p}\left(x_{p}\right)$. Therefore, $\alpha_{p, q}^{k}$ induces a welldefined map $\alpha_{p, q}^{k}: \mathcal{X}_{p} \circ \mathcal{X}_{q}^{*} \rightarrow \mathcal{X}_{p k} \circ \mathcal{X}_{q k}^{*}$.

Lemma 3.6. The map $\alpha_{p, q}^{k}: \mathcal{X}_{p} \circ \mathcal{X}_{q}^{*} \rightarrow \mathcal{X}_{p k} \circ \mathcal{X}_{q k}^{*}$ is a local homeomorphism. Moreover,

$$
\begin{equation*}
\alpha_{p k, q k}^{l} \circ \alpha_{p, q}^{k}=\alpha_{p, q}^{k l} \tag{3.6}
\end{equation*}
$$

for all $p, q, k, l \in P$.
Proof. Let $x=\left[x_{p}, x_{q}\right] \in \mathcal{X}_{p} \circ_{\mathcal{G}} \mathcal{X}_{q}^{*}$. We want an open subset $U \subset \mathcal{X}_{p} \circ_{\mathcal{G}} \mathcal{X}_{q}^{*}$ such that $x \in U$ and the restriction map $\left.\alpha_{p, q}^{k}\right|_{U}$ is a homeomorphism. Let $U_{1} \subset \mathcal{X}_{p}$ and $U_{2} \subset \mathcal{X}_{q}$ be bisections with $x_{p} \in U_{1}$ and $x_{q} \in U_{2}$. We claim that $U:=$ $\mathrm{p}\left(U_{1} \times_{s_{p}, \mathcal{G}^{0}, r_{q}} U_{2}\right) \subset \mathcal{X}_{p} \circ_{\mathcal{G}} \mathcal{X}_{q}^{*}$ is the desired open set. Let $V:=r_{k}^{-1}\left(s_{p}\left(U_{1}\right) \cap\right.$ $\left.s_{q}\left(U_{2}\right)\right)$. Then $V$ is open in $\mathcal{X}_{k}$ since $s_{p}$ is a local homeomorphism and $r_{k}$ is continuous. We may write $V$ as a union of bisections $V=\bigcup_{i \in I} V_{i}$ for an index set $I$. Let $Q: \mathcal{X}_{p k} \times_{s_{p k}, \mathcal{G}^{0}, s_{q k}} \mathcal{X}_{q k} \rightarrow \mathcal{X}_{p k} \circ_{\mathcal{G}} \mathcal{X}_{q k}^{*}$ denote the quotient map. We define

$$
T_{i}:=Q\left(\sigma_{p, k}^{-1} \cdot \mathrm{p}\left(U_{1} \times_{s_{p}, \mathcal{G}^{0}, r_{k}} V_{i}\right) \times_{s_{p k}, \mathcal{G}^{0}, s_{q k}} \sigma_{q, k}^{-1} \cdot \mathrm{p}\left(U_{2} \times_{s_{p}, \mathcal{G}^{0}, r_{k}} V_{i}\right)\right)
$$

for all $i \in I$. Since $\sigma_{p, k}$ and $\sigma_{q, k}$ are homeomorphisms and the quotient maps p and $Q$ are open by Proposition $2.10, T_{i}$ is open for all $i \in I$. Furthermore,

$$
\alpha_{p, q}^{k}(U)=\bigcup_{i \in I} T_{i}
$$

To see this, let $i \in I$ and let $\left[x_{p} \cdot x_{k}, y_{p} \cdot y_{k}\right] \in T_{i}$. Then $s_{k}\left(x_{k}\right)=s_{k}\left(y_{k}\right)$ and hence $x_{k}=y_{k}$ since $V_{i}$ is a bisection. This implies that $\left[x_{p} \cdot x_{k}, y_{p} \cdot y_{k}\right] \in \alpha_{p, q}^{k}(U)$. The other implication is clear. It follows that $\alpha_{p, q}^{k}(U)$ is an open set. Since every open set in $\mathcal{X}_{p} \circ_{\mathcal{G}} \mathcal{X}_{q}^{*}$ is a union of bisections of the form $\mathrm{p}\left(U_{1} \times_{s_{p}, \mathcal{G}^{0}, r_{q}} U_{2}\right)$ for $U_{1} \in \mathcal{X}_{p}$ and $U_{2} \in \mathcal{X}_{q}$, the map $\alpha_{p, q}^{k}$ is open. It remains to show that $\left.\alpha_{p, q}^{k}\right|_{U}$ is injective. Let $\left[x_{p}, x_{q}\right],\left[y_{p}, y_{q}\right] \in \mathrm{p}\left(U_{1} \times_{s_{p}, \mathcal{G}^{0}, s_{q}} U_{2}\right)$ with $\alpha_{p, q}^{k}\left(\left[x_{p}, x_{q}\right]\right)=\alpha_{p, q}^{k}\left(\left[y_{p}, y_{q}\right]\right)$.

Then $r_{p}\left(x_{p}\right)=r_{p}\left(y_{p}\right)$ and $r_{q}\left(x_{q}\right)=r_{q}\left(y_{q}\right)$. This implies that $x_{p}=y_{p}$ and $x_{q}=y_{q}$ by our assumption that $\left.r_{p}\right|_{U_{1}}$ and $\left.r_{q}\right|_{U_{2}}$ are homeomorphisms. It follows that $\left[x_{p}, x_{q}\right]=\left[y_{p}, y_{q}\right]$, and the map $\alpha_{p, q}^{k}$ is injective on $\mathrm{p}\left(U_{1} \times{ }_{s_{p}, \mathcal{G}^{0}, s_{q}} U_{2}\right)$. The restriction $\left.\alpha_{p, q}^{k}\right|_{U}$ of $\alpha_{p, q}^{k}$ on the open set $U$ is open, injective and continuous. That is, the $\left.\operatorname{map} \alpha_{p, q}^{k}\right|_{U}$ is a homeomorphism. Finally, the maps $\left(\sigma_{p, q}\right)_{p, q \in P}$ are part of an action of $P$ on the groupoid $\mathcal{G}$. Hence they satisfy condition (3.1). This implies Equation (3.6).

### 3.2.1 The construction of the colimit groupoid

Next we associate a groupoid $\mathcal{H}$ to the $\operatorname{action}\left(\mathcal{X}_{p}, \sigma_{p, q}\right)$. We construct the groupoid $\mathcal{H}$ by first constructing a "fibre" $\mathcal{H}_{g}$ for all $g \in G=G[P]$. Recall that the elements of the group completion $G=G[P]$ are equivalence classes of formal fractions $p_{1} p_{2}^{-1}$ for $p_{1}, p_{2} \in P$ with $p_{1} p_{2}^{-1} \sim\left(p_{1} r\right)\left(p_{2} r\right)^{-1}$. For $g \in G$ we set

$$
\begin{equation*}
R_{g}:=\left\{\left(p_{1}, p_{2}\right) \in P \times P \mid p_{1} p_{2}^{-1}=g \text { in } G\right\} \tag{3.7}
\end{equation*}
$$

Let $p=\left(p_{1}, p_{2}\right)$ and $q=\left(q_{1}, q_{2}\right) \in R_{g}$. Let $\mathcal{C}_{P}^{g}(p, q)$ be the set of all $h \in P$ with $p_{1} h=q_{1}$ and $p_{2} h=q_{2}$. These are the arrows of a category $\mathcal{C}_{P}^{g}$ with multiplication given by that in $P$. The category $\mathcal{C}_{P}^{g}$ is filtered by [1, Lemma 3.14]. This allows us to take the inductive limit of the spaces $\mathcal{X}_{p}{ }^{\circ}{ }_{\mathcal{G}} \mathcal{X}_{q}^{*}$ with respect to the connection maps $\alpha_{p, q}^{k}$ given in Equation (3.5). We set

$$
\begin{equation*}
\left(\mathcal{H}_{g}, f_{p, q}\right):=\underset{\overrightarrow{\mathcal{C}_{P}^{g}}}{\lim }\left(\mathcal{X}_{p} \circ_{\mathcal{G}} \mathcal{X}_{q}^{*}, \alpha_{p, q}^{k}\right) \tag{3.8}
\end{equation*}
$$

where $f_{p, q}: \mathcal{X}_{p} \circ_{\mathcal{G}} \mathcal{X}_{q}^{*} \rightarrow \mathcal{H}_{g}$ is the universal map associated to the inductive limit space $\mathcal{H}_{g}$, for all $(p, q) \in \mathcal{C}_{P}^{g}$. Let

$$
\begin{equation*}
\mathcal{H}:=\bigsqcup_{g \in G} \mathcal{H}_{g} \tag{3.9}
\end{equation*}
$$

Elements of $\mathcal{H}$ are equivalence classes of pairs $\left[x_{p}, x_{q}\right] \in \mathcal{X}_{p} \circ_{\mathcal{G}} \mathcal{X}_{q}^{*}$, where $\left[x_{p}, x_{q}\right] \sim$ $\alpha_{p, q}^{k}\left(\left[x_{p}, x_{q}\right]\right)$ for all $k \in P$. We will use this identification and, with a slight abuse of notation, we will abbreviate $f_{p, q}\left(\left[x_{p}, x_{q}\right]\right)$ by $\left[x_{p}, x_{q}\right]$ if no confusion can arise.

Our next goal is to show that the space $\mathcal{H}$ is in a canonical way a locally compact groupoid with Hausdorff unit space $\mathcal{H}^{0}$.

Let $g \in G$ and let $x=\left[x_{p}, x_{q}\right] \in \mathcal{H}_{g}$. We define the source and the range of $x$ by

$$
\begin{align*}
r_{\mathcal{H}}(x) & :=\left[x_{p}, x_{p}\right]=\left[r_{p}\left(x_{p}\right), r_{p}\left(x_{p}\right)\right],  \tag{3.10}\\
s_{\mathcal{H}}(x) & :=\left[x_{q}, x_{q}\right]=\left[r_{q}\left(x_{q}\right), r_{q}\left(x_{q}\right)\right] .
\end{align*}
$$

That is, $\left[x_{p}, x_{p}\right]$ is the image of the point $\left[x_{p}, x_{p}\right] \in \mathcal{X}_{p} \circ_{\mathcal{G}} \mathcal{X}_{p}^{*}$ under the map $f_{p, p}$.
Before defining a multiplication map on the groupoid $\mathcal{H}$, we need the following lemma regarding the inner product map.
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Lemma 3.7. Let $p, t, k \in P$. Then

$$
x_{t}\left\langle x_{p} \cdot x_{t}, y_{p} \cdot x_{k}\right\rangle=\left\langle x_{p}, y_{p}\right\rangle x_{k}
$$

for all $\left(x_{p}, y_{p}\right) \in \mathcal{X}_{p} \times_{r_{p}, \mathcal{G}^{0}, r_{p}} \mathcal{X}_{p}$ and all $x_{t} \in \mathcal{X}_{t}, x_{k} \in \mathcal{X}_{k}$ with $s_{p}\left(x_{p}\right)=r\left(x_{t}\right)$ and $s_{p}\left(y_{p}\right)=r\left(x_{k}\right)$.

Proof. We have $x_{p}\left\langle x_{p}, y_{p}\right\rangle=y_{p}$ and $x_{p} \cdot x_{t} \cdot\left\langle x_{p} \cdot x_{t}, y_{p} \cdot x_{k}\right\rangle=y_{p} \cdot x_{k}$. This implies

$$
y_{p} \cdot\left\langle x_{p}, y_{p}\right\rangle^{-1} x_{t}\left\langle x_{p} \cdot x_{t}, y_{p} \cdot x_{k}\right\rangle=y_{p} \cdot x_{k} .
$$

It follows that $\left\langle x_{p}, y_{p}\right\rangle^{-1} x_{t}\left\langle x_{p} \cdot x_{t}, y_{p} \cdot x_{k}\right\rangle=x_{k}$ since the right action of $\mathcal{G}$ on $\mathcal{X}_{p}$ is free. Hence $x_{t}\left\langle x_{p} \cdot x_{t}, y_{p} \cdot x_{k}\right\rangle=\left\langle x_{p}, y_{p}\right\rangle x_{k}$.

Now let $x=\left[x_{p_{1}}, x_{q_{1}}\right]$ and $y=\left[y_{p_{2}}, y_{q_{2}}\right] \in \mathcal{H}$ with $r_{p_{2}}\left(y_{p_{2}}\right)=r_{q_{1}}\left(x_{q_{1}}\right)$. Roughly speaking, we want to define the product $x \cdot y$ as for pair groupoids. Think of $x$ as the image in $\mathcal{H}$ of an arrow starting with $x_{q_{1}}$ and ending with $x_{p_{1}}$. Similarly, $y$ is the image of the arrow starting with $y_{q_{2}}$ and ending with $x_{p_{2}}$. If $p_{2}=q_{1}$ and $y_{p_{2}}=x_{q_{1}}$, then we may define the product $x \cdot y$ as $\left[x_{p_{1}}, y_{q_{2}}\right]$. In general, if the range of $y$ is the source of $x$, we may choose different representatives of $x$ and $y$ with this property. To be more precise, since $P$ is an Ore monoid, there are $a, b \in P$ such that $p_{2} b=q_{1} a$. Let $x_{a} \in \mathcal{X}_{a}$ and $y_{b} \in \mathcal{X}_{b}$ with $r_{a}\left(x_{a}\right)=s_{p_{1}}\left(x_{p_{1}}\right)$ and $r_{b}\left(y_{b}\right)=s_{p_{2}}\left(y_{p_{2}}\right)$. Then $\left[x_{p_{1}}, x_{q_{1}}\right]=\left[x_{p_{1}} \cdot x_{a}, x_{q_{1}} \cdot x_{a}\right]$ and $\left[y_{p_{2}}, y_{q_{2}}\right]=\left[y_{p_{2}} \cdot y_{b}, y_{q_{2}} \cdot y_{b}\right]$. We define

$$
\begin{equation*}
\left[x_{p_{1}}, x_{q_{1}}\right] \cdot\left[y_{p_{2}}, y_{q_{2}}\right]:=\left[x_{p_{1}} \cdot x_{a} \cdot\left\langle x_{q_{1}} \cdot x_{a}, y_{p_{2}} \cdot y_{b}\right\rangle, y_{q_{2}} \cdot y_{b}\right] . \tag{3.11}
\end{equation*}
$$

The product formula (3.11) does not depend on the choice of the representatives $\left[x_{p_{1}}, x_{q_{1}}\right] \in \mathcal{X}_{p_{1}} \circ_{\mathcal{G}} \mathcal{X}_{q_{1}}$ and $\left[y_{p_{2}}, y_{q_{2}}\right] \in \mathcal{X}_{p_{2}} \circ_{\mathcal{G}} \mathcal{X}_{q_{2}}$ in $\mathcal{H}$. To show this, let $k_{1}, k_{2} \in P$. Let also $x_{k_{1}} \in \mathcal{X}_{k_{1}}$ and $x_{k_{2}} \in \mathcal{X}_{k_{2}}$ such that $r_{k_{1}}\left(x_{k_{1}}\right)=s_{p_{1}}\left(x_{p_{1}}\right)$ and $r_{k_{2}}\left(x_{k_{2}}\right)=s_{p_{2}}\left(x_{p_{2}}\right)$. We have

$$
\left(\left[x_{p_{1}} \cdot x_{k_{1}}, x_{q_{1}} \cdot x_{k_{1}}\right],\left[y_{p_{2}} \cdot x_{k_{2}}, y_{q_{2}} \cdot x_{k_{2}}\right]\right)=\left(\left[x_{p_{1}}, x_{q_{1}}\right],\left[y_{p_{2}}, y_{q_{2}}\right]\right) \in \mathcal{H}^{2} .
$$

Next let $c_{1}, c_{2}, d_{1}, d_{2}$ be such that $k_{1} c_{1}=a d_{1}$ and $k_{2} c_{2}=b d_{2}$. We can also find $t_{1}, t_{2}$ such that $d_{1} t_{1}=d_{2} t_{2}$. Then $q_{1} k_{1} c_{1} t_{1}=q_{1} a d_{1} t_{1}=p_{2} b d_{2} t_{2}=p_{2} k_{2} c_{2} t_{2}$. We may replace $c_{1} t_{1}$ by $c_{1}, c_{2} t_{2}$ by $c_{2}$ and $d_{2} t_{2}=d_{1} t_{1}$ by $t$. We get $k_{1} c_{1}=a t, k_{2} c_{2}=b t$ and $q_{1} k_{1} c_{1}=q_{1} a t=p_{2} b t=q_{2} k_{2} c_{2}$. Let also $x_{t} \in \mathcal{X}_{t}$ with $r\left(x_{p}\right)=s\left(x_{a}\right)=s\left(x_{b}\right)$. Then $x_{a} \cdot x_{t} \in \mathcal{X}_{a t}=\mathcal{X}_{k_{1} c_{1}}$ and $x_{b} \cdot x_{t} \in \mathcal{X}_{b t}=\mathcal{X}_{k_{2} c_{2}}$. It follows that $x_{a} \cdot x_{t}=x_{k_{1}} \cdot x_{c_{1}}$ and $x_{b} \cdot x_{t}=x_{k_{2}} \cdot x_{c_{2}}$, where $\left[x_{k_{1}}, x_{c_{1}}\right]=\sigma_{k_{1}, c_{1}}\left(x_{a} \cdot x_{t}\right)$ and $\left[x_{k_{2}}, x_{c_{2}}\right]=\sigma_{k_{2}, c_{2}}\left(x_{b} \cdot x_{t}\right)$.

Lemma 3.7 implies

$$
\begin{aligned}
& {\left[x_{p_{1}} \cdot x_{k_{1}} \cdot x_{c_{1}}, x_{q_{1}} \cdot x_{k_{1}} \cdot x_{c_{1}}\right] \cdot\left[y_{p_{2}} \cdot x_{k_{2}} \cdot x_{c_{2}}, y_{q_{2}} \cdot x_{k_{2}} \cdot x_{c_{2}}\right]} \\
& =\left[x_{p_{1}} \cdot x_{k_{1}} \cdot x_{c_{1}} \cdot\left\langle x_{q_{1}} \cdot x_{k_{1}} \cdot x_{c_{1}}, y_{p_{2}} \cdot x_{k_{2}} \cdot x_{c_{2}}\right\rangle, y_{q_{2}} \cdot x_{k_{2}} \cdot x_{c_{2}}\right] \\
& =\left[x_{p_{1}} \cdot x_{a} \cdot x_{t} \cdot\left\langle x_{q_{1}} \cdot x_{a} \cdot x_{t}, y_{p_{2}} \cdot y_{b} \cdot x_{t}\right\rangle, y_{q_{2}} \cdot y_{b} \cdot x_{t}\right] \\
& =\left[x_{p_{1}} \cdot x_{a} \cdot\left\langle x_{q_{1}} \cdot x_{a}, y_{p_{2}} \cdot y_{b}\right\rangle x_{t}, y_{q_{2}} \cdot y_{b} \cdot x_{t}\right] \\
& =\left[x_{p_{1}} \cdot x_{a} \cdot\left\langle x_{q_{1}} \cdot x_{a}, y_{p_{2}} \cdot y_{b}\right\rangle, y_{q_{2}} \cdot y_{b}\right] \\
& =\left[x_{p_{1}}, x_{q_{1}}\right] \cdot\left[y_{p_{2}}, y_{q_{2}}\right] .
\end{aligned}
$$

Therefore, the product formula gives a well-defined map $\mathcal{H}^{2} \rightarrow \mathcal{H}$.
Finally, we define the inversion in $\mathcal{H}$ by

$$
\begin{equation*}
\left[x_{p}, x_{q}\right]^{-1}:=\left[x_{q}, x_{p}\right] \tag{3.12}
\end{equation*}
$$

for all $\left[x_{p}, x_{q}\right] \in \mathcal{H}$.
Lemma 3.8. The map $\beta: \mathcal{H}^{0} \rightarrow \mathcal{G}^{0},\left[x_{p}, x_{p}\right] \mapsto r_{p}\left(x_{p}\right)$, is a homeomorphism.
Proof. We have $\left[x_{p}, x_{p}\right]=\left[r_{p}\left(x_{p}\right) \cdot x_{p}, r_{p}\left(x_{p}\right) \cdot x_{p}\right]=\left[r_{p}\left(x_{p}\right), r_{p}\left(x_{p}\right)\right]$ for all $\left[x_{p}, x_{p}\right] \in$ $\mathcal{H}$. This implies that the the map $\beta$ is a bijection. It is open since the range map $r_{p}$ is open in the groupoid $\mathcal{G}$ and $\mathcal{H}^{0} \subset \mathcal{H}_{1}$ has the inductive limit topology. To show that it is continuous, it suffices to see that the set

$$
f_{p, p}^{-1}\left(\beta^{-1}(U)\right)=\left\{\mathbf{p}_{p, p}\left(x_{p}, x_{p}\right) \mid\left(x_{p}, x_{p}\right) \in r_{p}^{-1}(U) \times_{s_{p}, \mathcal{G}^{0}, s_{p}} r_{p}^{-1}(U)\right\}
$$

is open if $U \subset \mathcal{G}^{0}$ is open. This follows since $r_{p}$ is continuous for all $p \in P$.
Lemma 3.9. For all $g \in G$ and all $(p, q) \in \mathcal{C}_{P}^{g}$, the map $f_{p, q}: \mathcal{X}_{p} \circ_{\mathcal{G}} \mathcal{X}_{q}^{*} \rightarrow \mathcal{H}_{g}$ is a local homeomorphism.

Proof. The map $f_{p, q}$ is open and continuous since the maps $\alpha_{p, q}^{k}$ are local homeomorphisms for all $p, q, k \in P$ by Lemma 3.6 and the space $\mathcal{H}_{g}$ carries the inductive limit topology. The proof that every point $\left[x_{p}, x_{q}\right]$ in $\mathcal{X}_{p} \circ_{\mathcal{G}} \mathcal{X}_{q}^{*}$ has a neighborhood $U$ such that the restriction of $f_{p, q}$ to $U$ is injective is as in the proof of Lemma 3.6.

For simplicity, we write $\iota_{p}:=f_{p, 1}: \mathcal{X}_{p} \rightarrow \mathcal{H}$. That is,

$$
\begin{equation*}
\iota_{p}\left(x_{p}\right)=f_{p, 1}\left(\left[x_{p}, s_{p}\left(x_{p}\right)\right]\right) \tag{3.13}
\end{equation*}
$$

Proposition 3.10. With the groupoid structure defined above, $\mathcal{H}$ is an étale locally compact groupoid with Hausdorff unit space.

Proof. Let $U$ be an open set in $\mathcal{H}$. Without loss of generality, we may assume that $U=f_{p, q}\left(U_{1} \circ_{\mathcal{G}} U_{2}^{*}\right)$ for open sets $U_{1} \subset \mathcal{X}_{p}$ and $U_{2} \subset \mathcal{X}_{q}$. The inverse image of the set $U$ with respect to the multiplication map defined in Equation (3.11) is

$$
\bigcup_{k \in P} \mathrm{p}\left(U_{1} \times_{s_{p}, \mathcal{G}^{0}, s_{k}} \mathcal{X}_{k}\right) \times_{r_{k}, \mathcal{G}^{0}, r_{k}} \mathrm{p}\left(\mathcal{X}_{k} \times_{s_{p}, \mathcal{G}^{0}, s_{q}} U_{2}\right) ;
$$

this is open since the quotient maps p are open by Proposition 2.10. This implies that Equation (3.11) defines a continuous map. The inverse image of $U$ with respect to the inversion defined in Equation (3.12) is

$$
f_{q, p}\left(U_{2} \circ \mathcal{G} U_{1}^{*}\right),
$$

which is open in $\mathcal{H}$. Hence the inversion $\mathcal{H} \rightarrow \mathcal{H}$ is also continuous.
Now we show that $\mathcal{H}$ is étale. For all $p \in P$, the map $r_{p}$ is a local homeomorphism by Lemma 2.20. Let $\left[x_{p}, x_{q}\right] \in \mathcal{H}$ for $p$ and $q \in P$. Then there are bisections $U \subset \mathcal{X}_{p}$ and $V \in \mathcal{X}_{q}$ with $x_{p} \in U$ and $x_{q} \in V$. We set

$$
M:=f_{p, q}\left(U \circ V^{*}\right)=\left\{\left[y_{p}, y_{q}\right] \in \mathcal{H} \mid y_{p} \in U, y_{q} \in V\right\}
$$

Then $M$ is an open set; this follows since $f_{p, q}$ is open by Lemma 3.9. Moreover, for all $\left[y_{p}, y_{q}\right] \in M$ we have

$$
r_{\mathcal{H}}\left(\left[y_{p}, y_{q}\right]\right)=\beta^{-1}\left(r_{p}\left(y_{p}\right)\right), \quad s_{\mathcal{H}}\left(\left[y_{p}, y_{q}\right]\right)=\beta^{-1}\left(r_{q}\left(y_{q}\right)\right) .
$$

This implies that the maps $r_{\mathcal{H}}$ and $s_{\mathcal{H}}$ are local homeomorphisms by Lemma 2.20 and Lemma 3.8. In addition, Lemma 3.8 implies that $\mathcal{H}^{0}$ is Hausdorff since it is homeomorphic to $\mathcal{G}^{0}$, which is Hausdorff by assumption.

Before proving that the groupoid $\mathcal{H}$ is the colimit of the diagram $\left(\mathcal{X}_{p}, \sigma_{p, q}\right)$ we prove the following results regarding the maps $f_{p, q}$.
Lemma 3.11. Let $g \in G$ and let $(p, q) \in \mathcal{C}_{P}^{g}$. The map $f_{p, q}: \mathcal{X}_{p} \circ_{\mathcal{G}} \mathcal{X}_{q}^{*} \rightarrow \mathcal{H}_{g}$ is injective if the left action of $\mathcal{G}$ on $\mathcal{X}_{k}$ is free for all $k \in P$.
Proof. Let $\left[x_{p}, x_{q}\right],\left[y_{p}, y_{q}\right] \in \mathcal{X}_{p} \circ_{\mathcal{G}} \mathcal{X}_{q}^{*}$ be such that $f_{p, q}\left(\left[x_{p}, x_{q}\right]\right)=f_{p, q}\left(\left[y_{p}, y_{q}\right]\right)$. Then there is an element $k \in P$ and there are elements $x_{k}$ and $y_{k} \in \mathcal{X}_{k}$ with $r_{k}\left(x_{k}\right)=s_{p}\left(x_{p}\right)$ and $r_{k}\left(y_{k}\right)=s_{p}\left(y_{p}\right)$ and such that

$$
\left[x_{p} \cdot x_{k}, x_{q} \cdot x_{k}\right]=\left[y_{p} \cdot y_{k}, y_{q} \cdot y_{k}\right] .
$$

Hence there is an element $g \in \mathcal{G}$ such that

$$
x_{p} \cdot x_{k}=y_{p} \cdot y_{k} g, \quad x_{q} \cdot x_{k}=y_{q} \cdot y_{k} g .
$$

This implies that there are $h_{1}, h_{2} \in \mathcal{G}$ such that $x_{p}=y_{p} h_{1}, x_{k}=h_{1}^{-1} y_{k} g, x_{q}=$ $y_{q} h_{2}$ and $x_{k}=h_{2}^{-1} y_{k} g$. It follows that $h_{1}^{-1} y_{k} g=h_{2}^{-1} y_{k} g$ and therefore $h_{1}=$ $h_{2}$ by our assumption that the left action of $\mathcal{G}$ on $\mathcal{X}_{k}$ is free for all $k \in P$. Consequently, $\left[x_{p}, x_{q}\right]=\left[y_{p} h_{1}, y_{q} h_{1}\right]=\left[y_{p}, y_{q}\right]$ and the map $f_{p, q}$ is injective.

Lemma 3.12. The map $\iota_{1}: \mathcal{G} \rightarrow \mathcal{H}$ is a groupoid homomorphism. It is injective if and only if the left action of $\mathcal{G}$ on $\mathcal{X}_{k}$ is free for all $k \in P$.
Proof. Let $g$ and $h \in \mathcal{G}$. We need to show that $\iota_{1}(g)^{-1}=\iota_{1}\left(g^{-1}\right)$ and $\iota_{1}(g h)=$ $\iota_{1}(g) \iota_{1}(h)$. The first claim follows since

$$
\iota_{1}(g)^{-1}=[g, s(g)]^{-1}=[s(g), g]=\left[s(g) g^{-1}, g g^{-1}\right]=\left[g^{-1}, r(g)\right]=\iota_{1}\left(g^{-1}\right)
$$

for all $g \in \mathcal{G}$. And the second claim follows since

$$
\iota_{1}(g) \iota_{1}(h)=[g, s(g)] \cdot[h, s(h)]=[g\langle s(g), h\rangle, s(h)]=[g h, s(h)]=\iota_{1}(g h)
$$

for all $g$ and $h \in \mathcal{G}$ with $r(h)=s(g)$. If the left action of $\mathcal{G}$ on $\mathcal{X}_{k}$ is free for all $k \in P$ then the map $\iota_{1}=f_{p, 1}$ is injective by Lemma 3.11. We assume now that the map $\iota_{1}$ is injective. Let $k \in P$ and let $\left(g, x_{k}\right) \in \mathcal{G} \times_{s, \mathcal{G}^{0}, r} \mathcal{X}_{k}$ with $g \cdot x_{k}=x_{k}$. We have

$$
\iota_{1}(g)=[g, s(g)]=\left[g x_{k}, x_{k}\right]=\left[x_{k}, x_{k}\right]=[s(g), s(g)]=\iota_{1}(s(g)) .
$$

Hence $g=s(g)$ by the injectivity of $\iota_{1}$. This implies that the left action of $\mathcal{G}$ on $\mathcal{X}_{k}$ is free for all $k \in P$.

We omit the proof of the following lemma, which uses only properties of the inner product map (see Proposition 2.26).
Lemma 3.13. The maps $\iota_{p}=f_{p, 1}$ for $p \in P$ satisfy the following properties:
(1) $\iota_{p}\left(x_{p}\right) \iota_{1}(g)=\iota_{p}\left(x_{p} g\right)$ for all $g \in \mathcal{G}$ and $x_{p} \in \mathcal{X}_{p}$ with $r(g)=s_{p}\left(x_{p}\right)$.
(2) $\iota_{1}(g) \iota_{p}\left(x_{p}\right)=\iota_{p}\left(g x_{p}\right)$ for all $g \in \mathcal{G}$ and $x_{p} \in \mathcal{X}_{p}$ with $r_{p}\left(x_{p}\right)=s(g)$.
(3) $\iota_{p}\left(x_{p}\right) \iota_{q}\left(x_{q}\right)^{*}=f_{p, q}\left(\left[x_{p}, x_{q}\right]\right)$ for all $\left[x_{p}, x_{q}\right] \in \mathcal{X}_{p} \circ_{\mathcal{G}} \mathcal{X}_{q}^{*}$.
(4) $\iota_{p}\left(x_{p}\right)^{*} \iota_{p}\left(y_{p}\right)=\iota_{1}\left(\left\langle x_{p}, y_{p}\right\rangle\right)$ for all $x_{p}$ and $y_{p} \in \mathcal{X}_{p}$ with $r_{p}\left(x_{p}\right)=r_{p}\left(y_{p}\right)$.
(5) $\iota_{p}\left(x_{p}\right) \iota_{q}\left(x_{q}\right)=\iota_{p q}\left(x_{p} \cdot x_{q}\right)$ for all $x_{p} \in \mathcal{X}_{p}$ and $x_{q} \in \mathcal{X}_{q}$ with $s_{p}\left(x_{p}\right)=r_{q}\left(x_{q}\right)$.

Remark 3.14. We have $\mathcal{H}_{1}=\left\{\left[x_{p}, y_{p}\right] \in \mathcal{H} \mid x_{p}, y_{p} \in \mathcal{X}_{p}\right\}$. This is a clopen subgroupoid of $\mathcal{H}$. To see this, let $p$ and $q \in P$ and let $\left[x_{p}, y_{p}\right] \in \mathcal{H}_{1}$ and $\left[x_{q}, y_{q}\right] \in$ $\mathcal{H}_{1}$. Let $k_{1}$ and $k_{2} \in P$ be such that $p k_{1}=q k_{2}$. Let also $x_{k_{1}}$ and $x_{k_{2}}$ be such that $r_{k_{2}}\left(x_{k_{2}}\right)=s_{q}\left(x_{q}\right)$ and $r_{k_{1}}\left(x_{k_{1}}\right)=s_{p}\left(x_{p}\right)$. Then we have

$$
\left[x_{p}, y_{p}\right] \cdot\left[x_{q}, y_{q}\right]=\left[x_{p} \cdot x_{k_{1}} \cdot\left\langle y_{p} \cdot x_{k_{1}}, x_{q} \cdot x_{k_{2}}\right\rangle, y_{q} \cdot x_{k_{2}}\right],
$$

It follows that $\left[x_{p}, y_{p}\right] \cdot\left[x_{q}, y_{q}\right] \in \mathcal{H}_{1}$. Furthermore, for all $\left[x_{p}, y_{p}\right] \in \mathcal{H}_{1}$ we have $\left[x_{p}, y_{p}\right]^{-1}=\left[y_{p}, x_{p}\right] \in \mathcal{H}_{1}$. So $\mathcal{H}_{1}$ is closed under taking inverses and multiplication. Thus $\mathcal{H}_{1}$ is a subgroupoid in $\mathcal{H}$. It is also clopen in $\mathcal{H}$.

Theorem 3.15. Let $\mathcal{G}$ be a groupoid and let $\left(\mathcal{X}_{p}, \sigma_{p, q}\right)$ be an action of an Ore monoid $P$ by tight correspondences. Let $\mathcal{H}$ be the groupoid constructed above. Then $\mathcal{H}$ is the colimit of the diagram $\left(\mathcal{X}_{p}, \sigma_{p, q}\right)$ in $\mathfrak{G r}$, $\mathfrak{G r}_{\text {prop }}$ and $\mathfrak{G r}_{\text {tight }}$.

Proof. Let $\mathcal{D}$ be a groupoid and let $\left(\mathcal{Y}, \varphi_{p}\right)$ be a transformation from $\left(\mathcal{X}_{p}, \sigma_{p, q}\right)$ to const ${ }_{D}$. That is, $\mathcal{Y}: \mathcal{G} \rightarrow \mathcal{D}$ is a proper correspondence and $\varphi_{p}: \mathcal{X}_{p} \circ_{\mathcal{G}} \mathcal{Y} \rightarrow \mathcal{Y}$ is an isomorphism of groupoid correspondences for all $p \in P$. We want to extend $\mathcal{Y}$ to a correspondence $\mathcal{Y}: \mathcal{H} \rightarrow \mathcal{D}$. The anchor map $r: \mathcal{Y} \rightarrow \mathcal{H}^{0}$ is obtained using the identification $\mathcal{H}^{0} \cong \mathcal{G}^{0}$, see Lemma 3.8. We extend the action of $\mathcal{G}$ on $\mathcal{Y}$ to an action of the groupoid $\mathcal{H}$ as follows. For all $x_{p} \in \mathcal{X}_{p}$, let $S_{x_{p}}: \mathcal{Y} \rightarrow \mathcal{Y}$ be the partial map

$$
\begin{equation*}
S_{x_{p}}(y):=\varphi_{p}\left(\left[x_{p}, y\right]\right) \tag{3.14}
\end{equation*}
$$

for all $y \in \mathcal{Y}$ with $r(y)=s_{p}\left(x_{p}\right)$. Let $y_{1}, y_{2} \in \mathcal{Y}$ with $r\left(y_{1}\right)=r\left(y_{2}\right)=s_{p}\left(x_{p}\right)$ and $S_{x_{p}}\left(y_{1}\right)=S_{x_{p}}\left(y_{1}\right)$. Then $\varphi_{p}\left(x_{p}, y_{1}\right)=\varphi_{p}\left(x_{p}, y_{1}\right)$ and hence $\left[x_{p}, y_{1}\right]=\left[x_{p}, y_{2}\right] \in$ $\mathcal{X} \circ_{\mathcal{G}} \mathcal{Y}$. It follows that there is $g \in \mathcal{G}$ such that $x_{p} g^{-1}=x_{p}$ and $g y_{1}=y_{2}$. But then $g=s\left(x_{p}\right)$ since the right action of $\mathcal{G}$ on $\mathcal{X}$ is free. Hence $y_{1}=y_{2}$, and $S_{x_{p}}$ is injective. Let $S_{x_{p}}^{-1}$ be the inverse of $S_{x_{p}}$. The domain of $S_{x_{p}}^{-1}$ is the range of $S_{x_{p}}$ and it consists of all elements $y \in \mathcal{Y}$ with $r(y)=r_{p}\left(x_{p}\right)$. To see this, let $y \in \mathcal{Y}$ with $r(y)=r_{p}\left(x_{p}\right)$ be such an element and let $\left(y_{p}, y_{1}\right) \in \mathcal{X}_{p} \times_{s_{p}, \mathcal{G}^{0}, r_{\mathcal{Y}}} \mathcal{Y}$ be such that $\varphi_{p}\left(\left[y_{p}, y_{1}\right]\right)=y$. This exists because $\varphi_{p}$ is an isomorphism. We have $r_{p}\left(y_{p}\right)=r(y)$. But $r(y)=r_{p}\left(x_{p}\right)$ by assumption. Hence $r_{p}\left(x_{p}\right)=r_{p}\left(y_{p}\right)$ which implies that there is an element $g \in \mathcal{G}$ with $y_{p} g=x_{p}$ because $\mathcal{X}_{p}$ is a tight correspondence. It follows that

$$
\varphi_{q}\left(\left[y_{p}, y_{1}\right]\right)=\varphi_{q}\left(\left[y_{p} g, g^{-1} y_{1}\right]\right)=\varphi_{q}\left(\left[x_{p}, g^{-1} y_{1}\right]\right)=S_{x_{p}}\left(g^{-1} y_{1}\right)=y
$$

The last equation also says that $S_{x_{p} g}(y)=S_{x_{p}}(g y)$ for all $g \in \mathcal{G}$ with $r(g)=s_{p}\left(x_{p}\right)$. Equivalently, $S_{x_{p} g}^{-1}(y)=g^{-1} S_{x_{p}}^{-1}(y)$ for all $g \in \mathcal{G}$ such that $r(g)=s_{p}\left(x_{p}\right)$. More generally, (2.29) implies

$$
S_{x_{p} \cdot x_{k}}(y)=\varphi_{p k}\left(x_{p} \cdot x_{k}, y\right)=\varphi_{p}\left(x_{p}, \varphi_{k}\left(x_{k}, y\right)\right)=S_{x_{p}} S_{x_{k}}(y)
$$

for all $k \in P, x_{k} \in \mathcal{X}_{k}$ and all $y \in \mathcal{Y}$ with $r_{k}\left(x_{k}\right)=s_{p}\left(x_{p}\right)$ and $r(y)=s_{p}\left(x_{p}\right)$. This implies that

$$
\begin{equation*}
S_{x_{p} \cdot x_{k}}=S_{x_{p}} S_{x_{k}} \tag{3.15}
\end{equation*}
$$

for all $x_{p} \in \mathcal{X}_{p}$ and all $x_{k} \in \mathcal{X}_{k}$ with $r_{k}\left(x_{k}\right)=s_{p}\left(x_{p}\right)$.
We define a left action of $\mathcal{H}$ on $\mathcal{Y}$ by

$$
\begin{equation*}
\left[x_{p}, x_{q}\right] \cdot y:=S_{x_{p}} S_{x_{q}}^{-1}(y) \tag{3.16}
\end{equation*}
$$

for all $p, q \in P$ and all $\left(\left[x_{p}, x_{q}\right], y\right) \in\left(\mathcal{X}_{p} \circ_{\mathcal{G}} \mathcal{X}_{q}^{*}\right) \times_{s_{\mathcal{H}}, \mathcal{H}^{0}, r_{\mathcal{Y}}} \mathcal{Y}$. Equation (3.15) insures that (3.16) is compatible with the inductive limit structure on $\mathcal{H}_{g}$ for all $g \in G$ and
hence gives a well-defined action of $\mathcal{H}$ on $\mathcal{Y}$. Clearly, this action commutes with the right action of $\mathcal{D}$ on $\mathcal{X}$. Therefore, $\mathcal{Y}: \mathcal{H} \rightarrow \mathcal{D}$ is a correspondence in $\mathfrak{G r}$. If the correspondence $\mathcal{Y}: \mathcal{G} \rightarrow \mathcal{D}$ is proper (tight) then the map $r_{\mathcal{Y}_{*}}: \mathcal{Y} / \mathcal{D} \rightarrow \mathcal{H}^{0}=\mathcal{G}^{0}$ is proper (a homeomorphism); that is, the correspondence $\mathcal{Y}: \mathcal{H} \rightarrow \mathcal{D}$ is proper (tight).

Conversely, let $\mathcal{Y}: \mathcal{H} \rightarrow \mathcal{D}$ be a correspondence. We may view $\mathcal{Y}: \mathcal{H} \rightarrow \mathcal{D}$ as a correspondence $\mathcal{Y}: \mathcal{G} \rightarrow \mathcal{D}$ using the $\operatorname{map} \iota_{1}: \mathcal{G} \rightarrow \mathcal{H}$. Recall that $\iota_{p}: \mathcal{X}_{p} \rightarrow \mathcal{H}$ is the local homeomorphism given by

$$
\iota_{p}\left(x_{p}\right)=f_{p, 1}\left(\left[x_{p}, s_{p}\left(x_{p}\right)\right]\right)
$$

see Equation (3.13). The anchor $\operatorname{map} r^{\mathcal{G}}: \mathcal{Y} \rightarrow \mathcal{G}^{0}$ is given by

$$
r^{\mathcal{G}}(y):=\beta(r(y))
$$

where $\beta: \mathcal{H}^{0} \rightarrow \mathcal{G}^{0}$ is the homeomorphism defined in Lemma 3.8. The left action of $\mathcal{G}$ on $\mathcal{Y}$ is given by

$$
g \cdot y:=\iota_{1}(g) \cdot y=[g, s(g)] \cdot y
$$

for all $g \in \mathcal{G}, y \in \mathcal{Y}$ with $r_{\mathcal{Y}}=s(g)$. The resulting action commutes with the right action of $\mathcal{D}$ on $\mathcal{Y}$. For all $p \in P$, we define

$$
\begin{equation*}
\varphi_{p}\left(x_{p}, y\right):=\iota_{p}\left(x_{p}\right) \cdot y=\left[x_{p}, \operatorname{id}_{s_{p}\left(x_{p}\right)}\right] \cdot y \tag{3.17}
\end{equation*}
$$

for all $\left(x_{p}, y\right) \in \mathcal{X}_{p} \times_{s_{p}, \mathcal{G}^{0}, r_{\mathcal{Y}}} \mathcal{Y}$. We have

$$
\begin{aligned}
\varphi_{p}\left(x_{p} g, g^{-1} \cdot y\right) & =\iota_{p}\left(x_{p} g\right) \cdot\left(\iota_{1}\left(g^{-1}\right) \cdot y\right) \\
& =\iota_{p}\left(x_{p}\right) \iota_{1}(g) \iota_{1}\left(g^{-1}\right) \cdot y=\iota_{p}\left(x_{p}\right) \cdot y=\varphi_{p}\left(x_{p}, y\right)
\end{aligned}
$$

for all $\left(x_{p}, y\right) \in \mathcal{X}_{p} \times_{s_{p}, \mathcal{G}^{0}, r_{\mathcal{Y}}} \mathcal{Y}$ and all $g \in \mathcal{G}$ with $r(g)=s_{p}\left(x_{p}\right)$ by Lemma 3.13. Thus $\varphi_{p}$ induces a well defined map $\varphi_{p}: \mathcal{X}_{p} \circ_{\mathcal{G}} \mathcal{Y} \rightarrow \mathcal{Y}$. Next we show that $\varphi_{p}$ is an isomorphism. Let $\left(x_{p}, y_{1}\right),\left(y_{p}, y_{2}\right) \in \mathcal{X}_{p} \times_{s_{p}, \mathcal{G}^{0}, r_{\mathcal{Y}}} \mathcal{Y}$ with $\varphi_{p}\left(x_{p}, y_{1}\right)=\varphi_{p}\left(y_{p}, y_{2}\right)$. Then $r_{p}\left(x_{p}\right)=r_{p}\left(y_{p}\right)$. Let $g:=\left\langle x_{p}, y_{p}\right\rangle$. We have $x_{p} g=y_{p}$. Moreover, $\iota_{p}\left(x_{p}\right) \cdot y_{1}=$ $\iota_{p}\left(y_{p}\right) \cdot y_{2}$ implies

$$
\begin{aligned}
y_{2} & =\iota_{p}\left(y_{p}\right)^{-1} \iota_{p}\left(x_{p}\right) \cdot y_{1}=\iota_{p}\left(x_{p} g\right)^{-1} \iota_{p}\left(x_{p}\right) \cdot y_{1} \\
& =\iota_{1}\left(g^{-1}\right) \iota_{p}\left(x_{p}\right)^{-1} \iota_{p}\left(x_{p}\right) \cdot y_{1}=g^{-1} \cdot y_{1}
\end{aligned}
$$

Thus $\left[y_{p}, y_{2}\right]=\left[x_{p} g, g^{-1} \cdot y_{1}\right]=\left[x_{p}, y_{1}\right]$. Therefore, $\varphi_{p}: \mathcal{X}_{p} \circ_{\mathcal{G}} \mathcal{Y} \rightarrow \mathcal{Y}$ is injective. Now let $y \in \mathcal{Y}$. Since $r_{p}$ is surjective, there is a point $x_{p} \in \mathcal{X}_{p}$ such that $r_{\mathcal{Y}}(y)=r_{p}\left(x_{p}\right)$. We set $y^{\prime}:=\iota_{p}\left(x_{p}\right)^{-1} \cdot y=\left[\operatorname{id}_{s_{p}\left(x_{p}\right)}, x_{p}\right] \cdot y$. Then

$$
\varphi_{p}\left(x_{p}, y^{\prime}\right)=\iota_{p}\left(x_{p}\right) \cdot y^{\prime}=\iota_{p}\left(x_{p}\right) \iota_{p}\left(x_{p}\right)^{-1} \cdot y=y
$$

So $\varphi_{p}$ is a bijection. Furthermore, we have

$$
\varphi_{p}\left(g x_{p}, y\right)=\iota_{p}\left(g x_{p}\right) \cdot y=\iota_{1}(g) \iota_{p}\left(x_{p}\right) \cdot y=g \cdot \varphi_{p}\left(x_{p}, y\right)
$$

for all $\left(x_{p}, y\right) \in \mathcal{X}_{p} \times_{s_{p}, \mathcal{G}^{0}, r_{\mathcal{Y}}} \mathcal{Y}$ and all $g \in \mathcal{G}$ with $s(g)=r_{p}\left(x_{p}\right)$. This implies that $\varphi_{p}$ is $\mathcal{G}$-equivariant. It is also $\mathcal{D}$-equivariant since $\mathcal{Y}: \mathcal{H} \rightarrow \mathcal{D}$ is a correspondence and the right and left actions on $\mathcal{Y}$ commute. The map $\varphi_{p}$ is the map induced by multo $\left(\iota_{p} \times \mathrm{id}\right): \mathcal{X}_{p} \times_{s_{p}, \mathcal{G}^{0}, r_{\mathcal{Y}}} \mathcal{Y} \rightarrow \mathcal{H} \times_{s, \mathcal{G}^{0}, r_{\mathcal{Y}}} \mathcal{Y} \rightarrow \mathcal{Y}$ on the quotient space $\mathcal{X}_{p} \circ \mathcal{G} \mathcal{Y}$. The map $\iota_{p} \times \mathrm{id}: \mathcal{X}_{p} \times_{s_{p}, \mathcal{G}^{0}, r_{\mathcal{Y}}} \mathcal{Y} \rightarrow \mathcal{H} \times{ }_{s, \mathcal{H}^{0}, r_{\mathcal{Y}}} \mathcal{Y}$ is a local homeomorphism (see Lemma 3.9). The multiplication map mult : $\mathcal{H} \times_{s, \mathcal{H}^{0}, r_{\mathcal{Y}}} \mathcal{Y} \rightarrow \mathcal{Y}$ is a local homeomorphism as well. Hence the product map mult $\circ\left(\iota_{p} \times \mathrm{id}\right)$ is a local homeomorphism, and so is its induced map on the space $\mathcal{X}_{p} \circ_{\mathcal{G}} \mathcal{Y}$. It follows that $\varphi_{p}$ is an isomorphism of correspondences for all $p \in P$.

Next let $p, q \in P$ and let $x_{p} \in \mathcal{X}_{p}, x_{q} \in \mathcal{X}_{q}$ and $y \in \mathcal{Y}$ with $r_{\mathcal{Y}}(y)=s_{q}\left(x_{q}\right)$ and $r_{q}\left(x_{q}\right)=s_{p}\left(x_{p}\right)$. Then

$$
\varphi_{p q}\left(x_{p} \cdot x_{q}, y\right)=\iota_{p q}\left(x_{p} \cdot x_{q}\right) \cdot y=\iota_{p}\left(x_{p}\right) \iota_{q}\left(x_{q}\right) \cdot y=\varphi_{p}\left(x_{p}, \varphi_{q}\left(x_{q}, y\right)\right)
$$

Hence the coherence condition (2.29) holds. This implies that $\left(\mathcal{Y}, \varphi_{p}\right)$ is a transformation from $\left(\mathcal{X}_{p}, \sigma_{p, q}\right)$ to the constant diagram over $\mathcal{D}$.

This construction is the inverse to the one above. Moreover, if the correspondence $\mathcal{Y}: \mathcal{H} \rightarrow \mathcal{D}$ is proper (tight) then $\mathcal{Y}: \mathcal{G} \rightarrow \mathcal{D}$ is also proper (tight).

Finally, isomorphisms of correspondences $\mathcal{H} \rightarrow \mathcal{D}$ are homeomorphisms $\mathcal{Y} \rightarrow \mathcal{Y}^{\prime}$ that are equivariant with respect to the left $\mathcal{H}$ - and right $\mathcal{D}$-actions. Thus an isomorphism $\mathcal{Y}_{1} \rightarrow \mathcal{Y}_{2}$ is also equivariant with respect to the left $\mathcal{G}$-actions, and it intertwines the isomorphisms $\varphi_{p}$ and $\varphi_{p}^{\prime}$ by Equation (3.17). Equivariance with respect to the left $\mathcal{G}$-actions means that it is an isomorphism between correspondences $\mathcal{G} \rightarrow \mathcal{D}$, and intertwining the maps $\varphi_{p}$ and $\varphi_{p}^{\prime}$ means that it is a modification $\left(\mathcal{Y}, \varphi_{p}\right) \rightarrow\left(\mathcal{Y}^{\prime}, \varphi_{p}^{\prime}\right)$.

We have shown that

$$
\begin{aligned}
\mathfrak{G r}(\mathcal{H}, \mathcal{D}) & \cong \mathfrak{G r}^{P}\left(\left(\mathcal{X}_{p}, \sigma_{p, q}\right), \text { const }_{\mathcal{D}}\right) \\
\mathfrak{G r}_{\text {prop }}(\mathcal{H}, \mathcal{D}) & \cong \mathfrak{G r}_{\text {prop }}^{P}\left(\left(\mathcal{X}_{p}, \sigma_{p, q}\right), \operatorname{const}_{\mathcal{D}}\right) \\
\mathfrak{G r}_{\text {tight }}(\mathcal{H}, \mathcal{D}) & \cong \mathfrak{G r}_{\text {tight }}^{P}\left(\left(\mathcal{X}_{p}, \sigma_{p, q}\right), \text { const }_{\mathcal{D}}\right)
\end{aligned}
$$

Thus $\mathcal{H}$ is the colimit of the diagram $\left(\mathcal{X}_{p}, \sigma_{p, q}\right)$ in $\mathfrak{G r}, \mathfrak{G r}_{\text {prop }}$ and $\mathfrak{G r}_{\text {tight }}$.

### 3.2.2 Properties of the colimit groupoid

We study some properties of the colimit groupoid of an Ore monoid action by tight correspondences. As before, let $P$ be an Ore monoid and let $\left(\mathcal{X}_{p}, \sigma_{p, q}\right)$ be an action of $P$ on a groupoid $\mathcal{G}$ by tight correspondences. Let $\mathcal{H}$ be the colimit of
this action in $\mathfrak{G r}$. We will provide sufficient criteria for $\mathcal{H}$ to be Hausdorff and to posses a grading over the group completion $G=G[P]$ of $P$. We recall that $\mathcal{H}$ has a decomposition $\mathcal{H}=\bigsqcup_{g \in G} \mathcal{H}_{g}$, see Equation (3.8).

Proposition 3.16. The decomposition $\mathcal{H}=\bigsqcup_{g \in G} \mathcal{H}_{g}$ satisfies $\mathcal{H}_{g} \cdot \mathcal{H}_{h} \subseteq \mathcal{H}_{g h}$ and $\mathcal{H}_{g}^{-1}=\mathcal{H}_{g^{-1}}$. Assume that $s_{p}$ is surjective for all $p \in P$. Then $\mathcal{H}_{g} \cdot \mathcal{H}_{h}=\mathcal{H}_{g h}$ for all $g, h \in G$.

Proof. Let $g, h \in G$ and let $\left(p_{1}, q_{1}\right) \in \mathcal{C}_{P}^{g},\left(p_{2}, q_{2}\right) \in \mathcal{C}_{p}^{h}$. Since $P$ is an Ore monoid, there are $a, b \in P$ such that $q_{1} a=p_{2} b$. Furthermore, $\left(p_{1}, q_{1}\right)\left(p_{2}, q_{2}\right)=$ $\left(p_{1} a, q_{1} a\right)\left(p_{2} b, q_{2} b\right)=\left(p_{1} a, q_{2} b\right) \in \mathcal{C}_{P}^{g h}$. Now let $\left[x_{p_{1}}, x_{q_{1}}\right] \in f_{p_{1}, q_{1}}\left(\mathcal{X}_{p_{1}} \circ_{\mathcal{G}} \mathcal{X}_{q_{1}}^{*}\right) \subset \mathcal{H}_{g}$ and $\left[x_{p_{2}}, x_{q_{2}}\right] \in f_{p_{2}, q_{2}}\left(\mathcal{X}_{p_{2}} \circ_{\mathcal{G}} \mathcal{X}_{q_{2}}^{*}\right) \subset \mathcal{H}_{h}$. Then

$$
\left[x_{p_{1}}, x_{q_{1}}\right] \cdot\left[y_{p_{2}}, y_{q_{2}}\right]=\left[x_{p_{1}} \cdot x_{a} \cdot\left\langle x_{q_{1}} \cdot x_{a}, y_{p_{2}} \cdot y_{b}\right\rangle, y_{q_{2}} \cdot y_{b}\right]
$$

by (3.11). Thus $\left[x_{p_{1}}, x_{q_{1}}\right] \cdot\left[y_{p_{2}}, y_{q_{2}}\right] \in \mathcal{H}_{g h}$. Moreover, if $\left[x_{p}, x_{q}\right] \in \mathcal{H}_{g}$ then $\left[x_{p}, x_{q}\right]^{-1}=\left[x_{q}, x_{p}\right] \in \mathcal{H}_{g^{-1}}$. So $\mathcal{H}_{g}^{-1}=\mathcal{H}_{g^{-1}}$.

We assume now that the maps $s_{p}$ are all surjective. Let $g, h \in G$. Applying the Ore condition (Ore1), we may assume without loss of generality that $g h=$ $p_{1} p_{2}^{-1}, g=p_{1} p_{3}^{-1}$ and $h=p_{3} p_{2}^{-1}$ for $p_{1}, p_{2}, p_{3} \in P$. Let $p, q \in P$ with $p q^{-1}=g h$ and let $\left[x_{p}, x_{q}\right] \in \mathcal{H}_{g h}$. Then there are $k_{1}, k_{2} \in P$ with $p k_{1}=p_{1} k_{2}$ and $q k_{1}=p_{2} k_{2}$. Let $x_{k_{1}} \in \mathcal{X}_{k_{1}}$ with $r_{k_{1}}\left(x_{k_{1}}\right)=s_{p_{1}}\left(x_{p_{1}}\right)$ and let $y \in \mathcal{X}_{p_{3} k_{2}}$ be such that $s_{p_{3} k_{2}}(y)=$ $s_{k_{1}}\left(x_{k_{1}}\right)$. We have $\left[x_{p} \cdot x_{k_{1}}, y\right] \in \mathcal{H}_{g}$ and $\left[y, x_{q} \cdot x_{k_{1}}\right] \in \mathcal{H}_{h}$. Furthermore,

$$
\begin{equation*}
\left[x_{p} \cdot x_{k_{1}}, y\right]\left[y, x_{q} \cdot x_{k_{1}}\right]=\left[x_{p} \cdot x_{k_{1}}, x_{q} \cdot x_{k_{1}}\right]=\left[x_{p}, x_{q}\right] . \tag{3.18}
\end{equation*}
$$

Thus $\mathcal{H}_{g h} \subseteq \mathcal{H}_{g} \cdot \mathcal{H}_{h}$ and therefore $\mathcal{H}_{g h}=\mathcal{H}_{g} \cdot \mathcal{H}_{h}$.
Remark 3.17. Proposition 3.16 shows that the map

$$
c: \mathcal{H}=\bigsqcup_{g \in G} \mathcal{H}_{g} \rightarrow G, \quad x_{g} \mapsto g
$$

is a cocycle. Moreover, if the maps $s_{p}$ are surjective for all $p \in P$, then the decomposition $\mathcal{H}=\bigsqcup_{g \in G} \mathcal{H}_{g}$ is a $G$-grading in the sense of [10].

Lemma 3.18. With the structure maps inherited from the groupoid $\mathcal{H}$, the space $\mathcal{H}_{g}: \mathcal{H}_{1} \rightarrow \mathcal{H}_{1}$ is a partial equivalence for all $g \in G=G[P]$.

Proof. By Remark 3.14, $\mathcal{H}_{1}$ is a groupoid. Moreover, for all $\left[x_{k}, y_{k}\right] \in \mathcal{H}_{1}$ and all $\left[x_{p}, y_{q}\right] \in \mathcal{H}_{g}$ with $r\left(x_{p}\right)=r\left(y_{k}\right)$, we have

$$
\left[x_{k}, y_{k}\right] \cdot\left[x_{p}, y_{q}\right]=\left[x_{k} \cdot x_{a} \cdot\left\langle y_{k} \cdot x_{a}, x_{p} \cdot y_{b}\right\rangle, y_{q} \cdot y_{b}\right]
$$

where $a, b \in P$ are such that $k a=p b$ and $x_{a} \in \mathcal{X}_{a}, y_{b} \in \mathcal{X}_{b}$ satisfy $r\left(x_{a}\right)=s\left(x_{k}\right)$ and $r\left(y_{b}\right)=s\left(y_{q}\right)$. This implies that $\left[x_{k}, y_{k}\right] \cdot\left[x_{p}, y_{q}\right]$ is an element of $\mathcal{H}_{g}$. It follows
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that the restriction of the multiplication map mult: $\mathcal{H} \times_{s, \mathcal{H}^{0}, r} \mathcal{H} \rightarrow \mathcal{H}$ to the space $\mathcal{H}_{1} \times{ }_{s, \mathcal{H}^{0}, r} \mathcal{H}_{g}$ defines a left action of the groupoid $\mathcal{H}_{1}$ on the space $\mathcal{H}_{g}$. This action is free and proper by construction. Similarly, the groupoid $\mathcal{H}_{1}$ acts freely and properly on the right on $\mathcal{H}_{g}$ and the two actions commute. Thus $\mathcal{H}_{g}$ : $\mathcal{H}_{1} \rightarrow \mathcal{H}_{1}$ is a bicorrespondence. The source and range maps in the groupoid $\mathcal{H}$ are local homeomorphisms by Proposition 3.10. We need to show that $s_{*}$ : $\mathcal{H}_{1} \backslash \mathcal{H}_{g} \rightarrow \mathcal{H}_{1}^{0}$ is injective. The claim regarding the range anchor map follows similarly. Let $\left[x_{p_{1}}, x_{q_{1}}\right]$ and $\left[y_{p_{2}}, y_{q_{2}}\right] \in \mathcal{H}_{g}$ with $r\left(y_{q_{2}}\right)=r\left(x_{q_{1}}\right)$. Since $P$ is an Ore monoid, there are $a, b \in P$ with $q_{1} a=q_{2} b$. Let $x_{a} \in \mathcal{X}_{a}$ and $y_{b} \in \mathcal{X}_{b}$ with $r\left(x_{a}\right)=s\left(x_{q_{1}}\right)$ and $r\left(y_{b}\right)=s\left(y_{q_{2}}\right)$. We have $\left[x_{p_{1}}, x_{q_{1}}\right]=\left[x_{p_{1}} \cdot x_{a}, x_{q_{1}} \cdot x_{a}\right]$ and $\left[y_{p_{2}}, y_{q_{2}}\right]=\left[y_{p_{2}} \cdot y_{b}, y_{q_{2}} \cdot y_{b}\right]$. Let $g:=\left\langle x_{q_{1}} \cdot x_{a}, y_{q_{2}} \cdot y_{b}\right\rangle$. Then since $p_{1} a=p_{2} b$, we have $\left[y_{p_{2}} \cdot y_{b}, x_{p_{1}} \cdot x_{a} g^{-1}\right] \in \mathcal{H}_{1}$. Moreover,

$$
\begin{aligned}
{\left[y_{p_{2}} \cdot y_{b}, x_{p_{1}} \cdot x_{a} g^{-1}\right] \cdot\left[x_{p_{1}}, x_{q_{1}}\right] } & =\left[y_{p_{2}} \cdot y_{b}, x_{p_{1}} \cdot x_{a} g^{-1}\right] \cdot\left[x_{p_{1}} \cdot x_{a}, x_{q_{1}} \cdot x_{a}\right] \\
& =\left[y_{p_{2}} \cdot y_{b}, x_{q_{1}} \cdot x_{a} g\right] \\
& =\left[y_{p_{2}} \cdot y_{b}, y_{q_{2}} \cdot y_{b}\right]=\left[y_{p_{2}}, y_{q_{2}}\right]
\end{aligned}
$$

And the claim follows.
Remark 3.19. By Lemma 3.18, the bicorrespondence $\mathcal{H}_{g}: \mathcal{H}_{1} \rightarrow \mathcal{H}_{1}$ is a groupoid equivalence $\mathcal{H}_{g}:\left.\left.\mathcal{H}_{1}\right|_{r\left(\mathcal{H}_{g}\right)} \rightarrow \mathcal{H}_{1}\right|_{s\left(\mathcal{H}_{g}\right)}$, where $\left.\mathcal{H}_{1}\right|_{r\left(\mathcal{H}_{g}\right)}$ is the restriction of the groupoid $\mathcal{H}_{1}$ to the open invariant set $r\left(\mathcal{H}_{g}\right) \subset \mathcal{H}^{0}$, and similarly for $\left.\mathcal{H}_{1}\right|_{s\left(\mathcal{H}_{g}\right)}$. Finally, we have

$$
r\left(\mathcal{H}_{g}\right)=\bigcup_{(p, q) \in \mathcal{C}_{P}^{g}} r_{q}\left(s_{q}^{-1}\left(s_{p}\left(\mathcal{X}_{p}\right)\right)\right)
$$

for all $g \in G$.
Assume now that all $s_{p}$ are surjective. Then $\mathcal{H}_{g}: \mathcal{H}_{1} \rightarrow \mathcal{H}_{1}$ is an equivalence for all $g \in G$. Let mult ${ }_{g, h}: \mathcal{H}_{g} \circ^{\mathcal{H}^{1}} \mathcal{H}_{h} \rightarrow \mathcal{H}_{g h}$ be the map induced by the product map in $\mathcal{H}$. Then mult ${ }_{g, h}$ is an isomorphism and $\left(\mathcal{H}_{g}\right.$, mult $\left._{g, h}\right)$ is an action of the group $G^{\text {op }}$ on $\mathcal{H}_{1}$ in $\mathfrak{G r}$.

Proposition 3.20. Let $\mathcal{G}$ be a groupoid and let $\left(\mathcal{X}_{p}, \sigma_{p, q}\right)$ be an action of an Ore monoid $P$ by tight correspondences. Assume that the groupoid $\mathcal{G}$ is Hausdorff and the left action of $\mathcal{G}$ on $\mathcal{X}_{p}$ is free for all $p \in P$. Then the groupoid $\mathcal{H}$ is Hausdorff.

Proof. If the groupoid $\mathcal{H}$ is not Hausdorff, then there are elements $g, h \in \mathcal{H}$ that have no disjoint neighborhoods. Since $\mathcal{H}^{0}$ is Hausdorff, this implies $s(g)=s(h)$ and $r(g)=r(h)$; otherwise we can use the range or source map to get disjoint neighborhoods for $g$ and $h$. It follows that $s(g) \in \mathcal{H}_{s(g)}^{s(g)}$ and $h^{-1} g \in \mathcal{H}_{s(g)}^{s(g)}$ have no disjoint neighborhoods. Hence in order to prove that the groupoid $\mathcal{H}$ is Hausdorff,
it suffices to show that for every element $x \in \mathcal{H}^{0}$ and for every pair $g, h \in \mathcal{H}_{x}^{x}$ of distinct points there are disjoint open sets $U, V \subset \mathcal{H}$ such that $g$ is in $U$ and $h$ in $V$.

Now assume that the groupoid $\mathcal{G}$ is Hausdorff and that the left action $\mathcal{G}$ on $\mathcal{X}_{p}$ is free for all $p \in P$. The groupoid $\mathcal{H}$ is Hausdorff if and only if the groupoid $\mathcal{H}_{1}$ is Hausdorff. To see this, let $g \in \mathcal{G}$ and let $\left[x_{p}, x_{q}\right],\left[y_{p}, y_{q}\right] \in \mathcal{H}_{g}$ with $r_{p}\left(x_{p}\right)=$ $r_{q}\left(x_{q}\right)=r_{p}\left(y_{p}\right)=r_{q}\left(y_{q}\right)$. By Proposition 3.16 we have $\mathcal{H}_{g} \cdot \mathcal{H}_{g^{-1}} \subset \mathcal{H}_{1}$. Hence if $\mathcal{H}_{1}$ is Hausdorff, then there are disjoint open neighborhoods $U$ and $V$ for the points $\left[x_{q}, y_{q}\right]=\left[x_{p}, x_{q}\right]^{-1}\left[y_{p}, y_{q}\right]$ and $\left[y_{q}, y_{q}\right]$, respectively. The open sets $\left[x_{p}, x_{q}\right] \cdot U$ and $\left[x_{p}, x_{q}\right] \cdot V$ form disjoint neighborhoods for $\left[x_{p}, x_{q}\right],\left[y_{p}, y_{q}\right] \in \mathcal{H}_{g}$, respectively.

We will show that $\mathcal{H}_{1}$ is Hausdorff. Let $x \in \mathcal{G}^{0}$ and let $\left[x_{p}^{1}, y_{p}^{1}\right],\left[x_{p}^{2}, y_{p}^{2}\right] \in \mathcal{H}_{1}$ for $p \in P$ be two distinct points such that $r_{p}\left(x_{p}^{1}\right)=r_{p}\left(x_{p}^{2}\right)=r_{p}\left(y_{p}^{1}\right)=r_{p}\left(y_{p}^{2}\right)=x$. Since $r_{p *}$ is a homeomorphism, we have $\left[x_{p}^{1}, y_{p}^{1}\right]=\left[x_{p}, x_{p} g\right],\left[x_{p}^{2}, y_{p}^{2}\right]=\left[x_{p}, x_{p} h\right]$ for $x_{p}=x_{p}^{1}=x_{p}^{2}$ and $g, h \in \mathcal{G}_{s_{p}\left(x_{p}\right)}^{s_{p}\left(x_{p}\right)}$ with $g \neq h$. Since $\mathcal{G}$ is Hausdorff, there are disjoint open bisections $U_{1}, U_{2} \subset \mathcal{G}$ such that $g \in U_{1}, h \in U_{2}$. Let $U$ be an open bisection containing the point $x_{p}$. The multiplication map

$$
\mathcal{X}_{p} \times_{s_{p}, \mathcal{G}^{0}, r} \mathcal{G} \rightarrow \mathcal{X}_{p}, \quad\left(x_{p}, g\right) \mapsto x_{p} g
$$

is open. Hence $U \cdot U_{i}$ is open for $i=1,2$. We set $V_{i}:=f_{p, p}\left(U \times_{s_{p}, \mathcal{G}^{0}, s_{p}} U \cdot U_{i}\right)$ for $i=1,2$. Then $V_{1}, V_{2}$ are open neighborhoods of $\left(x_{p}, x_{p} g\right)$ and ( $x_{p}, x_{p} h$ ), respectively. This follows because the maps $f_{p, p}$ are open for all $p \in P$ by Lemma 3.9. Now assume that $V_{1} \cap V_{2} \neq \emptyset$. Then there are elements $\left(x_{p}, y_{p} \cdot g_{1}\right)$, $\left(x_{p}^{\prime}, y_{p}^{\prime} \cdot g_{2}\right) \in U \times_{s_{p}, \mathcal{G}^{0}, s_{p}} U \cdot U_{i}$ such that $f_{p, p}\left(\left[x_{p}, y_{p} \cdot g_{1}\right]\right)=f_{p, p}\left(\left[x_{p}^{\prime}, y_{p}^{\prime} \cdot g_{2}\right]\right)$. Thus $r_{p}\left(x_{p}\right)=r_{p}\left(x_{p}^{\prime}\right)$ and $r_{p}\left(y_{p}\right)=r_{p}\left(y_{p}^{\prime}\right)$ and therefore $x_{p}=x_{p}^{\prime}$ and $y_{p}=y_{p}^{\prime}$ since $r_{p}$ is a homeomorphism on the set $U$. By Lemma 3.11 the map $f_{p, p}$ is injective. So $\left[x_{p}^{\prime}, y_{p}^{\prime} \cdot g_{2}\right]=\left[x_{p}, y_{p} \cdot g_{1}\right] \in \mathcal{X}_{p} \circ_{\mathcal{G}} \mathcal{X}_{p}^{*}$. Thus $y_{p} g_{1}=y_{p} g_{2}$ and hence $g_{1}=g_{2} \in U_{1} \cap U_{2}$, which contradict our assumption that $U_{1}, U_{2}$ are disjoint. Thus $V_{1} \cap V_{2}=\emptyset$. This finishes the proof.

### 3.2.3 Product systems associated with tight Ore monoid actions

The image of the Ore monoid action $\left(\mathcal{X}_{p}, \sigma_{p, q}\right)$ under the functor $\mathfrak{G r} \rightarrow \mathfrak{C o r r}$ is a product system in Fowler's sense over the monoid $P$, see $[1, \S 3]$. In the following, we show that the groupoid constructed in Section 3.2.1 is a groupoid model for the Cuntz-Pimsner algebra of the product system constructed from the action $\left(\mathcal{X}_{p}, \sigma_{p, q}\right)$ using the functor $\mathfrak{G r} \rightarrow \mathfrak{C o r r}$. The product system associated with $\left(\mathcal{X}_{p}, \sigma_{p, q}\right)$ consists of

- the groupoid algebra $\mathrm{C}^{*}(\mathcal{G})$ as a coefficient algebra;
- correspondences $\mathrm{C}^{*}\left(\mathcal{X}_{p}\right)$ from $\mathrm{C}^{*}(\mathcal{G})$ to itself for all $p \in P \backslash\{1\}$;
- isomorphisms of correspondences $\mu_{p, q}: \mathrm{C}^{*}\left(\mathcal{X}_{p}\right) \otimes_{\mathrm{C}^{*}(\mathcal{G})} \mathrm{C}^{*}\left(\mathcal{X}_{q}\right) \rightarrow \mathrm{C}^{*}\left(\mathcal{X}_{p q}\right)$ for all $p, q \in P \backslash\{1\}$ given by

$$
\mu_{p, q}\left(f_{1} \otimes f_{2}\right)=\left(f_{1} \otimes f_{2}\right) \circ \sigma_{p, q}
$$

for all $f_{1} \in \mathfrak{S}\left(\mathcal{X}_{p}\right)$ and $f_{2} \in \mathfrak{S}\left(\mathcal{X}_{q}\right)$. The maps $\mu_{p, q}$ satisfy the associativity condition

$$
\mu_{p, q r} \circ\left(\mathrm{id} \otimes_{A} \mu_{q, r}\right)=\mu_{p q, r} \circ\left(\mu_{p, q} \otimes_{A} \mathrm{id}\right): \mathcal{E}_{p} \otimes_{A} \mathcal{E}_{q} \otimes_{A} \mathcal{E}_{r} \rightarrow \mathcal{E}_{p q r}
$$

This follows from the associativity condition (3.1) for $\sigma_{p, q}$.
In [2], we describe the Cuntz-Pimsner algebra for a given product system as the full sectional C*-algebra of a Fell bundle. We recall the construction of the Fell bundle from the product system $\left(\mathrm{C}^{*}\left(\mathcal{X}_{p}\right)\right)_{p \in P}$.

The isomorphism $\mu_{p, q}: \mathrm{C}^{*}\left(\mathcal{X}_{p}\right) \otimes_{A} \mathrm{C}^{*}\left(\mathcal{X}_{q}\right) \rightarrow \mathrm{C}^{*}\left(\mathcal{X}_{p q}\right)$ induces a nondegenerate *-homomorphism

$$
\begin{equation*}
\varphi_{p, q}: \mathbb{K}\left(\mathrm{C}^{*}\left(\mathcal{X}_{p}\right)\right) \rightarrow \mathbb{K}\left(\mathrm{C}^{*}\left(\mathcal{X}_{p q}\right)\right), \quad T \mapsto \mu_{p, q}\left(T \otimes_{A} \mathrm{id}_{\mathrm{C}^{*}\left(\mathcal{X}_{q}\right)}\right) \mu_{p, q}^{*} \tag{3.19}
\end{equation*}
$$

The correspondence $\mathcal{X}_{p}$ is tight. Hence $\mathrm{C}^{*}\left(\mathcal{X}_{q}\right)$ is proper; $\varphi_{p, q}\left(\mathbb{K}\left(\mathrm{C}^{*}\left(\mathcal{X}_{p}\right)\right)\right)$ is contained in $\mathbb{K}\left(\mathrm{C}^{*}\left(\mathcal{X}_{p q}\right)\right)$.

For $\left(p_{1}, p_{2}\right) \in R_{g}$, let $\mathcal{O}_{p_{1}, p_{2}}:=\mathbb{K}\left(\mathrm{C}^{*}\left(\mathcal{X}_{p_{2}}\right), \mathrm{C}^{*}\left(\mathcal{X}_{p_{1}}\right)\right)$. We define a contraction

$$
\begin{equation*}
\varphi_{p_{1}, p_{2}}^{h}: \mathcal{O}_{p_{1}, p_{2}} \rightarrow \mathcal{O}_{p_{1} h, p_{2} h}, \quad T \mapsto \mu_{p_{1}, h}\left(T \otimes_{A} \operatorname{id}_{\mathrm{C}^{*}\left(\mathcal{X}_{h}\right)}\right) \mu_{p_{2}, h}^{*} \tag{3.20}
\end{equation*}
$$

The maps $\varphi_{p, q}^{h}$ form a functor from $\mathcal{C}_{P}^{g}$ to the category of Banach spaces with linear contractions. The category $\mathcal{C}_{P}^{g}$ is filtered. This allows us to take the colimit $\mathcal{O}_{g}$ of this diagram. If $g_{1}$ and $g_{2} \in G,\left(p_{1}, p_{2}\right) \in R_{g_{1}}$ and $\left(p_{2}, p_{3}\right) \in R_{g_{1}}$, then $\left(p_{1}, p_{3}\right) \in R_{g_{1} g_{2}}$. The composition of compact operators gives a bounded bilinear map $\mathcal{O}_{p_{1}, p_{2}} \times \mathcal{O}_{p_{2}, p_{3}} \rightarrow \mathcal{O}_{p_{1}, p_{3}}$. These maps induce a bounded linear map

$$
\begin{equation*}
\mathcal{O}_{g_{1}} \times \mathcal{O}_{g_{2}} \rightarrow \mathcal{O}_{g_{3}} \tag{3.21}
\end{equation*}
$$

In addition, the adjoint maps $\mathcal{O}_{p_{1}, p_{2}} \rightarrow \mathcal{O}_{p_{2}, p_{1}}, T \mapsto T^{*}$ induce an involution $\mathcal{O}_{g} \rightarrow$ $\mathcal{O}_{g^{-1}}$. The multiplication maps and the involutions on $\left(\mathcal{O}_{g}\right)_{g \in G}$ give a Fell bundle over the group $G$. By [1, Theorem 3.16], the Cuntz-Pimsner algebra of the product system $\left(\mathrm{C}^{*}(\mathcal{G}), \mathrm{C}^{*}\left(\mathcal{X}_{p}\right), \mu_{p, q}\right)$ is isomorphic to the full sectional $\mathrm{C}^{*}$-algebra of the Fell bundle $\left(\mathcal{O}_{g}\right)_{g \in G}$.

Theorem 3.21. The groupoid $\mathrm{C}^{*}$-algebra $\mathrm{C}^{*}(\mathcal{H})$ is canonically isomorphic to the Cuntz-Pimsner algebra of the product system $\left(\mathrm{C}^{*}\left(\mathcal{X}_{p}\right)\right)_{p \in P}$ over $P$ described above.

Proof. For $p, q \in P$, let $\psi_{p, q}: \mathfrak{S}\left(\mathcal{X}_{p} \circ_{\mathcal{G}} \mathcal{X}_{q}^{*}\right) \rightarrow \mathbb{K}\left(\mathrm{C}^{*}\left(\mathcal{X}_{q}\right), \mathrm{C}^{*}\left(\mathcal{X}_{p}\right)\right)$ be the map given by

$$
\psi_{p, q}(f)(\xi)\left(x_{p}\right):=\sum_{x_{q} \in \mathcal{X}_{q}: s\left(x_{p}\right)=s\left(x_{q}\right)} f\left(\left[x_{p}, x_{q}\right]\right) \xi\left(x_{q}\right)
$$

for $f \in \mathfrak{S}\left(\mathcal{X}_{p} \circ_{\mathcal{G}} \mathcal{X}_{q}^{*}\right), \xi \in \mathrm{C}^{*}\left(\mathcal{X}_{p}\right)$ and $x_{p} \in \mathcal{X}_{p}$. We claim that $\psi$ is an injective *-homomorphism.
Let $\xi \in \mathfrak{S}\left(\mathcal{X}_{p}\right), \eta \in \mathfrak{S}\left(\mathcal{X}_{q}\right)$. Then the function $\theta_{\xi, \eta} \in \mathfrak{S}\left(\mathcal{X}_{p} \circ_{\mathcal{G}} \mathcal{X}_{q}^{*}\right)$ given by

$$
\theta_{\xi, \eta}\left(\left[x_{p}, x_{q}\right]\right):=\sum_{g \in \mathcal{G}: r(g)=s\left(x_{q}\right)} \xi\left(x_{p} \cdot g\right) \cdot \overline{\eta\left(x_{q} \cdot g\right)}
$$

satisfies

$$
\begin{aligned}
\psi_{p, q}\left(\theta_{\xi, \eta}\right)(\zeta)\left(x_{p}\right) & =\sum_{x_{q} \in \mathcal{X}_{q}: s_{p}\left(x_{p}\right)=s_{q}\left(x_{q}\right)} \zeta\left(x_{q}\right) \sum_{g \in \mathcal{G}: r(g)=s\left(x_{q}\right)} \xi\left(x_{p} \cdot g\right) \cdot \overline{\eta\left(x_{q} \cdot g\right)} \\
& =\sum_{g \in \mathcal{G}: r(g)=s\left(x_{p}\right)} \xi\left(x_{p} \cdot g\right) \sum_{x_{q} \in \mathcal{X}_{q}: s(g)=s\left(x_{q}\right)}^{\eta\left(x_{q}\right)} \zeta\left(x_{q} \cdot g^{-1}\right) \\
& =\sum_{g \in \mathcal{G}: r(g)=s\left(x_{p}\right)} \xi\left(x_{p} \cdot g\right)\langle\eta, \zeta\rangle\left(g^{-1}\right) \\
& =\xi \cdot\langle\eta, \zeta\rangle\left(x_{p}\right) \\
& =|\xi\rangle\langle\eta|(\zeta)\left(x_{p}\right)
\end{aligned}
$$

for all $x_{p} \in \mathcal{X}_{p}$. Thus $\psi_{p, q}\left(\theta_{\xi, \eta}\right)=|\xi\rangle\langle\eta| \in \mathbb{K}\left(\mathrm{C}^{*}\left(\mathcal{X}_{q}\right), \mathrm{C}^{*}\left(\mathcal{X}_{p}\right)\right)$. Let $f \in \mathfrak{S}\left(\mathcal{X}_{p} \circ \mathcal{G} \mathcal{X}_{q}^{*}\right)$ be such that $\psi_{p, q}(f)=0$. Then

$$
\psi_{p, q}(f)(\xi)\left(x_{p}\right)=\sum_{x_{q} \in \mathcal{X}_{q}: s\left(x_{p}\right)=s\left(x_{q}\right)} \xi\left(x_{q}\right) f\left(x_{p}, x_{q}\right)=0
$$

for all $\xi \in \mathrm{C}^{*}\left(\mathcal{X}_{p}\right)$ and $x_{p} \in \mathcal{X}_{p}$. In particular, the equality holds for the functions $f_{x_{p}} \in \mathrm{C}^{*}\left(\mathcal{X}_{p}\right)$ given by $f_{x_{p}}\left(x_{q}\right):=\overline{f\left(x_{p}, x_{q}\right)}$ for all $x_{q} \in \mathcal{X}_{q}, x_{p} \in \mathcal{X}_{q}$ with $s\left(x_{p}\right)=s\left(x_{q}\right)$. Thus

$$
\psi_{p, q}(f)\left(f_{x_{p}}\right)\left(x_{p}\right)=\sum_{x_{q} \in \mathcal{X}_{q}: s\left(x_{p}\right)=s\left(x_{q}\right)} \overline{f\left(x_{p}, x_{q}\right)} f\left(x_{p}, x_{q}\right)=0 .
$$

Hence $f\left(x_{p}, x_{q}\right)=0$ for all $\left(x_{p}, x_{q}\right) \in \mathcal{X}_{p} \times_{s_{p}, \mathcal{G}^{0}, s_{q}} \mathcal{X}_{q}^{*}$. Thus $\psi_{p, q}$ is injective from $\mathcal{X}_{p} \circ \mathcal{G} \mathcal{X}_{q}^{*}$ to $\mathbb{K}\left(\mathrm{C}^{*}\left(\mathcal{X}_{q}\right), \mathrm{C}^{*}\left(\mathcal{X}_{p}\right)\right)$. We have related compact operators $\mathrm{C}^{*}\left(\mathcal{X}_{q}\right) \rightarrow$ $\mathrm{C}^{*}\left(\mathcal{X}_{p}\right)$ to kernel functions, getting continuous linear maps

$$
K_{p, q}:=\mathfrak{S}\left(\mathcal{X}_{p} \circ_{\mathcal{G}} \mathcal{X}_{q}^{*}\right) \subseteq \mathbb{K}\left(\mathrm{C}^{*}\left(\mathcal{X}_{q}\right), \mathrm{C}^{*}\left(\mathcal{X}_{p}\right)\right)
$$

## 3 Actions of Ore monoids

Let $f_{1} \in \mathfrak{S}\left(\mathcal{X}_{p} \circ_{\mathcal{G}} \mathcal{X}_{q}^{*}\right)$ and $f_{2} \in \mathfrak{S}\left(\mathcal{X}_{q} \circ_{\mathcal{G}} \mathcal{X}_{k}^{*}\right)$ for $p, q, k \in P$. Then the convolution product $f_{1} \star f_{2} \in \mathfrak{S}(\mathcal{H})$ is an element in $\mathfrak{S}\left(\mathcal{X}_{p} \circ_{\mathcal{G}} \mathcal{X}_{k}^{*}\right)$; it is given by

$$
f_{1} \star f_{2}\left(x_{p}, x_{k}\right)=\sum_{x_{q} \in \mathcal{X}_{q}: s\left(x_{q}\right)=s\left(x_{k}\right)} f_{1}\left(x_{p}, x_{q}\right) f_{2}\left(x_{q}, x_{k}\right)
$$

Furthermore,

$$
\begin{aligned}
\psi_{p, k}\left(f_{1} \star f_{2}\right)(\xi)\left(x_{p}\right) & =\sum_{x_{k} \in \mathcal{X}_{k}: s\left(x_{k}\right)=s\left(x_{p}\right)} \xi\left(x_{k}\right) \sum_{x_{q} \in \mathcal{X}_{q}: s\left(x_{q}\right)=s\left(x_{p}\right)} f_{1}\left(x_{p}, x_{q}\right) f_{2}\left(x_{q}, x_{k}\right) \\
& =\sum_{x_{k} \in \mathcal{X}_{k}: s\left(x_{k}\right)=s\left(x_{p}\right)} \xi\left(x_{k}\right) f_{1}\left(x_{p}, x_{q}\right) f_{2}\left(x_{q}, x_{k}\right) \\
& =\psi_{p, q}\left(f_{1}\right)\left(\psi_{q, k}\left(f_{2}\right)(\xi)\right)\left(x_{p}\right)=s\left(x_{p}\right)
\end{aligned}
$$

for all $\xi \in \mathfrak{S}\left(\mathcal{X}_{k}\right)$ and all $x_{p} \in \mathcal{X}_{p}$. Let $\xi \in \mathfrak{S}\left(\mathcal{X}_{p}\right), \eta \in \mathfrak{S}\left(\mathcal{X}_{q}\right)$. Then $\theta_{\eta, \xi}^{*} \in \mathfrak{S}(\mathcal{H})$ is supported on the set $\mathcal{X}_{q} \circ_{\mathcal{G}} \mathcal{X}_{p}^{*}$. It is given by

$$
\theta_{\eta, \xi}^{*}\left(x_{q}, x_{p}\right)=\overline{\sum_{g \in \mathcal{G}: r(g)=s\left(x_{q}\right)} \eta\left(x_{p} \cdot g\right) \cdot \overline{\xi\left(x_{q} \cdot g\right)}}=\theta_{\xi, \eta}\left(x_{p}, x_{q}\right)
$$

Hence

$$
\psi_{p, q}\left(\theta_{\eta, \xi}^{*}\right)=\psi_{p, q}\left(\theta_{\xi, \eta}\right)=|\xi\rangle\langle\eta|=|\eta\rangle\left\langle\left.\xi\right|^{*}=\psi_{q, p}\left(\theta_{\eta, \xi}\right)^{*}\right.
$$

We have proved that the convolution on $\mathfrak{S}\left(\mathcal{H}^{1}\right)$ restricted to $K_{p_{2}, p_{3}} \otimes K_{p_{1}, p_{2}}$ for $p_{1}, p_{2}, p_{3} \in P$ is a map to $K_{p_{1}, p_{3}}$; the description of the composition of compact operators $\mathrm{C}^{*}\left(\mathcal{X}_{p_{1}}\right) \rightarrow \mathrm{C}^{*}\left(\mathcal{X}_{p_{2}}\right) \rightarrow \mathrm{C}^{*}\left(\mathcal{X}_{p_{3}}\right)$ through kernel functions shows that the convolution on $\mathfrak{S}\left(H_{1}\right)$ and the composition of compact operators both restrict to the same map $K_{p_{2}, p_{3}} \otimes K_{p_{1}, p_{2}} \rightarrow K_{p_{1}, p_{3}}$. Furthermore, the involution on $\mathfrak{S}\left(\mathcal{H}^{1}\right)$ and the involution $\mathbb{K}\left(\mathrm{C}^{*}\left(\mathcal{X}_{p_{2}}\right), \mathrm{C}^{*}\left(\mathcal{X}_{p_{1}}\right)\right) \rightarrow \mathbb{K}\left(\mathrm{C}^{*}\left(\mathcal{X}_{p_{1}}\right), \mathrm{C}^{*}\left(\mathcal{X}_{p_{2}}\right)\right)$ restrict to the same map $K_{p_{1}, p_{2}} \rightarrow K_{p_{2}, p_{1}}$.

Next let $p, q, k \in P$. Equation (3.5) gives a $\operatorname{map} \alpha_{p, q}^{k}: \mathcal{X}_{p} \circ_{\mathcal{G}} \mathcal{X}_{q}^{*} \rightarrow \mathcal{X}_{p k} \circ_{\mathcal{G}} \mathcal{X}_{q k}^{*}$. It induces a map $\left(\alpha_{p, q}^{k}\right)_{*}: K_{p, q} \rightarrow K_{p k, q k}$ by setting

$$
\begin{equation*}
\left(\alpha_{p, q}^{k}\right)_{*}(\psi)\left[x_{p k}, x_{q k}\right]=\sum_{\substack{\left[x_{p}, x_{k}\right] \in \mathcal{X}_{p} \mathcal{G}_{\mathcal{G}} \mathcal{X}_{q}^{*} \\ \alpha_{p, q}^{k}\left(\left[x_{p}, x_{k}\right]\right)=\left[x_{p k}, x_{q k}\right]}} \psi\left(\left[x_{p}, x_{k}\right]\right) \tag{3.22}
\end{equation*}
$$

The following diagram commutes:

$$
\begin{gather*}
K_{p, q} \xrightarrow{\left(\alpha_{p, q}^{k}\right)_{*}} K_{p k, q k}  \tag{3.23}\\
\psi_{p, q} \mid \\
\mathbb{K}\left(\mathrm{C}^{*}\left(\mathcal{X}_{q}\right), \mathrm{C}^{*}\left(\mathcal{X}_{p}\right)\right) \underset{\varphi_{q, p}^{k}}{\longrightarrow} \mathbb{K}\left(\mathrm{C}^{*}\left(\mathcal{X}_{q k}\right), \mathrm{C}^{*}\left(\mathcal{X}_{p k}\right)\right)
\end{gather*}
$$

Now let $p \in P$. The space $\mathcal{X}_{p} \circ \mathcal{X}_{p}^{*}$ is a subgroupoid of the groupoid $\mathcal{H}$. To see this, let $\left[x_{p}, y_{p}\right]$ and $\left[m_{p}, n_{p}\right]$ in $\mathcal{X}_{p} \circ \mathcal{X}_{p}^{*}$ with $r_{p}\left(m_{p}\right)=r_{p}\left(y_{p}\right)$. Then

$$
\left[x_{p}, y_{p}\right] \cdot\left[m_{p}, n_{p}\right]=\left[x_{p}\left\langle y_{p}, m_{p}\right\rangle, n_{p}\right]
$$

which belongs to $\mathcal{X}_{p} \circ \mathcal{X}_{p}^{*}$. Recall that $\left\langle y_{p}, m_{p}\right\rangle$ is the unique point in $\mathcal{G}$ with $y_{p} g=$ $m_{p}$. Moreover,

$$
\left[x_{p}, y_{p}\right]^{-1}=\left[y_{p}, x_{p}\right]
$$

for all $\left[x_{p}, y_{p}\right] \in \mathcal{X}_{p} \circ \mathcal{X}_{p}^{*}$. Finally, the unit space of the groupoid $\mathcal{X}_{p} \circ \mathcal{X}_{p}^{*}$ is given by

$$
\left(\mathcal{X}_{p} \circ \mathcal{X}_{p}^{*}\right)^{0}=\left\{\left[x_{p}, x_{p}\right] \in \mathcal{X}_{p} \circ \mathcal{X}_{p}^{*}\right\} .
$$

Therefore, the map

$$
\mathcal{X}_{p} \circ \mathcal{X}_{p}^{*} \rightarrow \mathcal{X}_{p} / \mathcal{G}, \quad\left[x_{p}, x_{p}\right] \mapsto\left[x_{p}\right],
$$

is a homeomorphism. The *-algebra structure on $K_{p, p}$ comes also from the structure of $\mathcal{X}_{p} \circ \mathcal{X}_{p}^{*}$. The $\mathrm{C}^{*}$-completion $\mathrm{C}^{*}\left(K_{p, p}\right)$ of $K_{p, p}$ is the groupoid algebra $\mathrm{C}^{*}\left(\mathcal{X}_{p} \circ\right.$ $\left.\mathcal{X}_{p}^{*}\right)$. The space $\mathcal{X}_{p}$ induces a Morita equivalence between the groupoid $\mathcal{X}_{p} \circ \mathcal{X}_{p}^{*}$ and $\left.\mathcal{G}\right|_{s_{p}\left(\mathcal{X}_{p}\right)}$, see [34, p. 5]. Hence $\mathrm{C}^{*}\left(K_{p, p}\right)=\mathrm{C}^{*}\left(\mathcal{X}_{p} \circ \mathcal{X}_{p}^{*}\right)$ is Morita-Rieffel equivalent to $\mathrm{C}^{*}\left(\left.\mathcal{G}\right|_{s_{p}\left(\mathcal{X}_{p}\right)}\right)$. Thus the inclusion map $K_{p, p} \rightarrow \mathbb{K}\left(\mathrm{C}^{*}\left(\mathcal{X}_{p}\right)\right)$ extends to an isomorphism

$$
\mathrm{C}^{*}\left(K_{p, p}\right) \rightarrow \mathbb{K}\left(\mathrm{C}^{*}\left(\mathcal{X}_{p}\right)\right)
$$

This implies that the inclusion $K_{p, p} \rightarrow \mathfrak{S}\left(H_{1}\right) \subseteq \mathrm{C}^{*}(H)$ gives a *-homomorphism $\mathbb{K}\left(\mathrm{C}^{*}\left(\mathcal{X}_{p}\right)\right) \rightarrow \mathrm{C}^{*}(H)$. In addition,

$$
\begin{equation*}
\mathcal{H}_{1}=\underset{\longrightarrow}{\lim } \mathcal{X}_{p} \circ_{\mathcal{G}} \mathcal{X}_{p}^{*} \tag{3.24}
\end{equation*}
$$

implies

$$
\begin{equation*}
\mathfrak{S}\left(\mathcal{H}_{1}\right)=\underset{\longrightarrow}{\lim } \mathfrak{S}\left(\mathcal{X}_{p} \circ_{\mathcal{G}} \mathcal{X}_{p}^{*}\right) \tag{3.25}
\end{equation*}
$$

Moreover, a $\mathrm{C}^{*}$-seminorm on $\mathfrak{S}\left(\mathcal{H}_{1}\right)$ which is continuous with respect to the inductive limit topology is the same as a family of $\mathrm{C}^{*}$-seminorms on $\mathfrak{S}\left(\mathcal{X}_{p} \circ_{\mathcal{G}} \mathcal{X}_{p}^{*}\right)$ each continuous with respect to the inductive limit topology. Thus

$$
\mathrm{C}^{*}\left(\mathcal{H}_{1}\right)=\underset{\longrightarrow}{\lim } \mathrm{C}^{*}\left(\mathcal{X}_{p} \circ \circ_{\mathcal{G}} \mathcal{X}_{p}^{*}\right)=\underset{\longrightarrow}{\lim } \mathbb{K}\left(\mathrm{C}^{*}\left(\mathcal{X}_{p}\right)\right)=\mathcal{O}_{1} .
$$

By the results of [10], the $\mathrm{C}^{*}$-algebra $\mathrm{C}^{*}(\mathcal{H})$ is the sectional $\mathrm{C}^{*}$-algebra of the Fell bundle $\left(\mathrm{C}^{*}\left(\mathcal{H}_{g}\right)\right)_{g \in G[P]}$. Let $g \in G[P]$. Then $\mathrm{C}^{*}\left(\mathcal{H}_{g}\right)$ is the completion of $\mathfrak{S}\left(\mathcal{H}_{g}\right)$ in the norm obtained from the right $\mathrm{C}^{*}\left(\mathcal{H}_{1}\right)$-valued inner product. By [1, Theorem 3.15], the Cuntz-Pimsner algebra $\mathcal{O}$ of the product system $\left(\mathrm{C}^{*}\left(\mathcal{X}_{p}\right)\right)_{p \in P}$ is the sectional $\mathrm{C}^{*}$-algebra of the Fell bundle $\left(\mathcal{O}_{g}\right)_{g \in G[P]}$, where $\mathcal{O}_{g}=\lim _{(p, q) \in \mathcal{C}_{P}^{g}} \mathbb{K}\left(\mathrm{C}^{*}\left(\mathcal{X}_{q}\right), \mathrm{C}^{*}\left(\mathcal{X}_{p}\right)\right)$. Here $\mathcal{O}_{g}$ is completed with respect to the
right $\mathcal{O}_{1}$-valued inner product. Since $\mathfrak{S}\left(\mathcal{H}_{g}\right)=\underset{(p, q) \in \mathcal{C}_{P}^{g}}{ } \mathfrak{S}\left(\mathcal{X}_{p} \circ_{\mathcal{G}} \mathcal{X}_{q}^{*}\right)$ is a dense subspace in $\mathcal{O}_{g}$, it follows that $\mathcal{O}_{g}$ is isomorphic to $\mathcal{H}_{g}$. Thus the Fell bundles $\left(\mathrm{C}^{*}\left(\mathcal{H}_{g}\right)\right)_{g \in G[P]}$ and $\left(\mathcal{O}_{g}\right)_{g \in G[P]}$ are isomorphic. So $\mathcal{O}$ is isomorphic to $\mathrm{C}^{*}(\mathcal{H})$.

### 3.3 Actions of Ore monoids by proper correspondences

In this section, we study Ore monoid actions in the bicategory of proper correspondences $\mathfrak{G r}_{\text {prop }}$. We show two main results. First, every diagram of Ore shape in $\mathfrak{G r}_{\text {prop }}$ has a colimit. Secondly, the colimit of a diagram of Ore shape is a groupoid model of the Cuntz-Pimsner algebra of the associated product system.

To construct the colimit of an Ore monoid action in $\mathfrak{G r}_{\text {prop }}$, we provide a colimit preserving map from $\mathfrak{G r} \mathfrak{r}_{\text {prop }}^{P}$ to $\mathfrak{G r}_{\text {tight }}^{P}$ for a given monoid $P$. This allows us to apply the construction in Section 3.2 to obtain a groupoid colimit of a given action by proper correspondences. We also show that the map $\mathfrak{G r}_{\text {prop }}^{P} \rightarrow \mathfrak{G r}_{\text {tight }}^{P}$ induces a colimit preserving map on the $\mathrm{C}^{*}$-algebraic level. This gives a concrete groupoid model for the Cuntz-Pimsner algebra of the product system associated with an Ore monoid action in $\mathfrak{G r}_{\text {prop }}$.

### 3.3.1 Tightening a proper Ore monoid action

In this section, we fix a groupoid $\mathcal{G}$, an Ore monoid $P$ and an action ( $\mathcal{X}_{p}, \sigma_{p, q}$ ) of $P$ on $\mathcal{G}$ by proper correspondences. As a preparation, we start with some results about proper correspondences.
Lemma 3.22. Let $\mathcal{D}$ be a groupoid and let $\mathcal{X}, \mathcal{Y}$ be proper $\mathcal{D}$-correspondences. Then the map $r_{\mathcal{X}, \mathcal{Y}}: \mathcal{X} \circ \mathcal{Y} / \mathcal{D} \rightarrow \mathcal{X} / \mathcal{D}$ given by

$$
r_{\mathcal{X}, \mathcal{Y}}[(x, y)]:=[x]
$$

is proper.
Proof. The correspondence $\mathcal{X} \circ \mathcal{Y}$ is proper by Proposition 2.27. That is, the map induced by the range map $r_{\mathcal{X}} \mathcal{Y}_{*}: \mathcal{X} \circ \mathcal{Y} / \mathcal{D} \rightarrow \mathcal{D}^{0}$ is proper. We have $r_{\mathcal{X}} \mathcal{Y}_{*}=$ $r_{\mathcal{X} *} \circ r_{\mathcal{X}, \mathcal{Y}}$. It follows that $r_{\mathcal{X}, \mathcal{Y}}$ is a proper map since $\mathcal{X} \circ \mathcal{Y} / \mathcal{D}$ is Hausdorff and $r_{\mathcal{X} *}$ is proper and continuous.

Let $\mathcal{D}$ be a groupoid and let $\mathcal{X}$ and $\mathcal{Y}$ be proper $\mathcal{D}$-correspondences. For $x \in \mathcal{X}$ we let

$$
C_{x}:=\left\{z \in \mathcal{X} \circ \mathcal{Y} \mid r_{\mathcal{X}, \mathcal{Y}}([z])=[x]\right\} .
$$

Let $C_{x}^{\prime}:=\mathrm{p}^{-1}\left(C_{x}\right) \subset \mathcal{X} \times_{s, \mathcal{D}^{0}, r} \mathcal{Y}$, where $\mathrm{p}: \mathcal{X} \times_{s, \mathcal{D}^{0}, r} \mathcal{Y} \rightarrow \mathcal{X} \circ \mathcal{Y}$ be the orbit space projection.

Lemma 3.23. Let $\mathcal{D}$ be a groupoid and let $\mathcal{X}$ and $\mathcal{Y}$ be proper $\mathcal{D}$-correspondences. For all $x \in \mathcal{X}$, the restriction of the quotient map $\mathrm{p}: \mathcal{X} \times_{s, \mathcal{D}^{0}, r} \mathcal{Y} \rightarrow \mathcal{X} \circ \mathcal{Y}$ to $C_{x}^{\prime}$ is injective.

Proof. Let $\left(x, \xi_{1}\right),\left(x, \xi_{2}\right) \in \mathcal{X} \times_{\mathcal{G} 0} \mathcal{Y}$ be such that $\mathrm{p}\left(x, \xi_{1}\right)=\mathrm{p}\left(x, \xi_{2}\right)$. It follows that there is an element $g \in \mathcal{D}_{s(x)}$ such that $\left(x \cdot g, g^{-1} \cdot \xi_{1}\right)=\left(x, \xi_{2}\right)$. Hence $x \cdot g=x$ and $g^{-1} \cdot \xi_{1}=\xi_{2}$. By our assumption, the right action of $\mathcal{D}$ on $\mathcal{X}$ is free. This implies $g=s(x)$ and hence $\xi_{1}=\xi_{2}$.

Finally, let $S_{x, \mathcal{Y}}: C_{x} \subset \mathcal{X} \circ \mathcal{Y} \rightarrow \mathcal{Y}$ be the map given by

$$
\begin{equation*}
S_{x, y}(\xi):=\operatorname{pr}_{2} \mathrm{op}^{-1}(\xi) \tag{3.26}
\end{equation*}
$$

for all $\xi \in C_{x}$, where $\operatorname{pr}_{2}: \mathcal{X} \times_{s, \mathcal{D}^{0}, r} \mathcal{Y} \rightarrow \mathcal{Y}$ is the projection map.
Corollary 3.24. Let $\mathcal{D}$ be a groupoid and let $\mathcal{X}: \mathcal{D} \rightarrow \mathcal{D}$ and $\mathcal{Y}: \mathcal{D} \rightarrow \mathcal{D}$ be proper correspondences. For all $x \in \mathcal{X}$, the map $S_{x, \mathcal{Y}}: C_{x} \rightarrow \mathcal{Y}$ is injective and continuous.

Proof. The map $S_{x, y}$ is continuous since it is the composition of two continuous maps. It is injective by Lemma 3.23.

Now we turn back to our monoid action $\left(\mathcal{X}_{p}, \sigma_{p, q}\right)$. The isomorphisms $\sigma_{p, q}$ induce homeomorphisms $\sigma_{p, q_{*}}: \mathcal{X}_{p q} / \mathcal{G} \rightarrow \mathcal{X}_{p} \circ_{\mathcal{G}} \mathcal{X}_{q} / \mathcal{G}$. We abbreviate

$$
\begin{equation*}
r_{p, q}:=r_{\mathcal{X}_{p}, \mathcal{X}_{q}} \circ \sigma_{p, q_{*}}: \mathcal{X}_{p q} / \mathcal{G} \rightarrow \mathcal{X}_{p} / \mathcal{G} \tag{3.27}
\end{equation*}
$$

for all $p, q \in P$. Lemma 3.22 implies that $r_{p, q}$ is proper for all $p$ and $q \in P$. Notice that $r_{1, p}$ is the map induced by the range map $r_{\mathcal{X}_{p}}$ on the quotient space $\mathcal{X}_{p} / \mathcal{G}$ by our assumption that $\mathcal{X}_{1}$ is the identity correspondence $\mathcal{G}: \mathcal{G} \rightarrow \mathcal{G}$. Moreover, since the maps $\sigma_{p, q}$ satisfy (3.1) we obtain

$$
\begin{equation*}
r_{p, q} r_{p q, t}=r_{p, q t} \tag{3.28}
\end{equation*}
$$

for all $p, q, t \in P$. Thus $\left(\mathcal{X}_{p} / \mathcal{G}, r_{p, q}\right)$ is a projective system over the directed category $\mathcal{C}_{P}$ (see Definition 3.1). We denote its projective limit by

$$
\begin{equation*}
\mathcal{H}^{0}:=\lim _{\mathcal{C}_{P}}\left(\mathcal{X}_{p} / \mathcal{G}, r_{p, q}\right) . \tag{3.29}
\end{equation*}
$$

A point $\eta \in \mathcal{H}^{0}$ is given by $\left(\eta_{p}\right)_{p \in P}$ with $r_{p, q}\left(\eta_{p q}\right)=\eta_{p}$ for all $p, q \in P$.
Lemma 3.25. The space $\mathcal{H}^{0}$ is locally compact and Hausdorff. The maps

$$
\pi_{p}: \mathcal{H}^{0} \rightarrow \mathcal{X}_{p} / \mathcal{G}, \quad\left(\eta_{p}\right)_{p \in P} \mapsto \eta_{p}
$$

are proper for all $p \in P$.

## 3 Actions of Ore monoids

Proof. By Proposition 2.17, the spaces $\mathcal{X}_{p} / \mathcal{G}$ are locally compact Hausdorff for all $p \in P$. The maps $r_{p, q}$ are proper for all $p, q \in P$. The proof then follows using similar arguments as in [1, Lemma 4.9].

There is a map $r: \mathcal{H}^{0} \rightarrow \mathcal{G}^{0}$ given by

$$
r(\eta):=r_{1,1}\left(\eta_{1}\right)
$$

for all $\eta=\left(\eta_{p}\right)_{p \in P} \in \mathcal{H}^{0}$. The associativity condition (3.28) implies that $r(\eta)=$ $\left(r_{\mathcal{X}_{p}}\right)_{*}\left(\eta_{p}\right)$ for all $p \in P$. Moreover, Lemma 3.25 implies that $r: \mathcal{H}^{0} \rightarrow \mathcal{G}^{0}$ is a proper map; it is the anchor map of a natural action of $\mathcal{G}$ on $\mathcal{H}^{0}$. It is given by

$$
\begin{equation*}
g \cdot\left(\eta_{p}\right)_{p \in P}=\left(g \eta_{p}\right)_{p \in P} \tag{3.30}
\end{equation*}
$$

for all $g \in \mathcal{G}$ and all $\eta=\left(\eta_{p}\right)_{p \in P} \in \mathcal{H}^{0}$ with $r(\eta)=s(g)$. Let

$$
\tilde{\mathcal{G}}:=\mathcal{G} \ltimes \mathcal{H}^{0}
$$

be the transformation groupoid associated with this action. Let

$$
\begin{equation*}
\tilde{\mathcal{X}}_{p}:=\mathcal{X}_{p} \times_{s_{p}, \mathcal{G}^{0}, r} \mathcal{H}^{0} \tag{3.31}
\end{equation*}
$$

for all $p \in P$. We claim that $\tilde{\mathcal{X}}_{p}$ is naturally a tight correspondence over the $\operatorname{groupoid} \tilde{\mathcal{G}}$. First, we define the anchor maps $\tilde{r}_{p}, \tilde{s}_{p}: \tilde{\mathcal{G}} \rightarrow \mathcal{H}^{0}=\tilde{\mathcal{G}}^{0}$. Given a point $\eta \in \mathcal{H}^{0}$ and an element $x_{p} \in \mathcal{X}_{p}$ such that $r(\eta)=s_{p}\left(x_{p}\right)$, we may concatenate $x_{p}$ to $\eta$ and get a new point $x_{p} \cdot \eta \in \mathcal{H}^{0}$, defined formally by

$$
\begin{equation*}
\left(x_{p} \cdot \eta\right)_{p t}:=\mathrm{p}_{p t} \circ \sigma_{p, t}^{-1}\left(x_{p}, \eta_{t}^{\prime}\right) \tag{3.32}
\end{equation*}
$$

for all $t \in P$, where $\mathrm{p}_{p t}: \mathcal{X}_{p t} \rightarrow \mathcal{X}_{p t} / \mathcal{G}$ is the quotient map and $\eta_{t}^{\prime}$ is any point in $\mathcal{X}_{t}$ such that $\mathrm{p}_{t}\left(\eta_{t}^{\prime}\right)=\eta_{t}$. If $b \in P$ is not of the form $p t$ for some $t \in P$ then by the Ore condition, we may find $k_{1}$ and $k_{2} \in P$ with $b k_{1}=p k_{2}$. We define

$$
\begin{equation*}
\left(x_{p} \cdot \eta\right)_{b}:=r_{b, k_{1}}\left(\left(x_{p} \cdot \eta\right)_{p k_{2}}\right) \tag{3.33}
\end{equation*}
$$

The point $\left(x_{p} \cdot \eta\right)_{p t}$ does not depend on the choice of $\eta_{t}^{\prime}$ since $\sigma_{p, t}^{-1}$ is $\mathcal{G}$-equivariant. Here we use implicitly that because the Ore monoid $p P$ is cofinal in $P$ there is a homeomorphism

$$
\begin{equation*}
\mathcal{H}^{0}=\lim _{\overleftarrow{\mathcal{C}_{P}}}\left(\mathcal{X}_{p} / \mathcal{G}, r_{p, q}\right) \rightarrow \lim _{\overleftarrow{\mathcal{C}_{p P}}}\left(\mathcal{X}_{p t} / \mathcal{G}, r_{p k, p l}\right) \tag{3.34}
\end{equation*}
$$

It follows that, for all $x_{p} \in \mathcal{X}_{p}$, we have a map

$$
\left(\mathcal{H}^{0}\right)^{s_{p}\left(x_{p}\right)} \rightarrow \mathcal{H}^{0}, \quad \eta \mapsto x_{p} \cdot \eta .
$$

We define the range and source maps $\tilde{r}_{p}, \tilde{s}_{p}: \tilde{\mathcal{X}}_{p} \rightarrow \mathcal{H}^{0}$ as

$$
\begin{equation*}
\tilde{r}_{p}\left(x_{p}, \eta\right):=x_{p} \cdot \eta, \quad \tilde{s}_{p}\left(x_{p}, \eta\right):=\eta \tag{3.35}
\end{equation*}
$$

for all $\left(x_{p}, \eta\right) \in \mathcal{X}_{p} \times_{s_{p}, \mathcal{G}^{0}, r} \mathcal{H}^{0}$.
The right action of $\tilde{\mathcal{G}}$ on $\tilde{\mathcal{X}}$ is given by

$$
\begin{equation*}
\left(x_{p}, \eta\right) \cdot(g, \zeta):=\left(x_{p} g, g^{-1} \eta\right) \tag{3.36}
\end{equation*}
$$

for all $\left(\left(x_{p}, \eta\right),(g, \zeta)\right) \in \tilde{\mathcal{X}}_{p} \times_{\tilde{s}, \mathcal{H}^{0}, r_{\tilde{\mathcal{G}}}} \tilde{\mathcal{G}}$. And the left action is given by

$$
\begin{equation*}
(g, \zeta) \cdot\left(x_{p}, \eta\right)=\left(g \cdot x_{p}, \eta\right) \tag{3.37}
\end{equation*}
$$

for all $\left((g, \zeta),\left(x_{p}, \eta\right)\right) \in \tilde{\mathcal{G}} \times_{s_{\tilde{\mathcal{G}}}}, \mathcal{H}^{0}, \tilde{r}_{p}, \tilde{\mathcal{X}}_{p}$.
Lemma 3.26. The map $\tilde{s}_{p}: \tilde{\mathcal{X}}_{p} \rightarrow \mathcal{H}^{0}$ is a local homeomorphism for all $p \in P$. It is surjective if $s_{p}$ is surjective.

Proof. We may use the following pullback diagram


The source map $s_{p}: \mathcal{X}_{p} \rightarrow \mathcal{G}^{0}$ is a local homeomorphism, hence so is the parallel map $\tilde{s}$. Similarly, $\tilde{s}_{p}$ is surjective if $s_{p}$ is.

Lemma 3.27. The map $\tilde{r}_{p}$ induces a homeomorphism $\tilde{r}_{p_{*}}: \tilde{\mathcal{X}}_{p} / \mathcal{G} \rightarrow \mathcal{H}^{0}$ for all $p \in P$.

Proof. To see that the map $\tilde{r}_{p_{*}}$ is surjective, let $\eta=\left(\eta_{p}\right)_{p \in P} \in \mathcal{H}^{0}$. Let $\eta_{p}^{\prime} \in \mathcal{X}_{p}$ be such that $\mathrm{p}_{p}\left(\eta_{p}^{\prime}\right)=\eta_{p}$. For all $t \in P$ we write $\zeta_{t}:=S_{\eta_{p}^{\prime}, \mathcal{X}_{t}}\left(\eta_{p t}\right)$. Recall from Equation (3.26) that $S_{\eta_{p}^{\prime}, \mathcal{X}_{t}}\left(\eta_{p t}\right)=\mathrm{pr}_{2} \circ \mathrm{p}^{-1}\left(\eta_{p t}\right)$, where p: $C_{\eta_{p}^{\prime}} \subset \mathcal{X}_{p} \times_{s_{p}, \mathcal{G}^{0}, r_{t}} \mathcal{X}_{t} \rightarrow$ $\mathcal{X}_{p} \circ \mathcal{G} \mathcal{X}_{t}$ is the quotient map. Let $q \in P$. Then $r_{q, t}\left(\zeta_{q t}\right)=r_{q, t} \circ S_{\eta_{p}^{\prime}, \mathcal{X}_{q t}}\left(\eta_{p q t}\right)$. But $r_{q, t} \circ S_{\eta_{p}^{\prime}, \mathcal{X}_{q t}}=S_{\eta_{p}^{\prime}, \mathcal{X}_{q}} \circ r_{p q, t}$. This implies that

$$
r_{q, t}\left(\zeta_{q t}\right)=S_{\eta_{p}^{\prime}, \mathcal{X}_{q}} \circ r_{p q, t}\left(\eta_{p q t}\right)=S_{\eta_{p}^{\prime}, \mathcal{X}_{q}}\left(\eta_{p q}\right)=\zeta_{q}
$$

and therefore $\zeta \in \mathcal{H}^{0}$. By construction, $\left(\eta_{p}^{\prime} \cdot \zeta\right)_{p t}=\eta_{p t}$ for all $t \in P$. Let $b \in P$. Since $P$ is an Ore monoid we may find $k_{1}$ and $k_{2} \in P$ with $b k_{1}=p k_{2}$. We define

$$
\left(\eta_{p}^{\prime} \cdot \zeta\right)_{b}=r_{b, k_{1}}\left(\left(\eta_{p}^{\prime} \cdot \zeta\right)_{p k_{2}}\right)=r_{b, k_{1}}\left(\eta_{p k_{2}}\right)=r_{b, k_{1}}\left(\eta_{b k_{1}}\right)=\eta_{b}
$$

Thus $\eta_{p}^{\prime} \cdot \zeta=\eta$ and $\tilde{r}_{p_{*}}$ is surjective. To see that $\tilde{r}_{p_{*}}$ is injective, let $\left(x_{p}, \xi\right),\left(y_{p}, \eta\right) \in$ $\tilde{\mathcal{X}}_{p}$ with $x_{p} \cdot \xi=y_{p} \cdot \eta$. So $\mathrm{p}_{p t} \circ \sigma_{p, t}^{-1}\left(y_{p}, \eta_{t}^{\prime}\right)=\mathrm{p}_{p t} \circ \sigma_{p, t}^{-1}\left(x_{p}, \xi_{t}^{\prime}\right)$ for all $t \in P$. Hence $\sigma_{p, t}^{-1}\left(y_{p}, \eta_{t}^{\prime}\right)=\sigma_{p, t}^{-1}\left(x_{p}, \xi_{t}^{\prime}\right) h$ for an element $h \in \mathcal{G}$. This means that there is an element $g \in \mathcal{G}$ such that $r(g)=s_{p}\left(x_{p}\right)$ and

$$
\left(y_{p} g, g^{-1} \eta_{t}^{\prime}\right)=\left(x_{p}, \xi_{t}^{\prime} \cdot h\right) .
$$

Consequently, the points $\left(x_{p}, \xi\right)$ and $\left(y_{p}, \eta\right)$ represent the same point in $\tilde{\mathcal{X}}_{p} / \mathcal{G}$. Finally, the map $\tilde{r}_{p_{*}}$ is open and continuous since the space $\mathcal{H}^{0}$ is endowed with the projective limit topology and $\tilde{r}_{p_{*}}$ is given by the maps $\sigma_{t}^{-1}$ and $\mathrm{p}_{t}$, see Equation (3.32), which are both open and continuous for all $t \in P$.
Lemma 3.28. $\tilde{\mathcal{X}}_{p}$ is a tight correspondence over the groupoid $\tilde{\mathcal{G}}$ for all $p \in P$. The left action of $\tilde{\mathcal{G}}$ on $\tilde{\mathcal{X}}_{p}$ is free if the left action of $G$ on $\mathcal{X}_{p}$ is free.

Proof. The defining formulas of the actions (3.37), (3.36) show that the right and left actions of the groupoid $\tilde{\mathcal{G}}$ on $\tilde{\mathcal{X}}_{p}$ commute; the right action of $\tilde{\mathcal{G}}$ on $\tilde{\mathcal{X}}_{p}$ is free and proper since the right action of $\mathcal{G}$ on $\mathcal{X}_{p}$ is free and proper and the left action of $\tilde{\mathcal{G}}$ on $\tilde{\mathcal{X}}_{p}$ is free if the left action of $G$ on $\mathcal{X}_{p}$ is free. The source map on $\tilde{\mathcal{X}}$ is a local homeomorphism By Lemma 3.26. The map $\tilde{r}_{p_{*}}: \tilde{\mathcal{X}}_{p} / \mathcal{G} \rightarrow \mathcal{H}^{0}$ is a homeomorphism by Lemma 3.27.

Next we show that the isomorphisms $\sigma_{p, q}: \mathcal{X}_{p q} \rightarrow \mathcal{X}_{p} \circ_{\mathcal{G}} \mathcal{X}_{q}$ lift to isomorphisms $\tilde{\sigma}_{p, q}: \tilde{\mathcal{X}}_{p q} \rightarrow \tilde{\mathcal{X}}_{p} \circ_{\tilde{\mathcal{G}}} \tilde{\mathcal{X}}_{q}$. Let $\tau_{p, q}: \tilde{\mathcal{X}}_{p} \circ_{\tilde{\mathcal{G}}} \tilde{\mathcal{X}}_{q} \rightarrow \tilde{\mathcal{X}}_{p q}$ be the map given by

$$
\begin{equation*}
\tau_{p, q}\left(\left[x_{p}, \xi, y_{q}, \eta\right]\right):=\left(\sigma^{-1}\left[x_{p}, y_{q}\right], \eta\right) \tag{3.38}
\end{equation*}
$$

for all $\left[x_{p}, \xi, y_{q}, \eta\right] \in \tilde{\mathcal{X}}_{p}{ }_{\tilde{\mathcal{G}}} \tilde{\mathcal{X}}_{q}$.
Lemma 3.29. $\tau_{p, q}: \tilde{\mathcal{X}}_{p}{ }^{\mathcal{\mathcal { G }}} \tilde{\mathcal{X}}_{q} \rightarrow \tilde{\mathcal{X}}_{p q}$ is an isomorphism for all $p, q \in P$.
Proof. First we have to check that Equation (3.38) gives a well-defined map. If $\left[x_{p}, \xi, y_{q}, \eta\right]=\left[x_{p}^{1}, \xi^{1}, y_{q}^{1}, \eta^{1}\right] \in \tilde{\mathcal{X}}_{p}{ }_{\tilde{\mathcal{G}}} \tilde{\mathcal{X}}_{q}$, then there is an element $(g, \zeta) \in \tilde{\mathcal{G}}$ such that $g \zeta=\xi$ and $\left(x_{p} g, g^{-1} \xi, g^{-1} y_{p}, \eta\right)=\left(x_{p}^{1}, \xi^{1}, y_{q}^{1}, \eta^{1}\right)$ as elements in the space $\mathcal{X}_{p} \times_{s_{p}, \mathcal{G}^{0}, r} \mathcal{H}^{0} \times_{\tilde{s}_{p}, \mathcal{H}^{0}, \tilde{r}_{q}} \mathcal{X}_{q} \times{ }_{s_{q}, \mathcal{G}^{0}, r} \mathcal{H}^{0}$. Thus $\eta^{1}=\eta, x_{p} g=x_{p}^{1}, g^{-1} y_{q}=y_{q}^{1}$. Then

$$
\begin{aligned}
\tau_{p, q}\left(\left[x_{p}^{1}, \xi^{1}, y_{q}^{1}, \eta^{1}\right]\right) & =\left(\sigma_{p, q}^{-1}\left[x_{p} g, g^{-1} y_{q}\right], \eta\right) \\
& =\left(\sigma_{p, q}^{-1}\left[x_{p}, y_{q}\right], \eta\right) \\
& =\tau_{p, q}\left(\left[x_{p}, \xi, y_{q}, \eta\right]\right)
\end{aligned}
$$

so the map $\tau_{p, q}$ is well defined. Now let $\left[x_{p}, \xi, y_{q}, \eta\right],\left[x_{p}^{1}, \xi^{1}, y_{q}^{1}, \eta^{1}\right] \in \tilde{\mathcal{X}}_{p} \circ_{\tilde{\mathcal{G}}} \tilde{\mathcal{X}}_{q}$ be such that $\tau_{p, q}\left(\left[x_{p}, \xi, y_{q}, \eta\right]\right)=\tau_{p, q}\left(\left[x_{p}^{1}, \xi^{1}, y_{q}^{1}, \eta^{1}\right]\right)$. Then

$$
\left(\sigma_{p, q}^{-1}\left[x_{p}, y_{q}\right], \eta\right)=\left(\sigma_{p, q}^{-1}\left[x_{p}^{1}, y_{q}^{1}\right], \eta^{1}\right) .
$$

Hence $\eta=\eta^{1}$ and $\sigma_{p, q}^{-1}\left[x_{p}, y_{q}\right]=\sigma_{p, q}^{-1}\left[x_{p}^{1}, y_{q}^{1}\right]$. Since $\sigma_{p, q}$ is an isomorphism, there is an element $g \in \mathcal{G}$ such that $\left(x_{p} g, g^{-1} y_{q}\right)=\left(x_{p}^{1}, y_{q}^{1}\right)$ in $\mathcal{X}_{p} \times_{s_{p}, \mathcal{G}^{0}, r_{q}} \mathcal{X}_{q}$. Thus $x_{p} g=$ $x_{p}^{1}, g^{-1} y_{q}=y_{q}^{1}$. In addition, $\xi^{1}=y_{q}^{1} \cdot \eta=g^{-1} y_{q} \cdot \eta=g^{-1} \xi$. So

$$
\begin{equation*}
\left[x_{p}^{1}, \xi^{1}, y_{q}^{1}, \eta\right]=\left[x_{p} g, g^{-1} \xi, g^{-1} y_{q}, \eta\right]=\left[x_{p}, \xi, y_{q}, \eta\right] . \tag{3.39}
\end{equation*}
$$

Then $\tau_{p, q}$ is injective. Next let $\left(x_{p q}, \eta\right) \in \tilde{\mathcal{X}}_{p q}$. Since $\sigma_{p, q}$ is an isomorphism, there is $\left(x_{p}^{1}, x_{q}^{2}\right) \in \mathcal{X}_{p} \times_{s_{p}, \mathcal{G}^{0}, r_{q}} \mathcal{X}_{q}$ with $\sigma\left(x_{p q}\right)=\left[x_{p}^{1}, x_{q}^{2}\right]$. Then $\left(x_{p}^{1}, x_{q}^{2} \cdot \eta\right) \in \tilde{\mathcal{X}}_{p},\left(x_{q}^{2}, \eta\right) \in$ $\tilde{\mathcal{X}}_{q},\left(x_{p}^{1}, x_{q}^{2} \cdot \eta, x_{q}^{2}, \eta\right) \in \mathcal{X}_{p} \times_{s_{p}, \mathcal{G}^{0}, r} \mathcal{H}^{0} \times_{\tilde{s}_{p}, \mathcal{H}^{0}, \tilde{r}_{q}} \mathcal{X}_{q} \times_{s_{q}, \mathcal{G}^{0}, r} \mathcal{H}^{0}$ and $\tau\left(x_{p}^{1}, x_{q}^{2} \cdot \eta, x_{q}^{2}, \eta\right)=$ $\left(\sigma_{p, q}^{-1}\left[x_{p}^{1}, x_{q}^{2}\right], \eta\right)=\left(x_{p q}, \eta\right)$. Then $\tau_{p, q}$ is surjective. It is also open and continuous since $\sigma_{\tilde{p}, q}^{-1}$ is a homeomorphism. To see that $\tau_{p, q}$ is $\tilde{\mathcal{G}}$-equivariant, let $\left[x_{p}, \xi, y_{q}, \eta\right] \in$ $\tilde{\mathcal{X}}_{\circ_{\tilde{\mathcal{G}}}} \tilde{\mathcal{X}}_{q}$ and let $(g, \zeta) \in \tilde{\mathcal{G}}$ satisfy $g \zeta=\eta$. We have

$$
\begin{aligned}
\tau_{p, q}\left(\left[x_{p}, \xi, y_{q}, \eta\right]\right) \cdot(g, \zeta) & =\left(\sigma_{p, q}^{-1}\left[x_{p}, y_{q}\right], \eta\right) \cdot g \\
& =\left(\sigma_{p, q}^{-1}\left[x_{p}, y_{q}\right] g, g^{-1} \eta\right)=\left(\sigma_{p, q}^{-1}\left[x_{p}, y_{q} g\right], g^{-1} \eta\right) \\
& =\tau_{p, q}\left[\left[x_{p}, \xi, y_{q} g, g^{-1} \eta\right]\right)=\tau_{p, q}\left(\left[x_{p}, \xi, y_{q}, \eta\right] \cdot(g, \zeta)\right) .
\end{aligned}
$$

Similarly, $(g, \zeta) \cdot \tau_{p, q}\left(\left[x_{p}, \xi, y_{q}, \eta\right]\right)=\tau_{p, q}\left((g, \zeta)\left[x_{p}, \xi, y_{q}, \eta\right]\right)$ for all $\left[x_{p}, \xi, y_{q}, \eta\right] \in$ $\tilde{\mathcal{X}}_{\tilde{\mathcal{G}} \mathcal{X}_{q}}$ and all $(g, \zeta) \in \tilde{\mathcal{G}}$ with $\zeta=\sigma_{p, q}^{-1}\left[x_{p}, y_{q}\right] \cdot \eta$. Since $\xi=y_{q} \cdot \eta$, we have $\tilde{r}_{p}\left(x_{p}, \xi\right)=$ $x_{p} \cdot \xi=\sigma_{p, q}^{-1}\left[x_{p}, y_{q}\right] \cdot \eta=\zeta$.

For all $p, q \in P$, we set $\tilde{\sigma}_{p, q}:=\tau_{p, q}^{-1}$. The maps $\tilde{\sigma}_{p, q}$ satisfy Equation (3.1), since the maps $\sigma_{p, q}$ satisfy the same condition, being part of an action of $P$ on $\mathcal{G}$ by proper correspondences. Moreover, the correspondence $\tilde{\mathcal{X}}_{p}$ is tight for all $p \in P$ by Lemma 3.28. It follows that ( $\tilde{\mathcal{X}}_{p}, \tilde{\sigma}_{p, q}$ ) defines an action of $P$ on $\tilde{\mathcal{G}}$ by tight correspondences. Hence it has a colimit by Theorem 3.15. It remains to show that the colimit of this action is a colimit of the original diagram.
Theorem 3.30. The diagrams $\left(\mathcal{X}_{p}, \sigma_{p, q}\right)$ and $\left(\tilde{\mathcal{X}}_{p}, \tilde{\sigma}_{p, q}\right)$ have the same colimit in $\mathfrak{G r}$.
Proof. The colimit of the diagram $\left(\tilde{\mathcal{X}}_{p}, \tilde{\sigma}_{p, q}\right)$ exists by Theorem 3.15. We set

$$
\begin{equation*}
\mathcal{H}:=\operatorname{colim}\left(\tilde{\mathcal{X}}_{p}, \tilde{\sigma}_{p, q}\right) . \tag{3.40}
\end{equation*}
$$

We will show that the groupoid $\mathcal{H}$ given by Equation (3.40) is also a colimit of the diagram $\left(\mathcal{X}_{p}, \sigma_{p, q}\right)$. This is sufficient since the colimit of a diagram is unique (up to isomorphism) if it exists.

Let $\mathcal{D}$ be a groupoid and let $\left(\mathcal{Y}, \varphi_{p}\right)$ be a transformation from $\left(\mathcal{X}_{p}, \sigma_{p, q}\right)$ to const $_{\mathcal{D}}$. For all $p \in P$, the isomorphism $\varphi_{p}^{-1}: \mathcal{Y} \rightarrow \mathcal{X}_{p} \circ_{\mathcal{G}} \mathcal{Y}$, composed with the projection $r_{\mathcal{X}_{p}, \mathcal{Y}}: \mathcal{X}_{p} \circ_{\mathcal{G}} \mathcal{Y} \rightarrow \mathcal{X}_{p} / \mathcal{G}$, gives a map $\psi_{p}: \mathcal{Y} \rightarrow \mathcal{X}_{p} / \mathcal{G}$. On the one hand, we have

$$
r_{p, q} r_{\mathcal{X}_{p q}, \mathcal{Y}}\left(\sigma_{p, q}^{-1} \times_{\mathcal{G}} \operatorname{id} \mathcal{Y}\right)\left(\operatorname{id}_{\mathcal{X}_{p}} \times_{\mathcal{G}} \varphi_{q}^{-1}\right)=r_{\mathcal{X}_{p}, \mathcal{Y}}
$$

## 3 Actions of Ore monoids

for all $p, q \in P$. So

$$
r_{p, q} r_{\mathcal{X}_{p q}, \mathcal{Y}}\left(\sigma_{p, q}^{-1} \times_{\mathcal{G}} \operatorname{id}_{\mathcal{Y}}\right)\left(\operatorname{id}_{\mathcal{X}_{p}} \times_{\mathcal{G}} \varphi_{q}^{-1}\right) \varphi_{p}^{-1}=r_{\mathcal{X}_{p}, \mathcal{Y}} \varphi_{p}^{-1}
$$

for all $p, q \in P$. On the other hand, the maps $\varphi_{p}$ satisfy the coherence condition (2.27). Therefore,

$$
\left(\sigma_{p, q}^{-1} \times_{\mathcal{G}} \operatorname{id}_{\mathcal{Y}}\right)\left(\operatorname{id}_{\mathcal{X}_{p}} \times_{\mathcal{G}} \varphi_{q}^{-1}\right) \varphi_{p}^{-1}=\varphi_{p q}^{-1}
$$

Thus

$$
\begin{equation*}
r_{p, q} \psi_{p q}=\psi_{p} \tag{3.41}
\end{equation*}
$$

Equation (3.41) says that $\left(\psi_{p}\right)_{p \in P}$ is an inverse limit map from $\mathcal{Y}$ to $\left(\mathcal{X} p / \mathcal{G}, r_{p, q}\right)$. Hence it induces a continuous map $\psi_{\infty}=\lim _{\longleftarrow} \psi_{p}: \mathcal{Y} \rightarrow \mathcal{H}^{0}=\lim _{\longleftarrow} \mathcal{X}_{p} / \mathcal{G}$. We define a left action of $\tilde{\mathcal{G}}$ on $\mathcal{Y}$, using $\psi_{\infty}$ as a left anchor map, by setting

$$
\begin{equation*}
(g, \xi) \cdot y:=g \cdot y \tag{3.42}
\end{equation*}
$$

for all $(g, \xi) \in \tilde{\mathcal{G}}, y \in \mathcal{Y}$ with $\psi_{\infty}(y)=\xi$. This action is well defined and commutes with the right action of $\mathcal{D}$. This implies that $\mathcal{Y}$ is also a correspondence from $\tilde{\mathcal{G}}$ to $\mathcal{D}$.

Let $p \in P$. We want to extend the isomorphism $\varphi_{p}: \mathcal{X}_{p} \circ_{\mathcal{G}} \mathcal{Y} \rightarrow \mathcal{Y}$ to an isomorphism $\tilde{\varphi}_{p}: \tilde{\mathcal{X}}_{p} \circ_{\tilde{\mathcal{G}}} \mathcal{Y} \rightarrow \mathcal{Y}$, so that $\left(\tilde{\mathcal{X}}_{p}, \tilde{\varphi}_{p}\right)$ becomes a natural transformation from $\left(\tilde{\mathcal{X}}_{p}, \tilde{\sigma}_{p, q}\right)$ to $\operatorname{const}_{\mathcal{D}}$. We claim that the map

$$
\begin{equation*}
\tilde{\varphi}_{p}: \tilde{\mathcal{X}}_{p} \circ_{\tilde{\mathcal{G}}} \mathcal{Y} \rightarrow \mathcal{Y}, \quad\left(\left(x_{p}, \xi\right), y\right) \mapsto \varphi_{p}\left(x_{p}, y\right) \tag{3.43}
\end{equation*}
$$

achieves this.
Lemma 3.31. For all $p \in P, \tilde{\varphi}_{p}: \tilde{\mathcal{X}}_{p}{ }^{\circ}{ }_{\tilde{\mathcal{G}}} \mathcal{Y} \rightarrow \mathcal{Y}$ is an isomorphism of correspondences. $\left(\mathcal{Y}, \tilde{\varphi}_{p}\right)$ is a transformation from $\left(\tilde{\mathcal{X}}_{p}, \tilde{\sigma}_{p, q}\right)$ to the constant diagram const $_{\mathcal{D}}$.

Proof. First, let $\left(\left(x_{p}, \xi\right), y\right) \in \tilde{\mathcal{X}}_{p} \times_{s_{\tilde{\mathcal{G}}}, \tilde{\mathcal{G}}^{0}, \psi_{\infty}} \mathcal{Y}$ and let $(g, \eta) \in \tilde{\mathcal{G}}$ with $\psi_{\infty}(y)=$ $g \eta=r_{\tilde{\mathcal{G}}}(g, \eta)$. Then

$$
\begin{aligned}
\tilde{\varphi}_{p}\left(\left(x_{p}, \xi\right)(g, \eta),(g, \eta)^{-1} y\right) & =\tilde{\varphi}_{p}\left(\left(x_{p} g, g^{-1} \xi\right), g^{-1} y\right) \\
& =\varphi_{p}\left(x_{p} g, g^{-1} y\right)=\varphi_{p}\left(x_{p}, y\right) \\
& =\tilde{\varphi}_{p}\left(\left(x_{p}, \xi\right), y\right)
\end{aligned}
$$

It follows that $\tilde{\varphi}_{p}$ is a well defined map. Now let $\left(\left(x_{p}, \xi\right), y\right) \in \tilde{\mathcal{X}}_{p} \times_{s_{\tilde{\mathcal{G}}}, \tilde{\mathcal{G}}^{0}, \psi_{\infty}}$ $\mathcal{Y}$ and let $\left(\left(x_{p}^{\prime}, \xi^{\prime}\right), y^{\prime}\right) \in \tilde{\mathcal{X}}_{p} \times_{s_{\tilde{\mathcal{G}}}, \tilde{\mathcal{G}}^{0}, \psi_{\infty}} \mathcal{Y}$ with $\tilde{\varphi}_{p}\left(\left(x_{p}, \xi\right), y\right)=\tilde{\varphi}_{p}\left(\left(x_{p}^{\prime}, \xi^{\prime}\right), y^{\prime}\right)$.

Then $\varphi_{p}\left(x_{p}, y\right)=\varphi_{p}\left(x_{p}^{\prime}, y^{\prime}\right)$. Since $\varphi_{p}$ is an isomorphism, there is an element $g \in \mathcal{G}$ such that $r_{\mathcal{G}}(g)=r_{\mathcal{Y}}(y)$ and $\left(x_{p}^{\prime}, y^{\prime}\right)=\left(x_{p} g, g^{-1} y\right)$. This implies $x_{p}^{\prime}=x_{p} g, y^{\prime}=$ $g^{-1} y$ and hence $\xi^{\prime}=\psi_{\infty}\left(g^{-1} y\right)=g^{-1} \psi_{\infty}(y)=g^{-1} \xi$. The element $\left(g, g^{-1} \xi\right) \in \tilde{\mathcal{G}}$ satisfies

$$
\left(\left(x_{p}, \xi\right)\left(g, g^{-1} \xi\right),\left(g, g^{-1} \xi\right)^{-1} y\right)=\left(\left(x_{p} g, g^{-1} \xi\right), g^{-1} y\right)=\left(\left(x_{p}^{\prime}, \xi^{\prime}\right), y^{\prime}\right)
$$

Then $\left[\left(x_{p}^{\prime}, \xi^{\prime}\right), y^{\prime}\right]=\left[\left(x_{p}, \xi\right), y\right] \in \tilde{\mathcal{X}}_{p}{ }^{{ }_{\mathcal{G}}} \boldsymbol{\mathcal { Y }}$. It follows that the map $\tilde{\varphi}_{p}$ is injective. Next let $y \in \mathcal{Y}$ and let $\left(x_{p}, z\right) \in \mathcal{X}_{p} \times{ }_{s_{p}, \mathcal{G}^{0}, r \mathcal{Y}} \mathcal{Y}$ be such that $\varphi_{p}\left(x_{p}, z\right)=y$. Then the point $x=\left(\left(x_{p}, \varphi_{\infty}(z)\right), z\right)$ satisfies $\tilde{\varphi}_{p}([x])=y$. Thus the map $\tilde{\varphi}_{p}$ is surjective. The definition of the left action of $\tilde{\mathcal{G}}$ on $\tilde{\mathcal{X}}_{p}$ and the fact that $\varphi_{p}$ is $\mathcal{G}, \mathcal{D}$-equivariant imply that $\tilde{\varphi}_{p}$ is a $\tilde{\mathcal{G}}, \mathcal{D}$-equivariant.

Finally, the map $\left(\varphi_{p}\right)_{p \in P}$ satisfies condition (2.29). Therefore, the definition of the isomorphisms $\tilde{\sigma}_{p, q}$ implies that $\left(\tilde{\varphi}_{p}\right)_{p \in P}$ satisfies the same condition. We have the pullback diagram

So $\tilde{\varphi}_{p} \circ \mathrm{p}$ is open and continuous since $\varphi_{p} \circ \mathrm{p}$ is. Hence $\tilde{\varphi}_{p}$ is open and continuous since $p$ is open and continuous. This concludes the proof of the lemma.

Conversely, let $\left(\mathcal{Y}, \tilde{\varphi}_{p}\right)$ be a transformation from $\left(\tilde{\mathcal{X}}_{p}, \tilde{\sigma}_{p, q}\right)$ to const ${ }_{\mathcal{D}}$. There is a natural action of $\mathcal{G}$ on $\mathcal{Y}$. The right anchor map is given by $r_{\mathcal{Y}}^{\mathcal{G}}(y)=r_{\mathcal{G}}\left(r_{\mathcal{Y}}(y)\right)$. The action is defined by

$$
\begin{equation*}
g \cdot y=\left(g, r_{\mathcal{Y}}(y)\right) \cdot y \tag{3.44}
\end{equation*}
$$

for all $y \in \mathcal{Y}$ and $g \in \mathcal{G}$ with $r_{\mathcal{Y}}^{\mathcal{G}}(y)=s(g)$.
This action commutes with the right action of $\mathcal{D}$ on $\mathcal{Y}$. Next we define

$$
\begin{equation*}
\varphi_{p}: \tilde{\mathcal{X}}_{p} \times_{s_{p}, \mathcal{G}^{0}, r_{\mathcal{Y}}^{\mathcal{G}}} \mathcal{Y} \rightarrow \mathcal{Y}, \quad\left(x_{p}, y\right) \mapsto \tilde{\varphi}_{p}\left(\left(x_{p}, r_{\mathcal{Y}}(y)\right), y\right) \tag{3.45}
\end{equation*}
$$

Using similar arguments as in Lemma 3.31, we see that $\left(\varphi_{p}, \mathcal{Y}\right)$ is a transformation from $\left(\mathcal{X}_{p}, \sigma_{p, q}\right)$ to the constant diagram const $_{\mathcal{D}}$. The two constructions $\left(\mathcal{Y}, \varphi_{p}\right) \mapsto\left(\mathcal{Y}, \tilde{\varphi}_{p}\right)$ and $\left(\mathcal{Y}, \tilde{\varphi}_{p}\right) \mapsto\left(\mathcal{Y}, \varphi_{p}\right)$ are inverse to each other. Moreover, a modification between two transformations $\left(\varphi_{p}, \mathcal{Y}\right)$ and $\left(\varphi_{p}^{\prime}, \mathcal{Y}^{\prime}\right)$ is an isomorphism $w: \mathcal{Y} \rightarrow \mathcal{Y}^{\prime}$ of $\mathcal{G}, \mathcal{D}$-correspondences that intertwines $\varphi_{p}$ and $\varphi_{p}^{\prime}$, see Equation (2.30). Equation (3.42) says that $w$ is an isomorphism of $\tilde{\mathcal{G}}, \mathcal{D}$-correspondences
and Equation (3.43) says that it intertwines $\tilde{\varphi}_{p}$ and $\tilde{\varphi}_{p}^{\prime}$. Consequently, $w$ is a modification from $\left(\mathcal{Y}, \tilde{\varphi}_{p}\right)$ to $\left(\mathcal{Y}^{\prime}, \tilde{\varphi}_{p}^{\prime}\right)$. Similarly, by Equation (3.44) and Equation (3.45), a modification between two transformations $\left(\mathcal{Y}, \tilde{\varphi}_{p}\right)$ to $\left(\mathcal{Y}^{\prime}, \tilde{\varphi}_{p}^{\prime}\right)$ is the same as a modification between $\left(\mathcal{Y}, \varphi_{p}\right)$ and $\left(\mathcal{Y}^{\prime}, \varphi_{p}^{\prime}\right)$. Thus we have an equivalence between the groupoids $\mathfrak{C o r r}^{P}\left(\left(\mathcal{X}_{p}, \sigma_{p, q}\right)\right.$, const $\left.{ }_{\mathcal{D}}\right)$ and $\mathfrak{C o r r}^{P}\left(\left(\tilde{\mathcal{X}}_{p}, \tilde{\sigma}_{p, q}\right)\right.$, const $\left.{ }_{\mathcal{D}}\right)$. Therefore, the diagrams $\left(\tilde{\mathcal{X}}_{p}, \tilde{\sigma}_{p, q}\right)$ and $\left(\mathcal{X}_{p}, \sigma_{p, q}\right)$ have the same colimit in $\mathfrak{G r}$. This colimit is $\mathcal{H}$ by Theorem 3.15.

### 3.3.2 The product systems

Let $\mathcal{L}$ be an étale groupoid. Let $S \subset \operatorname{Bis}(\mathcal{L})$ be an inverse semigroup. Let $u \in S$ be a bisection (see Definition 3.5). Then the map $\alpha(u): r(u) \rightarrow s(u), s(g) \mapsto r(g)$ is a homeomorphism. And the map

$$
\begin{equation*}
\alpha: S \mapsto I\left(\mathcal{L}^{0}\right), \quad u \mapsto \alpha(u), \tag{3.46}
\end{equation*}
$$

is a semigroup homomorphism. See [16, Proposition 5.3]. This gives an action of $S$ on $\mathcal{L}^{0}$. Furthermore, the action of $S$ on $\mathcal{L}^{0}$ by partial homeomorphisms induces an action of $S$ on $\mathrm{C}_{0}\left(\mathcal{L}^{0}\right)$ by partial isomorphisms, that is, an action by isomorphisms between closed ideals in $\mathrm{C}_{0}\left(\mathcal{L}^{0}\right)$. For simplicity, we also denote the induced action by $\alpha$. In what follows, we assume that $S$ is wide inverse semigroup. That is, the inclusion map $S \rightarrow \operatorname{Bis}(\mathcal{L})$ is a wide representation, see [28, Definition 2.18], and $\bigcup_{u \in S} u=\mathcal{L}^{1}$. Equivalently, the transformation groupoid $S \ltimes \mathcal{L}^{0}$ is isomorphic to the groupoid $\mathcal{L}$. For instance, we may take $S=\operatorname{Bis}(\mathcal{L})$ (see [9, Proposition 5.1]). For a wide inverse semigroup $S \subset \operatorname{Bis}(\mathcal{G})$, the groupoid $\mathrm{C}^{*}$-algebra $\mathrm{C}^{*}(\mathcal{L})$ is naturally isomorphic to the crossed product $S \ltimes \mathrm{C}_{0}\left(\mathcal{L}^{0}\right)$ (see [16, Proposition 9.7]).

Definition 3.32. Let $S$ be a unital inverse semigroup. Let $D$ be a C ${ }^{*}$-algebra and $\mathcal{F}$ a Hilbert $D$-module. A representation of $S$ on $\mathcal{F}$ is a semigroup homomorphism from $S$ to the inverse semigroup $I(\mathcal{F})$ of isomorphisms between sub-Hilbert modules of $\mathcal{F}$. Let $\alpha: S \rightarrow I(\mathcal{F})$ be a representation. For $u \in S$, let $\mathcal{F}_{u}$ be the domain of the isomorphism $\alpha(u)$.

Definition 3.33. Let $X$ be a locally compact Hausdorff space. And let $\alpha: S \rightarrow$ $I(X)$ be an action of $S$ on $X$ by partial homeomorphisms. Let $E_{u}$ denote the domain of the homeomorphism $\alpha(u)$. We also denote by $\alpha$ the action of $S$ by partial isomorphisms on $\mathrm{C}_{0}(X)$. A covariant representation of $(S, X)$ is a pair $(\beta, \mathcal{F})$, where $\mathcal{F}$ is a correspondence from $\mathrm{C}_{0}(X)$ to a $\mathrm{C}^{*}$-algebra $D$ and $\beta$ is a representation of $S$ on $\mathcal{F}$ such that
(1) the domain of $\beta(u)$ is $\mathcal{F}_{u}=\mathrm{C}_{0}\left(E_{u^{*}}\right) \mathcal{F}$ and its codomain is $\mathrm{C}_{0}\left(E_{u}\right) \mathcal{F}$;
(2) $\beta(u) \varphi_{\mathrm{C}_{0}(X)}(a) \beta(u)^{*}=\varphi_{\mathrm{C}_{0}(X)}(\alpha(u)(a))$
for all $u \in S$ and all $a \in \mathrm{C}_{0}\left(E_{u^{*}}\right)$.
Covariant representations of inverse semigroup actions have been introduced in [43, Definition 4.5], see also [16, Definition 8.1].
Proposition 3.34. Let $\mathcal{L}$ be an étale groupoid and let $S \subset \operatorname{Bis}(\mathcal{L})$ be a wide inverse semigroup. Let $D$ be a $\mathrm{C}^{*}$-algebra. Then there is a bijection between the set of correspondences $\mathcal{F}: \mathrm{C}^{*}(\mathcal{L}) \rightarrow D$ and the set of covariant representations of ( $S, \mathcal{L}^{0}$ ) on Hilbert D-modules.

Proof. Let $\mathcal{F}: \mathrm{C}^{*}(\mathcal{L}) \rightarrow D$ be a correspondence. The correspondence $\mathcal{L}: \mathcal{L}^{0} \rightarrow \mathcal{L}$ is proper. Hence, by Proposition 2.38, the $\mathrm{C}^{*}$-correspondence $\mathrm{C}^{*}(\mathcal{L}): \mathrm{C}_{0}\left(\mathcal{L}^{0}\right) \rightarrow$ $\mathrm{C}^{*}(\mathcal{L})$ is a proper.

We denote $B_{u}:=\mathrm{C}_{0}\left(u^{*}\right) \mathcal{F}$ and

$$
\beta(u): B_{u^{*}} \rightarrow B_{u}, \quad f \cdot \xi \mapsto \alpha(u)(f) \cdot \xi
$$

See (3.46) for the definition of $\alpha$. Then we have

$$
\begin{aligned}
\left\langle\beta(u)\left(f_{1} \cdot \xi_{1}\right), \beta(u)\left(f_{2} \cdot \xi_{2}\right)\right\rangle & =\left\langle\alpha(u)\left(f_{1}\right) \cdot \xi_{1}, \alpha(u)\left(f_{2}\right) \cdot \xi_{2}\right\rangle \\
& =\left\langle\xi_{1},\left(\alpha(u)\left(f_{1}\right)\right)^{*} \alpha(u)\left(f_{2}\right) \cdot \xi_{2}\right\rangle \\
& =\left\langle\xi_{1}, \alpha\left(u^{*} u\right)\left(f_{1}^{*} f_{2}\right) \cdot \xi_{2}\right\rangle \\
& =\left\langle\xi_{1}, f_{1}^{*} f_{2} \cdot \xi_{2}\right\rangle=\left\langle f_{1} \cdot \xi_{1}, f_{2} \cdot \xi_{2}\right\rangle .
\end{aligned}
$$

It follows that $\beta(u)$ is an isometry. It is surjective since $\alpha(u)$ is an isomorphism. Hence $\beta(u): B_{u} \rightarrow B_{u^{*}}$ is an isomorphism of Hilbert $D$-modules. We will show that $(\beta, \mathcal{F})$ is a covariant representation. Condition (1) is satisfied by construction. Next we check condition (2). Let $u \in S$ and let $a \in \mathrm{C}_{0}\left(\mathcal{L}^{0}\right)$. Then for all $f \cdot \xi \in B_{u^{*}}$ we have

$$
\beta(u) a \beta(u)^{*}(f \cdot \xi)=\alpha(u)\left(a \alpha\left(u^{*}\right)(f)\right) \cdot \xi=\alpha(u)(a) f \cdot \xi
$$

Furthermore, the map $\beta: S \rightarrow I(\mathcal{F})$ is a semigroup homomorphism since $\alpha: S \rightarrow$ $I\left(\mathrm{C}_{0}\left(\mathcal{L}^{0}\right)\right)$ is a semigroup homomorphism.

To prove the converse, let $(\beta, \mathcal{F})$ be a covariant representation of the pair $\left(S, \mathcal{L}^{0}\right)$. By [16, Theorem 9.8], $\mathrm{C}^{*}(\mathcal{L}) \cong \mathrm{C}_{0}\left(\mathcal{L}^{0}\right) \rtimes S$. We define an action of $\mathrm{C}^{*}(\mathcal{L})$ on $\mathcal{F}$ as follows. Let $f \in \mathfrak{S}(\mathcal{L})$. Then there is a natural number $n \in \mathbb{N}$ such that $f=$ $\left.\sum_{k=1}^{n} f_{k} \circ s\right|_{u_{k}}$ for bisections $u_{1}, \ldots, u_{n} \in S$ and $f_{k} \in \mathrm{C}_{c}\left(u_{k}^{*} u_{k}\right)$ for $k=1, \ldots, n$. We set

$$
\begin{equation*}
\varphi(f)(\xi)=f \cdot \xi:=\sum_{k=1}^{n} \beta\left(u_{k}\right) \varphi_{\mathrm{C}_{0}\left(\mathcal{L}^{0}\right)}\left(f_{k}\right)(\xi) . \tag{3.47}
\end{equation*}
$$

Equation (3.47) gives a well defined map $\bigoplus_{u \in S} \mathrm{C}_{\mathrm{c}}(u) \rightarrow \mathbb{B}(\mathcal{F})$. For the map $\varphi$ to extend to a map $\mathfrak{S}(\mathcal{L}) \rightarrow \mathbb{B}(\mathcal{F})$, it has to vanish on the kernel of the natural map $E: \oplus_{u \in S} \mathrm{C}_{\mathrm{c}}(u) \rightarrow \mathfrak{S}(\mathcal{L})$. By [10, Proposition B.2], the kernel of $E$ is given by the closed linear span of the set of elements of the form $f \delta_{u}-f \delta_{v}$ for $f \in \mathrm{C}_{\mathrm{c}}(u)$, $u, v \in S$ and $u \subset v$, where $\delta_{u}$ is the characteristic function on $u$. Let $f \delta_{u}-f \delta_{v}$ be such an element. Then $f=\left.g \circ s\right|_{u}$ with $g \in \mathrm{C}_{\mathbf{c}}\left(u^{*} u\right)$. We have $\beta(u)=\left.\beta(v)\right|_{\mathcal{F}_{u}}$ since $u \subset v$ and $(\beta, \mathcal{F})$ is a representation. Hence

$$
\left(f \delta_{u}-f \delta_{v}\right) \cdot \xi=\beta(u) \varphi_{\mathrm{C}_{0}\left(\mathcal{L}^{0}\right)}(g)(\xi)-\beta(v) \varphi_{\mathrm{C}_{0}\left(\mathcal{L}^{0}\right)}(g)(\xi)=0
$$

for all $\xi \in \mathcal{F}$. It follows that $\varphi\left(f \delta_{u}-f \delta_{v}\right)=0$. Since $\varphi$ is continuous, it vanishes on the kernel of $E$ and gives a well-defined map $\mathfrak{S}(\mathcal{L}) \rightarrow \mathbb{B}(\mathcal{F})$. This map extends to a non-degenerate ${ }^{*}$-homomorphism $\varphi_{\mathrm{C}^{*}(\mathcal{L})}: \mathrm{C}^{*}(\mathcal{L}) \rightarrow \mathbb{B}(\mathcal{F})$. The map $\varphi_{\mathrm{C}^{*}(\mathcal{L})}$ restricts to $(\beta, \mathcal{F})$ by construction. This finishes the proof.

Let $X$ be a locally compact Hausdorff space. Let $\mathcal{L}$ be a groupoid acting on $X$. Let $S \subset \operatorname{Bis}(\mathcal{L})$ be such that $S \ltimes \mathcal{L}^{0} \cong \mathcal{L}$. Then the action of $\mathcal{L}$ on $X$ is equivalent to an action of $S$ on $X$ by partial homeomorphisms, see [ 9 , Theorem 3.7]. The action of $S$ is given as follows. Let $e \in S$ be an idempotent. Let $X_{e}:=r^{-1}(e)$. Now for each $u \in S$, define $\alpha_{u}: X_{u^{*} u} \rightarrow X_{u u^{*}}$ by

$$
\begin{equation*}
\alpha_{u}(x)=g \cdot x \tag{3.48}
\end{equation*}
$$

where $g \in u$ is the unique element with $r(x)=s(g)$.
Lemma 3.35. Let $X$ be a locally compact Hausdorff space. Let $\mathcal{L}$ be a groupoid acting on $X$. Let $S \subset \operatorname{Bis}(\mathcal{L})$ be a wide inverse semigroup. Let $D$ be a $\mathrm{C}^{*}$-algebra. There is a bijection between the set of correspondences $\mathcal{F}: \mathrm{C}^{*}(\mathcal{L} \ltimes X) \rightarrow D$ and the set of non-degenerate covariant representations of $(S, X)$.

Proof. The inverse semigroup $S$ is wide in the groupoid $\mathcal{L} \ltimes X$. Hence the claim follows from Proposition 3.34.

Theorem 3.36. The product systems $\left(\mathrm{C}^{*}\left(\tilde{\mathcal{X}}_{p}\right), \tilde{\mu}_{p, q}\right)$ and $\left(\mathrm{C}^{*}\left(\mathcal{X}_{p}\right), \mu_{p, q}\right)$ have the same colimits in $\mathfrak{C o r r}$ and in $\mathfrak{C o r r}_{\text {prop }}$. The groupoid $\mathcal{H}$ is a groupoid model for the Cuntz-Pimsner algebra of the product system $\left(\mathrm{C}^{*}\left(\mathcal{X}_{p}\right), \mu_{p, q}\right)$.
Proof. Let $D$ be a $\mathrm{C}^{*}$-algebra and let $\left(\mathcal{F}, \tilde{V}_{p}\right)$ be a transformation from the dia$\operatorname{gram}\left(\mathrm{C}^{*}\left(\tilde{\mathcal{X}}_{p}\right), \tilde{\mu}_{p, q}\right)$ to const ${ }_{D}$. Here $\mathcal{F}: \mathrm{C}^{*}(\tilde{\mathcal{G}}) \rightarrow \mathrm{C}^{*}(\mathcal{D})$ is a correspondence and $\tilde{V}_{p}: \mathrm{C}^{*}\left(\mathcal{X}_{p}\right) \otimes_{\mathrm{C}^{*}(\tilde{\mathcal{G}})} \mathcal{F} \rightarrow \mathcal{F}$ is an isomorphism for all $p \in P$; the isomorphisms $\tilde{V}_{p}$ satisfy condition (2.32).

Now the natural (left) action of $\mathcal{G}$ on $\tilde{\mathcal{G}}$ commutes with the right action of $\tilde{\mathcal{G}}$ on itself by multiplication. Hence $\tilde{\mathcal{G}}: \mathcal{G} \rightarrow \tilde{\mathcal{G}}$ is a correspondence (an actor in fact). It
is proper since $r_{*}: \tilde{\mathcal{G}} / \tilde{\mathcal{G}}=\mathcal{H}^{0} \rightarrow \mathcal{G}^{0}$ is proper by Lemma 3.25; and hence it induces a non-degenerate *-homomorphism $\iota: \mathrm{C}^{*}(\mathcal{G}) \rightarrow \mathrm{C}^{*}(\tilde{\mathcal{G}})$.

We define

$$
\nu_{p}: \tilde{\mathcal{X}}_{p} \rightarrow \mathcal{X}_{p} \circ_{\mathcal{G}} \tilde{\mathcal{G}}, \quad\left(x_{p}, \xi\right) \mapsto\left[x_{p}, \xi\right] .
$$

The map $\nu_{p}$ is injective and $\mathcal{G}$-equivariant. Let $x=\left[x_{p},(g, \xi)\right] \in \mathcal{X}_{p} \circ_{\mathcal{G}} \tilde{\mathcal{G}}$, then $x=$ $\left[x_{p} g, \xi\right]=\nu_{p}\left(x_{p} g, \xi\right)$. Hence $\nu_{p}$ is surjective. Let $(g, \eta) \in \tilde{\mathcal{G}}$ and $\left(x_{p}, \xi\right) \in \tilde{\mathcal{X}}_{p}$ satisfy $g \eta=\xi$. Then

$$
\nu_{p}\left(x_{p}, \xi\right)(g, \eta)=\left[x_{p}, \xi\right](g, \eta)=\left[x_{p} g, \eta\right]=\left[x_{p} g, g^{-1} \xi\right] .
$$

Therefore, $\nu_{p}$ is $\tilde{\mathcal{G}}$-equivariant. It is also open and continuous. Hence it is an isomorphism. Thus its image under the functor $\mathfrak{G r} \rightarrow \mathfrak{C o r r}$ is an isomorphism

$$
\mathrm{C}^{*}\left(\tilde{\mathcal{X}}_{p}\right) \cong \mathrm{C}^{*}\left(\mathcal{X}_{p}\right) \otimes_{\mathrm{C}^{*}(\mathcal{G})} \mathrm{C}^{*}(\tilde{\mathcal{G}}) .
$$

As a result, we obtain isomorphisms

$$
\begin{equation*}
\mathrm{C}^{*}\left(\mathcal{X}_{p}\right) \otimes_{\mathrm{C}^{*}(\mathcal{G})} \mathcal{F} \xlongequal{\cong} \mathrm{C}^{*}\left(\mathcal{X}_{p}\right) \otimes_{\mathrm{C}^{*}(\mathcal{G})} \mathrm{C}^{*}(\tilde{\mathcal{G}}) \otimes_{\mathrm{C}^{*}(\tilde{\mathcal{G}})} \mathcal{F} \xlongequal{\Longrightarrow} \mathrm{C}^{*}\left(\tilde{\mathcal{X}}_{p}\right) \otimes_{\mathrm{C}^{*}(\tilde{\mathcal{G}})} \mathcal{F} \xlongequal{\cong} \mathcal{F} . \tag{3.49}
\end{equation*}
$$

Let $V_{p}: \mathrm{C}^{*}\left(\mathcal{X}_{p}\right) \otimes_{\mathrm{C}^{*}(\mathcal{G})} \mathcal{F} \rightarrow \mathcal{F}$ for $p \in P$ be the product of the isomorphisms in (3.49). Since $\tilde{V}_{p}$ satisfies condition (2.27), the isomorphisms $V_{p}$ also satisfy (2.27). This implies that $\left(\mathcal{F}, V_{p}\right)$ is a transformation from $\left(\mathrm{C}^{*}\left(\mathcal{X}_{p}\right), \mu_{p, q}\right)$ to the constant diagram const $_{D}$.

Conversely, let $\left(\mathcal{F}, V_{p}\right)$ be a transformation from $\left(\mathrm{C}^{*}\left(\mathcal{X}_{p}\right), \mu_{p, q}\right)$ to the constant diagram const $_{D}$. We want to construct a transformation from $\left(\mathrm{C}^{*}\left(\tilde{\mathcal{X}}_{p}\right), \tilde{\mu}_{p, q}\right)$ to const $_{D}$. The space $\mathcal{X}_{p}$ is a correspondence from the space $\mathcal{X}_{p} / \mathcal{G}$ to $\mathcal{G}$, where the left anchor map $r=\mathrm{p}_{p}: \mathcal{X}_{p} \rightarrow \mathcal{X}_{p} / \mathcal{G}$ is the quotient map. The image of $\mathcal{X}_{p}: \mathcal{X}_{p} / \mathcal{G} \rightarrow \mathcal{G}$ under the functor $\mathfrak{G r} \rightarrow \mathfrak{C o r r}$ is a $\mathrm{C}^{*}$-correspondence $\mathrm{C}^{*}\left(\mathcal{X}_{p}\right): \mathrm{C}_{0}\left(\mathcal{X}_{p} / \mathcal{G}\right) \rightarrow \mathrm{C}^{*}(\mathcal{G})$. That is, the $\mathrm{C}^{*}$-algebra $\mathrm{C}_{0}(\mathcal{X} / \mathcal{G})$ acts on the Hilbert $\mathrm{C}^{*}(\mathcal{G})$-module $\mathrm{C}^{*}\left(\mathcal{X}_{p}\right)$ by pointwise multiplication. The Hilbert $D$-modules $\mathrm{C}^{*}\left(\mathcal{X}_{p}\right) \otimes_{\mathrm{C}^{*}(\mathcal{G})} \mathcal{F}$ and $\mathcal{F}$ are isomorphic via the map $V_{p}$. Hence we may view $\mathcal{F}$ as a $\mathrm{C}^{*}$-correspondence from $\mathrm{C}_{0}\left(\mathcal{X}_{p} / \mathcal{G}\right)$ to $D$. The left action of $\mathrm{C}_{0}\left(\mathcal{X}_{p} / \mathcal{G}\right)$ on $\mathcal{F}$ is given by $\varphi_{\mathrm{C}_{0}\left(\mathcal{X}_{p} / \mathcal{G}\right)}(a):=$ $V_{p} a V_{p}^{-1}$. Furthermore, for all $p, q \in P$, the map $r_{p, q}: \mathcal{X}_{p q} / \mathcal{G} \rightarrow \mathcal{X}_{p} / \mathcal{G}$ is proper by Lemma 3.25. Hence it induces a map $r_{p, q}^{*}: \mathrm{C}_{0}\left(\mathcal{X}_{p} / \mathcal{G}\right) \rightarrow \mathrm{C}_{0}\left(\mathcal{X}_{p q} / \mathcal{G}\right)$. We claim that

$$
\begin{equation*}
\varphi_{\mathrm{C}_{0}\left(\mathcal{X}_{p q} / \mathcal{G}\right)} r_{p, q}^{*}=\varphi_{\mathrm{C}_{0}\left(\mathcal{X}_{p} / \mathcal{G}\right)} . \tag{3.50}
\end{equation*}
$$

First, we have

$$
V_{p q}=V_{p}\left(\mathrm{id}_{\mathrm{C}^{*}\left(\mathcal{X}_{p}\right)} \otimes_{\mathrm{C}^{*}(\mathcal{G})} V_{q}\right)\left(u_{p, q}^{-1} \otimes_{\mathrm{C}^{*}\left(\mathcal{X}_{p}\right)} \mathrm{id}_{\mathcal{F}}\right)
$$

Hence

$$
V_{p q}^{-1}=\left(u_{p, q} \otimes_{\mathrm{C}^{*}(\mathcal{G})} \operatorname{id}_{\mathcal{F}}\right)\left(\mathrm{id}_{\mathrm{C}^{*}\left(\mathcal{X}_{p}\right)} \otimes_{\mathrm{C}^{*}(\mathcal{G})} V_{q}^{-1}\right) V_{p}^{-1}
$$

We also have

$$
\left(u_{p, q}^{-1} \otimes_{\mathrm{C}^{*}(\mathcal{G})} \operatorname{id}_{\mathcal{F}}\right)\left(r_{p, q}^{*}(a)\right)\left(u_{p, q} \otimes_{\mathrm{C}^{*}\left(\mathcal{X}_{p}\right)} \operatorname{id}_{\mathcal{F}}\right)=a \otimes_{\mathrm{C}^{*}(\mathcal{G})} \operatorname{id}_{\mathrm{C}^{*}\left(\mathcal{X}_{q}\right)} \otimes_{\mathrm{C}^{*}(\mathcal{G})} \operatorname{id}_{\mathcal{F}}
$$

So

$$
\begin{aligned}
\varphi_{\mathrm{C}_{0}\left(\mathcal{X}_{p q} / \mathcal{G}\right)} r_{p, q}^{*}(a)= & V_{p q}\left(a \otimes_{\mathrm{C}^{*}(\mathcal{G})} \operatorname{id}_{\mathcal{F}}\right) V_{p q}^{-1} \\
= & V_{p}\left(\operatorname{id}_{\mathrm{C}^{*}\left(\mathcal{X}_{p}\right)} \otimes_{\mathrm{C}^{*}(\mathcal{G})} V_{q}\right)\left(a \otimes_{\mathrm{C}^{*}(\mathcal{G})} \operatorname{id}_{\mathrm{C}^{*}\left(\mathcal{X}_{q}\right)} \otimes_{\mathrm{C}^{*}(\mathcal{G})} \mathrm{id}_{\mathcal{F}}\right) \\
& \quad\left(\operatorname{id}_{\mathrm{C}^{*}\left(\mathcal{X}_{p}\right)} \otimes_{\mathrm{C}^{*}(\mathcal{G})} V_{q}^{-1}\right) V_{p}^{-1} \\
= & V_{p}\left(a \otimes_{\mathrm{C}^{*}(\mathcal{G})} \operatorname{id}_{\mathcal{F}}\right) V_{p}^{-1}=\varphi_{\mathrm{C}_{0}\left(\mathcal{X}_{p} / \mathcal{G}\right)}(a)
\end{aligned}
$$

And the claim follows. Equation (3.50) and the universal property of the inductive limit imply that $\left(\varphi_{\mathrm{C}_{0}\left(\mathcal{X}_{p} / \mathcal{G}\right)}\right)_{p \in P}$ induces a map

$$
\varphi: \underset{\overrightarrow{\mathcal{C}_{P}}}{\lim }\left(\mathrm{C}_{0}\left(\mathcal{X}_{p} / \mathcal{G}\right), r_{p, q}^{*}\right) \rightarrow \mathbb{B}(\mathcal{F}) .
$$

This map is non-degenerate since $\varphi_{\mathrm{C}_{0}\left(\mathcal{X}_{p} / \mathcal{G}\right)}$ is non-degenerate for all $p \in P$. Furthermore,

$$
\underset{\overrightarrow{\mathcal{C}_{P}}}{\lim }\left(\mathrm{C}_{0}\left(\mathcal{X}_{p} / \mathcal{G}\right), r_{p, q}^{*}\right)=\mathrm{C}_{0}\left(\underset{\mathcal{C}_{P}}{\lim _{\underset{\mathcal{C}}{ }}}\left(\mathcal{X}_{p} / \mathcal{G}, r_{p, q}\right)\right)=\mathrm{C}_{0}\left(\mathcal{H}^{0}\right)
$$

Summing up, we obtain a $\mathrm{C}^{*}$-correspondence $\mathcal{F}: \mathrm{C}_{0}\left(\mathcal{H}^{0}\right) \rightarrow \mathcal{D}$. And $\mathcal{F}$ is a correspondence $\mathrm{C}^{*}(\mathcal{G}) \rightarrow \mathcal{D}$. We have to show that $\mathcal{F}$ extends to a correspondence $\mathcal{F}: \mathrm{C}^{*}(\tilde{\mathcal{G}})=\mathrm{C}^{*}\left(\mathcal{G} \ltimes \mathcal{H}^{0}\right) \rightarrow \mathcal{D}$. By Proposition 3.34, the correspondence $\mathcal{F}: \mathrm{C}^{*}(\mathcal{G}) \rightarrow \mathcal{D}$ is equivalent to a non-degenerate covariant representation $(\alpha, \mathcal{F})$ of the pair $\left(S, \mathcal{G}^{0}\right)$. We will show that the $\operatorname{pair}(\alpha, \mathcal{F})$, where $\mathcal{F}$ is now a correspondence from $\mathrm{C}_{0}\left(\mathcal{H}^{0}\right)$ to $D$, is also a covariant representation. Then using Proposition 3.34 again we get a correspondence $\mathcal{F}: \mathrm{C}^{*}(\tilde{\mathcal{G}}) \rightarrow D$. First, linearity of the maps $V_{p}$ for $p \in P$ implies condition (1) in Definition 3.33. Secondly, the action of $\mathcal{G}$ on $\mathcal{X}_{p} / \mathcal{G}$ induces an action of $S$ on $\mathcal{X}_{p} / \mathcal{G}$. The resulting action induces an action of $S$ on $\mathrm{C}_{0}\left(\mathcal{X}_{p} / \mathcal{G}\right)$. With a slight abuse of notation, we denote this action also by $\alpha$. The action is given by

$$
\begin{equation*}
\alpha_{u}\left(f_{p}\left(x_{p}\right)\right)=f_{p}\left[g \cdot x_{p}\right] \tag{3.51}
\end{equation*}
$$

for all $f_{p} \in \mathfrak{S}\left(\mathcal{X}_{p} / \mathcal{G}\right), u \in S$ and $x_{p} \in \mathcal{G}$, where $g \in u$ is the unique element with $s(g)=r\left(x_{p}\right)$. This action commutes, as expected, with the maps
$r_{p, q}^{*}: \mathrm{C}_{0}\left(\mathcal{X}_{p} / \mathcal{G}\right) \rightarrow \mathrm{C}_{0}\left(\mathcal{X}_{p q} / \mathcal{G}\right)$ for all $p, q \in \mathcal{G}$ and induces the action of $S$ on $\mathrm{C}_{0}\left(\mathcal{H}^{0}\right)$. We only need to check that the condition (2) in Definition 3.33 holds for the pairs $\left(S, \mathrm{C}_{0}\left(\mathcal{X}_{p} / \mathcal{G}\right)\right)$ for all $p \in P$. Now let $p \in P$. Let $u \in S, f_{p} \in \mathrm{C}_{c}\left(\mathcal{X}_{p} / \mathcal{G}\right)$. Then for all $\xi_{p} \otimes \xi \in \mathrm{C}^{*}\left(\mathcal{X}_{p}\right) \otimes_{\mathrm{C}^{*}(\mathcal{G})} \mathcal{F}$ and all $f \in \mathfrak{S}(u)$, we have

$$
\begin{equation*}
\beta(u) f_{p} \beta\left(u^{*}\right)\left(V_{p}\left(f \xi_{p} \otimes \xi\right)\right)=\beta(u) V_{p}\left(f_{p} \alpha\left(u^{*}\right)(f) \xi_{p} \otimes \xi\right) \tag{3.52}
\end{equation*}
$$

But for all $x_{p} \in \mathcal{X}_{p}$ we have

$$
f_{p} \alpha\left(u^{*}\right)(f) \xi_{p}\left(x_{p}\right)=f_{p}\left[x_{p}\right] f\left(g^{-1}\right) \xi_{p}\left(g^{-1} x_{p}\right)
$$

where $g \in u$ is the unique element with $r(g)=r_{p}\left(x_{p}\right)$. It follows that

$$
f_{p} \alpha\left(u^{*}\right)(f) \xi_{p}=\alpha(u)\left(f_{p}\right) \alpha\left(u^{*}\right)(f) \xi_{p}
$$

Thus

$$
\begin{equation*}
\beta(u) f_{p} \beta\left(u^{*}\right)\left(V_{p}\left(f \xi_{p} \otimes \xi\right)\right)=V_{p}\left(\alpha(u)\left(f_{p}\right) f \xi_{p} \otimes \xi\right)=\alpha(u)\left(f_{p}\right) V_{p}\left(f \xi_{p} \otimes \xi\right) \tag{3.53}
\end{equation*}
$$

This implies that the condition (2) is satisfied. Therefore, we get a correspondence $\mathcal{F}: \mathrm{C}^{*}(\tilde{\mathcal{G}}) \rightarrow D$. Furthermore, equality (3.49) holds. Hence we have a transformation $\left(\mathcal{F}, \tilde{V}_{p}\right)$ from $\left(\mathrm{C}^{*}\left(\tilde{\mathcal{X}}_{p}\right), \tilde{\mu}_{p, q}\right)$ to const $_{D}$. Clearly, the transformation from $\left(\mathrm{C}^{*}\left(\mathcal{X}_{p}\right), \mu_{p, q}\right)$ to const $_{D}$ obtained as before from $\left(\mathcal{F}, \tilde{V}_{p}\right)$ is again $\left(\mathcal{F}, V_{p}\right)$.

Finally, let $\left(\mathcal{F}, \tilde{V}_{p}\right)$ be a transformation from $\left(\mathrm{C}^{*}\left(\tilde{\mathcal{X}}_{p}\right), \tilde{\mu}_{p, q}\right)$ to $\operatorname{const}_{D}$. Let $(\beta, \mathcal{F})$ be the representation of $\left(S, \mathcal{G}^{0}\right)$ obtained as before. Let $u$ be a bisection in $\mathcal{X}_{p}$ for $p \in P$ and let $f \in \mathrm{C}_{0}\left(u^{*} u\right)$. Then $\left.f \circ s\right|_{u} \in \mathrm{C}_{0}(u) \subseteq \mathrm{C}_{0}\left(\mathcal{X}_{p} / \mathcal{G}\right)$. So

$$
\varphi\left(\left.f \circ s\right|_{u}\right)=\beta(u) \varphi(f) .
$$

The functions of the form $\left.f \circ s\right|_{u}$ span a dense subset in $\mathrm{C}_{0}\left(\mathcal{X}_{p} / \mathcal{G}\right)$. Hence the action of $\mathrm{C}_{0}\left(\mathcal{X}_{p} / \mathcal{G}\right)$ is given by the action of $\mathrm{C}_{0}\left(\mathcal{G}^{0}\right)$ on $\mathcal{F}$ and the isomorphisms $V_{p}$ constructed from the action as above. Thus $\left(\mathcal{F}, \tilde{V}_{p}\right)$ is determined uniquely by the transformation from $\left(\mathrm{C}^{*}\left(\mathcal{X}_{p}\right), \mu_{p, q}\right)$ to const $_{D}$ obtained from it.

### 3.4 Examples

### 3.4.1 Actions by local homeomorphisms

Let $X$ be a locally compact Hausdorff space. Let $P$ be an Ore monoid acting on $X$ by local homeomorphisms. We can turn this action into an action by correspondences on the space $X$ in two different ways. First, for all $p \in P$ we may form the correspondence $X_{p}$ as a copy of the space $X$ with source and range maps given by

$$
s_{p}:=p: X \rightarrow X, \quad r_{p}:=\mathrm{id}: X \rightarrow X
$$

The map $\sigma_{p, q}: X \times_{s_{p}, X, r_{q}} X,(x, p(x)) \mapsto x$, is a correspondence isomorphism. Clearly, the isomorphisms $\sigma_{p, q}$ satisfy the coherence condition (3.1). Second, we may take the dual $X_{p}^{*}$ of $X_{p}$. That is, $X_{p}^{*}=X$ as a topological space and the source and range maps are given by

$$
s_{p}:=\mathrm{id}: X \rightarrow X, \quad r_{p}:=p: X \rightarrow X
$$

Similarly, the map $\sigma_{p, q}^{*}: X \times_{s_{p}, X, r_{q}} X,(q(x), x) \mapsto x$, is a correspondences isomorphism.

What are the colimits of the diagrams $\left(X_{p}, \sigma_{p, q}\right)$ and $\left(X_{p}^{*}, \sigma_{p, q}^{*}\right)$ in $\mathfrak{G r} ?$
(a) We start with the diagram $\left(X_{p}, \sigma_{p, q}\right)$. This diagram consists of tight correspondences, which allows us to apply the method in Section 3.2 to get the colimit. Let $p, q, k \in P$. Then the map $\alpha_{p, q}^{k}: X_{p} \times_{s_{p}, X, s_{q}} X_{q} \rightarrow X_{p k} \times_{s_{p k}, X, s_{q k}} X_{q k}$ is the identity map. It follows that for all $g \in G=G[P]$ the inductive limit space $\mathcal{H}_{g}$ can be described by

$$
\begin{aligned}
\mathcal{H}_{g} & =\bigsqcup_{(p, q) \in R_{g}} X_{p} \times_{s_{p}, X, s_{q}} X_{q} \\
& =\left\{(x, p, q, y) \in X \times P \times P \times X \mid p q^{-1}=g, p(x)=q(y)\right\}
\end{aligned}
$$

The groupoid $\mathcal{H}$ is the disjoint union of all $\mathcal{H}_{g}$. Therefore, as a space, $\mathcal{H}$ can be written as

$$
\mathcal{H}=\left\{(x, g, y) \in X \times G \times X \mid \exists p_{1}, p_{2} \in P, g=p_{1} p_{2}^{-1}, p_{1}(x)=p_{2}(y)\right\}
$$

The groupoid structure on $\mathcal{H}$ is given by

$$
\left(x, p_{1} p_{2}^{-1}, y\right)\left(y, p_{2} p_{3}^{-1}, z\right)=\left(x, p_{1} p_{3}^{-1}, z\right), \quad\left(u, p q^{-1}, v\right)^{-1}=\left(v, q p^{-1}, u\right)
$$

for all $\left(x, p_{1} p_{2}^{-1}, y\right),\left(y, p_{2} p_{3}^{-1}, z\right),\left(u, p q^{-1}, v\right) \in \mathcal{H}$. That is, the groupoid $\mathcal{H}$ is the transformation groupoid associated with the action of $P$ on $X$.
(b) We describe the colimit of the diagram $\left(X_{p}^{*}, \sigma_{p, q}^{*}\right)$. For this to be a diagram of proper correspondences, we need to assume from now on that the local homeomorphisms $p: X \rightarrow X$ are proper for all $p \in P$. We also associated in [1] a groupoid to an action of an Ore monoid by topological correspondences. We will show that the groupoid constructed in [1] is isomorphic to the colimit of the diagram $\left(X_{p}^{*}, \sigma_{p, q}^{*}\right)$ in $\mathfrak{G r}$. First, the projection map $r_{p, q}: X_{p q} \rightarrow X_{p}$ is given by $r_{p, q}(x)=q(x)$ for all $x \in X_{p q}$. The unit space of the colimit groupoid is the inverse limit of $\left(X_{p q}, r_{p, q}\right)$ over the filtered category $\mathcal{C}_{P}$. That is, $\mathcal{H}^{0}=\lim _{\mathcal{C}_{P}}\left(X_{p q}, q\right)$. That is, a point $x \in \mathcal{H}^{0}$ is given by $\left(x_{p}\right)_{p \in P}$ with
$q\left(x_{p q}\right)=x_{p}$. Elements of $\mathcal{H}^{0}$ are called complete histories. Moreover, the tight correspondences $\tilde{X}_{p}^{*}$ for $p \in P$ are given by

$$
\tilde{X}_{p}^{*}=X_{p}^{*} \times_{s_{p}, X, r} \mathcal{H}^{0}=\left\{\left(x,\left(x_{p}\right)\right) \in X_{p}^{*} \times \mathcal{H}^{0} \mid x=p\left(x_{p}\right)\right\}
$$

The range map on $\tilde{X}_{p}^{*}$ is given by

$$
\tilde{r}_{p}\left(x_{p}, \eta\right)=x_{p} \cdot \eta
$$

Recall that, by Equation (3.33), we have

$$
\left(x_{p} \cdot \eta\right)_{p t}=\sigma_{p, t}^{-1}\left(x_{p}, \eta_{t}\right)=\eta_{t}
$$

for all $t \in P$. That is, the range map on a pair $\left(x_{p}, \eta\right)$ in $\mathcal{H}^{0}$ simply concatenates $x_{p}$ to the complete history $\eta$. The source map on $\tilde{X}_{p}^{*}$ is given by

$$
\tilde{s}_{p}\left(x_{p}, \eta\right)=\eta
$$

To land back in the setting of [1], we transform the action $\left(\tilde{\mathcal{X}}_{p}, \tilde{\sigma}_{p, q}\right)$ to an action as in the previous case (a). The range map $\tilde{r}_{p}$ is a homeomorphism by Lemma 3.27. Therefore, we may replace $\tilde{X}_{p}^{*}$ by $\mathcal{H}^{0}$ using $\tilde{r}_{p}$. We also replace the source map $\tilde{s}_{p}$ by $\tilde{s} \circ \tilde{r}_{p}^{-1}$. The new tight correspondence is then $\tilde{X}_{p}^{*}=$ $\mathcal{H}^{0}: \mathcal{H}^{0} \rightarrow \mathcal{H}^{0}$, where the range map on $\tilde{X}_{p}^{*}$ is the identity and the source map $\tilde{s}_{p}$ is the local homeomorphism which takes a complete history $\eta$ and forgets what happens in the last time period of length $p$. Formally, $\tilde{s}_{p}(\eta)_{t}=$ $\eta_{p t}$ for $t \in P$. Finally, we replace the isomorphisms $\tilde{\sigma}_{p, q}^{*}: \tilde{X}_{p}^{*} \times_{\tilde{s}_{p}, \mathcal{H}^{0}, \tilde{r}_{q}} \tilde{X}_{q}^{*} \rightarrow$ $\tilde{X}_{p q}^{*}$ with the isomorphisms $\tilde{\sigma}_{p, q}^{*}: \mathcal{H}^{0} \times_{\tilde{s}_{p}, \mathcal{H}^{0}, \text { id }} \mathcal{H}^{0} \rightarrow \mathcal{H}^{0},\left(x, \tilde{s}_{p}(x)\right) \mapsto x$. The colimit groupoid $\mathcal{H}$ of the action $\left(\tilde{X}_{p}^{*}, \tilde{\sigma}_{p, q}^{*}\right)$ is then given by

$$
\mathcal{H}=\left\{(x, g, y) \in \mathcal{H}^{0} \times G \times \mathcal{H}^{0} \mid \exists p_{1}, p_{2} \in P, g=p_{1} p_{2}^{-1}, \tilde{s}_{p_{1}}(x)=\tilde{s}_{p_{2}}(y)\right\} .
$$

Thus, we obtain the transformation groupoid associated with the action of $P$ on $\mathcal{H}^{0}$ given by the local homeomorphism $\tilde{s}_{p}$, compare [ 1 , Definition 4.12].

### 3.4.2 Self-similar group actions

In the following, we fix a self-similar group action $(G, X)$, see Example 2.23 . We want to compute the groupoid model associated with the $\mathbb{N}$-action given by iterations of the (proper) correspondence $X \times G: G \rightarrow G$. First we show that the iterations $(X \times G)^{n}: G \rightarrow G$ are given by self-similarities $\left(G, X^{n}\right)$. The group $G$ acts on the space $X^{n}$ recursively by

$$
g(x w)=\left.g(x) g\right|_{x}(w)
$$

for all $g, h \in G, x \in X$ and all $w \in X^{n-1}$. And the cocycle $G \times X^{n} \rightarrow G$ is given by

$$
\left.g\right|_{x_{1} x_{2} \cdots x_{n}}=\left.\left.\left.g\right|_{x_{1}}\right|_{x_{2}} \cdots\right|_{x_{n}}
$$

This gives a self-similar group action $\left(G, X^{n}\right)$ and hence a correspondence $X^{n} \times$ $G: G \rightarrow G$.

Lemma 3.37. Let $(G, X)$ be a self-similar group and let $\mathcal{X}=X \times G$ be the associated correspondence. Then for all $n \in \mathbb{N}$ the $n$-fold composition $\mathcal{X}_{n}$ is isomorphic to the correspondence $X^{n} \times G: G \rightarrow G$.

Proof. The map $\psi_{n}: \mathcal{X}_{n} \rightarrow X^{n} \times G$ given by

$$
\begin{aligned}
& {\left[\left(\left(x_{1}, g_{1}\right),\left(x_{2}, g_{2}\right), \ldots\left(x_{n}, g_{n}\right)\right]\right)} \\
& \quad \mapsto\left(x_{1}, g_{1}\left(x_{2}\right), \ldots\left(\left.\left(g_{1} \mid x_{2} g_{2}\right)\right|_{x_{3}} \ldots g_{n-1}\right)\left(x_{n}\right),\left.\left(\left.\left(\left.g_{1}\right|_{x_{2}} g_{2}\right)\right|_{x_{3}} \ldots g_{n-1}\right)\right|_{x_{n}} g_{n}\right)
\end{aligned}
$$

is an isomorphism. This follows since the correspondences $\mathcal{X}_{n}$ and $X^{n} \times G$ are discrete and the map $\psi_{n}$ is a bijection and $G$ equivariant.

In [37], Nekrashevych associates a $\mathrm{C}^{*}$-algebra $\mathcal{O}_{G, X}$ to a self-similar group $(G, X)$ and in $[37, \S 5.2]$ he associates a groupoid model $\mathcal{D}_{G}$ to $\mathcal{O}_{G, X}$. The groupoid $\mathcal{D}_{G}$ is given as follows. Let $\langle G, X\rangle$ be the quotient of the free inverse semigroup generated by the set $\left\{S_{x}, S_{x}^{*} \mid x \in X\right\} \cup G$ under the relations
(1) the relations in the group $G$;
(2) $S_{x}^{*} S_{x}=1$ for all $x \in X$ and $S_{x}^{*} S_{y}=0$ for $x \neq y$.

The inverse semigroup $\langle G, X\rangle$ acts on the space $X^{\omega}$ by the local homeomorphisms

$$
S_{u} g S_{v}^{*}(v \xi)=u g(\xi)
$$

The groupoid $\mathcal{D}_{G}$ is then the groupoid of germs of this action. In the theory of self-similar groups, the action of $G$ on $X^{*}$ is always assumed to be faithful; see [37]. Under this assumption, the germ groupoid is the same as the transformation groupoid of the action. Thus if the action of $G$ on $X^{*}$ is faithful, then the transformation groupoid $\langle G, X\rangle \ltimes X^{\omega}$ is always effective.

Theorem 3.38. Let $(G, X)$ be a self-similar group and let $\mathcal{X}=X \times G$ be the associated correspondence. Then $\langle G, X\rangle \ltimes X^{\omega}$ is isomorphic to the colimit $\mathcal{H}$ of the diagram $(\mathbb{N},+) \rightarrow \mathfrak{G r}_{\text {prop }}$ associated with $\mathcal{X}$. If the action of $G$ on $X^{*}$ is faithful, then $\mathcal{D}_{G}$ is effective; it is isomorphic to $\mathcal{H}$.

Proof. By Equation (3.29), the unit space $\mathcal{H}^{0}$ of the groupoid model $\mathcal{H}$ is

$$
\mathcal{H}^{0}=\lim _{\rightleftarrows}\left(\mathcal{X}_{n} / G, r_{n, m}\right)
$$

where $r_{n, m}$ is the map

$$
\begin{align*}
& r_{n, m}: \mathcal{X}^{n+m} / G \rightarrow \mathcal{X}^{n} / G \\
& \quad\left[\left(x_{1}, g_{1}\right),\left(x_{2}, g_{2}\right), \ldots,\left(x_{n+m}, g_{n+m}\right)_{n+m}\right] \mapsto\left[\left(x_{1}, g_{1}\right),\left(x_{2}, g_{2}\right), \ldots,\left(x_{n}, g_{n}\right)\right] \tag{3.54}
\end{align*}
$$

By Lemma 3.37, $\mathcal{X}_{n} / G$ is homeomorphic to the space $X^{n}$. This homeomorphism is equivariant with respect to the left $G$-actions on $\mathcal{X}_{n} / G$ and $X^{n}$. Under these homeomorphisms, the maps $r_{n, m}$ for $n, m \in \mathbb{N}$ correspond to the maps $X^{n+m} \rightarrow$ $X^{n},\left(x_{1} \ldots x_{n+m}\right) \mapsto\left(x_{1} \ldots x_{n}\right)$, which we also denote by $r_{n, m}$. Thus $\mathcal{H}^{0}$ is homeomorphic to

$$
X^{\omega}:=\lim _{\rightleftarrows}\left(X^{n}, r_{n, m}\right)
$$

The space $X^{\omega}$ is the space of right infinite words on the alphabet $X$ in the terminology of [37]. We identify $X^{\omega}$ with $\mathcal{H}^{0}$ in the sequel. The action of the group $G$ on the set of right infinite words $X^{\omega}=\mathcal{H}^{0}$ is obtained recursively from Equation (2.13). It is given by

$$
g \cdot\left(x_{1}, x_{2}, \ldots\right)=\left(g\left(x_{1}\right),\left.g\right|_{x_{1}}\left(x_{2}\right),\left.g\right|_{x_{1} x_{2}}\left(x_{3}\right), \ldots\right)
$$

for $g \in G$ and $x_{i} \in \mathcal{X}$. Next, let $n \in \mathbb{N}$. The tight correspondence $\tilde{\mathcal{X}}_{n}: G \ltimes X^{\omega} \rightarrow$ $G \ltimes X^{\omega}$ is given by $\tilde{\mathcal{X}}_{n}=X^{n} \times G \times X^{\omega}$. The source and range maps $\tilde{s}_{n}$ and $\tilde{r}_{n}$ are given by

$$
\begin{aligned}
& \tilde{s}_{n}\left(\left(x_{1}, x_{2}, \ldots, x_{n}, g\right), \eta\right)=\eta \\
& \tilde{r}_{n}\left(\left(x_{1}, x_{2}, \ldots, x_{n}, g\right), \eta\right)=\left(x_{1}, x_{2}, \ldots, x_{n}\right) \cdot(g \cdot \eta)
\end{aligned}
$$

for all $\left(x_{1}, x_{2}, \ldots, x_{n}, g, \eta\right) \in X^{n} \times G \times X^{\omega}$. That is, the range of an element $\left(x_{1}, x_{2}, \ldots, x_{n}, g, \eta\right) \in X^{n} \times G \times X^{\omega}$ is obtained by first acting with the group element $g$ on $\eta$ and then concatenating the finite word $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ to the resulting infinite path $g \cdot \eta$.

Let $n, m \in \mathbb{N}$. We have

$$
\begin{align*}
& \tilde{\mathcal{X}}_{n} \circ_{G \ltimes X^{\omega}} \tilde{\mathcal{X}}_{m}^{*}= \\
& \left\{[(\bar{x}, g, \xi),(\bar{y}, h, \xi)] \mid((\bar{x}, g, \xi),(\bar{y}, h, \xi)) \in\left(X^{n} \times G \times X^{\omega}\right) \times\left(X^{m} \times G \times X^{\omega}\right)\right\}, \tag{3.55}
\end{align*}
$$

## 3 Actions of Ore monoids

where the equivalence relation is given by

$$
((\bar{x}, g, \xi),(\bar{y}, h, \xi)) \sim\left(\left(\bar{x}, g t, t^{-1} \cdot \xi\right),\left(\bar{y}, h t, t^{-1} \cdot \xi\right)\right)
$$

for all $t \in G$. Thus $((\bar{x}, g, \xi),(\bar{y}, h, \xi)) \sim\left(\left(\bar{x}, g h^{-1}, h \cdot \xi\right),(\bar{y}, 1, h \cdot \xi)\right)$ in $\tilde{\mathcal{X}}_{n}{ }^{\circ}{ }_{G \ltimes X^{\omega}} \tilde{\mathcal{X}}_{m}^{*}$. Hence we can rewrite $\tilde{\mathcal{X}}_{n}{ }^{\circ}{ }_{G \ltimes X^{\omega}} \tilde{\mathcal{X}}_{m}^{*}$ as the equivalence classes of quadruples $(\bar{x}, g, \bar{y}, \xi)$ in the space $X^{n} \times G \times X^{m} \times X^{\omega}$ under the equivalence relation

$$
(\bar{x}, g, \bar{y}, \xi) \sim\left(\bar{x}, g h^{-1}, \bar{y}, h \xi\right)
$$

for all $h \in G$. If $k \in \mathbb{N}$, then the map $\alpha_{n, m}^{k}$ is given by

$$
\alpha_{n, m}^{k}([\bar{x}, g, \bar{y}, \xi])=\left[\bar{x} \cdot g(\bar{z}),\left.g\right|_{\bar{z}}, \bar{y} \bar{z}, \eta\right]
$$

for all $[\bar{x}, g, \bar{y}, \xi] \in \tilde{\mathcal{X}}_{n}{ }^{\circ}{ }_{G \ltimes X^{\omega}} \tilde{\mathcal{X}}_{m}^{*}$, where $\eta \in X^{\omega}$ and $\bar{z} \in X^{k}$ are such that $\bar{z} \eta=\xi$.
Finally, the groupoid $\mathcal{H}$ as a set is given by

$$
\mathcal{H}=\left\{[\bar{x}, g, \bar{y}, \xi] \mid(\bar{x}, g, \bar{y}, \xi) \in X^{n} \times G \times X^{m} \times X^{\omega} \text { for some } n, m \in \mathbb{N}\right\}
$$

The unit space of $\mathcal{H}$ is $X^{\omega}$ and the source and range maps on $\mathcal{H}$ are

$$
\begin{equation*}
s([\bar{x}, g, \bar{y}, \xi])=\bar{y} \xi, \quad r([\bar{x}, g, \bar{y}, \xi])=\bar{x} \cdot g(\xi) \tag{3.56}
\end{equation*}
$$

for all $[\bar{x}, g, \bar{y}, \xi] \in \mathcal{H}$. The inverse of an element $[\bar{x}, g, \bar{y}, \xi] \in \mathcal{H}$ is

$$
\begin{equation*}
([\bar{x}, g, \bar{y}, \xi])^{-1}=\left[\bar{y}, g^{-1}, \bar{x}, g(\xi)\right] \tag{3.57}
\end{equation*}
$$

If $([\bar{x}, g, \bar{y}, \xi],[\bar{y}, h, \bar{z}, \eta]) \in \mathcal{H}^{2}$ with $\bar{x} \in X^{n}, \bar{y} \in X^{m}$ and $\bar{z} \in X^{k}$ then

$$
\begin{equation*}
[\bar{x}, g, \bar{y}, \xi] \cdot[\bar{y}, h, \bar{z}, \eta]=[\bar{x}, g h, \bar{z}, \eta] . \tag{3.58}
\end{equation*}
$$

Since $([\bar{x}, g, \bar{y}, \xi],[\bar{y}, h, \bar{z}, \eta]) \in \mathcal{H}^{2}$, we have $\bar{y} \xi=\bar{y} \cdot h(\eta)$. So $\xi=h(\eta)$.
We check that the map

$$
\psi: \mathcal{H} \rightarrow \mathcal{D}_{G}, \quad[\bar{x}, g, \bar{y}, \xi] \mapsto\left[S_{\bar{x}} g S_{\bar{y}}^{*}, \bar{y} \cdot \xi\right]
$$

is an isomorphism. Let $[\bar{x}, g, \bar{y}, \xi] \in \mathcal{H}$. Then

$$
\begin{aligned}
\psi\left([\bar{x}, g, \bar{y}, \xi]^{-1}\right) & =\psi\left[\bar{y}, g^{-1}, \bar{x}, g(\xi)\right] \\
& =\left[S_{\bar{y}} g^{-1} S_{\bar{x}}^{*}, \bar{x} \cdot g(\xi)\right]=\left[S_{\bar{x}} g S_{\bar{y}}^{*}, \bar{y} \cdot \xi\right]^{-1}=\psi([\bar{x}, g, \bar{y}, \xi])^{-1}
\end{aligned}
$$

If $([\bar{x}, g, \bar{y}, \xi],[\bar{y}, h, \bar{z}, \eta]) \in \mathcal{H}^{2}$ with $\bar{x} \in X^{n}, \bar{y} \in X^{m}$ and $\bar{z} \in X^{k}$ then

$$
\begin{aligned}
\psi([\bar{x}, g, \bar{y}, \xi]) \cdot \psi([\bar{y}, h, \bar{z}, \eta]) & =\left[S_{\bar{x}} g S_{\bar{y}}^{*}, \bar{y} \xi\right] \cdot\left[S_{\bar{y}} h S_{\bar{z}}^{*}, \bar{z} \eta\right] \\
& =\left[S_{\bar{x}} g S_{\bar{y}}^{*} \cdot S_{\bar{y}} h S_{\bar{z}}^{*}, \bar{z} \eta\right]=\left[S_{\bar{x}} g h S_{\bar{z}}^{*}, \bar{z} \eta\right] \\
& =[\bar{x}, g h, \bar{z}, \eta]=\psi([\bar{x}, g, \bar{y}, \xi] \cdot[\bar{y}, h, \bar{z}, \eta])
\end{aligned}
$$

This implies that $\psi$ is a groupoid homomorphism. Let $a=\left[S_{\bar{x}} g S_{\bar{y}}^{*}, \xi\right] \in \mathcal{D}_{G}$. Then since $\xi$ is in the domain of the local homeomorphism $S_{\bar{x}} g S_{\bar{y}}^{*}$, it is of the form $\bar{y} \eta$ for $\eta \in X^{\omega}$. Then $[\bar{x}, g, \bar{y}, \eta] \in \mathcal{H}$ and $\psi([\bar{x}, g, \bar{y}, \eta])=a$. Hence $\psi$ is surjective. Let $[\bar{x}, g, \bar{y}, \eta] \in \mathcal{H}$ with $\psi\left([\bar{x}, g, \bar{y}, \eta]=\left[S_{\bar{x}} g S_{\bar{y}}^{*}, \bar{y} \cdot \eta\right] \in \mathcal{D}_{G}^{0}\right.$. This implies that there is an open set $V=\bar{y} U \subset X^{\omega}$ such that the restriction $\left.S_{\bar{x}} g S_{\bar{y}}^{*}\right|_{V}$ is trivial. This implies that $\bar{x}=\bar{y}$ and $g$ acts trivially on the open set $U \subset X^{\omega}$. We may assume without loss of generality that $U=\bar{z} X^{\omega}$ with $\bar{z} \in X^{k}$ and $k \in \mathbb{N}$. Since $g$ acts trivially on $U$, we have $g(\bar{z})=\bar{z}$ and $\left.g\right|_{\bar{z}}$ acts trivially on $X^{\omega}$. Furthermore, $\eta \in U$. Hence $\eta=\bar{z} \xi$ for some element $\xi \in X^{\omega}$. This implies that

$$
\alpha_{n, m}^{k}([\bar{x}, g, \bar{y}, \eta])=\left[\bar{x} g(\bar{z}),\left.g\right|_{\bar{z}}, \bar{x} \bar{z}, \xi\right]
$$

If $\left.g\right|_{\bar{z}}=1$ then

$$
\alpha_{n, m}^{k}([\bar{x}, g, \bar{y}, \eta])=[\bar{x} \bar{z}, 1, \bar{x} \bar{z}, \xi]
$$

and $[\bar{x}, g, \bar{y}, \eta]$ is a unit in the groupoid $\mathcal{H}$. So $\psi$ is injective. Furthermore, for $\mathcal{H}$ to be effective, we have to ask for the action of $G$ on $X^{\omega}$ to be faithful. This is true since the action of $G$ on $X^{*}$ is faithful. The map $\psi$ is open and continuous since $\mathcal{H}_{n}$ is endowed with the inductive limit topology for all $n \in \mathbb{Z}$.
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## 4 Colimit equivalent diagrams

An interesting question when studying $\mathrm{C}^{*}$-dynamics is whether two (generalised) dynamical systems have isomorphic crossed products. For singly generated dynamical systems we may achieve that two dynamical systems give isomorphic crossed products by asking for an isomorphism between the objects being acted on; and this isomorphism should intertwine the actions in the obvious sense. We may also ask for two arrows with opposite directions between the objects being acted on such that their compositions give the generators of the dynamical systems we started with. This has been called strong shift-equivalence (see [32]). The description of crossed products of generalised actions in $\mathfrak{C o r r}$ as colimits of diagrams allows us, for instance, to realise that a strong shift equivalence is itself a diagram containing both actions as subdiagrams, so that the colimit of this diagram is isomorphic to the colimits of both subdiagrams.

We prove in this chapter that under certain assumptions on a diagram, we may restrict to any cofinal object and obtain an Ore monoid action with the same colimit as the original diagram. This is done in the abstract setting of a general bicategory. We verify in the last section that our notion of colimit equivalence generalises that of shift-equivalence for graphs and $\mathrm{C}^{*}$-correspondences when restricting to the bicategories $\mathfrak{C o r r}$ and $\mathfrak{G r}$.

### 4.1 Colimit equivalent diagrams in general bicategories

## Filtered categories

In the following we relax the notion of filtered categories.
Definition 4.1. A nonempty category $\mathcal{C}$ is called weakly filtered if
(1) for any two objects $x, y \in \mathcal{C}_{0}$, there is an object $z \in \mathcal{C}_{0}$ and arrows $g \in \mathcal{C}(x, z)$ and $h \in \mathcal{C}(y, z)$;
(2) for any two parallel arrows $g, h \in \mathcal{C}\left(y_{1}, y_{2}\right)$, there is an object $y_{3} \in \mathcal{C}_{0}$ and arrows $k_{1}, k_{2} \in \mathcal{C}\left(y_{2}, y_{3}\right)$ such that $k_{1} g=k_{2} h$.

If we demand in (2) that $k_{1}=k_{2}$, then $\mathcal{C}$ is a filtered category in the notation of [27, §IX.1].

From (1) and (2), it follows that
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(3) for all $g_{1}, g_{2} \in \mathcal{C}$ with $s\left(g_{1}\right)=s\left(g_{2}\right)$, there are $k_{1}, k_{2} \in \mathcal{C}$ such that $k_{1} g_{1}=k_{2} g_{2}$.
The category $\mathcal{C}$ is called 2 -directed if it is weakly filtered and
(4) if $k_{1} g=k_{2} g$ for $k_{1}, k_{2}, g \in \mathcal{C}$, then there is $h \in \mathcal{C}$ with $h k_{1}=h k_{2}$.

Notice that for monoids, the notions of Ore and 2-directed coincide.
Conditions (3)-(4) imply that we can construct a (discrete) groupoid from the category $\mathcal{C}$. This is done as follows. Let $X \rtimes P$ be the quotient of $\mathcal{C} \times{ }_{r} \mathcal{C}=$ $\left\{(g, h) \in \mathcal{C}_{1} \times \mathcal{C}_{1} \mid r(g)=r(h)\right\}$ by the equivalence relation $\left(g_{1}, h_{1}\right) \sim\left(g_{2}, h_{2}\right)$ if there are $k_{1}, k_{2} \in \mathcal{C}$ such that $\left(k_{1} g_{1}, k_{1} h_{1}\right)=\left(k_{2} g_{2}, k_{2} h_{2}\right)$. The object set of $X \rtimes P$ is identified with $\mathcal{C}_{0}$ by the map $x \mapsto\left[\left(\operatorname{id}_{x}, \operatorname{id}_{x}\right)\right]$. The source and range maps are given by $r(g, h):=s(g)$ and $s(g, h):=s(h)$ for all $(g, h) \in \mathcal{G}$. The multiplication is given by $\left(g_{1}, h_{1}\right)\left(g_{2}, h_{2}\right):=\left(k_{1} g_{1}, k_{2} h_{2}\right)$, where $k_{1}, k_{2} \in \mathcal{C}$ are such that $k_{1} h_{1}=k_{2} g_{2}$. Conditions (3) and (4) imply that the multiplication does not depend on the choice of $k_{1}, k_{2}$ and that it is well defined. The inverse of an element $[(g, h)] \in \mathcal{G}$ is given by $[(g, h)]^{-1}:=[(h, g)]$. Define $i_{\mathcal{C}}: \mathcal{C} \rightarrow \mathcal{G}$ by $i_{\mathcal{C}}(g):=\left[\left(\operatorname{id}_{r(g)}, g\right)\right]$. Then $i_{\mathcal{C}}$ is a faithful functor from $\mathcal{C}$ to $\mathcal{G}$.
Definition 4.2. Let $\mathcal{C}$ be a category and let $\mathcal{C}^{1}$ be a full subcategory of $\mathcal{C}$. We say that $\mathcal{C}^{1}$ is cofinal if for any object $y \in \mathcal{C}_{0}$, there is an object $x \in \mathcal{C}_{0}^{1}$ and an arrow $g \in \mathcal{C}(y, x)$. We say that an object $x$ is cofinal if the subcategory $\mathcal{C}(x, x)$ is cofinal.

Lemma 4.3. A cofinal subcategory $\mathcal{C}^{1}$ of a 2 -directed category $\mathcal{C}$ is also 2-directed.
Proof. Let $\mathcal{C}^{1}$ be a cofinal subcategory of a 2 -directed category $\mathcal{C}$. We will show that conditions (1), (2) and (4) hold in $\mathcal{C}^{1}$. Condition (1) follows because every cofinal subcategory is full. Let $g_{1}, g_{2} \in \mathcal{C}^{1}$ with $s\left(g_{1}\right)=s\left(g_{2}\right)$. Then there are $k_{1}, k_{2} \in \mathcal{C}$ such that $k_{1} g_{1}=k_{2} g_{2}$. Since $\mathcal{C}^{1}$ is cofinal there is an object $z \in \mathcal{C}_{0}^{1}$ and an arrow $l: r\left(k_{2}\right) \rightarrow z$. The arrows $l k_{1}, l k_{2} \in \mathcal{C}^{1}$ satisfy $l k_{1} g_{1}=l k_{2} g_{2}$, and condition (2) follows. Condition (4) follows similarly.

Lemma 4.4. Let $\mathcal{C}$ be a 2-directed category and let $x$ be a cofinal object in $\mathcal{C}$. Then for every triple $(g, h, k)$ with $r(g)=r(k)=x$ and $h \in \mathcal{C}(s(k), s(g))$ there are $\xi_{1}, \xi_{2} \in \mathcal{C}(r(g), r(g))$ with $\xi_{1} g h=\xi_{2} k$.
Proof. Let $(g, h, k)$ be as in the assumption. Let $y_{1}=s(g)$ and $y_{2}=s(k)$.


By our assumption that $\mathcal{C}$ is 2-directed, there is an object $y \in \mathcal{C}_{0}$, and there are elements $\eta_{1}, \eta_{2} \in \mathcal{C}(x, y)$ with $\eta_{1} g h=\eta_{2} k$. There is also an arrow $t \in \mathcal{C}(y, x)$ since $x$ is cofinal. Let $\xi_{1}:=t \eta_{1}$ and $\xi_{2}:=t \eta_{2}$. It follows that $\xi_{1} g h=\xi_{2} k$ with $\xi_{1}, \xi_{2} \in \mathcal{C}(x, x)$.

Let $\mathcal{G}, \mathcal{G}^{1}$ denote the groupoid completions of $\mathcal{C}, \mathcal{C}^{1}$ respectively. Then $\mathcal{G}^{1}$ is the restriction of $\mathcal{G}$ to the object set $\mathcal{G}_{0}^{1}$ if $\mathcal{C}^{1}$ is a cofinal subcategory of $\mathcal{C}$. In particular, if $x$ is an object in a 2 -directed category $\mathcal{C}$ such that $\mathcal{C}(x, x)$ is cofinal, then the group completion of the monoid $\mathcal{C}(x, x)$ is the isotropy group of $x$ in the groupoid completion of $\mathcal{C}$.

Example 4.5. Let $\mathcal{C}_{s}$ be the path category of the directed graph


The arrows in $\mathcal{C}_{s}$ are composites $(S R)^{n},(R S)^{n}, R(S R)^{n}, S(R S)^{n}$ for $n \geq 0$, where $(S R)^{0}$ and $(R S)^{0}$ are interpreted as the identity arrows on $x$ and $y$, respectively. We claim that $\mathcal{C}_{s}$ is 2 -directed. Condition (1) in Definition 4.1 is satisfied. To show that (2) holds, let $g$ and $h$ be two parallel arrows in $\mathcal{C}_{s}$. We have four cases. If $g, h: x \rightarrow x$, then they are necessarily of the form $g=(S R)^{n}$ and $(S R)^{m}$ for $n, m \in \mathbb{N}$. We assume without loss of generality that $n \geq m$. We have $(S R)^{n-m}(S R)^{m}=(S R)^{n}$ and we may choose $k_{1}=(S R)^{n-m}$ and $k_{2}=\mathrm{id}$. The other three cases can be treated similarly. It follows that $\mathcal{C}_{s}$ is weakly filtered. In addition, Condition (4) holds, even more, $\mathcal{C}_{s}$ is path cancellative. This implies that $\mathcal{C}_{s}$ is 2-directed. Notice that it is not a filtered category. It is routine to check that the full subcategories $\mathcal{C}_{s}(x, x)$ and $\mathcal{C}_{s}(y, y)$ are cofinal in $\mathcal{C}_{s}$.

More generally, for $n \in \mathbb{N}$, let $\mathcal{D}_{s}^{n}$ be the path category of


And let $\mathcal{C}_{s}^{n}$ be the quotient of $\mathcal{D}_{s}^{n}$ generated by the relations $R_{i-1} S_{i-1} \sim S_{i} R_{i}$ for $i=2, \ldots, n-1$. In this case, the full subcategories $\mathcal{C}_{s}^{n}\left(x_{1}, x_{1}\right)$ and $\mathcal{C}_{s}^{n}\left(x_{n}, x_{n}\right)$ are cofinal in $\mathcal{C}_{s}^{n}$. We prove next that $\mathcal{C}_{s}^{n}$ is 2-directed. Let $1 \leq i \leq l \leq j \leq n$ and let $g=\left(R_{j} S_{j}\right)^{k} S_{j-1} \cdots S_{l-1} \cdot\left(S_{l} R_{l}\right)^{a} \cdot S_{l} \cdots S_{i}$ be an arrow from $x_{i}$ to $x_{j}$ with $a$, $k \in \mathbb{N}$. Then using the identifications $R_{m-1} S_{m-1} \sim S_{m} R_{m}$ for $m=2, \ldots, n-1$
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we get

$$
\begin{aligned}
g & =\left(R_{j} S_{j}\right)^{k} S_{j-1} \cdots S_{l-1} \cdot\left(S_{l} R_{l}\right)^{a} \cdot S_{l} \cdots S_{i} \\
& =\left(R_{j} S_{j}\right)^{k} S_{j-1} \cdots S_{l-1} \cdot\left(R_{l-1} S_{l-1}\right)^{a} \cdot S_{l} \cdots S_{i} \\
& =\left(R_{j} S_{j}\right)^{k} S_{j-1} \cdots S_{l-2} \cdot\left(S_{l-1} R_{l-1}\right)^{a} S_{l-1} \cdot S_{l} \cdots S_{i} \\
& =\left(R_{j} S_{j}\right)^{k} S_{j-1} \cdots S_{l-2} \cdot\left(R_{l-2} S_{l-1}\right)^{a} S_{l-1} \cdots S_{i} \\
& =\left(R_{j} S_{j}\right)^{k+a} S_{j-1} \cdots S_{i} .
\end{aligned}
$$

It follows that any arrow from $x_{i}$ to $x_{j}$ for $1 \leq i \leq j \leq n$ is of the form $\left(R_{j} S_{j}\right)^{k} S_{j-1} \cdots S_{i}$ for $k \in \mathbb{N}$. Let $k_{1}, k_{2} \in \mathbb{N}$ and let $g=\left(R_{j} S_{j}\right)^{k_{1}} S_{j-1} \cdots S_{i}$, $h=\left(R_{j} S_{j}\right)^{k_{2}} S_{j-1} \cdots S_{i}$ be two such arrows. We may assume without loss of generality that $k_{1} \geq k_{2}$. Then we have $\left(R_{j} S_{j}\right)^{k_{1}-k_{2}} h=g$ and therefore Condition (2) in Definition 4.1 is satisfied. The other conditions in Definition 4.1 follow as in the case of $n=2$.

Definition 4.6. Let $\mathcal{M}$ be a bicategory with all 2 -arrows being invertible. We call two diagrams $\mathcal{D}_{1}$ and $\mathcal{D}_{2}$ colimit equivalent if they have the same colimit.

Theorem 4.7. Let $\mathcal{M}$ be a bicategory with all 2 -arrows being invertible. Let $\mathcal{C}$ be a 2-directed category and $x \in \mathcal{C}_{0}$ a cofinal object. Let $F: \mathcal{C} \rightarrow \mathcal{M}$ be a functor, and let $F_{x}$ be its restriction to the monoid $\mathcal{C}(x, x)$. Then $F$ and $F_{x}$ have equivalent colimits.

Proof. We will make an extensive use of the coherence conditions (2.3) and (2.8) in this proof. To avoid tedious repetition of these arguments, we will omit parts of the calculations to make the proof clearer.

Let $D \in \mathcal{M}^{0}$ be an object. We want an equivalence of groupoids

$$
R_{x}: \mathcal{M}^{\mathcal{C}(x, x)}\left(F_{x}, \text { const }_{D}\right) \xlongequal{\Longrightarrow} \mathcal{M}^{\mathcal{C}}\left(F, \text { const }_{D}\right) .
$$

This implies the equivalence of the colimits for both diagrams. Recall that colimits are only well-defined up to equivalence in $\mathcal{M}$.

Since $\mathcal{C}(x, x)$ is a full subcategory of $\mathcal{C}$ we have an obvious map

$$
\Psi_{x}: \mathcal{M}^{\mathcal{C}}\left(F, \text { const }_{D}\right) \rightarrow \mathcal{M}^{\mathcal{C}(x, x)}\left(F_{x}, \text { const }_{D}\right) .
$$

This map sends an object $(\mathcal{G}, V) \in \mathcal{M}^{\mathcal{C}}\left(F, \text { const }_{D}\right)_{0}$ (a transformation) to its restriction $\left(\mathcal{G}_{x}, V_{x}\right)$ to the monoid $\mathcal{C}(x, x)$. The image under the map $\Psi_{x}$ of a modification $W:\left(\mathcal{G}^{1}, V^{1}\right) \rightarrow\left(\mathcal{G}^{2}, V^{2}\right)$ is the restricted modification $W_{x}:\left(\mathcal{G}_{x}^{1}, V_{x}^{1}\right) \rightarrow\left(\mathcal{G}_{x}^{2}, V_{x}^{2}\right)$. We need an inverse $R_{x}$ of $\Psi_{x}$. Let $\left(T_{x}, U_{g}\right) \in \mathcal{M}^{\mathcal{C}(x, x)}\left(F_{x}, \text { const }_{D}\right)_{0}$ be a transformation (see Definition 2.5). We want to extend this transformation to a transformation from $F$ to const $_{D}$.

First, let $y \in \mathcal{C}^{0}$. The object $x$ is cofinal. So we can choose an arrow $h_{y}: y \rightarrow x$. We define

$$
T_{y}:=T_{x} \circ F\left(h_{y}\right) .
$$

Secondly, let $g: y_{2} \rightarrow y_{1}$ be an arrow in $\mathcal{C}$. Since $\mathcal{C}$ is 2 -directed and $x$ is cofinal, Lemma 4.4 gives $\xi_{1}, \xi_{2} \in \mathcal{C}(x, x)$ such that

$$
\xi_{1} h_{y_{1}} g=\xi_{2} h_{y_{2}} .
$$

Let $\phi_{g}^{\xi_{1}, \xi_{2}}: F\left(\xi_{2}\right) F\left(h_{y_{2}}\right) \rightarrow F\left(\xi_{1}\right) F\left(h_{y_{1}}\right) F(g)$ be the 2-arrow given by

$$
\begin{aligned}
\phi_{g}^{\xi_{1}, \xi_{2}} & =\left(\operatorname{id}_{F_{\xi_{1}}} * u_{h_{y_{1}}, g}^{-1}\right) * u_{\xi_{1}, h_{y_{1} g}}^{-1} * u_{\xi_{2}, h_{y_{2}}} \\
& =\left(u_{\xi_{1}, h_{y_{1}}}^{-1} * \operatorname{id}_{F(g)}\right) * u_{\xi_{1} h_{y_{1}}, g}^{-1} * u_{\xi_{2}, h_{y_{2}}} .
\end{aligned}
$$

The last equality follows from the associativity condition (2.3). We define

$$
\begin{equation*}
U_{g}^{\xi_{1}, \xi_{2}}:=\left(U_{\xi_{1}}^{-1} * \operatorname{id}_{F\left(h_{y_{1}}\right) \circ F(g)}\right)\left(\operatorname{id}_{T_{x}} * \phi_{g}^{\xi_{1}, \xi_{2}}\right) *\left(U_{\xi_{2}} * \operatorname{id}_{F\left(h_{y_{2}}\right)}\right) . \tag{4.1}
\end{equation*}
$$

This is a 2-arrows $U_{g}^{\xi_{1}, \xi_{2}}$ from $T_{y_{2}}=T_{x} \circ F\left(h_{y_{2}}\right)$ to $T_{y_{1}} \circ F(g)=T_{x} \circ F\left(h_{y_{1}}\right) \circ F(g)$.

Lemma 4.8. The 2-arrow $U_{g}^{\xi_{1}, \xi_{2}}$ does not depend on the choice of $\xi_{1}$ and $\xi_{2}$.

Proof. Let $g, \xi_{1}$ and $\xi_{2}$ as before. First we show that for all $k \in \mathcal{C}(x, x)$ we have

$$
\begin{equation*}
U_{g}^{k \xi_{1}, k \xi_{2}}=U_{g}^{\xi_{1}, \xi_{2}} . \tag{4.2}
\end{equation*}
$$

By repeated application of (2.3):

$$
\left.\begin{array}{rl}
\phi_{g}^{k \xi_{1}, k \xi_{2}}\left(u_{k, \xi_{2}} * \operatorname{id}_{F\left(h_{y_{2}}\right)}\right) \\
& =\left(u_{k \xi_{1}, h_{y_{1}}}^{-1} * \operatorname{id}_{F(g)}\right) u_{k \xi_{1} h_{y_{1}}, g}^{-1} \cdot u_{k \xi_{2}, h_{y_{2}}}\left(u_{k, \xi_{2}} * \operatorname{id}_{F\left(h_{y_{2}}\right)}\right) \\
& =\left(u_{k \xi_{1}, h_{y_{1}}}^{-1} * \operatorname{id}_{F(g)}\right) u_{k \xi_{1}}^{-1} h_{y_{1}}, g
\end{array} u_{k, \xi_{2} h_{y_{2}}}\left(\operatorname{id}_{F(k)} * u_{\xi_{2}, h_{y_{2}}}\right), x_{y_{2}}\right)
$$

Hence

$$
\begin{equation*}
\left.\phi_{g}^{k \xi_{1}, k \xi_{2}}=\left(u_{k, \xi_{1}} * \operatorname{id}_{F\left(h_{y_{1}}\right)}\right) F(g)\right)\left(\operatorname{id}_{F_{k}} * \phi_{g}^{\xi_{1}, \xi_{2}}\right)\left(u_{k, \xi_{2}}^{-1} * \operatorname{id}_{F\left(h_{y_{2}}\right)}\right) . \tag{4.3}
\end{equation*}
$$
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Therefore,

$$
\begin{align*}
& U_{g}^{k \xi_{1}, k \xi_{2}}=\left(U_{k \xi_{1}}^{-1} * \operatorname{id}_{F\left(h_{y_{1}}\right) \circ F(g)}\right)\left(\mathrm{id}_{T_{x}} * \phi_{g}^{k \xi_{1}, k \xi_{2}}\right) *\left(U_{k \xi_{2}} * \operatorname{id}_{F\left(h_{y_{2}}\right)}\right) \\
&=\left(U_{\xi_{1}}^{-1} * \operatorname{id}_{F\left(h_{y_{1}}\right) \circ F(g)}\right)\left(U_{k}^{-1} * \operatorname{id}_{F\left(\xi_{1}\right)}\right) *\left(\mathrm{id}_{F(k)} * \phi_{g}^{\xi_{1}, \xi_{2}}\right) * \\
&\left(\left(\left(U_{k} * \operatorname{id}_{F\left(\xi_{2}\right)}\right) * U_{\xi_{2}}\right) * \operatorname{id}_{F_{h_{y_{2}}}}\right)=U_{g}^{\xi_{1}, \xi_{2}} \tag{4.4}
\end{align*}
$$

Here we used the identity $U_{k \xi_{2}}=\left(\mathrm{id}_{T_{x}} * u_{k, \xi_{2}}\right)\left(U_{k} * \mathrm{id}_{F\left(\xi_{2}\right)}\right) * U_{\xi_{2}}$ and a similar identity for $U_{k \xi_{1}}^{-1}$, as $\left(T_{x}, U_{g}\right) \in \mathcal{M}^{\mathcal{C}(x, x)}\left(F_{x}\right.$, const $\left._{D}\right)$ is a transformation and hence satisfies (2.8).

Now let $\left(\eta_{1}, \eta_{2}\right) \in \mathcal{C}(x, x)$ be another pair satisfying $\eta_{1} h_{y_{1}} g=\eta_{2} h_{y_{2}}$. There are $k_{1}, k_{2} \in \mathcal{C}(x, x)$ such that $k_{1} \xi_{1}=k_{2} \eta_{1}$. Hence $k_{1} \xi_{2} h_{y_{2}}=k_{2} \eta_{2} h_{y_{2}}$. Since $\mathcal{C}$ is 2 -directed (Definition 4.1), there is an element $z \in \mathcal{C}(x, x)$ such that $z k_{1} \xi_{2}=z k_{2} \eta_{2}$. Therefore, we have

$$
U_{g}^{\xi_{1}, \xi_{2}}=U_{g}^{z k_{1} \xi_{1}, z k_{1} \xi_{2}}=U_{g}^{z k_{2} \eta_{1}, z k_{2} \eta_{2}}=U_{g}^{\eta_{1}, \eta_{2}} .
$$

So, the 2-arrow $U_{g}^{\xi_{1}, \xi_{2}}$ does not depend on the choice of the pair $\left(\xi_{1}, \xi_{2}\right)$.

Let $U_{g}:=U_{g}^{\xi_{1}, \xi_{2}}$. Next we verify the coherence condition (2.8). Let $g: y_{2} \rightarrow y_{1}$ and $h: y_{3} \rightarrow y_{2}$ be two composable arrows in $\mathcal{C}$. Then there are $\xi_{1}, \xi_{2}, \xi_{2}^{\prime}$ and $\xi_{3} \in \mathcal{C}(x, x)$ with $\xi_{2} h_{y_{2}} h=\xi_{3} h_{y_{3}}$ and $\xi_{1} h_{y_{1}} g=\xi_{2}^{\prime} h_{y_{2}}$. Since $\mathcal{C}(x, x)$ is Ore, there are $\eta_{1}, \eta_{2} \in \mathcal{C}(x, x)$ with $\eta_{1} \xi_{2}^{\prime}=\eta_{2} \xi_{2}$. Then

$$
\eta_{1} \xi_{1} h_{y_{1}} g h=\eta_{1} \xi_{2}^{\prime} h_{y_{2}} h=\eta_{2} \xi_{2} h_{y_{2}} h=\eta_{2} \xi_{3} h_{y_{3}}
$$

The elements $\eta \xi_{1}, \eta_{1} \xi_{2}^{\prime}=\eta_{2} \xi_{2}$ and $\eta_{2} \xi_{3}$ satisfy $\eta_{1} \xi_{1} h_{y_{1}} g=\eta_{1} \xi_{2}^{\prime} h_{y_{2}}, \eta_{1} \xi_{2}^{\prime} h_{y_{2}} h=$ $\eta_{2} \xi_{3} h_{y_{3}}$ and $\eta_{1} \xi_{1} h_{y_{1}} g h=\eta_{2} \xi_{3} h_{y_{3}}$. Therefore, without loss of generality, we may choose $\xi_{2}=\xi_{2}^{\prime}$; and we get

$$
\xi_{1} h_{y_{1}} g h=\xi_{2} h_{y_{2}} h=\xi_{3} h_{y_{3}}
$$

Similar computations as in the proof of (4.3) show that

$$
\begin{equation*}
\left(\mathrm{id}_{F\left(\xi_{1}\right) F\left(h_{y_{1}}\right)} * u_{g, h}^{-1}\right) \phi_{g h}^{\xi_{1}, \xi_{3}}=\left(\phi_{g}^{\xi_{1}, \xi_{2}} * \operatorname{id}_{F_{h}}\right) \phi_{h}^{\xi_{2}, \xi_{3}} \tag{4.5}
\end{equation*}
$$

This equation will be relevant in the following.

To check (2.8), we start with the following commuting diagram:


Let

$$
\begin{aligned}
& K_{1}:=\left(U_{\xi_{2}}^{-1} * \operatorname{id}_{F\left(h_{y_{2}}\right) \circ F(h)}\right)\left(\operatorname{id}_{T_{x}} * \phi_{h}^{\xi_{2}, \xi_{3}}\right), \\
& K_{2}:=\left(U_{\xi_{1}}^{-1} * \operatorname{id}_{F\left(h_{y_{1}}\right) \circ F(g) \circ F(h)}\right)\left(\operatorname{id}_{T_{x}} * \phi_{g}^{\xi_{1}, \xi_{2}} * \operatorname{id}_{F(h)}\right)\left(\operatorname{id}_{T_{x}} * \phi_{h}^{\xi_{2}, \xi_{3}}\right), \\
& K_{3}:=\left(U_{\xi_{1}}^{-1} * \operatorname{id}_{F\left(h_{y_{1}}\right) \circ F(g h)}\right)\left(\operatorname{id}_{T_{x}} * \phi_{g h}^{\xi_{1}, \xi_{3}}\right) .
\end{aligned}
$$

Then the diagram

also commutes. Computing the expressions in the diagram gives

$$
\begin{aligned}
K_{1} *\left(U_{\xi_{3}} * \operatorname{id}_{F\left(h_{y_{3}}\right)}\right) & =U_{h}, \\
K_{2} * \operatorname{id} * K_{1}^{-1} & =U_{g} * \operatorname{id}_{F(h)}, \\
K_{3} * \operatorname{id} * K_{2}^{-1} & =\operatorname{id}_{\left(T_{x} \circ F\left(h_{y_{1}}\right)\right)} * u_{g, h}, \\
K_{3} *\left(U_{\xi_{3}} * \operatorname{id}_{F\left(h_{y_{3}}\right)}\right) & =U_{g h} .
\end{aligned}
$$

So the following diagram commutes:
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Substituting $T_{y_{i}}=T_{x} \circ F_{h_{y_{i}}}$ for $i=1,2,3$, in the last diagram, we get the coherence condition in (2.8). So $(T, U)$ is a transformation from $\mathcal{C}$ to const ${ }_{D}$. Let $\left(T_{x}^{1}, U_{\xi}^{1}\right)$ and $\left(T_{x}^{1}, U_{\xi}^{1}\right)$ be transformations in $\mathcal{M}^{\mathcal{C}(x, x)}\left(F_{x}\right.$, const $\left._{D}\right)$, and let $W_{x}: T_{x}^{1} \rightarrow T_{x}^{2}$ be a modification between $\left(T_{x}^{1}, U_{\xi}^{1}\right)$ and $\left(T_{x}^{1}, U_{\xi}^{1}\right)$. As we have seen before, we can extend $\left(T_{x}^{i}, U_{\xi}^{i}\right)$ to a transformation $\left(T^{i}, U_{g}^{i}\right) \in \mathcal{M}^{\mathcal{C}}\left(F, \operatorname{const}_{D}\right)$ for $i=1,2$. Next we show that we can extend the modification $W_{x}$ to a modification $W$ from $\left(T^{1}, U_{g}^{1}\right)$ to $\left(T^{2}, U_{g}^{2}\right)$. For all $y \in \mathcal{C}_{0}$, define $W_{y}: T_{y}^{1} \rightarrow T_{y}^{2}$ by

$$
W_{y}:=W_{x} * \operatorname{id}_{F\left(h_{y}\right)}
$$

We verify that $W$ satisfies the coherence condition (2.10). Let $g: y_{1} \rightarrow y_{2}$ be an arrow in $\mathcal{C}$ and let $\xi_{1}, \xi_{2}$ be such that $\xi_{1} h_{y_{1}} g=\xi_{2} h_{y_{2}}$. The coherence condition (2.10) is satisfied for the monoid $\mathcal{C}(x, x)$. Therefore, the following diagram commutes:


Hence

$$
\begin{gather*}
T_{x}^{1} \circ F\left(h_{y_{2}}\right) \xlongequal{W_{x} * \operatorname{id}_{F\left(h_{y_{2}}\right)}} T_{x}^{2} \circ F\left(h_{y_{2}}\right) \\
U_{\xi_{2}}^{1} * \operatorname{id}_{F\left(h_{y_{2}}\right)} \|^{\Downarrow} \stackrel{\left.U_{\xi_{2}}^{2} * \operatorname{id}_{F\left(h_{y_{2}}\right)}\right)}{T_{x}^{1} \circ F\left(\xi_{2}\right) \circ F\left(h_{y_{2}}\right) \xlongequal[W_{x} * \operatorname{id}_{F\left(\xi_{2}\right)} * \mathrm{id}_{F\left(h_{y_{2}}\right)}]{ } T_{x}^{2} \circ F\left(\xi_{2}\right) \circ F\left(h_{y_{2}}\right)}
\end{gather*}
$$

also commutes. Next, notice that

$$
\begin{align*}
& \left(U_{\xi_{1}}^{2-1} * \operatorname{id}_{F\left(h_{y_{1}}\right) \circ F(g)}\right)\left(\mathrm{id}_{T_{x}} * \phi_{g}^{\xi_{1}, \xi_{2}}\right)\left(W_{x} * \operatorname{id}_{F\left(\xi_{2}\right) \circ F\left(h_{y_{2}}\right)}\right) \\
& \quad\left(\operatorname{id}_{T_{x}} * \phi_{g}^{\xi_{1}, \xi_{2}-1}\right)\left(U_{\xi_{1}}^{1} * \operatorname{id}_{F\left(h_{y_{1}}\right) \circ F(g)}\right)=W_{y_{1}} * \operatorname{id}_{F(g)} \tag{4.10}
\end{align*}
$$

The last equality holds since $W_{x}=U_{\xi_{1}}^{2-1}\left(W_{x} * \operatorname{id}_{F\left(\xi_{1}\right)}\right) U_{\xi_{1}}^{1}$, see (4.8). Hence multiplying $U_{\xi_{2}}^{1} * \operatorname{id}_{F\left(h_{y_{2}}\right)}$ in (4.9) with $\left(U_{\xi_{1}}^{1-1} * \operatorname{id}_{F\left(h_{y_{1}}\right) \circ F(g)}\right)\left(\mathrm{id}_{T_{x}} * \phi_{g}^{\xi_{1}, \xi_{2}}\right)$ and multiplying $U_{\xi_{2}}^{2} * \operatorname{id}_{F\left(h_{y_{2}}\right)}$ with $\left(U_{\xi_{1}}^{2-1} * \operatorname{id}_{F\left(h_{y_{1}}\right) \circ F(g)}\right)\left(\operatorname{id}_{T_{x}} * \phi_{g}^{\xi_{1}, \xi_{2}}\right)$, we get that the
diagram

$$
\begin{gather*}
T_{y_{2}}^{1} \Longrightarrow T_{y_{2}}^{2}  \tag{4.11}\\
U_{2} \\
U_{g}^{1} \Downarrow U_{g}^{2} \\
T_{y_{1}}^{1} \circ F(g) \Longrightarrow W_{y_{1} * \operatorname{id}_{F(g)}}^{2} T_{y_{1}}^{2} \circ F(g)
\end{gather*}
$$

commutes. Therefore, $W$ is a modification. Now let $W^{1}$ be another modification from $\left(T^{1}, U_{g}^{1}\right)$ to $\left(T^{2}, U_{g}^{2}\right)$ with $W_{x}=W_{x}^{1}$. Let $y \in \mathcal{C}^{0}$. Then the following diagram commutes:

$$
\begin{array}{cc}
T_{y}^{1} \Longrightarrow & W_{y}^{1} \\
T_{y}^{2} \\
U_{h_{y}}^{1}=\operatorname{id} \downarrow \downarrow \\
T_{x}^{1} \circ F\left(h_{y}\right) \Longrightarrow W_{x}^{1} * \operatorname{id}_{F\left(h_{y}\right)} \\
\Downarrow T_{x}^{2} \circ F\left(h_{y}\right)
\end{array}
$$

Thus $W_{y}=W_{x} * \operatorname{id}_{F\left(h_{y}\right)}$. So the modification $W^{1}$ is uniquely determined by $W_{x}^{1}=W_{x}$.

Corollary 4.9. Let $\mathcal{C}$ be a 2-directed category and $\mathcal{C}_{1}$ be a connected cofinal subcategory of $\mathcal{C}$. Let $F: \mathcal{C} \rightarrow \mathcal{M}$ be a functor and let $F_{1}$ be its restriction to $\mathcal{C}_{1}$. Then $F$ and $F_{1}$ have equivalent colimits.

Let $\mathcal{C}$ be a 2 -directed category and let $x, y \in \mathcal{C}_{0}$ be such that $\mathcal{C}(x, x), \mathcal{C}(y, y)$ are cofinal. Let $F: \mathcal{C} \rightarrow \mathcal{M}$ be a functor and let $F_{x}, F_{y}$ be its restrictions to the monoids $\mathcal{C}(x, x)$ and $\mathcal{C}(y, y)$, respectively. A direct consequence of Corollary 4.9 is that $F_{x}$ and $F_{y}$ have equivalent colimits.

### 4.2 Applications

We apply Theorem 4.7 in the bicategories $\mathfrak{G r}$ and $\mathfrak{C o r r}$.

### 4.2.1 Shift equivalence of $\mathbf{C}^{*}$-correspondences

Muhly, Pask and Tomforde [32] introduced a notion of equivalence for correspondences which generalises "elementary strong shift equivalence" of graphs. This notion also has an elegant interpretation in terms of colimits, which then allows to extend it to diagrams of more general shape.

Definition 4.10. Let $A$ and $B$ be $\mathrm{C}^{*}$-algebras and let $\mathcal{E}_{1}: A \rightarrow A$ and $\mathcal{E}_{2}: B \rightarrow B$ be correspondences. An elementary strong shift equivalence between $\mathcal{E}_{1}$ and $\mathcal{E}_{2}$ consists of correspondences $\mathcal{E}_{R}: A \rightarrow B$ and $\mathcal{E}_{S}: B \rightarrow A$ with

$$
\mathcal{E}_{1} \cong \mathcal{E}_{R} \otimes_{A} \mathcal{E}_{S} \quad \text { and } \quad \mathcal{E}_{2} \cong \mathcal{E}_{S} \otimes_{B} \mathcal{E}_{R} .
$$

## 4 Colimit equivalent diagrams

Let strong shift equivalence be the equivalence relation generated by elementary strong shift equivalence. Thus a strong shift equivalence between $\mathcal{E}_{1}$ and $\mathcal{E}_{2}$ consists of

- $\mathrm{C}^{*}$-algebras $A_{1} \ldots A_{n}$ for $n \in \mathbb{N}$ such that $A_{1}=A$ and $A_{n}=B$;
- correspondences $\mathcal{E}_{R_{i}}: A_{i} \rightarrow A_{i+1}$ and $\mathcal{E}_{S_{i}}: A_{i+1} \rightarrow A_{i}$ for $i=1 \ldots n-1$ such that
(1) $\mathcal{E}_{1} \cong \mathcal{E}_{R_{1}} \otimes_{A_{2}} \mathcal{E}_{S_{1}} \quad$ and $\quad \mathcal{E}_{2} \cong \mathcal{E}_{S_{n-1}} \otimes_{A_{n-1}} \mathcal{E}_{R_{n-1}}$,
(2) $\mathcal{E}_{S_{i-1}} \otimes_{A_{i}} \mathcal{E}_{R_{i-1}} \cong \mathcal{E}_{R_{i}} \otimes_{A_{i+1}} \mathcal{E}_{S_{i}}$ for $i=2, \ldots, n-1$.

We recall the definition of the categories $\mathcal{C}_{s}$ and $\mathcal{C}_{s}^{n}$ from Example 4.5. An elementary strong shift equivalence between $\mathcal{E}_{1}$ and $\mathcal{E}_{2}$ defines a functor from $\mathcal{C}_{s}$ to $\mathfrak{C o r r}$, mapping $R(S R)^{n} \mapsto \mathcal{E}_{1}^{\otimes_{A}{ }^{n}} \otimes_{A} \mathcal{E}_{R},(S R)^{n} \mapsto \mathcal{E}_{1}^{\otimes_{A} n}$, and so on. Up to isomorphism, this functor is determined by $\mathcal{E}_{R}$ and $\mathcal{E}_{S}$ because $\mathcal{C}_{s}$ is generated freely by the arrows $R$ and $S$.

Let $\mathcal{E}_{R_{i}}: A_{i} \rightarrow A_{i+1}$ and $\mathcal{E}_{S_{i}}: A_{i+1} \rightarrow A_{i}$ for $i=1, \ldots, n-1$ be a strong shift equivalence between $\mathcal{E}_{1}$ and $\mathcal{E}_{2}$. As before, the assignments $S_{i} \mapsto \mathcal{E}_{S_{i}}$ and $R_{i} \mapsto \mathcal{E}_{R_{i}}$ for $i=1, \ldots, n-1$, determine a functor $\mathcal{S}^{\prime}: \mathcal{D}_{s}^{n} \rightarrow \mathfrak{C o r r}$. The isomorphisms in Condition (2) allow to descend this to a functor $\mathcal{S}: \mathcal{C}_{s}^{n} \rightarrow \mathfrak{C o r r}$. Theorem 4.7 implies that the colimit of the diagram $\mathcal{S}: \mathcal{C}_{s}^{n} \rightarrow \mathfrak{C o r r}$ in $\mathfrak{C o r r}$ is Morita-Rieffel equivalent to the colimit of either of the diagrams $\mathcal{S}_{x}: \mathbb{N} \rightarrow \mathfrak{C o r r}$ and $\mathcal{S}_{y}: \mathbb{N} \rightarrow \mathfrak{C o r r}$ obtained by restricting $\mathcal{S}$ to $\mathcal{C}_{s}^{n}(x, x)$ and $\mathcal{C}_{s}^{n}(y, y)$, respectively. We include a direct proof of this fact for $n=1$.

Proposition 4.11. Let $\mathcal{S}$ be the functor $\mathcal{C}_{s} \rightarrow \mathfrak{C o r r}_{\text {prop }}$ corresponding to the strong shift equivalence

where $A$ and $B$ are $\mathrm{C}^{*}$-algebras and $\mathcal{E}_{R}$ and $\mathcal{E}_{S}$ are proper correspondences. Let $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$ be the diagrams $(\mathbb{N},+) \rightarrow \mathfrak{C o r r}_{\text {prop }}$ generated by $\mathcal{E}_{R} \otimes_{B} \mathcal{E}_{S}: A \rightarrow A$ and $\mathcal{E}_{S} \otimes_{A}$ $\mathcal{E}_{R}: B \rightarrow B$, respectively. Then

$$
\operatorname{colim}(\mathcal{S}) \cong \operatorname{colim}\left(\mathcal{S}_{1}\right) \cong \operatorname{colim}\left(\mathcal{S}_{2}\right)
$$

in $\mathfrak{C o r r}$, that is, these colimits are Morita-Rieffel equivalent.
Proof. Let $D$ be a $\mathrm{C}^{*}$-algebra. A transformation from $\mathcal{S}$ to const $_{D}$ is a quadruple $\left(\mathcal{F}_{A}, \mathcal{F}_{B}, U_{S}, U_{R}\right)$, where

$$
\mathcal{F}_{A}: A \rightarrow D, \quad \mathcal{F}_{B}: B \rightarrow D
$$

are correspondences and

$$
U_{S}: \mathcal{E}_{S} \otimes_{A} \mathcal{F}_{A} \rightarrow \mathcal{F}_{B}, \quad U_{R}: \mathcal{E}_{R} \otimes_{B} \mathcal{F}_{B} \rightarrow \mathcal{F}_{A}
$$

are isomorphisms of correspondences. This induces isomorphisms

$$
U_{A}:\left(\mathcal{E}_{R} \otimes_{B} \mathcal{E}_{S}\right) \otimes_{A} \mathcal{F}_{A} \rightarrow \mathcal{F}_{A}, \quad U_{B}:\left(\mathcal{E}_{S} \otimes_{A} \mathcal{E}_{R}\right) \otimes_{B} \mathcal{F}_{B} \rightarrow \mathcal{F}_{B}
$$

Here we use implicitly that $\mathfrak{C o r r}$ is associative up to canonical isomorphism. Hence we get transformations $\left(\mathcal{F}_{A}, U_{A}\right)$ and $\left(\mathcal{F}_{B}, U_{B}\right)$ from $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$ to const ${ }_{D}$, respectively. Conversely, let $\left(\mathcal{F}_{A}, U_{A}\right)$ be a transformation from $\mathcal{S}_{1}$ to $\operatorname{const}_{D}$. Define

$$
\mathcal{F}_{B}:=\mathcal{E}_{S} \otimes_{A} \mathcal{F}_{A}, \quad U_{S}:=\operatorname{id}_{\mathcal{F}_{B}}
$$

and let $U_{R}: \mathcal{E}_{R} \otimes_{B} \mathcal{F}_{B} \rightarrow \mathcal{F}_{A}$ be the composite of $U_{A}:\left(\mathcal{E}_{R} \otimes_{B} \mathcal{E}_{S}\right) \otimes_{A} \mathcal{F}_{A} \rightarrow \mathcal{F}_{A}$ and the associator $\mathcal{E}_{R} \otimes_{B} \mathcal{F}_{B} \cong\left(\mathcal{E}_{R} \otimes_{B} \mathcal{E}_{S}\right) \otimes_{A} \mathcal{F}_{A}$. This gives a transformation $\left(\mathcal{F}_{A}, \mathcal{F}_{B}, U_{S}, U_{R}\right)$ from $\mathcal{S}$ to const ${ }_{D}$. This is a quasi-inverse for the functor taking $\left(\mathcal{F}_{A}, \mathcal{F}_{B}, U_{S}, U_{R}\right)$ to $\left(\mathcal{F}_{A}, U_{B}\right)$. Similarly, a transformation $\left(\mathcal{F}_{B}, U_{B}\right)$ from $\mathcal{S}_{2}$ to const ${ }_{D}$ induces a transformation from $\mathcal{S}$ to const $_{D}$. By the universal property of the colimit, this means that the diagrams $\mathcal{S}, \mathcal{S}_{1}$ and $\mathcal{S}_{2}$ have the same colimit.

Similarly,
Proposition 4.12. Let $\mathcal{S}$ be the functor $\mathcal{C}_{s} \rightarrow \mathfrak{G r}_{\text {prop }}$ corresponding to the strong shift equivalence

where $\mathcal{G}$ and $\mathcal{H}$ are groupoids and $\mathcal{X}_{R}$ and $\mathcal{X}_{S}$ are groupoid correspondences. Let $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$ be the diagrams $(\mathbb{N},+) \rightarrow \mathcal{G}_{\text {prop }}$ generated by $\mathcal{X}_{R} \circ_{\mathcal{H}} \mathcal{X}_{S}: \mathcal{G} \rightarrow \mathcal{G}$ and $\mathcal{X}_{S} \circ_{\mathcal{G}} \mathcal{X}_{R}: \mathcal{H} \rightarrow \mathcal{H}$, respectively. Then

$$
\operatorname{colim}(\mathcal{S}) \cong \operatorname{colim}\left(\mathcal{S}_{1}\right) \cong \operatorname{colim}\left(\mathcal{S}_{2}\right)
$$

in $\mathfrak{C o r r}_{\text {prop }}$, that is, these colimits are equivalent.

4 Colimit equivalent diagrams
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