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Abstract

On the basis of the equations for stellar structure together with an equation of state
stellar models may be constructed. Using these stellar models, the effects of different
parameters on the evolution and internal structure of stars can be studied. The stabil-
ity of stellar models is investigated by applying perturbations to the set of dependent
variables. For infinitesimally small perturbations higher order terms can be neglected
and a linear stability problem is obtained (linear approximation). The mathematical
problem then poses a boundary eigenvalue problem with the complex eigenfrequen-
cies of the stellar models considered as eigenvalues. The real parts correspond to the
inverse of the pulsation periods whereas the imaginary parts indicate the growth rate
of an unstable mode or damping of a damped mode respectively. Thus this approach
provides an estimate of possible pulsation periods which may be compared with ob-
served periods of a star with parameters close to that of the model considered. A linear
approach can never predict the amplitude of an oscillation. Therefore nonlinear simu-
lations are required to determine, e.g., the final velocity amplitude or the final variation
of the brightness of the object. Moreover, the final period in the nonlinear regime might
be different from the linear period due to nonlinear effects. In many models studied
here it has been found that the linearly determined periods substantially differ from
the periods obtained by nonlinear simulations. Therefore nonlinear simulations are in-
evitable if theoretically determined periods are to be compared with observed periods
in stars.

In this thesis, linear stability analyses together with nonlinear simulations have
been performed for a variety of models for massive stars. The linear pulsation equa-
tions are solved using the Riccati method which has the advantage that the frequencies
and eigenfunctions of even high order modes can be calculated with prescribed high
accuracy. In order to determine the final fate of unstable models, nonlinear simula-
tions are performed. If these simulations are to be meaningful, they have to satisfy an
extremely high accuracy, since the energies of interest (e.g., the kinetic energy) are by
several orders of magnitude smaller than the dominant energies (gravitational poten-
tial and internal thermal energy). The requirements are met by the fully conservative
numerical scheme adopted. Full conservativity is achieved by implicit time integration.

For the stability analysis envelope models for zero age main sequence stars with
solar chemical composition in the mass range between 50 M� and 150 M� have been
constructed. The linear stability analysis of these models reveals instabilities above
58 M�. The pulsation periods of unstable modes lie in the range between 3 hours
and 1 day. Nonlinear simulations of unstable models indicate that their final state is
associated with pulsationally driven mass loss and mass loss rates of the order of 10−7

M�/yr.
Recent observations of the B-type supergiant 55 Cygni, reveal that this star pulsates

with periods in the range between 2.7 hours and 22.5 days. The authors identify the
pulsations with pressure, gravity and strange modes. Motivated by the observations
we have performed a linear stability analysis of corresponding stellar models together
with nonlinear simulations of unstable models. As a result we find that the mass of
55 Cygni lies below 28 M�. The pulsation periods derived from nonlinear simulations
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lie well within the range of observed periods and the mass loss estimated from the
simulations is consistent with observed mass loss.

In the linear stability analysis of zero age main sequence models a set of non oscilla-
tory (monotonically) unstable modes has been identified. Such modes are present both
for radial and nonradial perturbations. Their growth rates vary with the harmonic de-
gree and their kinetic energies show a secondary maximum very close to the surface of
the models which may indicate the possibility of an observational identification. In the
thesis, we present an attempt to understand the behaviour and origin of these modes.
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Overview

The thesis is divided into six chapters (for a visualization see Fig. 1). Chapter 1 presents
an introduction to the topic and a motivation for the study. The basic equations and
methods used are discussed in Chapter 2. The results obtained are discussed in the
following three chapters. Chapter 3 focuses on the studies of massive main sequence
stars. Motivated by recent observations theoretical calculations and simulations for
models of the B-type supergiant 55 Cygni (HD 198478) are described in Chapter 4.
Nonradial monotonically unstable modes in zero age main sequence models are the

Chap.1:  Introduction 

Chap.2:  Basic equations and methods 

Results

  Monotonically 
unstable modes 

  Massive main
 sequence stars

 

Chap. 3 Chap. 5

    55 Cygni 
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Chap. 4
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FIGURE 1: Outline of the thesis

subject of Chapter 5. Their properties as well as their dependence on the harmonic
degree are discussed there. Finally, a summary and plans for future work are presented
in Chapter 6.
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Chapter 1

Introduction

Stars are basic constituents of the universe and by definition undergo nuclear burning
at least once in their life. Theoretical calculations supported by corresponding observa-
tions exhibit a lower mass limit of 0.08 M� for a star to be able to ignite nuclear burning
(see e.g., Dantona & Mazzitelli, 1985). This lower limit is sensitive to the chemical com-
position and decreases with increasing metallicity. The evolution of such low mass
stars proceeds on very long time scales (comparable to the Hubble time scale). There-
fore an observational verification of the theoretically determined evolution of low mass
stars is not possible. On the other hand, the evolution of massive stars proceeds on
comparatively short time scales (depending on mass as short as 106 yrs). Whether an
upper limit for the mass of stars exits is still a matter of debate and depends on the
physical process considered which might infer an upper mass limit. One of these pro-
cesses involves the stability of a star. Early studies on the stability of main sequence
stars have revealed upper (stability) mass limits of 100 M� (Ledoux, 1941) and 60 M�
(Schwarzschild & Härm, 1959).

Massive stars seem to play a crucial role in the chemical enrichment of galaxies
(Nomoto et al., 2013) and the most massive primordial stars are likely to be main
sources of radiation in the early universe (re-ionization). Tanvir et al. (2009) reported
a Gamma Ray Burst (GRB) at a redshift of 8.2 and interpreted its occurrence as an
indication that ‘massive stars were being produced and dying’ in the early universe
approximately 630 Myr after the Big Bang. The occurrence of a GRB at even higher
redshift (Cucchiara et al., 2011) strengthens this idea.

In the previous decades many authors (see e.g., Figer, 2005; Weidner & Kroupa,
2004) claimed the existence of an upper mass limit for stars of around 150 M�. How-
ever, Crowther et al. (2010) reported the existence of stars in the star cluster R136 with
masses above 150 M�. This star cluster is situated in 30 Doradus, an H II region of
the Large Magellanic Cloud. These studies show that the star cluster R136 is a region
likely to harbor the most massive stars. Hence it is a field of interest for existing as well
as next generation telescopes. Particularly interesting is the star R136a1 whose mass is
suggested to lie above 300 M� (see, Crowther et al., 2016).

According to our present understanding of stellar evolution, stars having masses
above than approximately 8 M� end their life with a supernova explosion. The final
product is then either a neutron star or a stellar black hole depending on the initial
mass of the star. However, the post main sequence evolution of massive stars severely
depends on stellar mass loss whose origin, mechanism and magnitude are largely un-
known. Thus our lack of knowledge concerning mass loss introduces an ambiguity to
predict the final fate of massive stars. Therefore a reliable theory of mass loss is desper-
ately needed to understand the evolution of massive stars. Despite several attempts in
this direction (see e.g., Vink et al., 2001) a proper understanding of mass loss in mas-
sive stars is still missing. Stellar winds, pulsations, eruptions of surface layers from
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2 Chapter 1. Introduction

supergiants and binary mass transfer are the main processes discussed for the mass
loss in massive stars (Smith, 2014). Photometric and spectroscopic variability in many
massive stars revealed the presence of pulsations in these objects. Meanwhile there is
growing evidence for a connection between mass loss and pulsation in massive stars.
For example, Kraus et al. (2015) suggested that the pulsation observed in the B-type
supergiant 55 Cygni can trigger enhanced phases of mass loss.

In an early observational study of very massive stars Humphreys & Davidson (1979)
have identified an essentially empty region in the Hertzsprung - Russell diagram (HRD),
where no stationary stellar object is found. This domain is confined by the Humphreys-
Davidson limit (Humphreys & Davidson, 1979). The same authors suggested that the
existence of this limit might be due to an instability which induces violent mass loss
in stars. Rayleigh-Taylor instability as a result of density inversions occurring in corre-
sponding stellar models and an associated turbulent pressure (de Jager, 1980, 1984) or
a modified Eddington limit (Davidson, 1987; Humphreys & Davidson, 1984; Lamers,
1986) were proposed as an explanation for the existence of the Humphreys-Davidson
limit. In spite of all these efforts the origin of this limit is not yet fully understood.
Glatzel & Kiriakidis (1993b) reported on violent mode coupling instabilities (strange
mode instabilities) in models for Luminous Blue Variables (LBVs). The stability bound-
ary for these instabilities in the HRD coincides with the Humphreys-Davidson limit.
Strange mode instabilities have a non thermal origin which can be proven using the
Non Adiabatic Reversible (NAR) approximation (Gautschy & Glatzel, 1990b). The ex-
istence of strange mode instabilities even in the NAR approximation proves them to be
of acoustic origin. Meanwhile the presence of strange mode instabilities has been re-
ported in a variety of stellar models (see, e.g. Gautschy & Glatzel, 1990b; Jeffery & Saio,
2016; Saio & Jeffery, 1988; Wood, 1976) including the zero age main sequence (ZAMS).
The growth rates associated with these instabilities are much higher compared to those
of κ and ε - mechanism as mentioned by Glatzel & Kiriakidis (1993a). Moreover, these
authors have also emphasized that the instability associated with fundamental mode in
massive ZAMS models is extremely weak and its growth time scale competes with the
nuclear and evolution time scale. A study dedicated to the fundamental mode in mod-
els of massive main sequence stars was presented by Goodman & White (2016). These
authors also concluded that the radial fundamental mode exhibits a small growth rate
and the instability associated with this mode would not limit the main sequence life
time.
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Chapter 1. Introduction 3

The solution of the linear pulsation equations together with appropriate bound-
ary conditions forms a boundary eigenvalue problem is generally referred to as ‘linear
stability analysis’. The linear stability analysis provides the information, whether a
given stellar model is unstable or stable with respect to infinitesimally small perturba-
tions. For a given model several modes may be unstable simultaneously due to various
mechanisms.

The final fate of a linearly unstable stellar model, however, can only be determined
by following the instability into the nonlinear regime. In most cases the nonlinear sim-
ulations show, that instabilities lead to periodic pulsations, where the period can easily
be deduced from the variations of the stellar parameters (e.g., radius or effective tem-
perature) as a function of time in the model considered. For example, Fig. 1.1 illustrates
the final finite amplitude pulsation in terms of a strict periodic variation of radius and
surface temperature of a linearly unstable zero age main sequence model with solar
chemical composition and a mass of 90 M�. Apart from strictly periodic pulsations
instabilities may also lead to irregular pulsations.

One of the most interesting consequences of violent instabilities is the possibility
that they may induce direct mass loss. Should the velocity amplitude in the nonlinear
regime of the evolution of an instability exceed the escape velocity from the object, this
is taken as an indication of direct mass loss. In fact, this phenomenon has been found
in simulations of models for massive stars (Glatzel et al., 1999) and we will report on it
in this thesis for a model of 55 Cygni (see Chap.4).

1.1 History

Pulsations in stars have been observed as early as 1786 in the case of the variable star
δ-Cephei (Goodricke & Bayer, 1786). In the beginning, periodic stellar variability was
thought to be caused by a binary system.

Technical improvements of the telescopes helped to discover a large number of vari-
able stars. Shapley (1914) suggested the idea of radial pulsations as a cause of vari-
ability in cepheids. With the help of a huge number of observations Leavitt (1908)
discovered the existence of a period- luminosity relation, which was improved by
Hertzsprung (1914) later on and has been used to determine the distance to the Small
Magellanic Cloud (see also Smolec, 2009). The period-luminosity relation provides a
unique way to measure distances within the Milky Way and even distances to other
galaxies with the help of pulsating stars. According to Christensen-Dalsgaard (2014),
the understanding of pulsation mechanisms and the cause of pulsations are among the
main reasons to study stellar pulsations. Pulsation modes in a star may provide unique
information about the internal structure of a star. Actually deriving the internal prop-
erties of a star with the help of observed pulsation frequencies is the primary goal of
asteroseismology (see also Aerts et al., 2010a). As an example for this technique, back
in 1879, Ritter (1879) reported the existence of a period-density relation. This relation
immediately provides an estimate of the density of the star once an observed period is
identified with the pulsation period of a mode.

The mechanisms exciting pulsations remained unclear until Eddington (1926) con-
sidered pulsating stars as heat engines where suitable conditions can lead to self ex-
cited pulsations. Apart from a modulation of the energy generation by nuclear sources
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in the stellar core, he also proposed a valve mechanism (today addressed as the κ-
mechanism) to excite pulsations. The latter relies on the dependence of the heat trans-
port on temperature and density (by means of the opacity) and is independent of nu-
clear energy generation in the core (see Gautschy, 1997, for an extensive review, in
particular for the historical developments).

Epstein (1950) showed that in the stellar core the perturbations associated with a
pulsation become very small compared to the amplitude of the perturbations at the
stellar surface (with a ratio of approximately 10−6). This clearly indicates that the stel-
lar core is not severely affected by pulsations. As a result, for many cases the stellar
core (and, in particular, nuclear reactions) can safely be ignored in pulsation studies.
However, in order to investigate the excitation of pulsations by nuclear reactions (ε-
mechanism) the stellar core must be taken into account. The fact that the stellar core
can be ignored when considering stellar pulsations is also reflected in the behaviour
of eigenfunctions obtained in a linear stability analysis. Eigenfunctions decrease expo-
nentially from the surface to the center of stellar models (see Fig. 2.7). Disregarding he-
lium and hydrogen ionization in models of red giant stars, Cox (1955) found pulsations
to be damped on a timescale of 10 days. On the other hand, Zhevakin in 1953 found
pulsations to be excited when fully including the effect of He II zones in his models
(Zhevakin, 1963). Detailed numerical calculations for models of δ - Cephei were per-
formed by Baker & Kippenhahn (1962). These authors confirmed the important role of
ionization zones for the driving of stellar pulsations. In this thesis, the linear pulsation
equations will be considered in a form (with some modifications) similar to that given
by Baker & Kippenhahn (1962). The excitation of pulsations observed in β- Cepheid
stars was a mystery for a long time and found its solution when a significant contribu-
tion of heavy elements to the opacity was discovered (Iglesias & Rogers, 1996; Rogers
& Iglesias, 1992; Rogers et al., 1996). The peak in the opacity due to heavy elements
(in particular Fe-group elements) around T = 200,000 K is generally referred to as the
Fe-opacity bump. Numerical studies based on these improved opacities for models of
β-Cepheids (Dziembowski & Pamiatnykh, 1993; Kiriakidis et al., 1992) revealed that
the κ-mechanism associated with the Fe-opacity bump is responsible for the excitation
of pulsations in these stars.

1.2 Objectives and motivation

For a wide range of parameters massive stars, even massive ZAMS stars have been
found to be violently unstable due to strange mode instabilities (Glatzel & Kiriakidis,
1993a). These studies are based on linear stability analyses. The aim of the present
thesis is to perform a linear stability analysis for models of massive stars thus con-
firming previous studies and, as an extension, to follow the instabilities of unstable
modes into the nonlinear regime. In general the final fate of unstable models can only
be determined by following the instabilities into the nonlinear regime. Extensive non-
linear simulations have not been done so far and are further motivated by two issues:
As mentioned by some authors (see, e.g., Glatzel, 2009) pulsation periods obtained by
linear stability analyses do not match the observed period in several cases. In this the-
sis it will be of particular interest whether the linear pulsation periods are affected in
the nonlinear regime of the evolution of a strong (strange mode) instability and non-
linear periods should be compared to the observed values rather than their linearly
determined counterparts. The second question to be addressed is whether the strong
strange mode instabilities might be responsible for stellar mass loss in massive stars.
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In general, the coupling between stellar pulsation and mass loss is poorly understood.
Meanwhile there is growing evidence for a relation between mass loss and pulsation
(see, e.g., Kraus et al., 2015). Mass loss severely affects the evolution and the final fate
of massive stars (Smith, 2014). This is a further motivation for the present study of
mass loss due to strange mode instabilities and pulsations. Estimates of mass loss rates
will therefore will be of particular interest.

Following instabilities into the nonlinear regime faces several problems, one of
which concerns the energy balance of the system. The fact that different forms of
the energy differ by several orders of magnitude requires a sophisticated conserva-
tive numerical scheme which satisfies the energy balance intrinsically. Moreover, in
the nonlinear regime shock waves are expected to be generated. They require special
treatment.

A recent observational study by Kraus et al. (2015) suggests the presence of various
pulsation modes including strange modes in the B-type supergiant 55 Cygni. In this
thesis, a stability analysis and nonlinear simulations for stellar models with parameters
close to that of 55 Cygni will be performed.

In models of massive stars, a new kind of non oscillatory modes with vanishing fre-
quency has been found by Hilker (2009), Deller (2009) and Saio (2011). These modes ex-
hibit strong growth rates in the dynamical range. Their appearance and consequences
are not yet understood. In the present study an attempt will be made to study them
systematically in main sequence models.





Chapter 2

Basic equations and methods

To understand the physics and the evolution of stars a theoretical approach is in-
evitable. Due to the timescale involved in stellar evolution observations provide only
snapshots of the evolution which need to be ordered and connected on the basis of
a theoretical framework. Moreover, the interior of stars is not directly accessible by
observations. Thus a theoretical description of the interior of stars is particularly im-
portant.

Stars are extremely complex systems. To enable a theoretical treatment, approxima-
tions and simplifications have to be introduced. The basic assumptions of the common
first order approach to stellar structure and evolution may be summarized as follows
(see, e.g., Kippenhahn et al., 2012; Salaris & Cassisi, 2006):

• Stars consist of matter and radiation.

• To first order, rotation, magnetic fields, rotational mixing and atomic diffusion
are neglected.

• Neglecting rotation and magnetic fields, stars can be described as one-dimensional
spherically symmetric systems.

Within this simplified approach the equations governing stellar structure and evolution
may be written in terms of the Lagrangian mass coordinate m (the mass contained
within a sphere of radius r) and the time t as independent variables:

∂r

∂m
=

1

4πr2ρ
(2.1)

∂P

∂m
= − Gm

4πr4
− 1

4πr2

∂2r

∂t2
(2.2)

∂L

∂m
= ε− Cp

∂T

∂t
+
δ

ρ

∂P

∂t
(2.3)

∂T

∂m
= − Gm

4πr4
∇T
P

(2.4)

∇ characterizes the heat transport and is given by its radiative value ∇ = ∇rad =
3κP

16πacG
Lrad
mT 4 if energy transport is entirely due to radiative diffusion. κ denotes the

opacity, Lrad stands for the radiative luminosity, a is the radiation constant, c the speed
of light, T denotes the temperature and P is the pressure. Within the Lagrangian de-
scription the position of a mass element in terms of its radius r is a dependent variable.
In the set of equations given above L, G, ρ, ε, Cp and δ = ( d log ρd log T )|p denote the total lumi-
nosity, the gravitational constant, the density, the nuclear energy generation rate, the
specific heat at constant pressure and the thermal expansion coefficient, respectively.

7
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Equation 2.1 corresponds to mass conservation and equation 2.2 describes momentum
conservation. Except for very short dynamical phases a star remains in hydrostatic
equilibrium during stellar evolution. In hydrostatic equilibrium the acceleration term
(∂

2r
∂t2

) vanishes in equation 2.2. Energy conservation is expressed in terms of equation
2.3 and energy transport within a diffusion type approximation is described by equa-
tion 2.4. The equation governing the change of chemical composition due to nuclear
reactions was not explicitly given here since chemical stellar evolution and nuclear
reactions are disregarded in this thesis. (The timescales of these processes are much
longer than the timescales considered here.)

To close the system of equations, an equation of state (EOS) has to be supplemented.
The EOS in general provide a relation between pressure (P ), temperature (T ) and den-
sity (ρ). For a mixture of an ideal gas and radiation, the pressure can be expressed
as:

P =
a

3
T 4 +

R

µ
ρT (2.5)

where a is the radiation constant, R denotes the gas constant, and µ stands for the mean
molecular weight. The first term in equation 2.5 represents the radiation pressure and
the second term stands for the gas pressure.

The opacity describes the absorption of photons by the stellar matter. It plays an
important role in any phase of stellar evolution. In the optically thick stellar interior the
frequency dependence of the radiation field may be ignored. In this case the Rosseland
mean κrad of the opacity can be used to describe the transport of radiation within the
diffusion approximation:

κrad =

∫∞
0 κνFνdν∫∞

0 Fνdν
(2.6)

κν is the monochromatic opacity and Fν is the monochromatic flux at the frequency
ν. For local thermodynamic equilibrium, Fν can be expressed in terms of the Planck
function Bν(T ). The Rosseland mean of the opacity is then given by:

κrad =

∫∞
0

dBν(T )
dT dν∫∞

0
1
κν

dBν(T )
dT dν

. (2.7)

If energy is transported both by radiation diffusion and conduction, the total opacity
κ is given by the harmonic mean of the radiative opacity (κrad) and the conductive
opacity (κe):

1

κ
=

1

κrad
+

1

κe
(2.8)

The calculation of opacities for stellar matter is a challenging task. For convenience,
opacities for astrophysical applications are usually provided in the form of tables cov-
ering a large range of densities, temperatures and chemical compositions (see, e.g.,
Cassisi et al., 2007; Mendoza et al., 2007). The OPAL opacity tables (Iglesias & Rogers,
1996; Rogers & Iglesias, 1992; Rogers et al., 1996) have been used for the present study.

2.1 Envelope models

Models for massive stars often exhibit a core-envelope structure, where the core with
negligible radius contains almost the entire mass of the star, and the envelope with
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FIGURE 2.1: Core-envelope structure of a massive star (a) and the
boundaries of envelope models (b).

negligible mass covers almost the entire stellar volume. The nuclear energy produc-
tion takes place in the core, whereas the stellar envelope does not contain any sources
or sinks of energy. Hence the luminosity is constant throughout the envelope. The lat-
ter considerably simplifies the construction of envelope models. Epstein (1950) pointed
out that pulsation amplitudes exponentially decrease from the stellar surface to the cen-
ter. Therefore the envelope of a stellar model plays the dominant role when considering
stellar pulsations, whereas the stellar core may be disregarded. Thus investigations of
stellar pulsations can be restricted to considering the stellar envelope only. Accord-
ingly, the present study is based on envelope models for massive stars. Envelope mod-
els in hydrostatic equilibrium can be constructed by initial value integration once the
effective temperature (Teff ), the luminosity (L), the mass M and the chemical compo-
sition are prescribed (see also, Grott, 2003). Note that the equations of stellar structure
in general form a much more difficult boundary value problem. For an envelope with
constant luminosity in hydrostatic and thermal equilibrium the stellar structure equa-
tions reduce to (see also, Grott, 2003):

∂r

∂m
=

1

4πr2ρ
(2.9)

∂P

∂m
= − Gm

4πr4
(2.10)

∂T

∂m
= − Gm

4πr4
∇T
P

(2.11)

∇ is evaluated on the basis of the mixing length theory (Böhm-Vitense, 1958). Equa-
tions 2.9 - 2.11 are integrated as an initial value problem from the photosphere with
radius R to the inner boundary of the envelope by imposing the following three initial
conditions at the photosphere (m = M ):

1. r = R is determined using Stefan-Boltzmann’s law: L = 4πR2σBT
4
eff

2. Photospheric pressure P = peff = 1
κeff

2GM
3R2

3. T = Teff

Once the mass M , the effective temperature Teff and the luminosity L together with a
uniform chemical composition are specified, the initial conditions are determined with-
out ambiguity. In the boundary conditions, σB denotes Stefan-Boltzmann’s constant.
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peff and κeff are the pressure and the opacity at the photosphere, respectively. Together
with the boundary conditions given the set of differential equations (Eqs. 2.9 - 2.11)
form an initial value problem to be integrated from the photosphere up to some max-
imum temperature (for a schematic representation of the integration strategy see Fig.
2.2). For the numerical integration any standard scheme may be used. In this thesis we
have used a forth order implicit predictor corrector method.

m = M
T = Tmax ( e.g., 10  K )

7

P    = eff

2 GM

3 R
2 

1
Keff

R   = 
4 Teff

4

L2 

T = Teff

Inwards integration 

S
u

rf
ac

e

Envelope inner 

   boundary

FIGURE 2.2: Integration strategy for the construction of envelope mod-
els.

2.2 Linear stability analysis

An approach to investigate the stability of a system consists of subjecting it to small
perturbations. If a perturbation grows with time, the system is (linearly) unstable, if
it decays, the system is (linearly) stable. As a first step, this approach is also applied
here to stellar models. It has been adopted by many authors so far and is described,
e.g., in the textbook on stellar pulsation by Cox (1980). In this thesis, we shall adopt the
representation of Baker & Kippenhahn (1962). These authors considered the stability of
stellar models with respect to radial perturbations on the basis of the stellar structure
equations (Eqs. 2.1 - 2.4): The dependent variables are decomposed into a stationary
part satisfying hydrostatic and thermal equilibrium (which is assumed to be prede-
termined by envelope construction and referred to as background model) and a time
dependent perturbation. Inserting this approach into Eqs. 2.1 - 2.4, assuming hydro-
static and thermal equilibrium to hold for the stationary parts and neglecting quadratic
and higher order terms in the perturbations leads to a system of linear partial differen-
tial equations for the perturbations, where m and t are the independent variables. The
time dependence can be separated by assuming an exponential time dependence of the
perturbations of the form exp(iωt) where ω plays the role of a complex eigenfrequency.
The partial differential equations for the perturbations then reduce to a set of ordinary
differential equations (with m as the independent variable) with the coefficients de-
pending on the background model and the eigenfrequency. The latter will be referred
to as the perturbation equations. Thus the stability problem is reduced to a fourth order
system of ordinary differential equations which together with four suitable boundary
conditions, to be discussed in the following, forms a boundary eigenvalue problem.
For the study of complete stellar models the singularity of the perturbation equations
at the stellar center requires special attention. Therefore Gautschy & Glatzel (1990b)
have slightly modified the perturbation equations as given by Baker & Kippenhahn
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(1962). We shall use them here in the form given by Gautschy & Glatzel (1990b) (see
also, Grott, 2003):

x2 ξ′ = A∗4 {3 ξ +A5 p−A6 t} (2.12)

x2 l′ = A∗1

{
A∗10

dL0

dM
l − {iσ +A10A12} p+ {iσA2 −A10A11} t

}
(2.13)

p′ = −p− ξ
{

4 +A3 σ
2
}

(2.14)

t′ = {A8 p−A9 t+A13 l − 4 ξ}A7 (2.15)

For better resolution, log P0 is used in Eqs. 2.12 - 2.15 as the independent vari-
able rather than the Lagrangian mass coordinate. The transformation from m to log P0

is given by the equation for hydrostatic equilibrium of the background model. Ac-
cordingly, derivatives with respect to the independent variable (log P0) are denoted by
dashes (e.g., ξ’, l’). The dependent variables ξ, l, p and t correspond to the relative
Lagrangian displacement and the relative perturbations of luminosity, pressure and
temperature, respectively. σ is the complex eigenfrequency normalized by the inverse
of the global free fall time τff ( with τff =

√
R3/3GM ) of the stellar model considered.

For convenience the variables used are listed together with their physical meaning in
Table 2.1.

The coefficients A1...13 appearing in Eqs. 2.12 - 2.15 depend on the background
models and their stratification in the following way:

A1 =
4π r4 δ P 2

mρL

(4π ρ̄

G

) 1
2
, A2 =

ρ T cp
P δ

, A3 =
4π r3 ρ̄

m
,

A4 =
r P

Gmρ
, A5 = α, A6 = δ, A7 = ∇rad, A8 =

( ∂ log κ
∂ log P

)
T
,

A9 = 4−
( ∂ log κ
∂ log T

)
P
, A10 =

4π r4 ε P

A1GmL
, A∗10 =

4π r4 P

A1GmL
,

A11 =
( ∂ log ε
∂ log P

)
T
, A12 =

( ∂ log ε
∂ log T

)
P
, A13 =

L

Lrad
. (2.16)

The linear perturbation equations (Eqs. 2.12 to 2.15) require four boundary condi-
tions for their solutions. Two boundary conditions follow from the requirement that
the solutions have to be regular in the integration interval between the center and the
surface of the stellar model. In fact, the coefficients A1 and A4 become singular at the
center and diverge as∝ 1/r2. To avoid singularities in the coefficients modified regular
coefficients A∗1 = x2A1 and A∗4 = x2A4 are introduced and have been used in Eqs. 2.12
to 2.15. Here x denotes the relative radius (x = r/R). That the stellar center is a regular
singular point of the differential system 2.12 to 2.15 is then deduced from the fact that
the coefficient x2 of the derivatives in Eqs. 2.12 and 2.13 vanishes for x → 0. If the
variables ξ and l are required to remain regular together with the left hand sides also



12 Chapter 2. Basic equations and methods

the right hand sides of Eqs. 2.12 and 2.13 have to vanish at x = 0 which is equivalent
to the two algebraic relations:

3 ξ +A5 p−A6 t = 0,

A∗10

dL0

dM
l − {iσ +A10A12} p+ {iσA2 −A10A11} t = 0. (2.17)

These relations obtained from the requirement of regularity are used as two boundary
conditions to be satisfied by the solutions of the differential system at x = 0 (see also,
Gautschy & Glatzel, 1990b; Grott, 2003).

The two remaining required boundary conditions are defined at the photosphere of
the stellar model. As the photosphere is only the outer boundary of the stellar model
but not the physical outer boundary of the star, these outer boundary conditions are
ambiguous. The photosphere is characterized by Stefan-Boltzmann’s law to hold there.
Applying the process of linearisation to Stefan-Boltzmann’s law we are left with the
following algebraic relation

4 t+ 2 ξ − l = 0 (2.18)

which can be used as a boundary condition for the perturbation equations at x = 1.
The second boundary condition at x = 1 may be derived by requiring the Lagrangian
density perturbation to vanish :

αp− δ t = 0, (2.19)

Alternatively, the gradient of the relative pressure perturbation might be required to
vanish (see Baker & Kippenhahn, 1965):

p+ ξ
{

4 +A3 σ
2
}

= 0, (2.20)

As another alternative the outer boundary might be considered to be a force free bound-
ary. Then the Lagrangian pressure perturbation has to vanish:

p = 0. (2.21)

Due to the ambiguity of the outer boundary conditions, it is necessary to test the
sensitivity of the results of the linear stability analysis to the outer boundary conditions.
In fact, previous studies (see, e.g., Gautschy & Glatzel, 1990b; Grott, 2003) have shown
that the choice of the outer boundary conditions does not severely affect the final results
of stability analyses. We shall discuss the dependence on boundary conditions of the
investigations performed in this thesis later on.

2.3 Solution of the linear pulsation equations

2.3.1 The adiabatic approximation

Standard numerical schemes to solve the linear non adiabatic pulsation equations (2.12
to 2.15) have been described by Baker & Kippenhahn (1962, 1965) and Castor (1971).
These schemes were sufficient to investigate and describe stability and pulsations of
the classical pulsators as δ Cepheids and RR Lyrae stars which is mainly due to the fact
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Symbol Physical meaning
x Normalized radius (r/R)
ξ Relative Lagrangian displacement
l Relative luminosity perturbation
p Relative pressure perturbation
t Relative temperature perturbation
σ Normalized eigenfrequency
L0 Luminosity of the background model
R Stellar radius
G Gravitational constant
M Mass of model
τff Global free fall time
ρ Density
ρ̄ Mean density
κ Opacity
ε Energy generation rate

Lrad Radiative luminosity
r Dependent variable radius
m Mass within sphere of radius r
Cp Specific heat at a constant pressure

TABLE 2.1: List of variables and their physical meaning.

that for these stars the deviations from adiabatic behaviour are small. The standard
techniques require an estimate for both the eigenfrequencies and the eigenfunctions
which are usually taken from an adiabatic analysis. If the difference between nonadia-
batic and adiabatic eigenfrequencies and eigenfunctions is small the standard approach
will converge, for significant differences it fails (see also, Gautschy & Glatzel, 1990a).

Physically, a mass element within a star is said to behave adiabatically, if it does
not exchange heat within its surroundings during its motion. The motion is controlled
by the dynamical timescale. Considering a mass shell of thickness ∆r within a star its
local dynamical timescale (τdyn) is given by the sound travel time across the shell:

τdyn ≈
∆r

cs
(2.22)

where cs denotes the sound speed. On the other hand, the local thermal timescale (τth)
of the mass shell, i.e., the timescale on which the mass shell exchanges heat with its
surroundings, is given by the ratio of its heat content and the local luminosity:

τth ≈
Cp T ∆m

L
(2.23)

where ∆m = 4πr2ρ∆r is the mass of the shell. Both the local dynamical and the lo-
cal thermal timescales are proportional to the thickness of the shell and therefore ill-
defined, whereas their ratio is a well defined quantity. For τth/τdyn � 1 the mass shell
will not significantly exchange heat with its surroundings during its motion and there-
fore behave adiabatically. Vice versa, for τth/τdyn � 1 the heat exchange is faster than
its dynamics implying large deviations from the adiabatic approximation.

Fig. 2.3 shows the ratio of the local thermal and dynamical timescales as a function
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of the relative radius for two stellar models representing a Cepheid and a HdC (Hy-
drogen deficient Carbon) star (see Gautschy & Glatzel, 1990b). For any star close to
its center this ratio attains very high values implying adiabatic behaviour there. Close
to the surface, it is of order unity or even falls below unity for some stellar models
(e.g., HdC stars). Thus significant deviations from adiabaticity are found for a Cepheid
only in small range close to its surface. As a consequence, the adiabatic approximation
provides good estimates for a nonadiabatic stability analysis in such cases. In contrast
to Cepheids, for HdC stars the deviation from adiabaticity is significant and adiabatic
guesses are not sufficient to guarantee the convergence of nonadiabatic stability anal-
ysis. In this case the standard techniques for nonadiabatic stability analyses fail and
methods have to be applied which do not rely on adiabatic guesses. We shall intro-
duce in the next subsection a method for nonadiabatic studies which does not need
any guess for the eigenfrequency or the eigenfunction.

FIGURE 2.3: The ratio of local thermal and dynamical timescales as a
function of the relative radius (x) for two different stellar models cor-
responding to a Cepheid and a HdC star, adopted from Gautschy &

Glatzel (1990b).

2.3.2 The Riccati method

In this thesis, the linear perturbation equations (2.12 to 2.15) are solved using the Ric-
cati method adapted to stellar stability problems by Gautschy & Glatzel (1990a) and
previously introduced by Scott (1973). In this approach the perturbation equations are
treated as an initial value problem. However, such initial value problems for differ-
ential systems higher than second order are numerically unstable. To avoid this insta-
bility, the linear differential system is transformed into a stable nonlinear differential
system with unique initial conditions. For the iteration of eigenfrequencies and eigen-
functions no external guesses are needed. The nonlinear differential system is obtained
by defining vectors u and v according to:

u =
[
ξ
l

]
; v =

[
p
t

]
The derivatives of these two vectors are then given by:

u’ =
[
ξ′

l′

]
; v’ =

[
p′

t′

]
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With these definitions the linear perturbation equations (2.12 to 2.15) can be expressed
as:

Λ u′ = C u + D v

v′ = E u + F v (2.24)

where Λ =
[
x2 0
0 x2

]
, C, D, E and F are 2×2 matrices. The elements of the matrices C,

D, E and F can be read off from the perturbation equations (2.12 to 2.15). They depend
on the eigenfrequency and the stratification of the background model. A 2×2 Riccati
matrixR and its inverse S are introduced by:

u = Rv

v = S u (2.25)

With these definitions, we obtain using equation 2.24 differential equations for the Ric-
cati matrix and its inverse:

ΛR′ = CR + D− ΛR (ER+ F) (2.26)

ΛS ′ = Λ (E + FS) − S (DS + C) (2.27)

Also the boundary conditions may be written in terms of matrices and vectors in the
following way:

J u = K v (2.28)

where J and K denote 2×2 matrices whose elements can be read off from the boundary
conditions. Using equation 2.25 the matrixR and its inverse S can be expressed as:

R = J−1 K (2.29)

S = K−1 J (2.30)

As J and K are completely determined by the boundary conditions, the Riccati matrices
are also entirely determined at the boundaries. Thus unambiguous initial conditions
for the integration of equations 2.26 or 2.27 as an initial value problem have been de-
rived. Hence the boundary value problem has been transformed into a numerically
stable initial value problem. The only free parameter in this approach is the complex
eigenfrequency σ. Either equation 2.26 or 2.27 is integrated from both boundaries to
some point xfit within the integration interval thus providing two Riccati matrices (Rin

and Rout) at xfit. The integration strategy is illustrated in Fig. 2.4. For an optimum
resolution, the relative radius is used as independent variable for the inner integration,
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whereas lnP is used for the outer integration.

xfit

Center Surface

ln P
x   

r

R star

=

FIGURE 2.4: Sketch of the integration strategy for the integration of the
Riccati equations (see also Fig. 1 in Gautschy & Glatzel, 1990a).

At xfit, the eigenfunction u and v have to be continuous which implies the following
condition:

[Rin(xfit)−Rout(xfit)] v = 0 (2.31)

In order to allow for a non-trivial solution, Eq. 2.31 has to satisfy the following condi-
tion:

det [Rin(xfit)−Rout(xfit)] = 0 (2.32)

Alternatively, a similar condition is derived for the matrix S:

det [S in(xfit)− Sout(xfit)] = 0 (2.33)
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FIGURE 2.5: The Riccati determinant as a function of the real part (σr)
of the eigenfrequency with fixed imaginary part σi = −0.5 for a stellar
model with parameter close to that of 55 Cygni. Local minima of the
determinant function indicate the positions of the discrete eigenvalues.

They are used for initial guesses of the subsequent iteration.

The only free parameter contained in Eq. 2.32 or 2.33 is the complex eigenfrequency
σ. Thus Eq. 2.32 or 2.33 provides a scalar complex equation, whose complex roots σ
are to be determined, and therefore may be regarded as the desired dispersion relation.
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Following Grott (2003), with this approach the determination of eigenfrequencies has
been reduced to finding the roots of a complex equation. One of the major advantages
of the Riccati method is that initial guesses for the eigenfrequencies can be obtained
by examining the run of the determinant function Eq. 2.32 or 2.33 on the complex
plane. Local minima of the determinant function can be used as initial guesses for
subsequent iteration. We emphasize that initial guesses obtained in this way do not rely
on any approximation of the perturbation problem (in particular not on the adiabatic
approximation). Rather for these guesses already the entire set of equations is taken
into account. For illustration, Fig. 2.5 shows the behaviour of the determinant function
on a cut through the complex plane for a fixed imaginary part of the eigenvalue (σi =
−0.5) and a stellar model with parameters close to that of 55 Cygni (HD 198478). Local
minima of the determinant function provide initial guesses for the subsequent iteration,
where a complex secant method is used to iterate the eigenvalues (see also, Castor,
1971).

By considering a sequence of stellar models, the real parts σr of the eigenvalues
determined (which correspond to the inverse of the pulsation period) and their imagi-
nary parts σi (providing information about damping and excitation) may be presented
as a function of stellar parameters, such as mass, effective temperature, luminosity and
radius. Representations of this kind are usually referred to as “Modal Diagrams” (see,
e.g., Saio et al., 1998). Fig. 2.6 shows a cartoon representation of a modal diagram con-
taining five stellar models and a single mode. Modal diagrams contain information on
the behaviour of the various modes as a function of stellar parameters. For example,
mode interaction phenomena via avoided crossings and instability bands can be iden-
tified in modal diagrams. (In our normalization, unstable modes in a modal diagram
can be identified by the negative imaginary part of their eigenfrequencies.) Further
details will be discussed in connection with the results.
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FIGURE 2.6: Cartoon representation of a modal diagram.

After having determined the eigenvalues and the Riccati matrix R as a function of
the independent variable, Eq. 2.24 provides a differential equation for the calculation
of the eigenfunction v:

v′ = ERv + F v (2.34)

This equation for v is integrated from xfit to both the inner and the outer boundary,
where the initial condition for v at xfit is given by Eq. 2.31. The remaining eigenfunc-
tion component u can then be derived using the definition of the Riccati matrix u =R v.
Eigenfunctions may be used to illustrate the relative variation of perturbations associ-
ated with the mode considered as a function of position within the stellar model given.
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As an example, real and imaginary parts of the relative Lagrangian displacement (ξ)
for a high order p-mode of a main sequence stellar model are shown in Fig. 2.7.

-100

-50

0

50

100

0.7 0.75 0.8 0.85 0.9 0.95 1

ξ

Normalized Radius (x)

ξr ξi

FIGURE 2.7: Real (ξr) and imaginary (ξi) parts of the Lagrangian dis-
placement for a damped high order p-mode (σr = 90.91 and σi = 2.74)
of a massive main sequence stellar model as a function of relative radius.

Since the Riccati technique is a shooting method, it benefits from all the advan-
tages of a shooting approach. In particular, the accuracy can be controlled locally to
match any prescribed requirement without the necessity to increase the storage. Thus
frequencies, growth and damping rates as well as eigenfunctions even of high order
modes (see Fig. 2.7) can be reliably calculated with any desired precision.

2.3.3 Strange modes

Stellar instabilities are due to different physical processes. The classical κ - and ε -
mechanisms are based on a Carnot type heat engine (see, e.g., Aerts et al., 2010a; Cox,
1980). Hence thermodynamics is essential for modes excited by these mechanisms. For
another group of unstable modes addressed as “strange modes” excitation by κ - and
ε - mechanism is entirely irrelevent. Typically, strange modes and associated instabil-
ities have been found by stability analyses of stellar models having high luminosity
to mass ratios (exceeding 103 in solar unit). In modal diagrams strange modes exhibit
a behaviour different from that expected for ordinary modes. Glatzel (1998) pointed
out that the term strange mode is not precisely defined. According to the same au-
thor, ‘They are additional modes neither fitting in nor following the dependence on
stellar parameters of the ordinary spectrum’. Modes of this kind were first described
by Wood (1976) in a study of models for luminous helium stars. Due to their strange
behaviour and unknown origin, Cox et al. (1980) addressed these modes as “strange”
modes. Meanwhile, strange modes have been identified in various stellar models for,
e.g., ZAMS objects (Glatzel & Kiriakidis, 1993a; Kiriakidis et al., 1993), as well as RCrB,
HdC (Saio & Jeffery, 1988; Saio et al., 1984), AGB (Gautschy, 1993; Wood & Olivier,
2014) and Wolf-Rayet stars (Glatzel & Kaltschmidt, 2002; Glatzel et al., 1993; Kiriakidis
et al., 1996). Apart from stellar models, strange mode instabilities are also present in



Chapter 2. Basic equations and methods 19

FIGURE 2.8: Modal diagram for models of Wolf-Rayet stars adopted
from Glatzel et al. (1993). Real and imaginary parts of the eigenfrequen-
cies normalized by the global free fall time are given as a function of
mass. Thick dots in (a) and negative imaginary parts in (b) denote un-
stable modes. Note the appearance of strange modes and dynamical

instabilities associated with them.
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models of accretion disks around stars and within galaxies (Glatzel & Mehren, 1996).
In spite of several attempts, the origin and properties of strange modes and associated
instabilities are not yet fully understood.

FIGURE 2.9: Same as Fig. 2.8 but within the NAR approximation
adopted from Kiriakidis et al. (1996). Note the quality of the NAR ap-
proximation in particular with respect to the instabilities when compar-

ing Figs. 2.8 and 2.9.

A prominent example for the occurrence of strange modes and associated instabil-
ities are models for Wolf-Rayet stars (see Fig. 2.8, where the real and imaginary parts
of the eigenfrequencies are given as a function of the mass of the stellar model). For
these models the frequencies of ordinary damped modes only weakly depend on the
stellar parameters. Contrary to ordinary modes, strange modes exhibit a sensitive de-
pendence on stellar parameters (see Fig. 2.8, where the frequencies of strange modes
decrease with mass). Moreover, the strange modes appear as almost complex conjugate
pairs involving multiple dynamical instabilities.

Concerning the origin of the instabilities associated with strange modes, Glatzel
(1994) claimed that the excitation is not due to the common κ - or ε - mechanisms. A
useful tool to identify the mechanism of instabilities is the Non Adiabatic Reversible
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(NAR) approximation introduced by Gautschy & Glatzel (1990b). In the NAR approx-
imation, the time derivative of the entropy perturbation is disregarded in the energy
conservation equation. It implies that the heat capacity of the matter vanishes and heat
can not be stored in the stellar envelope. As a consequence, luminosity perturbations
vanish too. Thus any instability mechanism relying on a Carnot type heat engine can-
not work within the NAR approximation. Should an instability still be present in the
NAR approximation, it can neither be of thermal origin nor can it be based on a Carnot
type process. For models of Wolf-Rayet stars, Kiriakidis et al. (1996) have shown that
strange modes and associated instabilities are present both without approximations to
the pulsation equations as well as in the NAR approximation. Fig. 2.9 is taken from
Kiriakidis et al. (1996) and corresponds to the counterpart of Fig. 2.8 but within the
NAR approximation. Even quantitatively the modal diagrams (Figs. 2.8 and 2.9) are
very similar. Both ordinary and strange modes together with the associated instabilities
appear in the same way both without and within the NAR approximation. In the NAR
approximation, modes are either neutrally stable or come in complex conjugate pairs
(Gautschy & Glatzel, 1990b). Thus the damped ordinary modes in Fig. 2.8 become
neutrally stable and the pairs of strange modes become exactly complex conjugate in
the NAR approximation (Fig. 2.9). In the NAR approximation it is particularly obvious
that strange modes form by mode pairing of ordinary modes thus providing a com-
plex conjugate pair. This formation of strange modes from ordinary acoustic modes by
the mode pairing process indicates that strange modes are of acoustic origin. The ex-
istence of strange modes in the NAR approximation proves them not to be of thermal
origin. Moreover, the existence of strange mode instabilities in the NAR approxima-
tion proves them not to rely on a Carnot type process, in particular not on the classical
κ- or ε - mechanisms. As a consequence, strange modes and instabilities, at least in
Wolf-Rayet stars, have a mechanical origin.

Having identified mechanics as the origin of strange mode instabilities, their de-
tailed mechanism still remains an open question. Under strictly adiabatic or isothermal
conditions, the pressure perturbations (p̃) and the density perturbations (ρ̃) are propor-
tional to each other, the coefficient of proportionality being the inverse of the square
of the sound speed. As a consequence, there is no phase lag in a sound wave between
pressure and density perturbations which indicate neutral stability. Considering the
diffusion equation for energy transport, Glatzel (2001) shows that the density pertur-
bation is proportional to the gradient of pressure perturbation:

ρ̃ ∝ ∂p̃

∂r
. (2.35)

Thus, in a sound wave this kind of relation between pressure and density perturbation
leads to a phase lag of π/2 between the latter. This phase lag indicates either a damped
or growing and thus unstable wave. The situation is intuitively similar to a pendulum
with a phase lag between force and displacement. For more details, we refer to Glatzel
(2001).

2.4 Nonlinear Simulation

Since in the present context, pulsation phenomenon is expressed as a homogeneous
equations therefore exact pulsation amplitude can not be determined (see also, section
3.3.2.2 in Aerts et al., 2010a)
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A linear stability analysis only provides eigenfrequencies and associated eigenfunc-
tions for the different modes of a stellar model. Final surface velocities and pulsation
amplitudes cannot be determined by a linear theory. Due to nonlinear effects, pulsa-
tion periods may be affected in the nonlinear regime of the evolution of an instability
and can therefore substantially differ from linearly determined periods. Therefore, in
order to understand the final fate of an unstable model, following the instabilities into
the nonlinear regime is inevitable. The method used to simulate the evolution of insta-
bilities into the nonlinear regime is adopted from Grott et al. (2005).

2.4.1 Basic assumption and equations

According to Grott et al. (2005), the simulations of instabilities in the nonlinear regime
implies the solution of the equations of mass conservation, momentum conservation,
energy conservation and energy transport together with an equation of state. For this
purpose, time t and massmr inside a radius r are chosen as independent variables. For
the simulation of stellar pulsations in the nonlinear regime we can restrict ourselves to
the consideration of the envelope (see the discussion in section 2.1). For massive stars
near the main sequence, energy transport in the envelopes is due to radiative diffu-
sion and energy in the core is transported by convection (see e.g., Kippenhahn et al.,
2012; Salaris & Cassisi, 2006). However, envelopes of massive stars can also exhibit
convection zones which are then associated with an opacity maximum. The interac-
tion of convection and pulsation is poorly understood and still an open problem in
astrophysics. Due to the lack of a reliable theory, in the present study the interaction
of convection and pulsation is treated within the standard frozen-in approximation as
introduced by Baker & Kippenhahn (1965). It consists of neglecting the perturbation
of the convective flux and is valid, if the contribution of convection to the total energy
transport is negligible, and the timescale of pulsation is much shorter than the convec-
tive turn over timescale. In the envelopes of the models considered, the major fraction
of the energy is transported by radiation diffusion and the the frozen-in approximation
seems to be applicable. As an example, the ratio of the convective and the total lumi-
nosity is shown in Fig. 2.10 as a function of relative radius in the envelope of models
for five representative massive main sequence stars. In Fig. 2.10 the contribution of
the convective luminosity to the total luminosity never exceeds 10 %. For stellar mod-
els with a higher contribution of convective energy transport to the total luminosity
a more sophisticated time dependent convection theory (TDC) is required (see the re-
view by Houdek & Dupret, 2015). Unfortunately, time dependent convection theories
are still under development and the existing TDC formalisms suffer from many free
parameters.

The equations describing the evolution of stellar instabilities into the nonlinear
regime comprise the conditions of mass, momentum and energy conservation together
with a prescription for the energy transport (see also, Glatzel et al., 1999; Grott et al.,
2005):

d

dt

(
1

ρ

)
=

∂

∂mr

(
4π r2 v

)
(2.36)

dv

dt
= −Gmr

r2
− 4π r2 ∂ p

∂mr
− vQ (2.37)
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FIGURE 2.10: Ratio of convective and total luminosity (Lcon/Ltotal) as a
function of relative radius in the envelopes of models for five massive

main sequence stars with solar chemical composition.

dε

dt
= −p ∂

∂mr

(
4π r2 v

)
− εQ −

∂

∂mr

(
4π r2 Fcon

)
− ∂

∂mr

(
4π r2 Frad

)
(2.38)

Frad = −4π r2 θ
∂ prad
∂mr

. (2.39)

In this set of equations, time t and mass mr (within radius r) are the independent
variables. The symbols ρ, r, v, p, prad, ε and G stand for density, radius, velocity, gas
pressure, radiation pressure, specific internal energy and the gravitational constant, re-
spectively. Viscous momentum transfer, viscous energy generation rate, radiative and
convective flux are denoted by vQ, εQ, Frad and Fcon, respectively. When acoustic in-
stabilities are followed into the nonlinear regime, shock waves are expected to form. In
order to handle shock waves in numerical calculations, an artificial viscosity is intro-
duced in general. (see also, Noh, 1987; Von Neumann & Richtmyer, 1950). The artificial
viscous momentum transfer and the associated energy generation rate are introduced
to smear out the discontinuities associated with shock waves. They should be present
only in the vicinity of a shock and vanish elsewhere. In the equation for Frad, θ = c

κ
is the radiative diffusion coefficient expressed in terms of the speed of light (c) and the
opacity κ. Derivatives ( ddt ) denote Lagrangian time derivatives.

The system of equations 2.36 - 2.39 has to be supplemented with prescriptions for
the opacity and a thermal as well as a caloric equation of state. In this study both
for the opacity and the equations of state tables have been used (see Iglesias & Rogers,
1996; Rogers & Iglesias, 1992; Rogers et al., 1996, for the OPAL opacity and the equation
of state tables). Density (ρ) and radiation pressure (prad) are used as thermodynamic
basis to get rid of the highly nonlinear dependence of the diffusion coefficient (θ) on
temperature (see Grott et al., 2005).
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2.4.2 Boundary conditions

For the solution of the system of equations 2.36 - 2.39 which represent a forth order
system in the spatial variable mr, four boundary conditions in space are required. As
already discussed in the previous sections the pulsations considered do not affect the
stellar core (see also Epstein, 1950). Therefore our considerations will be, similar to
the linear stability analysis, restricted to the stellar envelopes. Two spatial boundary
conditions are then imposed at the bottom of the envelope, two at its top, i.e., at the
photosphere. Similar to the linear analysis, the photospheric boundary conditions are
ambiguous as the photosphere of a model does not coincide with the physical bound-
ary of a star. In order to allow shock waves to pass the outer boundary without being
reflected, the following two boundary conditions have been found to be appropriate
(Grott et al., 2005):

1. No heat storage at the outer boundary⇒

∂
(
r2F

)
∂mr

= 0 (2.40)

2. The gradient of compression has to vanish at the outer boundary⇒

∂

∂mr

(
∂
(
r2v
)

∂mr

)
= 0 (2.41)

Fig. 2.11 shows the propagation of shock waves at the outer boundary of a stellar
model obtained by numerical simulations with these boundary conditions. Apparently
no significant reflection of shocks at the outer boundary is found.
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FIGURE 2.11: Propagation of shock waves near the outer boundary in a
model for 55 Cygni with 19 M� and enhanced helium abundances. The
density profile is shown as a function of radius in (a) and as a function
of the radius normalized to its maximum contemporary value in (b) for

various timesteps.

The bottom boundary of the envelope coincides with the outer boundary of the
hydrostatic stellar core characterized by its constant mass and luminosity. Thus natural
boundary conditions at the bottom of the envelope are a constant luminosity prescribed
by the stellar core (L = Lcore) and vanishing velocity (v = 0). The radius of the inner
boundary is determined by an (hydrostatic) envelope integration up to a maximum
cutoff temperature of around 107 K.
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2.4.3 Numerical scheme

As analytical solutions for the system of Eqs. 2.36 - 2.39 are not available, a numerical
scheme is needed for its solution. Concerning the energy balance of stellar pulsations,
thermal and gravitational energies dominate and usually exceed the kinetic energy,
which we are primarily interested in, by several orders of magnitude. Therefore the
correct treatment of the energy balance is crucial for the dynamics of stellar pulsations.
The problem is solved by adopting a numerical scheme which intrinsically satisfies the
correct energy balance (see Grott et al., 2005). It turns out that such, with respect to
the energy, fully conservative schemes necessarily have to be implicit in time. Even the
artificial viscosity terms have to be written in a form which do not violate the energy
balance.

Following Grott et al. (2005), the discretization of Eqs. 2.36 - 2.39 is done on a stag-
gered grid, where vector valued quantities are defined on the nodes, while scalar, in
particular thermodynamical, quantities are determined in the cells (for illustration see
Fig. 2.12).

1 2 3 N-1 N

} } }

Thermodynamical quantities in cells
         (e.g., density, pressure)

 Vector quantities on nodes
  (e.g., radius, velocity, flux)

FIGURE 2.12: Definition of variables on the staggered grid with N nodes
and N-1 cells. Vector valued quantities are defined on the nodes, scalar

quantities in the cells.

The discretized form of Eqs. 2.36 - 2.39 reads in detail:(
1

ρ̂j
− 1

ρj

)
1

τ
= 4π

R2
j+1 v

(0.5)
j+1 − R2

j v
(0.5)
j

mj
(2.42)

v̂j − vj

τ
= −Gmr,j

r̂j rj
− 4πR2

j

p
(α)
j − p(α)

j−1

m̄j
− vQ,j (2.43)

ε̂j − εj
τ

= −4πp
(α)
j

R2
j+1 v

(0.5)
j+1 − R2

j v
(0.5)
j

mj
− εQ,j − 4π

R2
j+1 Fcon,j+1 − R2

j Fcon,j

mj

− 4π
R2

j+1 F
(σ)
rad,j+1 − R2

j F
(σ)
rad,j

mj

(2.44)

Frad, j = −4πr2
j

prad, j − prad, j−1

m̄j

√
θj θj−1 . (2.45)
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In the difference equations 2.42 to 2.45, τ denotes the variable integration time step.
Quantities with a hat (e.g., ρ̂, v̂, ε̂) correspond to the next time step, quantities without
hat (e.g., ρ, v, ε) are evaluated at the current time step. For a quantity cj a time average
with weight α is defined as c(α)

j = α ĉj + (1− α)cj. For the weights α and σ, α = σ = 1
has been adopted in the present study. Subscripts j denote the number of the node or
the cell, respectively. mr, j is the mass inside the radius rj including the mass of the
core. mj denotes the mass withing cell j, m̄j = 1/2(mj+1 +mj) may be regarded as the
mass defined on node j. The quantity Rj is defined to satisfy the conservativity of the
scheme in the following way:

R2
j =

r̂2
j + r̂jrj + r2

j

3
. (2.46)

The system of difference equations 2.42 - 2.45 is closed by the equations of state pj =
p(prad, j ; ρj) and εj = ε(prad, j ; ρj) together with a prescription for the opacity κj =
κ(prad, j ; ρj). For more details we refer to Grott et al. (2005).

2.4.4 Validation of the scheme

The validation of the numerical scheme adopted is crucial concerning the reliability
of the results. One problem concerns the resolution provided by the Lagrangian grid,
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FIGURE 2.13: Snapshots of the density stratification as a function of nor-
malized radius (normalization by the contemporary maximum radius)
for two stellar models during finite amplitude pulsations. Note the dif-

ferent distribution of the 500 grid points used.

in particular, if shock waves are present. For illustration, the distribution of the 500
grid points used is shown in Fig. 2.13 for an instance of time during finite amplitude
pulsations of two stellar models. For the less massive model, the structure of the star
including the shock wave is well resolved. However, for the massive model, two of the
three shock waves have attracted almost all grid points, thus being well resolved them-
selves but leaving only a few grid points for the third shock and the remaining part of
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the envelope. Thus a large part of the model is not sufficiently well resolved, which
is a consequence of the Lagrangian grid moving together with the mass elements. To
solve the problem, grid points have to be inserted in underresolved regions, i.e., the
Lagrangian grid has to be reconstructed. Attempts towards a conservative grid recon-
struction procedure have been done by Chernigovski et al. (2004). However, a fully
satisfactory grid reconstruction approach is still not available. In the present study we
shall restrict ourselves to sufficiently well resolved models obtained with a constant
number of grid points.

Another problem concerns the artificial viscosity introduced to smooth the discon-
tinuities appearing during the propagation of shocks. To determine the right amount
of artificial viscosity is important for the quality of the results. For example, if the arti-
ficial viscosity is too high, it can damp the physical instabilities. On the other hand, if it
is too small, numerical oscillations around the shock will occur (Gibb’s phenomenon),
and finally the shock waves can no longer be handled. Therefore, in order to avoid
numerical artifacts, the artificial viscosity has to be chosen with care.

4.3 hours

FIGURE 2.14: Simulation of the evolution of an instability for a 90 M�
ZAMS model from hydrostatic equilibrium into the nonlinear regime.
The photospheric velocity is given as a function of time. The evolution
is initiated by numerical noise, undergoes the linear phase of exponen-
tial growth, and saturates in the nonlinear regime. Within the linear
phase the pulsation period and the growth rate can be compared with

the results of an independent linear stability analysis for validation.

A crucial test for the nonlinear simulation code is its behaviour in the initial phase
of the evolution of a physical instability of an unstable model. Starting from an unsta-
ble model in hydrostatic equilibrium as an initial condition the code should pick up
one or more unstable modes with correct periods and growth rates (as predetermined
by an independent linear stability analysis) from numerical noise without any further
external perturbation. In particular, it should exhibit the linear phase of exponential
growth of the instabilities, where the periods and growth rates predicted by the linear
theory can be compared with the results of the simulations which is used to validate



28 Chapter 2. Basic equations and methods

-0.2

-0.1

0

0.1

0.2

0 15 30 45 60 75 90

Ve
lo

ci
ty

[1
0−

3
cm

/s
]

Time (days)

(a) 10 M�

-0.06

-0.03

0

0.03

0.06

0 10 20 30 40 50

Ve
lo

ci
ty

[1
0−

3
cm

/s
]

Time (days)

(b) 20 M�

FIGURE 2.15: Photospheric velocity as a function of time for two stable
ZAMS models with a mass of 10 M� (a) and 20 M� (b), respectively.
The models remain in hydrostatic equilibrium and the velocities shown

correspond to numerical noise.

the code. The succesfull test proves that the simulated evolution is governed by physi-
cal instabilities and not due any numerical instabilities or artifacts. As an example, Fig.
2.14 shows the photospheric velocity as a function of time of an unstable ZAMS model
with a mass of 90 M� as obtained by a simulation. The simulation starts in hydrostatic
equilibrium with a velocity amplitude of the order of 10−5 cm/s. After the linear phase
of exponential growth it saturates in the nonlinear regime with an amplitude of ap-
proximately 50 km/s after 16 days. An independent linear stability analysis provides
the real (σr) and imaginary (σi) parts of the eigenfrequencies associated with the most
unstable mode as:

• σr = 2.193 (corresponding to a period of 4.38 hours)

• σi = - 0.129

The growth rate determined from the simulation (see, Fig. 2.14) corresponds to σi = -
0.127 and the period in the linear phase of exponential growth is found to be 4.3 hours
( corresponding to σr = 2.2). Both the period and the growth rate as obtained from
the simulation match the period and the growth rate determined by the linear stability
analysis. Hence the final result of the simulations in the nonlinear regime have to be
regarded as the consequence of the physical instabilities of the model.

Simulations of unstable models have been demonstrated to pick the correct period
and growth rate corresponding to the most unstable mode from numerical noise with-
out any external perturbation. Vice versa, the simulation scheme might be tested by
considering a stable hydrostatic model. In this case the model should remain in hy-
drostatic equilibrium and the velocity amplitudes should stay on the numerical noise
level. As an example, Fig. 2.15 shows the velocity as a function of time as obtained
by simulation for two stable hydrostatic ZAMS models with solar chemical compo-
sition. As expected for a successful test, the photospheric velocity never exceeds the
noise level of 10−4 cm/s (see, Fig. 2.15). Thus the scheme is proven to be sensitive to
physical instabilities and simultaneously does not suffer from numerical instabilities
and artifacts.
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2.5 Nonradial perturbations

So far we have restricted ourselves to considering radial perturbations. Nonradial pul-
sations have been identified in a variety of stars. In this context, radial pulsations are
considered as a special case of nonradial pulsations with zero harmonic degree (see
also, Chapter 1 of Unno et al., 1979). These authors point out that the ‘richness of non-
radial oscillations1’ is due to the pressure as well as the gravity as a restoring force. In
the case of radial pulsations only the pressure can act as a restoring force. On the basis
of the restoring forces, nonradial pulsations fall into two groups:

• Pressure modes (p-modes): pressure acts as restoring force

• Gravity modes (g-modes): buoyancy acts as restoring force

In general nonradial modes have a mixed character. However, in certain situations one
can distinguish between pressure and gravity modes on the basis of two characteristic
frequencies, the Lamb frequency (Ll) and the Brunt-Väisälä frequency (N). If the fre-
quency of a mode is larger than both of the characteristic frequencies, it is a p-mode. In
the opposite case (the frequency is smaller than both of the characteristic frequencies),
the mode is identified as a g-mode.

In this study, we have adopted the equations governing linear nonadiabatic nonra-
dial pulsations in the form provided by Glatzel & Gautschy (1992). This set of equa-
tions consists of the linearized forms of mass, momentum and energy conservation,
Poisson’s equation for the gravitational potential, the energy transport equation and
an equation of state. The angular dependence of the dependent variables is separated
by an expansion in terms of spherical harmonics. Introducing the eigenfrequency sim-
ilar to the radial case, the perturbation equations for nonadiabatic nonradial pulsations
are reduced to a sixth order ordinary differential boundary eigenvalue problem with
the harmonic degree l of the perturbation as a parameter. The order of the differen-
tial system might be reduced by Cowling’s approximation (see also, Cowling, 1941). It
consists of neglecting the perturbations of the gravitational potential which reduces the
sixth order problem to a forth order boundary eigenvalue problem. In our study, the
complete set of the nonadiabatic nonradial sixth order pulsation equations are taken
into account. Boundary conditions are applied at the photosphere and at the bottom of
the stellar envelope. The sixth order boundary eigenvalue problem is solved similar to
the radial case by using the Riccati method (see also, Gautschy & Glatzel, 1990a).

1Here oscillations and pulsations are synonyms
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The chemical evolution of galaxies and their energy balance is governed to a large
extent by massive stars (Matteucci, 2008; Nomoto et al., 2013). Moreover, they are most
probably responsible for the re-ionization of the universe (see e.g., Barkana & Loeb,
2001; Ciardi & Ferrara, 2005; Haehnelt et al., 2001). In this respect the question, whether
an upper limit for the mass of a star exists, is of fundamental importance. Two issues
which can imply an upper limit have been discussed so far. Either the star formation
process might not allow stars to become more massive than a critical mass or a stellar
instability for stars more massive than a certain limit excludes their existence. In the
present study we consider the second possibility.

The investigation of the stability of massive stars with respect to infinitesimal radial
perturbations dates back to Ledoux (1941). As the cause of instability, he considered
the ε - mechanism associated with nuclear energy production in the stellar core and
derived a critical mass of 100 M�, above which main sequence stars are unstable with
respect to this process. Later on, a refinement of this study by Schwarzschild & Härm
(1959) has provided a new stability limit of 60 M�. That the stability limit for massive
stars caused by the ε - mechanism implies severe consequences for the existence and
evolution of massive stars has been questioned by Ziebarth (1970). He argued that the
range of ε - unstable stellar models is restricted to the very vicinity of the zero age main
sequence (ZAMS) and that the growth timescale of the ε - instability competes with
the stellar evolution timescale. Thus the star has left the instability domain by evo-
lution before the instability has grown substantially. More recently, these arguments
were confirmed by Baraffe et al. (2001) and Sonoi & Umeda (2012) on the basis of an
investigation of primordial stars providing a stability limit of 120 M� for these objects.
Moreover, ε - instability is connected with the radial fundamental mode. According to
the study by Shiode et al. (2012) convective damping can possibly overcome excitation
by the ε - mechanism of this mode. As a consequence, we conclude that ε - instability
does not pose a severe problem for the existence and evolution of massive stars.

Using OPAL opacity (Iglesias & Rogers, 1996; Rogers & Iglesias, 1992; Rogers et al.,
1996) tables, Glatzel & Kiriakidis (1993a) have performed a linear stability analysis of
ZAMS models with masses between 40 and 120 M�. These authors identified instabili-
ties with growth rates in the dynamical range which are associated with the occurrence
of strange modes (for the definition of strange modes see, Gautschy, 1992; Gautschy
& Glatzel, 1990b; Glatzel, 2001; Saio & Jeffery, 1988; Wood, 1976). For these modes
metallicity dependent stability limits between 80 and 58 M� have been derived.

In connection with the ε - instability, nonlinear simulations have been performed
with contradictory results to determine the final fate of the unstable models (Appen-
zeller, 1970; Papaloizou, 1973a,b; Talbot, 1971a,b; Ziebarth, 1970). For example, Appen-
zeller (1970) claims the instability to lead to a pulsationally driven wind with a mass

1A modified version of this chapter has been published in MNRAS (Yadav & Glatzel, 2017).
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loss rate of up to 4×10−5 M�/yr, whereas Papaloizou (1973a,b) does not find any mass
loss and estimates an upper limit for the mass loss rate of 10−6 M�/yr. The latter would
support the arguments discussed above against ε - instability as an essential effect for
the structure and evolution of massive stars.

With respect to the strange mode instabilities of ZAMS models, up to now no non-
linear simulations have been performed to identify their final result. In the present
study, we intend to reinvestigate the linear stability of ZAMS models with solar chem-
ical composition and masses in the range between 50 and 150 M�. On the basis of this
analysis we shall select models for nonlinear simulations and follow the strange mode
instabilities into the nonlinear regime in order to determine their final consequences.
Whether the instabilities lead to a pulsationally driven wind, will be of particular inter-
est. An estimate of the associated mass loss rate will then provide information on the
implications of the instabilities on stellar structure and evolution.

In section 3.1 the stellar models considered will be discussed. Their linear stability
analysis and its results are described in sections 3.2 and 3.3, respectively. In section 3.4
we comment on the nonlinear simulations in general, section 3.5 contains their results
for selected stellar models. A discussion and our conclusions follow.

3.1 Stellar models

We restrict our studies to the upper zero age main sequence (ZAMS) with masses in the
range between 50 and 150 M�, where rotation and magnetic fields are disregarded. So-
lar chemical composition (X = 0.70, Y = 0.28, Z = 0.02) has been adopted for all models.
The MESA code (Paxton et al., 2011, 2013, 2015) has been used to determine effective
temperatures and luminosities as a function of mass along the ZAMS, where the ZAMS
is defined as the stage when one percent of the hydrogen has been burnt in the center.
For selected values of the mass, effective temperatures and luminosities are listed in
table 3.1.

For the subsequent stability analysis we consider stellar envelope models: As long
as ε - instability is not of interest, the stellar core does not participate in stellar pul-
sations and can, together with the nuclear processes, be disregarded in the investiga-
tion. The bottom of the envelope is defined by a suitably chosen cut off temperature
of the order of 107 K. On the basis of the ZAMS parameters mass, effective tempera-
ture and luminosity, envelopes have been constructed by initial value integration from
the photosphere to the cut off temperature. As additional initial conditions Stefan-
Boltzmann’s law was imposed and the photospheric pressure was prescribed at the
photosphere. For the opacity, the OPAL tables (Iglesias & Rogers, 1996; Rogers & Igle-
sias, 1992; Rogers et al., 1996) have been used and Schwarzschild’s criterion has been
adopted to determine the onset of convection. Convection is treated according to stan-
dard mixing length theory (Böhm-Vitense, 1958) with 1.5 pressure scale heights for the
mixing length.

3.2 Linear stability analysis

For the linear stability analysis with respect to radial perturbations of the ZAMS mod-
els described, we have adopted the perturbation equations in the form given by Gautschy
& Glatzel (1990b). The Riccati method has been used to solve these equations (see also,
Gautschy & Glatzel, 1990a). Since a theory for the interaction of pulsation and convec-
tion does not yet exist, we have used the “frozen in approximation” as introduced by
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TABLE 3.1: Mass, effective temperature and luminosity on the zero age
main sequence for solar chemical composition.

M (M�) log (Teff ) log ( L
L�

)
50 4.656 5.571
60 4.670 5.726
70 4.679 5.850
80 4.685 5.954
90 4.688 6.042
100 4.688 6.120
150 4.672 6.398

Baker & Kippenhahn (1965) for the treatment of convection (see also, Li, 2000; Saio &
Wheeler, 1985). In this approximation, the Lagrangian perturbation of the convective
flux is disregarded. It holds, if the pulsation timescale is much shorter than the convec-
tive turn over timescale, and if the contribution of the convective flux to the total flux
is small. These conditions are met in the models considered. We note that according
to Sonoi & Shibahashi (2014) strange mode instabilities are still present in models of
massive stars, if a time dependent treatment of convection is adopted.

The perturbation equations together with appropriate boundary conditions pose
a boundary eigenvalue problem with complex eigenvalues and eigenfunctions. The
complex eigenfrequencies (σ = σr + i σi) discussed below are normalized with the
global free fall time τff defined by

τff =

√
R3

3GM
, (3.1)

where R denotes the stellar radius, G stands for the gravitational constant, and M is
the mass of the star. The real part of the eigenfrequency corresponds to the pulsation
frequency, while the imaginary part provides information on the damping or excita-
tion of a mode. In the normalization adopted, negative values of the imaginary part
correspond to unstable modes, positive values indicate damping.

3.3 Results of the linear stability analysis

The results of a linear stability analysis of the stellar envelope models described are
conveniently presented in the form of “modal diagrams” (see, e.g., Saio et al., 1998),
where the eigenfrequencies are given as a function of stellar parameters, such as mass
and effective temperature. In Fig. 3.1 real and imaginary parts of the eigenfrequencies
are shown as a function of mass along the ZAMS. This modal diagram contains both
ordinary and strange modes. Ordinary modes are characterized by a weak dependence
on stellar parameters of the real part of the eigenfrequencies, whereas strange modes
exhibit a stronger variation. Thus multiple mode crossings are generated which unfold
into avoided crossings or instability bands. A weak instability is associated with the
ordinary fundamental mode for masses above 116 M�, whereas a dynamical strange
mode instability sets in above 58 M�, whose growth rate increases with mass. Only
low order modes are affected by instability. Both concerning the mass range of un-
stable models and the growth rate, the instability of the ordinary fundamental mode
is entirely negligible. Thus stability studies considering the fundamental mode only
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FIGURE 3.1: Real (a) and imaginary parts (b) of eigenfrequencies nor-
malized by the global free fall time as a function of mass along a ZAMS
with solar chemical composition. Unstable modes are represented by

thick lines in (a) and by negative values of the imaginary part in (b).
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FIGURE 3.2: Same as Fig. 3.1 but for photospheric boundary conditions
consistent with the previous study by Glatzel & Kiriakidis (1993a).

(Goodman & White, 2016) are highly questionable. Fig. 3.1 is based on photospheric
boundary conditions consistent with the subsequent nonlinear simulations. In order to
compare our results with previous studies by Glatzel & Kiriakidis (1993a) the analysis
has been redone using the same boundary conditions as these authors. The result is
presented in Fig. 3.2. From a comparison of Figs. 3.1 and 3.2 we deduce that the basic
modal structure and instabilities are not affected by the boundary conditions. Com-
pared to Fig. 3.1 the onset of the instabilities is shifted towards slightly higher masses
and the growth rates of the instabilities are reduced in Fig. 3.2. Comparing Fig. 3.2 with
the previous study by Glatzel & Kiriakidis (1993a) the basic modal structure and insta-
bilities are identical. However, the onset of instabilities occurred at higher masses for
the strange mode and at lower masses for the ordinary fundamental mode in the pre-
vious study. We suggest that updated opacities and equations of state are responsible
for the small differences.

3.4 Nonlinear simulations

Our linear stability analysis has shown that the ZAMS models considered are violently
unstable for masses above 58 M�. To determine the final fate of the unstable models,
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the evolution of the instabilities has to be followed into the nonlinear regime. This is
done using the numerical approach described in Grott et al. (2005). For the simulation
of instabilities in stellar envelopes and of finite amplitude stellar pulsations a correct
treatment of the energy balance of the system is crucial, since the dominant thermal and
gravitational energies exceed the kinetic energy and the acoustic energy flux (being the
quantities of interest) by several orders of magnitude. In the approach suggested by
Grott et al. (2005) a highly accurate representation of the energy balance is achieved by
use of an intrinsically conservative difference scheme. It is based on the Lagrangian
description and turns out to be necessarily implicit with respect to time. For our non-
linear simulations, we have typically used 500 grid points, an iteration accuracy of 10−7

and an artificial viscosity parameter of 10. For more details of the numerics, the reader
is referred to Grott et al. (2005).

Once the acoustic energy flux at the outer boundary of a stellar model is determined
by numerical simulations, the mass loss rate associated with a stellar wind possibly
driven by the acoustic flux may be estimated. This is done (see Grott et al., 2005) by
comparing the mean slope of the time integral of the acoustic luminosity with the ki-
netic luminosity 1

2Ṁv2
∞ of the stellar wind, where Ṁ denotes the mass loss rate and

v∞ stands for terminal velocity of the wind. The terminal velocity of the wind is esti-
mated by the escape velocity from the object. Thus an estimate for the mass loss rate is
obtained directly from the mean acoustic luminosity. Three models with 75, 90 and 150
M� have been selected for nonlinear simulations.

3.5 Results of nonlinear simulations for selected stellar models

3.5.1 75 M�

According to the linear stability analysis the ZAMS model with 75 M� has two unstable
modes with periods of 3.25 hours (σr = 2.65; σi = −0.094) and 3.20 hours (σr = 2.69;
σi = −0.012). The evolution of the instabilities into the nonlinear regime is shown for
this model in Fig. 3.3. Without any external perturbation the instability develops from
numerical noise (of the order of 10−6 cm/s in terms of the velocity), undergoes the lin-
ear phase of exponential growth and finally saturates in the nonlinear regime. In the
linear phase, periods and growth rates may be compared with the results of the entirely
independent linear stability analysis. Differences between the periods and the growth
rates amount to less than one per cent. In the nonlinear regime, the velocity amplitude
reaches values up to 107 cm/s thus remaining well below the escape velocity of the
model. In the regime of stationary finite amplitude pulsations, the temperature at the
outermost grid point varies between 19000 K and 31000 K. We note that the position
of the outermost grid point does not necessarily coincide with the photosphere. There-
fore its temperature in general differs from the effective temperature. Together with
temperature and density the variation of the bolometric magnitude exhibits a period of
0.14 day (≈ 3.36 hours) in the finite amplitude pulsation regime. Thus compared to the
linear phase periods have changed in the nonlinear regime by at most 10 per cent.

As discussed in the previous section, the correct treatment of the energy balance
is essential. Fig. 3.3 illustrates that the dominant gravitational potential and internal
energies exceed the kinetic energy and the time integrated acoustic flux by four orders
of magnitude. This difference poses a challenging task for the numerical treatment. To
prove that the scheme adopted satisfies the accuracy requirements and the simulations
provide reliable results rather than numerical artifacts, the error in the energy balance
is shown in Fig. 3.3 (i). It amounts to a fraction of 10−8 of the gravitational potential
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FIGURE 3.3: Evolution of instabilities and finite amplitude pulsations of
a ZAMS model with 75 M�: Radius (a), velocity (b), temperature (c) and
density (d) at the outermost grid point, the variation of the bolometric
magnitude (e), the time integral of the acoustic luminosity (f), the kinetic
energy (g), the gravitational potential and internal energies (h) and the

error of the energy balance (i) as a function of time.

and the thermal energies (Fig. 3.3.h) and to a fraction of 10−4 of the kinetic energy
and the time integrated acoustic flux. The time integrated acoustic luminosity is not a
monotonic function (see Fig. 3.3.f) indicating that in each pulsation cycle the acoustic
flux changes its sign. However, its mean over a pulsation cycle is positive implying
that on average an outward acoustic flux is generated by the system. From Fig. 3.3.f
we deduce that in the regime of stationary finite amplitude pulsations (after 18 days)
the mean slope of the time integrated acoustic flux is constant. It corresponds to the
mean acoustic luminosity of the pulsating star which is used to estimate the mass loss
rate associated with a pulsationally driven wind in the way described in the previous
section. Thus we obtain a mass loss rate of 0.59 ×10−7 M�/yr (see also Grott et al.,
2005).

3.5.2 90 M�

For the 90 M� model, the linear stability analysis provides one low order unstable
radial acoustic mode with a period of 4.38 hours (σr = 2.19; σi = −0.13). The results
of our nonlinear simulations for this model are presented in Fig. 3.4. From Fig. 3.4
we deduce that even quantitatively they are similar to those discussed in the previous
sections for the 75 M� model. Thus the discussion given there also refers to the 90 M�
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FIGURE 3.4: Same as Fig. 3.3 but for a ZAMS model with 90 M�.
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model except for the finite amplitude pulsation period and the mass loss rate which
now amount to 0.19 day (4.56 hours) and 0.69 × 10−7 M�/yr, respectively.

3.5.3 150 M�

Similar to the 75 M� model, this model exhibits two unstable low order acoustic modes
with periods of 11.5 hours (σr = 1.33, σi = −0.288) and 15.9 hours (σr = 0.96, σi =
−0.17× 10−5), respectively. The results obtained by following the instabilities into the
nonlinear regime are shown in Fig. 3.5. Compared to the previously discussed models
with 75 and 90 M� they are qualitatively similar and the discussions presented there
also refer to the 150 M� model except for the finite amplitude pulsation period and the
mass loss rate which now amount to 0.99 day (23.76 hours) and 0.25 × 10−7 M�/yr, re-
spectively. Contrary to the 75 and 90 M� models, the finite amplitude pulsation period
of 23.76 hours is substantially longer than the initial pulsation period of 11.5 hours in
the linear regime of the evolution of the instability (see table 3.2). The difference is a
nonlinear effect and caused by a considerable inflation of the envelope by the instabil-
ity. This can be deduced from Fig. 3.5(a) where the radius is found to increase from its
initial hydrostatic value of 1.65 × 1012 cm to a mean value of 2 × 1012 cm in the non-
linear regime. An increased radius implies a lower mean density and, according to the
period-density relation, a longer period.
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FIGURE 3.5: Same as Fig. 3.3 but for a ZAMS model with 150 M�.

Thus, for very massive ZAMS stars the final finite amplitude pulsation periods may
significantly differ from periods determined by a linear analysis. As a consequence,
observed periods should not be compared to the latter but to periods determined by
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TABLE 3.2: Pulsation periods and mass loss rates for the ZAMS models
selected.

Mass
(M�)

Linear Period
(hours)

Nonlinear Period
(hours)

Mass Loss Rate
(M�/yr)

75 3.25 3.36 0.59 × 10−7

90 4.38 4.56 0.69 × 10−7

150 11.50 23.76 0.25 × 10−7

nonlinear simulations. These findings are in agreement with previous investigations
of models for 55 Cygni (Yadav & Glatzel, 2016). These authors find substantial differ-
ences between linear and nonlinear periods and emphasize that only nonlinear peri-
ods should be compared with observations, in particular for strong instabilities such as
strange mode instabilities.

3.6 Discussion and conclusions

We have examined the stability of massive zero age main sequence models with solar
chemical composition in the mass range between 50 and 150 M� with respect to in-
finitesimal radial perturbations. The linear stability analysis shows that higher order
modes are stable and hence not of interest in the present context. Instabilities, in partic-
ular strong strange mode instabilities, are associated with low order modes for models
having masses above a critical mass of 58 M�. The critical mass for instability of ZAMS
stars has a long history and was investigated by many authors (see e.g., Fadeyev, 2011;
Glatzel & Kiriakidis, 1993a; Papaloizou, 1973a,b; Schwarzschild & Härm, 1959; Shiode
et al., 2012; Stothers, 1992; Ziebarth, 1970). It depends sensitively on chemical com-
position and opacity. For solar chemical composition, Fadeyev (2011) suggested that
models having masses above 50 M� are unstable, while Glatzel & Kiriakidis (1993a)
find a critical mass of 80 M�. In early investigations ε - instability of the fundamental
mode was considered to be responsible for the instability of main sequence stars. Al-
though present, it is now considered to be of academic interest only, since its growth
timescale competes with the stellar evolution timescale and simultaneously present
strange mode instabilities grow on the dynamical timescale.

In this context, Goodman & White (2016) have recently studied instabilities asso-
ciated with the fundamental mode in models of very massive metal rich stars. They
concluded that the growth rate of the fundamental mode is too small to limit the life-
time of very massive stars on the main sequence. These findings are in accordance
with Glatzel & Kiriakidis (1993a) who claimed that the growth rate of the fundamental
mode is extremely small compared to that of other unstable modes and therefore its
instability is of minor importance.

To determine the final fate of unstable models, we have followed the instabilities
into the nonlinear regime by numerical simulations. Their results for three selected
models having masses of 75, 90 and 150 M�, respectively, have been discussed in this
chapter. The nonlinear simulations of the instabilities lead to finite amplitude pulsa-
tions with basic periods in the range between 3 hours and 1 day. Periods determined
by the linear stability analysis are close to the nonlinear finite amplitude periods in less
massive models (< 90 M�). However, the finite amplitude period of the most massive
(150 M�) model considered significantly differs from the linearly determined period
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due to a substantial inflation of the envelope. Therefore in such cases, pulsation pe-
riods predicted by a linear stability analysis should not be compared with observed
periods. Rather nonlinear simulations need to be done and their results in terms of
finite amplitude periods have to be used for comparison.

Mass loss plays an important role in the evolution of massive stars. Meanwhile
there is growing evidence for a connection between mass loss and pulsations in massive
stars (see e.g., Glatzel et al., 1999; Kraus et al., 2015; Neilson, 2014; Yadav & Glatzel,
2016). On the basis of our nonlinear simulations for ZAMS models, we have estimated
the mass loss rate associated with a pulsationally driven stellar wind to lie in the range
between 0.25 × 10−7 and 0.69 × 10−7 M�/yr (see table 3.2). Thus pulsationally driven
winds and associated mass loss rates may have an influence on stellar evolution.

The present study has been restricted to considering radial perturbations. A linear
stability analysis with respect to nonradial perturbations of the models considered here
will be presented elsewhere. The simulation of the evolution of nonradial instabilities
into the nonlinear regime, however, is not yet feasible.



Chapter 4

Stability analysis and nonlinear
pulsations of 55 Cygni (HD 198478)1

4.1 Introduction

Supergiants play a major role for any galaxy because these massive stars are respon-
sible for the chemical enrichment (Matteucci, 2008; Nomoto et al., 2013). According to
Puls et al. (2008), massive stars are ‘critical agents’ in galactic evolution. Most of the
heavy elements are produced in massive stars and injected into the interstellar medium
by mass loss due to stellar winds or explosions of stars. Stellar mass loss is not only
crucial for galactic evolution but is also important for stellar evolution. In particular, it
determines the final fate of a massive star (Smith, 2014). Apart from mass loss, pulsa-
tion is a common phenomenon in supergiants, where both radial and nonradial modes
have been identified. In addition to ordinary pressure and gravity modes, the presence
of strange modes (see, e.g. Gautschy, 1992; Gautschy & Glatzel, 1990b; Saio & Jeffery,
1988; Wood, 1976) and associated instabilities was theoretically predicted by Kiriakidis
et al. (1993) and seems to be confirmed in the supergiants HD 50064 (Aerts et al., 2010b)
and 55 Cygni (Kraus et al., 2015). In classical pulsators pulsations are usually excited by
the κ - mechanism. For example, slowly pulsating B stars (SPB) pulsations are driven
by the κ - mechanism due to the Fe-opacity bump (Pamyatnykh, 1999). Contrary to the
classical pulsators, instabilities associated with strange modes are not excited by the κ
- mechanism (Gautschy & Glatzel, 1990b). For a model of the strange mode instabil-
ity mechanism see Glatzel (1994). Maeder (1980) found a substantial increase in mass
loss with the amplitude of light variations in B and A type supergiants. Glatzel et al.
(1999) pointed out that strange modes instability can lead to a pulsationally driven
mass loss phenomenon in massive stars. However, despite many investigations (e.g.,
Kambe et al., 1993; Maeder, 1980) the connection between pulsations and mass loss is
still a matter of debate.

Motivated by recent observations (Kraus et al., 2015), we shall present in this paper
a theoretical study of both the linear stability and the nonlinear evolution of strange
mode instabilities in models for supergiants. With respect to the observations, we re-
strict our study to models for 55 Cygni (HD 198478) - a B-type supergiant situated in
the galactic bar (Jurkić et al., 2011). This star exhibits photospheric as well as spectro-
scopic variability. A P-Cygni profile in the Hα line indicates mass loss. Maharramov
(2013) states that the Hα line is variable and sometimes even completely vanishes. Ma-
harramov (2013) also reports the inversion of the P-Cygni profile of Hα and interprets
it as an indication for high velocity material in a stellar wind. In a recent study, Kraus
et al. (2015) points out that 55 Cygni pulsates in pressure, gravity and strange modes.
The pulsation periods lie in the range between 2.7 hours and 22.5 days. These authors

1An earlier version of this chapter has been published in MNRAS (Yadav & Glatzel, 2016).
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also claim that the pulsations of 55 Cygni are associated with episodes of enhanced
mass loss and derive an estimate for the mass loss rate.

Thus motivated, we shall perform a linear stability analysis as well as nonlinear
simulations for stellar models with parameters close to that of 55 Cygni. The construc-
tion of stellar models and their linear stability analysis is described in sections 4.2 and
4.3, respectively. Results of the linear stability analysis are discussed in section 4.4,
simulations of the evolution of instabilities into the nonlinear regime are presented for
selected models in section 4.5. Our conclusions follow.

4.2 Models

We have constructed envelope models for masses between 14 and 40 M� with solar
chemical composition. In order to investigate the effect of chemical composition, we
have also constructed envelope models for the same mass range (14 - 40 M�) with X
= 0.20, Y = 0.78 and Z = 0.02. Where X, Y and Z represent the mass fraction of H, He
and metals respectively. A stability analysis of enhanced He or H-deficient models is
motivated by the fact that Markova & Puls (2008) and Underhill (1969) suggested 55
Cygni to be a He-rich / H-deficient star. We adopt an effective temperature of 18800 K
and a luminosity of log L/L� = 5.57 for our models according to the recent study of 55
Cygni by Kraus et al. (2015).

The envelope models are based on the OPAL opacity tables (Iglesias & Rogers, 1996;
Rogers & Iglesias, 1992; Rogers et al., 1996). Convection is treated according to stan-
dard mixing length theory (Böhm-Vitense, 1958) with 1.5 pressure scale heights for the
mixing length. Magnetic fields and rotation are disregarded for simplicity.

4.3 Linear stability analysis

A linear stability analysis with respect to radial perturbations is performed on the basis
of the pulsation equations expressed in the form given by Gautschy & Glatzel (1990b).
The equations are solved using the Riccati method as described by Gautschy & Glatzel
(1990a). As the interaction of pulsation with convection is still poorly understood, we
have used here the ‘frozen in approximation’ (Baker & Kippenhahn, 1965) for convec-
tion. It consists of neglecting the Lagrangian perturbation of the convective flux and
holds if the timescale of pulsation is short compared to the timescale of convection.
Moreover, if the contribution of the convective flux to the total flux is small, the ef-
fect of the details of treatment of convection is expected to be negligible. In fact, these
conditions are met in the models considered.

The pulsation equations form an eigenvalue problem with complex eigenfrequen-
cies and eigenfunctions. In our analysis, the eigenfrequencies (σ) are normalized with
the global free fall time τff =

√
R3/3GM where R is the stellar radius, G stands for

the gravitational constant, and M denotes the stellar mass. Real parts (σr) of the eigen-
frequency represent the pulsation period while imaginary parts provide information
about damping or excitation. In the normalization adopted, negative imaginary parts
(σi < 0) correspond to unstable modes, positive values (σi > 0) to damped modes.
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4.4 Results of the linear stability analysis

We have performed a linear stability analysis for masses between 14 and 40 M� both
with solar and He enhanced chemical compositions. The analysis is based on two series
of 261 envelope models which were constructed by keeping the effective temperature
as well as the luminosity constant and varying the mass. A sufficiently small stepsize
in mass (we used 0.1 M�) guarantees an acceptably smooth variation of the eigenfre-
quencies with mass. The representation of eigenfrequencies as a function of a stellar
parameter (preferably stellar mass or effective temperature) is generally denoted as a
“modal diagram” (Saio et al., 1998).
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FIGURE 4.1: Real (a) and imaginary (b) parts of the eigenfrequencies
normalized to free fall time as a function of mass for models of 55 Cygni
with luminosity log L/L� = 5.57, effective temperature 18800 K and so-
lar chemical composition (X = 0.70, Y = 0.28, Z = 0.02). Thick lines in (a)

and negative imaginary parts in (b) correspond to unstable modes.

Figs. 4.1 and 4.2 are the modal diagrams for solar and He enhanced compositions
respectively. Figs. 4.1(a) and 4.2(a) represent the real parts of the lowest order eigenfre-
quencies as a function of stellar mass, where thick lines denote unstable modes. These
correspond to negative imaginary parts (σi < 0 ; see section 4.3 for details) in Figs. 4.1(b)
and 4.2(b). Both with respect to the range of unstable models and the strength of in-
stabilities, the restriction to the low order modes shown seems to be sufficient. The
structure of modes indicates a variety of mode couplings in terms of avoided cross-
ings and instability bands which is typical for the strange mode phenomenon. Thus
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FIGURE 4.2: Same as Fig. 4.1 but for enhanced He abundance (Y = 0.78,
X = 0.20).
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FIGURE 4.3: Same as Fig. 4.1 but for different outer boundary conditions
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FIGURE 4.4: Same as Fig. 4.3 but for enhanced He abundance (Y = 0.78,
X = 0.20).

we may address the instabilities found as strange mode instabilities. The strange mode
phenomenon becomes more pronounced with decreasing mass. Accordingly the spac-
ing of pulsation frequencies is still regular at high masses and becomes more and more
irregular for smaller masses (or as L/M increases).

From Fig. 4.1, we deduce that many modes are unstable in models having masses
less than 20 M�, but no unstable mode is found in models with masses above 28 M�.
The growth rates of unstable modes associated with the imaginary parts of the eigen-
frequencies (Fig. 4.1.b) in general decrease with mass. We note the existence of a mono-
tonically (σr = 0) unstable mode (Deller, 2009; Hilker, 2009; Saio, 2011, Yadav & Glatzel
in prep.). It dominates for masses below ≈ 17 M�, but does not determine the stability
boundary at 28 M�.

Compared to solar composition, models with enhanced He abundance (Fig. 4.2)
exhibit a qualitatively similar behaviour. However, instabilities do no longer persist to
higher order modes for small masses. The lowest order modes become unstable below
22 M�. A crossing mode, whose frequency decreases with mass, now becomes unsta-
ble for masses above 35 M�. The most unstable mode over the entire mass interval
crosses the ordinary spectrum. Its frequency increases with mass. A much less unsta-
ble counterpart may be identified also in the spectrum of the solar composition models.
Compared to solar composition the monotonically unstable mode has smaller growth
rates.

The outer boundary conditions for the perturbation equations are ambiguous, be-
cause the outer boundary of the stellar model does not coincide with the physical
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boundary for the star. Figs. 4.1 and 4.2 are for consistency based on the same conditions
which have been adopted in the subsequent nonlinear simulations: In order to avoid
reflections of sound waves and shocks at the outer boundary the divergence of the
heat flux and the gradient of the divergence of the velocity are required to vanish there
(Grott et al., 2005). Whether the linear stability analysis depends on the boundary con-
ditions needs to be tested. Therefore we have repeated the linear analysis with bound-
ary conditions requiring the Lagrangian pressure perturbation to vanish and Stefan-
Boltzmann’s law to hold at the outer boundary. The results are shown in Figs. 4.3 and
4.4 for solar composition and enhanced He abundance respectively. Apart from the
fact, that the most unstable mode present in Fig. 4.2 has become less unstable or even
stable in Fig. 4.4, a comparison of Fig. 4.1 with 4.3 and Fig. 4.2 with 4.4 exhibits a
similar behaviour. An influence of the boundary conditions on the eigenfrequency is
expected, if the amplitude of the eigenfunction of the mode considered is significant at
the boundary. Thus we conclude that the dominant unstable modes in the He enhanced
models have their maximum amplitudes close to the outer boundary.

4.5 Nonlinear simulations

In order to determine the final fate of linearly unstable stellar models, the instabilities
need to be followed into the nonlinear regime by numerical simulation. For selected
unstable models, we have performed such simulations on the basis of the procedure
described by Grott et al. (2005). Starting from an initial unstable model in hydrostatic
equilibrium the instability develops from numerical noise, undergoes the linear phase
of exponential growth and saturates in the nonlinear regime. For details of the numer-
ics such as grid resolution, artificial viscosity and iteration accuracy, we refer to Grott
et al. (2005). In the simulations discussed here we used 500 grid points, an iteration ac-
curacy of 10−7, and the artificial viscosity parameter was set to 10. As shown by Grott
et al. (2005), the simulations in the nonlinear regime may provide the acoustic energy
lost from the system through its outer boundary as a function of time. Being a non-
monotonic function the slope of its increasing mean corresponds to the mean acoustic
luminosity of the object. Assuming that this acoustic luminosity Lac is the origin of a
stellar wind, the mass loss rate Ṁ associated with it may be estimated by comparing
the kinetic luminosity of the wind 1

2Ṁv2
∞, where v∞ is the terminal wind velocity, to

the numerically determined acoustic luminosity:

1

2
Ṁv2

∞ ≈ Lac =⇒ Ṁ ≈ 2× Lac
v2
∞

(4.1)

For our estimates of mass loss rates we assume the terminal wind velocity to be of the
order of the escape velocity of the models considered.

The correct energy balance and, associated with it, the proper treatment of the dif-
ferent forms of the energies is crucial for the quality and reliability of the results, which
can be seen by considering the various forms of the energy involved in stellar pulsa-
tions (see Grott et al., 2005). Gravitational potential and thermal energies are typically
more than two orders of magnitude bigger than the kinetic energies which control the
final velocity amplitudes to be determined by the simulations. The time integrated
acoustic fluxes used for the determination of mass loss rates are even smaller by three
orders of magnitude than the maximum energies. Thus the relative error in the energy
balance (compared to the maximum energies) has to be smaller than at least 10−4 for the
velocity amplitudes and mass loss rates determined to be reliable. How relative errors
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below 10−7 can be achieved by a fully conservative numerical scheme is described in
Grott et al. (2005). In order to prove the reliability of our simulations we shall provide
also various energies and the error of the energy balance below.

The linear analysis discussed above has provided the mass range of unstable stellar
models: for solar chemical composition models with masses below 28 M� are unstable,
He enhanced models are unstable over the entire mass range studied (14 to 40 M�).
From observations the following estimates of the mass of 55 Cygni are available:

1. Kraus et al. (2015) : 34 ± 4 M�

2. Gies & Lambert (1992) : 32.1 M�

3. Searle et al. (2008) : 23 M�

4. Markova & Puls (2008) : 11+5
−3 M�

According to the various observational determinations of the mass of 55 Cygni and the
results of the linear stability analysis, we have chosen to consider for nonlinear simula-
tions two models with solar composition having masses of 23 and 25 M�. In addition to
solar composition models, three models with enhanced He abundance having masses
30, 34 and 17 M� are also included for nonlinear simulations.

4.5.1 Models with solar composition

23 M�

The linear stability analysis of the model with a mass of 23 M� reveals a most unstable,
dominant mode with a period of 2.4 days and a growth of 0.18/day. With a free fall
time of τff = 83740s for this model they correspond to σr = 2.57 and σi = −0.173 in
normalized form. The additional less unstable modes do not significantly influence the
result of the simulations. The results of our simulation of the evolution of this insta-
bility from hydrostatic equilibrium into the nonlinear regime is shown in Fig. 4.5. The
simulation starts from numerical noise at a level of 10−4 cm/s in terms of the velocity
of the outermost grid point (see Fig. 4.5.b ). The code then picks up the most unsta-
ble mode with the independently previously determined linear period and growth rate
(linear phase of exponential growth). Once the amplitude of the velocity has reached
104 cm/s, deviations from linear behaviour appear, and at a level of 77 km/s nonlinear
saturation is established. It is characterized by a stationary finite amplitude pulsation
with a period of 7.5 days (see Fig. 4.5.d for the variation of the bolometric luminosity).
The increase of the pulsation period from 2.4 days in the linear phase to 7.5 days in
the final nonlinear regime is essentially caused by the nonlinear inflation of the mean
stellar radius (see Fig. 4.5.a). Associated with the increase of the radius is a significant
decrease of the surface temperature (temperature of the outermost grid point) of the
model (see Fig. 4.5.c ). Gravitational potential, internal and kinetic energies as a func-
tion of time (stationary initial values are subtracted) are shown in Figs. 4.5(h) and (e).
These figures exhibit the behaviour typical for stellar pulsations: being of the same or-
der of magnitude potential and internal energies exceed the kinetic energy by at least
two orders of magnitude. The acoustic energy lost by the system (equivalent to the
time integrated acoustic luminosity) as a function of time is displayed in Fig. 4.5(f). It
is smaller than the kinetic energy by one order of magnitude and increases non mono-
tonically with time. The non monotonic run means that within one pulsation cycle we
have phases of incoming and outgoing acoustic fluxes, where the time integral over
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FIGURE 4.5: The evolution of a 23 M� model with solar chemical com-
position. The following quantities are given as a function of time: Ra-
dius (a), velocity (b) and temperature (c) of the outermost grid point,
variation of the bolometric magnitude (d) and kinetic (e), internal and
gravitational potential (h) energies for a selected time interval, the time-
integrated acoustic luminosity (f) and the error in the energy balance (g).
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the outgoing flux exceeds the integral over the incoming flux. The mean slope of the
function shown in Fig. 4.5(f) then corresponds to the mean acoustic luminosity of the
system. As described above on the basis of this mean acoustic luminosity the mass
loss of the model is estimated to amount to 2.6 × 10−7 M�/yr. Finally the error in the
energy balance as a function of time is given in Fig. 4.5(g). It is still six orders of magni-
tude smaller than the smallest contribution to the energy balance (the time integrated
acoustic luminosity) which guarantees a meaningful interpretation of the results of the
simulation.

25 M�

Similar to the 23 M� model, the linear stability analysis of the model with a mass of 25
M� reveals a most unstable, dominant mode with a period of 1.98 days and a growth
rate of 0.12/day. With a free fall time of τff = 80330s for this model they correspond
to σr = 2.94 and σi = −0.108 in normalized form. The result of our simulation of the
evolution of this instability from hydrostatic equilibrium into the nonlinear regime is
qualitatively similar to the previous simulation of the 23 M� model and shown in Fig.
4.6 to be compared with its counterpart Fig. 4.5. The final nonlinear velocity amplitude
reaches 108 km/s which amounts to 27% of the escape velocity (406 km/s) from the
object. The nonlinear inflation of the envelope increases the pulsation period to 7.8
days in the nonlinear regime. For the mass loss rate we deduce 1.4× 10−7 M�/yr from
Fig. 4.6(f).

4.5.2 Models with enhanced He abundance

The linear stability analysis for He enhanced abundance (X = 0.20; Y = 0.78) has shown
that all models in the mass range from 14 to 40 M� are unstable. With respect to the
observationally determined masses we have considered the evolution of instabilities
for 30 and 34 M� models and a low mass model having 17 M�.

The results for the 30 and 34 M� models are almost identical (see Figs. 4.7 and
4.8). Therefore we restrict ourselves to the discussion of the 34 M� model. The evolu-
tion of radius, velocity, temperature, density and pressure at the surface of the model
as well as the variation of the bolometric luminosity as a function of time is shown
in Fig. 4.7. Starting from hydrostatic equilibrium and passing the linear phase of ex-
ponential growth saturation in the nonlinear regime does not lead to stationary finite
amplitude pulsations. Rather the amplitudes of the perturbations vary on a time scale
high compared with the pulsation period and the (linear) growth time scale. Finally
the amplitudes of the perturbations decrease rapidly and a new static state in hydro-
static equilibrium is established. Thus the instability of the initial model rearranges the
structure of the envelope and leads to a new, obviously stable, hydrostatic configura-
tion with increased radius and temperature and decreased density. As a consequence,
the absence of finite amplitude pulsations indicates that 55 Cygni cannot be explained
on the basis of models with masses above 30 M� even with enhanced He abundance.

The evolution of the instability of the 17 M� model with enhanced He abundance
from hydrostatic equilibrium into the nonlinear regime is shown in Fig. 4.9. The linear
domain of exponential growth is dominated by the most unstable mode (see Fig. 4.9.b).
Similar to the models with solar chemical composition the envelope is inflated in the
nonlinear regime which leads to an increased pulsation timescale (see 4.9.a and b).
Associated with the inflation of the envelope is a decrease of surface temperature and
density (see Fig. 4.9.c and d). The nonlinear finite amplitude pulsation is irregular and
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FIGURE 4.6: Same as Fig. 4.5 but for a model with 25 M�.
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FIGURE 4.8: Same as Fig. 4.7 but for 30 M�
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FIGURE 4.9: The evolution of a 17 M� model with enhanced He abun-
dance (X= 0.20, Y = 0.78). The following quantities are given as a func-
tion of time: Radius (a), velocity (b), temperature (c) and density (d) at
the outermost grid point, the variation of the bolometric magnitude (e),
the kinetic energy (f), the time-integrated acoustic luminosity (g) and the
error in the energy balance (h). Note that after 170 days the velocity of
the outermost grid point exceeds the escape velocity providing direct

evidence for mass loss.
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does not exhibit a well defined pulsation period (see Fig. 4.9.c, d and e). Both the kinetic
energy and the time integrated acoustic luminosity (Fig. 4.9.f and g) being smaller
than the internal and gravitational energies by two orders of magnitude exceed the
error of the energy balance (Fig. 4.9.h) by at least six orders of magnitude. During the
final pulsation cycle the surface velocity reaches 159 km/s and thus exceeds the escape
velocity from the object (144 km/s). Due to the associated huge increase in radius and
strong decrease in temperature and density (see Fig. 4.9 a, c and d) the simulation had
to be stopped because for the range of temperatures and densities reached data for the
opacity and the equation of state were no longer available. The fact that the pulsation
velocity has exceeded the escape velocity is taken as direct evidence for mass loss. Note
that a similar event has been described previously by Glatzel et al. (1999).

4.6 Discussion and conclusions

We have performed both a linear stability analysis with respect to radial perturbations
and simulations into the nonlinear regime of strange mode instabilities identified in the
linear spectrum for sequences of stellar models with solar chemical composition and
with enhanced He abundance. Models with enhanced He abundance are linearly un-
stable over a mass range from 14 to 40 M�, whereas the maximum mass for instability
for solar chemical composition lies around 28 M�. Nonlinear simulations of models
with enhanced He abundance and masses above 30 M� indicate that the instability in
these cases leads to a new hydrostatic non-variable equilibrium. Should the observed
variability of 55 Cygni be due to an instability, this result excludes a high mass for 55
Cygni such as 34 ± 4 M� (Kraus et al., 2015) or 32.1 M� (Gies & Lambert, 1992) and
favours low masses such as 23 M� (Searle et al., 2008) or even 11 M� (Markova & Puls,
2008).

Nonlinear simulations for models having 23 and 25 M� with solar chemical compo-
sition and for 17 M� with He enhanced abundance exhibit finite amplitude pulsations
with a strong indication for mass loss as the final result of the instability. For the 23 and
25 M� models the final nonlinear periods of 7.5 and 7.8 days lie within the range of pe-
riodicities between 2.7 hours to 22.5 days as derived from observations by Kraus et al.
(2015) which is consistent with the periods of 18 and 4.88 days determined by Rufener
& Bartholdi (1982) and Koen & Eyer (2002) respectively. We emphasize that for the
models studied the final nonlinear periods substantially differ from the linear periods
since the envelope is inflated in the nonlinear regime of the evolution of the instabil-
ity. As a consequence, observed periods for these stars should never be compared to
linearly determined periods but rather to the period of the final nonlinear finite ampli-
tude pulsation. Some authors (Lefèvre et al., 2009; Percy & Welch, 1983; van Genderen,
1989) claim that there is no clear evidence for periodic pulsations in 55 Cygni. These
findings would be consistent with a very low mass of the object below 17 M�, where
our simulations show an irregular variability rather than strictly periodic pulsations.

From observations of 55 Cygni the following mass loss rates have been determined:

• Kraus et al. (2015) : 2.5 × 10−7 M�/yr

• Crowther et al. (2006) : 2.5 × 10−7 M�/yr

• Searle et al. (2008) : 5 × 10−7 M�/yr

• Markova & Puls (2008) : (1.17 to 4.07) × 10−7 M�/yr
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• Barlow & Cohen (1977) : 5.7 × 10−7 M�/yr

These mass loss rates may be compared with the mass loss rates estimated on the ba-
sis of our simulations for the 23 and 25 M� models with solar abundances and ob-
tained as 2.6 × 10−7 M�/yr and 1.4 × 10−7 M�/yr, respectively. The coincidence with
the observed values is remarkable. For comparison, mass loss rates for the 23 and
25 M� models based on the wind-momentum luminosity relation (see, e.g., Lamers
& Cassinelli, 1999) amount to 1.9 × 10−6 M�/yr and 1.8 × 10−6 M�/yr, respectively,
being higher than the acoustically driven mass loss rates by one order of magnitude.
Although a mass loss rate could not be determined, we found direct evidence for mass
loss, if the mass is reduced to 17 M�. In this model the velocity of the surface of the
model has exceeded the escape velocity. In general an increase of the mass loss rate
with decreasing mass (at constant luminosity) is expected, since the strange mode in-
stability becomes stronger with increasing luminosity to mass ratio.
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FIGURE 4.10: Density as a function of relative radius for the 25 M�
model (dashed line) and the 17 M� model (full line) of 55 Cygni and

for a model of the LBV AG Car (dotted line).

The envelope structure in terms of the density stratification for two of our models
(with 25 M� and 17 M�) of 55 Cygni is compared with that of a model for a luminous
blue variable (LBV) in Fig. 4.10. For the LBV model we have chosen parameters close
that of AG Car (log L/L� = 5.9, log Teff = 4.4, M = 60 M�, solar chemical composition,
see also Fig. 2 in Kiriakidis et al., 1993). All three models suffer from strange mode
instabilities, but only the 17 M� model exhibits a density inversion, which shows that
the density inversion is not the primary origin of strange mode instabilities. Rather
dominant radiation pressure is responsible for it, as demonstrated by Glatzel (1994).
However, if the fraction of radiation pressure increases, simultaneously with the in-
crease of the growth rate of strange mode instabilities, density inversions are likely,
but do not necessarily occur. Vice versa, density inversions are found even when the
fraction of radiation pressure is small. For a detailed discussion of the origin of den-
sity inversions we refer to Glatzel & Kiriakidis (1993b). The high fraction of radiation
pressure both in the models for 55 Cygni and in models for LBVs suggests that similar
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results as those found in this paper for 55 Cygni models (finite amplitude pulsations,
envelope inflation, mass loss) are also expected for models of LBVs.

The present study has been restricted to spherically symmetric hydrostatic stellar
models and to radial perturbations of them. With respect to a linear stability analysis
we also expect nonradial modes to be unstable. As shown in the present paper for
the stellar models studied the predictions of the linear approximation (e.g., concerning
the pulsation periods) substantially differ from nonlinear behaviour. Thus a nonlin-
ear study is inevitable. However, so far a nonlinear treatment of nonradial modes is
not available. Therefore the consideration of nonradial modes has been entirely dis-
regarded in the present study. A linear nonradial stability analysis of models for 55
Cygni will be presented elsewhere. A final cautionary remark concerns the influence
of rotation and magnetic fields on the stability, pulsations and mass loss of models for
55 Cygni. Studies in this direction taking nonlinear effects fully into account are not
yet feasible. Therefore the present study is meant as a first preliminary step towards an
understanding of the variability and mass loss of 55 Cygni.



Chapter 5

Monotonically unstable modes in
main sequence stars

5.1 Introduction

In general, the eigenfrequencies determined by a linear non adiabatic stability analy-
sis of stellar models have non vanishing real and imaginary parts. A special kind of
eigenfrequencies with zero real parts and negative imaginary parts have been identi-
fied by Deller (2009); Hilker (2009) and Saio (2011). Saio (2011) found that this type of
monotonically unstable radial modes appears in models for massive stars with solar
chemical composition having masses above 60 M�. Their relative maximum of the ki-
netic energy derived from their eigenfunctions is found at the bottom of the convection
zone associated with the Fe-opacity bump. Although the origin of this type of modes
is not completely understood, Saio (2011) suggested their origin to be due to the radia-
tive luminosity approaching the Eddington luminosity in the stellar envelope. He also
emphasizes that the appearance of the monotonically unstable mode roughly coincides
with the Humphreys Davidson limit (Humphreys & Davidson, 1979) and suggests that
it may induce optically thick winds in massive stars.

In this study, we shall systematically investigate the behaviour and characteristics
of monotonically unstable modes in zero age main sequence (ZAMS) models. This will
be done both considering radial and nonradial perturbations for the linear stability
analysis. Whether monotonically unstable modes can also be identified in the nonra-
dial spectrum, will be of particular interest. A study of monotonically unstable modes
is motivated by the fact that their growth rates may be higher than those of low order
p-modes or strange modes (see Saio, 2011).

The construction of stellar models is discussed in section 5.2, the stability analysis
is described in section 5.3, and the results are presented in section 5.4. Our conclusions
follow (section 5.5).

5.2 Stellar Models

The MESA code, version: 6208, (Paxton et al., 2011, 2013, 2015) has been used to deter-
mine luminosities and effective temperatures as a function of mass along the ZAMS,
where the ZAMS is defined as the stage when one per cent of the hydrogen has been
burnt in the center. Zero age main sequences have been calculated for the following
three chemical compositions:

• Z = 0.03, Y = 0.28 and X = 0.69

• Z = 0.02, Y = 0.28 and X = 0.70

55
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FIGURE 5.1: Zero age main sequences in the HRD for three different
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• Z = 0.01, Y = 0.28 and X = 0.71

They are shown in an HRD in Fig. 5.1. On the basis of these results, ZAMS envelope
models have been constructed in the mass range between 10 and 160 M�. In these cal-
culations, nuclear reactions and nuclear energy generation is disregarded, convection is
treated according to standard mixing length theory (Böhm-Vitense, 1958) with a mixing
length of 1.5 pressure scale heights, OPAL tables have been used for the opacity, and the
equations of stellar structure have been integrated up to some conveniently chosen cut-
off temperature. Disregarding nuclear reactions implies that their influence on stellar
stability, i.e., that the ε-mechanism is excluded in our study. This approach is justified
as previous studies (see, e.g., Glatzel & Kiriakidis, 1993a) prove that the ε-mechanism
does not severely affect the stability of stars. It is restricted to the fundamental mode
only with growth rates of the order of the nuclear (stellar evolution) timescale. More-
over, ε-instability occurs only close to the ZAMS. Thus ε-instability competes with stel-
lar evolution and perturbations will grow at most by one order of magnitude before the
star has left the domain of ε-instability. Therefore the ε-mechanism is to be regarded to
be only of academic interest.
According to standard textbooks on stellar structure and evolution, massive main se-
quence stars have convective cores and radiative envelopes (Iben, 2013; Kippenhahn
et al., 2012; Salaris & Cassisi, 2006). However, in the envelopes of massive stars small
convection zones may appear (Glatzel et al., 1993; Stothers & Chin, 1993) which are
due to opacity maxima (Rogers & Iglesias, 1992). Fig. 5.2 illustrates the presence of
convection zones in the envelopes of selected ZAMS models. In the 10 M� model two
convection zones are present while for 50 and 100 M� only one convection zone can
be identified. Possible consequences of these convection zones in hot massive stars are
discussed in detail by Cantiello et al. (2009).
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5.3 Stability Analysis

For the models discussed in the previous section, we have performed a radial as well
as a non-radial non-adiabatic linear stability analysis. The set of pulsation equations is
taken in the form described by Glatzel & Gautschy (1992). With six boundary con-
ditions (three on the top and three at the bottom of the envelopes) these pulsation
equations form a boundary eigenvalue problem. It is solved using the Ricatti method
(Gautschy & Glatzel, 1990a) as a nonlinear initial value problem with prescribed accu-
racy. The solution of this eigenvalue problem provides an infinite set of complex eigen-
frequencies and corresponding eigenfunctions. The real part of the eigenfrequency (σr)
corresponds to the pulsation period while the imaginary part (σi) provides information
on the stability. σi > 0 corresponds to damping and σi < 0 indicates excitation and in-
stability. The eigenfrequencies discussed below are normalized by the global free fall

time τff ( with τ−1
ff =

√
3GM
R3 ).

Convection and convection zones may have an important influence on stellar sta-
bility and pulsations (Dupret et al., 2005; Grigahcène et al., 2005). However, a theory
for the interaction of convection and pulsation is still missing. In our investigation, it
is described by adopting the ’frozen-in-approximation’ (Baker & Kippenhahn, 1965).
It consists of neglecting the Lagrangian perturbation of the convective flux and holds,
if the convection timescale is much longer than the pulsation timescale. It is usually
applied, if the fraction of energy transported by convection is small compared to the
total energy flux. Fig 5.2 shows the contribution of the convective luminosity to the
total luminosity for three representative ZAMS models. For the models with 10, 50 and
100 M� the fraction of convective luminosity amounts to < 0.5%, < 6% and < 18%
of the total luminosity, respectively. This indicates that the convective luminosity does
not play a significant role here and that the frozen-in-approximation may be assumed
to hold.
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which merge to form an oscillatory unstable mode for high masses.

5.4 Results

5.4.1 Radial and non-radial monotonically unstable modes

Monotonically unstable modes have been identified in ZAMS models both for radial
and non-radial perturbations. With respect to radial perturbations we found only one
mode to be present in very massive (> 147 M� for Z = 0.03) stellar models. For l =
2, at least two monotonically unstable modes have been identified by our non-radial
analysis: Two highly unstable monotonic modes appear as a pair in the modal diagram
shown in Fig. 5.3 both for high metallicity (Z = 0.03, left panel) and solar metallicity (Z
= 0.02, right panel). For comparison, growth rates of representative unstable low order
acoustic modes are added in Fig. 5.3. The monotonically unstable modes merge (at
M = 109 M� for Z = 0.03 and at M = 147 M� for Z = 0.02) thus forming an oscillatory
unstable mode for higher masses. The merging point shifts towards higher masses
with decreasing metallicity (see Fig. 5.3).

5.4.2 Dependence on harmonic degree (l) of monotonically unstable modes

The dependence on harmonic degree of the monotonically unstable modes has been
investigated systematically. The results are shown in Fig. 5.4, where the real and imag-
inary parts of the eigenfrequencies are given as a function of the harmonic degree for
three ZAMS models with metallicity Z = 0.03. The growth rates increase with the har-
monic degree up to a maximum value and decrease for even higher l. According to Fig.
5.4, the monotonically unstable modes pair at a mass dependent value of the harmonic
degree (at l ≈ 450 for 10 M�, at l ≈ 170 for 50 M� and at l ≈ 3 for 100 M�) thus forming
an oscillatory strongly unstable mode for very high values of l.

5.4.3 Distribution of kinetic energies of monotonically unstable modes

The distribution of the kinetic energy of modes, in particular the monotonically unsta-
ble modes, can be derived from the corresponding eigenfunctions. It is shown in Figs.
5.5 and 5.6 for three ZAMS models with metallicity Z = 0.03. As the work integral is not
defined for non oscillatory modes, the distribution of the kinetic energy might provide
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FIGURE 5.6: Same as Fig. 5.5 but for a ZAMS model with 50 M�.

some information on the excitation of the monotonically unstable modes and on their
domain of existence. Figs. 5.5 and 5.6 show that a maximum of the kinetic energy is
found at the bottom of the convection zone associated with the Fe-opacity bump. For
the low mass model with 10 M�, a second maximum appears between the Fe-opacity
convection zone and He II convection zone. This is for the mode mu2, contrary to
mode mu1, the position of the absolute maximum of the kinetic energy. Secondary, less
pronounced maxima may appear close to the photosphere (see Figs. 5.5 and 5.6).

5.5 Discussion and conclusions

The monotonically unstable modes identified in this study are present both for radial
as well as non-radial perturbations. Hence their existence is independent of the ge-
ometry of the perturbations. The present analysis is based on ZAMS models but we
suspect that the monotonically unstable modes are also present in later stages of stel-
lar evolution. Their growth rates are higher for non-radial perturbations compared to
radial perturbations and their presence in models with 10M� suggests that they can
affect β - Cepheid type stars close to the main sequence. The distribution of the kinetic
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energy for these modes exhibits a local maximum at the bottom of the Fe-opacity con-
vection zone. A second local maximum of the kinetic energy is found for 10 M�models
close to the stellar surface. Our findings concerning the kinetic energy of the monoton-
ically unstable modes for the massive ZAMS models are similar to those of Saio (2011).
However, in the models studied by Saio (2011), the bottom of the Fe-opacity convection
zone is situated deeper within the stellar envelope and the models studied by him have
a more pronounced core envelope structure.

The dependence on the harmonic degree l of the monotonically unstable modes
has been studied by following them up to l = 1000 where an interesting phenomenon
has been discovered. When increasing l, two monotonically unstable modes merge at
a critical value of l (l ≈ 480 for 10 M�, l ≈ 150 for 50 M� and l ≈ 3 for 100 M�, see
Fig. 5.4) and form an unstable oscillatory mode with a frequency in the g-mode range
(σr < 1).

Saio (2011) suggested that the origin of his radial monotonically unstable modes is
due to the radiative luminosity being close to the Eddington luminosity (Lrad/LEdd ≈
1) in a large fraction of the stellar envelope. The latter is also true for radial monoton-
ically unstable modes in our main sequence models. However, Lrad/LEdd ≈ 1 is not
a necessary condition for the occurrence of non-radial monotonically unstable modes:
Fig. 5.7 shows the ratio of the radiative to the Eddington luminosity (Lrad/LEdd) as a
function of the normalized radius in the envelopes of ZAMS models with 10, 50 and
100 M�. Although for the entire envelope of the 10 M� model we have Lrad/LEdd <
0.3 nonradial monotonically unstable modes can be identified here. Thus the nonra-
dial monotonically unstable modes cannot be related to the existence of the HD limit
(Humphreys & Davidson, 1979). In this respect we note that Saio (2011) claims that the
occurrence of the radial monotonically unstable modes studied by him coincides with
the HD limit and leads to optically thick winds. We emphasize that this conclusion is
premature, since the final result of an instability can only be determined by nonlinear
calculations and never by a linear analysis.
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Summary and future work

6.1 Summary

Linear stability analyses have been performed for models of massive main sequence
stars and models of the B-type supergiant 55 Cygni (HD 198478). The instabilities iden-
tified have been followed into the nonlinear regime with the help of a time implicit
fully conservative scheme. The final velocity amplitudes are in any case comparable
with the escape velocity of the corresponding models. For selected models pulsation
velocities exceed the escape velocity which is taken as direct evidence for mass loss.
The nonlinear simulations provide an estimate for the mass loss rate which appears to
be consistent with observations. Saio (2011) reported on the presence of monotonically
unstable modes in models of massive stars. The properties of these modes have been
investigated systematically for main sequence models and their existence even in the
nonradial spectrum has been established. The three main issues of this thesis may be
summarized in more detail as follows:

6.1.1 Main sequence stars

Since pulsations have been observed in many massive stars, we have performed a
systematic study of radial pulsations and instabilities in models for massive main se-
quence stars with solar chemical composition both in the linear as well as in the non-
linear regime. The investigation is based on a sequence of envelope models for upper
main sequence stars in the mass range between 50 to 150 M�. These models are tested
for linear stability. The linear stability analysis shows that models having masses above
58 M� are unstable. To determine the final fate of the unstable envelopes we have per-
formed nonlinear simulations for selected models. These nonlinear simulations show
that the instabilities lead to periodic pulsations with periods between 3 hours and 1 day
for the models considered. The final finite amplitude pulsations generate an acoustic
flux which can cause a pulsationally driven stellar wind. On the basis of our simula-
tions we were able to estimate the associated mass loss rate which was found to lie in
the range of 0.25 - 0.7 × 10−7 M�/yr.

6.1.2 55 Cygni (HD 198478)

55 Cygni is a variable supergiant. Recent observational studies revealed that this star
pulsates in pressure, gravity and strange modes. The pulsations seem to be associated
with episodes of mass loss. In this thesis we have presented a theoretical study of stel-
lar models with parameters close to that of 55 Cygni. A linear nonadiabatic stability
analysis with respect to radial perturbations was performed and the evolution of in-
stabilities into the nonlinear regime was followed by numerical simulation. Our study
indicates that the mass of 55 Cygni lies below 28 M�. As the final consequence of the

63
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instabilities the nonlinear simulations revealed finite amplitude pulsations with peri-
ods consistent with the observations. The nonlinear results also indicate a connection
between pulsations and mass loss and allow for an estimate of the mean mass loss rate.
It is consistent with the observed values.

6.1.3 Monotonically unstable modes

We have performed an extensive linear stability analysis of models for main sequence
stars with masses in the range between 10 and 160 M�. A set of non oscillatory, mono-
tonically unstable modes (with purely imaginary eigenfrequencies) has been identified
both for radial and nonradial perturbations. Some of these modes grow on the dynam-
ical timescale and therefore may severely affect the stellar structure. The growth rate
sensitively depends on the mass of the model and on the harmonic degree (l) of the
perturbation. Maximum growth rates are found between l ≈ 1 and 300 depending on
the mass of the model. At high masses two monotonically unstable modes may pair
to form an oscillatory unstable mode. Considering the eigenfunctions of these modes
their kinetic energy in general exhibits a maximum value at the bottom of the convec-
tion zone associated with the Fe-opacity bump. A secondary maximum appears close
to the stellar surface in some models. Whether these modes and their growth rates are
affected by the treatment of convection still needs to be investigated.

6.2 Future work

Observations using space and ground telescopes are crucial to test theoretical predic-
tions for the pulsations of stars. Recent observational studies (see, e.g., Kraus et al.,
2015) suggest that the supergiant 55 Cygni pulsates in radial as well as in nonradial
modes. As a part of this thesis, radial perturbations have been considered and a ra-
dial linear stability analysis has been performed together with nonlinear simulations
of the evolution of instabilities for a set of models for 55 Cygni. A nonradial linear
stability analysis is still missing and needs to be done in order to understand the over-
all variability of 55 Cygni. This will enable us to compare the observed periods with
the periods predicted by both the radial and nonradial stability analysis at least in the
linear regime. Unfortunately, nonlinear nonradial simulations are not feasible since
appropriate numerical tools are not yet available. Accordingly we intend to perform a
nonradial linear stability analysis for models of 55 Cygni in the near future.

The B-type supergiant HD 50064 was monitored by CoRoT (a French-European
space telescope) as well as by ground based telescopes. These observations indicate
that the star HD 50064 pulsates with a period of 37 days and the pulsation is clearly
found to be connected with its variable mass loss (Aerts et al., 2010b). Aerts et al.
(2010b) have identified the dominant period found in HD 50064 with a strange mode.
These findings are consistent with the general trend that stellar models with high lumi-
nosity to mass ratios (>103 in solar units) exhibit strange mode instabilities. Moreover,
the instabilities associated with these strange modes tend to lead to mass loss, as also
confirmed in this thesis. Due to its high luminosity to mass ratio, the observed star HD
50064 is a very good candidate for strange mode instabilities and to study the connec-
tion between pulsation and mass loss. In fact, preliminary nonlinear simulations show
that the final surface velocity amplitude can easily attain a value close to (≈ 30%) the
escape velocity for models of HD 50064. As an example, the results of the simulation
for a model having Teff = 13500 K, log (L/L�) = 6.1 and a mass of 55 M� are displayed
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FIGURE 6.1: Nonlinear evolution of the instability of a chemically pecu-
liar (enhanced helium) model for HD 50064 having Teff = 13500 K, log
(L/L�) = 6.1 and M = 55 M�. The radius (a), the surface velocity (b), the
surface temperature (d) and the variation of the bolometric luminosity

(c) is given as a function of time.

in Fig. 6.1, where the variation of radius, surface velocity, bolometric luminosity and
surface temperature is given as a function of time. Note that in the nonlinear regime the
pulsation period increases due to an increased mean radius of the model. The intended
thorough stability analysis followed by nonlinear simulations for models of HD 50064
is expected to provide further insights into the variability and mass loss of this star.

Apart from B-type supergiants, photometric and spectral variabilities have also
been discovered in O-type supergiants (see, e.g., Howarth & Stevens, 2014; Markova
et al., 2005; Prinja et al., 2006). The origin of these variabilities is not yet fully un-
derstood. Therefore a linear stability analysis followed by nonlinear simulations for
models of O-type supergiants is expected to enhance our understanding of pulsation
related variabilities in these stars and is intended for near future. Similar to the B-type
supergiants, nonlinear simulations will provide the acoustic fluxes associated with the
final finite amplitude pulsations and thus an estimate for the pulsationally driven mass
loss. Preliminary results of a stability analysis and nonlinear simulations of instabili-
ties for models of ζ Puppis (HD 66811) - an O-type supergiant - are displayed in Fig.
6.2 and Fig. 6.3 respectively. The stability analysis for models having enhanced He
abundances (Y = 0.58, Z = 0.02, consistent with the observations) shows that models
less massive than 97 M� are unstable with respect to radial perturbations. Following
the instabilities into the nonlinear regime at least one pulsation period of 1.4 days can
be identified in the variation of bolometric luminosity for a model having 44 M�. It is
close to the observational period of 1.78 days suggested by Howarth & Stevens (2014)
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and confirmed by recent BRITE - satellite observations (Hubrig et al., 2016). Observa-
tions with BRITE - satellites (Baade et al., 2016; Pigulski et al., 2016; Weiss et al., 2014,
2016) provide a unique opportunity to test predictions of pulsation theory for massive
stars thus contributing to our understanding of variabilities and mass loss in O- and
B-type supergiants.

Another problem to be addressed in the future concerns the loss of resolution and
accuracy caused by mass loss. Together with the mass, grid points are lost from the
system since the numerical scheme adopted is based on the Lagrangian approach. To
avoid resolution and accuracy problems the Lagrangian grid needs to be reconstructed.
Simultaneously the conservativity of the scheme has to be preserved. This task is not
trivial and has not been solved so far. Finally, it would be highly desirable to be able to
follow the evolution of nonradial instabilities into the nonlinear regime. However, an
appropriate 3D numerical scheme satisfying the necessary conservativity requirements
is not yet available and the development of a 3D conservative scheme would be an
ambitious project for the future. A conservative formulation of gravity in 3D (Glatzel
& Chernigovski, 2016) may be regarded as a first step in this direction.
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