Automated Provisioning of Fairly Priced Resources

Dissertation

zur Erlangung des Doktorgrades Ph. D. der Mathematisch-Naturwissenschaftlichen Fakultäten der Georg-August-Universität zu Göttingen

im PhD Programme in Computer Science (PCS) der Georg-August University School of Science (GAUSS)

vorgelegt von

Abhinandan Sridhara Rao Prasad aus Mysore, Karnataka, India

Göttingen
im Juni 2018
Betreuungsausschuss:  
Prof. Dr. Xiaoming Fu,  
Georg-August-Universität Göttingen  
Dr. Volker Hilt,  
Nokia Bell Labs, Stuttgart  
PD Dr. rer. nat. habil. Mayutan Arumaithurai,  
Georg-August-Universität Göttingen  
Dr. David Koll,  
Georg-August-Universität Göttingen

Prüfungskommission:  
Referent: Prof. Dr. Xiaoming Fu,  
Georg-August-Universität Göttingen  
Korreferenten: Prof. Dr. Nils Aschenbruck,  
Universität Osnabrück, Germany  
Weitere Mitglieder der Prüfungskommission: PD Dr. rer. nat. habil. Mayutan Arumaithurai,  
Georg-August-Universität Göttingen  
Prof. Dr. Carsten Damm,  
Georg-August-Universität Göttingen  
Prof. Dr. Dieter Hogrefe,  
Georg-August-Universität Göttingen  
Prof. Dr. Stephen Waack,  
Georg-August-Universität Göttingen

Tag der mündlichen Prüfung: 21. Juni 2018
Abstract

In recent times, cloud service providers are increasingly offering more complex services. These complex services are heterogeneous and composed dynamically from traditional services such as Infrastructure as a Service (IaaS), Software as a Service (SaaS), and Platform as a Service (PaaS) to handle ad-hoc demands. Consequently, the current cloud is a complicated marketplace. Furthermore, resource prices influence the user demands, and user demands eventually drive resource provisioning. Correspondingly, resource pricing and provisioning are indispensable to each other. Hence, cloud service providers face the challenge of optimizing resource prices and provisioning.

This challenge has attracted both industry and academia. However, most of the pricing approaches proposed and practiced achieve either efficiency or fairness. Thus, current pricing schemes reward either the service provider or the user. In resource provisioning, both industry and academia focus on addressing the issue of when to provision, while disregarding what to provision. Consequently, services are deployed using a single Virtual Machine (VM) size for all components resulting in performance degradation and eventually leading to Service Level Objective (SLO) violations.

This dissertation proposes Automated Resource Pricing and Provisioning (ARPP) for the pricing and provisioning of cloud and edge resources to address the above-mentioned challenges. The ARPP pricing supports three pricing approaches dubbed Robust Auction for Edge Resource Allocation (RAERA), Edge Resource Market (ERM), and Online Fisher Market (OFM). RAERA is a robust optimization-based sealed auction proposed to address price uncertainty. ERM computes differential prices for buyers with Separable Piecewise-Linear Concave (SPLC) utilities. OFM is an online Fisher market for pricing varying resources for varying buyers. Both ERM and OFM maximize Nash Social Welfare (NSW) — a Pareto outcome between efficiency and fairness. The evaluation demonstrates the effectiveness and scalability of proposed approaches.

In this dissertation, we propose Robust Configuration (RConf) and Robust Configuration Primal-Dual (RConfPD) as an answer to automate the issue of what to provision. RConf finds an optimal configuration for maximizing the overall resource utilization of a complex service. Conversely, RConfPD trades off resource utilization for performance. Hence, it is appropriate for services with nearly instant provisioning requirements. Both the approaches estimate performance cost for arbitrary arrivals and departures using a robust queueing theory-based model. The experimental evaluations show the overall resource utilization
improvement of $16 - 50\%$ over one-size-fits-all solutions, and simultaneously deploys $22\%$ of fewer resources.

The ARPP proposed in this dissertation can be integrated with edge or cloud orchestrators. Moreover, the ideas presented can also be applied to (i) pricing and provisioning \textit{Network Function Virtualization} (NFV) service chains, (ii) building a single \textit{marketplace} for cloud, edge, and fog resources and applying ARPP ERM to price resources differentially according to resource types, and (iii) automatically selecting complex service type (cloud, edge or fog) and provisioning depending on user preferences.
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Chapter 1

Introduction

It’s faster in every case to talk to the server than it is my local hard disk... Carrying around these non-connected computers – with tons of data and state in them – is byzantine by comparison. You’ve got to start with the customer experience and work backwards to the technology.

1.1 Complex Services

The National Institute of Standards and Technology (NIST) defines cloud computing as [2]: “Cloud computing is a model for enabling ubiquitous, convenient, on-demand network access to a shared pool of configurable computing resources (e.g., networks, servers, storage, applications, and services) that can be rapidly provisioned and released with minimal management effort or service provider interaction”.

In essence, cloud computing is the paradigm of offering computing services over the internet. These services can scale on demand to support ad-hoc workload. Hence, cloud computing is one of the primary enablers of new paradigms, such as edge computing and Network Function Virtualization (NFV). Earlier the cloud offerings were limited to infrastructure (e.g., virtual machines), development environments and applications. These offerings are popularly known as Infrastructure as a Service (IaaS), Platform as a Service (PaaS), and Software as a Service (SaaS) respectively. Recent improvements in virtualization and customer requirements are driving cloud service providers to offer complex services deployed on virtualized resources [3]. These resources could vary from physical infrastructures, such as servers and software components and are hosted in data centers. In cloud computing, a chain consisting of a load balancer, web server and database as illustrated in Figure 1.1 is a simple example of a complex service. Similarly, Service Function Chains (SFC) in computer networking is a complex service. For instance, an SFC consisting of Network Address Translation (NAT), firewall, and Deep Packet Inspection (DPI) as depicted in Figure 1.2 is an example of a complex service.

Without loss of generality, we can define complex service as follows:
**Definition 1.1 (Complex Service)** A complex service is a chain of virtual components that together process a certain fraction of the traffic passing through the provider’s network.

Figure 1.3 illustrates our complex service model. The model is generic and abstracts the behavior of existing complex services such as NFV service chains. In a service chain, each component processes the incoming traffic flows before it leaves the service chain as depicted in Figure 1.3. In this dissertation, we focus mainly on the complex service model with virtualized components (simply put, they are running on virtual instances such as Virtual Machines (VMs) and containers).

![Figure 1.3: The abstract model of a complex service consisting of many components, each of which may consist of several instances. Each component processes a fraction of the traffic.](image)

With the advent of edge computing, cloud service providers are increasingly moving data centers closer to the network edge (i.e., the customer) to provide better customer experience. This approach not only reduces latency but also improves the scalability of complex services [4–7]. In edge, users arrive at the service provider for the complex services such as virtual networks and VMs. Based on the customer location and preferences, the service provider selects appropriate edge resources and offers to the user. Figure 1.4 illustrates the typical edge computing scenario where cloud service providers provide complex services to the customers.

For the remainder of this dissertation, the term *service* is a short form of *complex services*. Similarly, the term *service providers* are a short form of *cloud service providers*. 
1.1 Complex Services

Figure 1.4: Complex services, resources, and users in edge computing.
1.2 The Problem

Currently, many cloud service providers are offering complex services on top of traditional cloud services, such as IaaS, SaaS, and PaaS. These services are heterogeneous and charged differently. For example, SaaS is billed per user or on application basis while IaaS such as VM is billed hourly. Most often, IaaS or PaaS act as the backend for SaaS and complex services as illustrated in Figure 1.3. Any IaaS outage impacts SaaS, for instance, inter and intra Datacenter (DC) problems affected around 32% of SaaS applications [8]. Hence, the performance of SaaS and complex services depend predominantly on IaaS or PaaS.

Cloud users are the customers for SaaS providers, in turn, the customers of IaaS or PaaS providers. This relationship among cloud users, SaaS, IaaS, and PaaS providers result in a complicated marketplace affecting both resource allocation and performance of the service [9]. Moreover, the service hosting jointly depends on pricing, advertised and delivered SLOs. The prices and advertised SLOs influence the user demands and user demands eventually drive the resource provisioning [10]. It is well-known that resource provisioning is the allocation of resources to satisfy SLO for an incoming workload [11]. Conversely, resource provisioning is responsible for delivering SLOs which in turn affect user demand and eventually affect prices. Figures 1.5 and 1.6 depict the relationship between resource pricing and provisioning. Hence, both resource pricing and provisioning are interdependent. Hence, any optimization on pricing should consider resource provisioning and vice versa. Therefore, in this dissertation, we present solutions to automatically price and provision complex services in both edge and cloud environments. This process involves two significant steps namely i) resource pricing and ii) provisioning.

1.2.1 Pricing

Pay-as-you-go or Fixed pricing is the current pricing scheme followed by most of the cloud service providers. In fixed pricing, consumers are charged based on resource usage. For instance, Amazon EC2 instances are billed on an hourly basis. In fixed pricing, revenue is maximized only if every customer behavior is well-defined and arrivals are temporally invariant [12]. For instance, consumers spending more money on weekends than weekdays are an example of a well-defined behavior. The temporal invariance implies constant customer arrivals. However, these conditions are not valid in cloud computing because both customer demands and arrivals are ad-hoc [13]. Moreover, the physical capacity of cloud resources is finite [14]. Most often, the default fixed pricing favors cloud service providers contractually [15]. Further, current cloud resource prices are oligopolistic due to the presence of few large cloud service providers (e.g., Amazon or Microsoft) [16, 17]. In other words, a small number of larger service providers influence the prices. Oligopolistic prices
1.2 The Problem

Figure 1.5: Relationship between pricing and resource provisioning.

Figure 1.6: Relationship between resource provisioning and pricing.
are higher than competitive prices. Hence, fixed pricing neither maximizes the revenue of cloud service providers, nor it is fair towards the customers.

The cloud computing community is exploring an alternative pricing scheme called dynamic pricing [18–20] to address earlier mentioned fixed pricing issues. In this approach, resource prices reflect supply and demand of the resource. The higher the demand is, the higher the prices are. Most often dynamic pricing leads to efficient resource utilization and satisfaction of user demands [13]. There are some efforts from industry towards dynamic pricing. For instance, Amazon introduced the concept of spot pricing. In spot pricing, a user can specify maximum prices he is willing to pay, and instances are allocated until spot instance prices are within a maximum price. However, spot instance prices are not determined based on the market demand [20].

Generally, cloud service providers are profit driven. Hence, prices maximize the revenue for a service provider. This approach is beneficial in short-term but might drive away customers in the long term due to higher prices. Microeconomic theory addresses this issue by maximizing social welfare maximization [21]. In cloud computing, maximizing social welfare improves not only the overall system efficiency but also assures better user experience [13]. Furthermore, maximizing social welfare is apt for both public and private clouds [22]. Therefore, maximizing social welfare is beneficial for both the cloud service providers and the users.

There are three types of social welfare namely utilitarian, egalitarian or max-min fairness and Nash Social Welfare (NSW). In utilitarian, the aim is to maximize overall utility of customers and service providers. Most of the works in the Cloud regarding dynamic pricing (e.g., [7, 20, 23, 24]) are utilitarian and favor customers with higher utility. Conversely, the egalitarian goal is to maximize the minimum utility of the customers and rewards customers with lower utility. In literature [25], NSW is the Pareto outcome between utilitarian and egalitarian approaches. Moreover, NSW is scale-free, i.e., optimal allocation is independent of the scale of each customer’s utility. Hence, maximizing NSW is appropriate in a cloud environment.

The market that maximizes the NSW is also called Eisenberg-Gale or Fisher market and is well studied in algorithmic game theory [26–29]. In this market setup, customers arrive with money, and the service providers allocate resources to maximize NSW. Most often, allocations are fractional. However, in the context of cloud computing, a fractional allocation is intangible. The usual approach is to round these fractional values to nearest integer. However, the resulting rounding difference (integrality gap) is unbounded for a market, i.e., the difference grows with the number of buyers [30].

Furthermore, differential pricing among resources should be possible for multiple reasons. First, the same VM can be more costly when provisioned during peak times (when
resources are more scarce) than off-peak hours. Second, differential pricing can be used as an incentive strategy to motivate users to spend not only environment-friendly offerings such as green energy based resources but also to distribute load across multiple data centers. Moreover, cloud resources often suffer from diminishing returns, i.e., often adding more copies of the same resource does not improve the utility for the buyer [31]. Furthermore, cloud customers are ready to pay differential prices for superior service [32].

State-of-the-art solutions in the cloud and edge computing currently do not offer capabilities for differential pricing [6,24] and ignores diminishing returns. Hence, discrete concave utilities such as the SPLC utility are proposed [33]. There is a solution based on stable polynomial approach [34], but it requires highly complex ellipsoidal algorithms. However, the cloud market requires fast market clearance [35]. Therefore, price computation should be quick. Auctions are another alternative for computing market equilibrium. Auction-based algorithms are combinatorial and run faster compared to ellipsoidal algorithms [36].

Auctioning is one of the dynamic pricing models widely used in cloud and edge computing environments due to its ability to discover the market value of resources without compromising economic efficiency [37]. Furthermore, auctioning helps to find a fair price in cases where both the seller (auctioneer) and the buyer do not know the actual value and estimates could be highly imperfect (price uncertainty) [38]. Auctions can be either open-cry or sealed [39] depending on the knowledge about other bidders. In open-cry auctions, the buyers observe other bidders and update their bids at every round. Sealed auctions are very popular in edge and cloud computing. In this auction, buyers submit sealed bids and sellers allocate the resources. The buyers might inflate or deflate their bids. Hence, auction mechanisms are proposed for encouraging truthful bidding by providing incentives. Hence, such auctions are incentive compatible. Most often, auction mechanisms assume prior information about buyers bidding values [40]. However, if a user draws a bid from a different probability distribution, then the obtained solution is not optimal [40, 41]. This is often the case in edge computing, where each user is different and may draw valuations from a different probability distribution.

Inherently, in cloud computing, customer demands are ad-hoc [13] and not independent and identically distributed [42]. The works mentioned above are offline algorithms – they have complete knowledge of input data. In contrast, for online algorithms data is revealed in parts. Recently, pricing based on online algorithms have captured interest [43–45], especially posted pricing [13, 46]. In posted pricing, customers appear sequentially, and the seller publishes prices. If prices are acceptable, then customers procure the resource; otherwise they reject it. Hence, this approach is alternatively known as leave-it-or-take-it pricing. Also, the online marketplace has enabled collection of a significant data for service providers. As a result, there are works based on online learning to compute prices [46]. However, these works maximize either utility or revenue maximizing.
In algorithmic game theory, the online versions of Fisher market where resources appear in each round are proposed [47, 48] but the assumption of resources appearing every round is contrary to the reality in the cloud and edge computing. These online algorithms are analyzed based on the adversarial models (worst-case inputs). There is a solution [49] to handle arbitrary customers and resources. However, the adversarial model is not only weak but also cannot guarantee integer allocation.

In summary, there are multiple needs regarding pricing resources. Firstly, an auction mechanism with no prior information about the buyer bids in edge computing. Secondly, an auction-based computationally efficient market that not only maximizes NSW with integer allocation of cloud resources but also enables differential pricing for SPLC utilities. And thirdly, an online market maximizes NSW for arbitrary customers and resources with stronger adversarial models for arbitrary resources and customers with guaranteed integer allocation.

1.2.2 Resource Provisioning

After the price computation, the subsequent step is to automate the provisioning of resources for the customer demanded services. Providers perform provisioning and scheduling optimizations due to substantial benefits in, for example, performance, and revenue or energy consumption [50]. One of the significant challenges in automated resource provisioning is to configure resources optimally to services as illustrated in Figure 1.3. Generally, a requested service is deployed as a combination of different components, where each component is assigned a set of virtual instances and their resources.

Both industry and academia have addressed the problem of when to provision more resources (e.g., more component instances) for an application under high load. Many cloud service providers such as Google and Amazon employ threshold-based autoscaling strategies for provisioning. There are more sophisticated control-theory solutions [51–53] or systems based on empirical service modeling [54, 55]. Moreover, some approaches predict how many resources need to be provisioned based on time series analysis [56, 57]. Cloud providers exploit tools that address the question of how to provision these resources, such as Puppet, OpenStack Heat, Ansible, and Chef. Thus, the goal is to find the appropriate time to increase the resources to meet service level objectives (SLOs).

Often service providers overlook the question of what to provision and deploy all the components with a uniform size of VM (also called as flavor) during actual deployment, commonly known as one-size-fits-all and have faced several drawbacks. First, deciding VM size is non-trivial and requires the expertise of the service. Second, the configurations offered by VM are not uniform. Thus, translates to non-uniform load capacity. Finally, in case
of new paradigms such as NFV, services are composed dynamically from the available components. Most often, there are flows from one component to another. Consequently, there are dependencies among these components. In the one-size-fits-all approach, deployment ignores the dependencies. Consequently, service might not handle required load. In summary, one-size-fits-all results in either over-provisioning or under-provisioning and over-provisioning results in resource wastage. Conversely, under-provisioning degrades service performance [11]. Hence, the service provider may violate SLOs, consequently resulting in business and legal implications. This scenario holds true with multi-tier services as well. Hence, service providers need to address what to provision during service deployment based on arrival workload load.

As a first step to answer the question of what to deploy, it is essential to determine the performance cost and capacity of flavors since these parameters affect the SLOs directly. Generally, a VM specification provides information about the maximum capacity of the flavor. However, determining performance cost is non-trivial due to dynamically varying load [58]. Moreover, request arrivals are not restricted to specific probability distributions (e.g., Poisson). Queueing theory is widely applied for performance modeling of computer systems. The performance metrics (e.g., latency) are estimated from the customer/process arrivals and departures. Queueing models are widely prevalent in cloud computing as well [58, 59]. Most of the queueing models assume Markovian arrivals as it is computationally tractable, unlike generic queues. However, traffic in multi-tier systems is not Markovian [58]. There are some works such as [58] which model tiers using generic queue but could not consider processing capacity due to the computational intractability of generic queues.

It is well known that a complex service consists of multiple components and end-to-end performance costs need to be estimated from the individual components. Even if we estimate the end-to-end performance cost of a complex service, finding the optimal configuration for the complete service is non-trivial due to the combinatorial configuration space. For instance, consider a hypothetical complex service with three components and each supporting 4 configurations. The service can be deployed in $4 \times 4 \times 4 = 4^3$ ways and we have to find an optimum among this combinatorial search space.

Real complex services are composed of a large number of components and can be deployed on a variety of VMs. As a result, optimal configuration space of the service is vast. In addition, finding optimal configuration should be not only time efficient so that the solution can be deployed for edge applications with near-instant provisioning requirements [60] but also automated for integrating with cloud or edge orchestrators.

Therefore, there are multiple needs regarding automating resource provisioning. First, an answer to the “what to deploy” question that can be automated and used with tools such as Puppet, OpenStack Heat, Ansible or Chef. Moreover, the solution should be extended to applications which require near-instant provisioning [60] which is very common in edge
computing. Second, a model needs to be developed for determining the performance cost of VM for arbitrary arrivals and simultaneously accounting for processing capacities and computationally tractable.

For the remainder of this dissertation, we consider a complex service as a resource type during resource pricing.

1.3 Challenges

In this section, we present the challenges for pricing and resource provisioning in cloud computing.

1.3.1 Pricing

The ability to price resources based on supply-demand is the main strength of dynamic pricing. Consequently, prices are time-dependent and reflect the market demand of the resource. For instance, consider a hypothetical VM based on x64 hosted on Linux with 10 GB memory called Tlarge. In dynamic pricing, the Tlarge price is higher if the market demand for Tlarge is higher and vice versa. Section 1.1 emphasized the need for dynamic pricing in the cloud and presented multiple issues concerning pricing. However, we need to address the following challenges:

1. **Strategic behavior**: It is well-known that bidders are not allowed to modify bids after submission. Generally, customers inflate their demands and tighten deadlines anticipating improved SLOs [61]. Hence, customers might not bid truthfully. Moreover, sealed auctions are susceptible to bidder collusion – bidders collude among themselves and reduce payment to the auctioneer [62]. Hence, the auctioneer designs an incentive compatible auction mechanism to motivate truthful bidding. Therefore, the proposed pricing schemes should design an incentive compatible auction mechanism.

2. **No prior information**: Most of the auction mechanisms assume a prior distribution of user bids. However, if a user draws a bid from a different probability distribution, then the obtained solution/price is not optimal [40, 41]. This is often the case in cloud and edge computing, where each user is different and may draw valuations from a different probability distribution. Hence, the auction based pricing mechanism should be adaptive to the probability distribution of user bids.
3. **Differential prices:** Social welfare maximization is one of the critical challenges for any service provider as it improves the overall system efficiency and provides a better user experience. In differential pricing, each customer pays a different price for the same resource types and consequently transfers user surplus (the difference between the money the customer is willing to pay and the actual money that is spent) to the service provider, eventually a higher revenue for the service provider. Therefore, differential pricing is inherently unfair towards some customers [63].

As we know, NSW is Pareto outcome between utilitarian and egalitarian social welfare and the goal of this dissertation is to maximize NSW. Hence, the proposed pricing scheme should achieve NSW of all cloud customers in differential pricing.

4. **Integer allocation:** In today’s cloud and edge datacenters, most of the resources are generally virtualized. There are plenty of works on market-based pricing. Most of these works compute fractional allocation. However, many cloud resources (e.g., VMs) cannot be allocated fractionally. Hence, the fractional values are either rounded up or down to the nearest integer. Unfortunately, the resulting rounding difference (*integrality gap*) is unbounded for a market, i.e., the difference between optimal objective value and rounded objective value grows with the number of buyers and resources [30, 34].

Hence, the proposed pricing scheme should not round the fractional allocation to the nearest integer.

5. **Performance and scalability:** Maximizing NSW for indivisible items is APX-hard [64]. An optimization problem is APX-hard if it is in NP and allows polynomial-time approximation algorithms (PTAS) with approximation ratio bounded by a constant which implies the existence of an efficient algorithm to find market equilibrium within a fixed multiplicative factor of the optimal market equilibrium.

Furthermore, cloud computing market is projected to become a low commodity market. Moreover, a large number of current service providers are offering edge resources. Therefore, the proposed pricing scheme should be time efficient and scale with customers and resources.

### 1.3.2 Resource Provisioning

In this subsection, we present the challenges for addressing what to provision problem in resource provisioning.

1. **Estimating performance cost:** Generally, service providers guarantee SLOs for cus-
customers. Hence, the optimal configuration of the complex service should not violate promised SLOs. Otherwise, it leads to business and legal implications. A complex service is composed of heterogeneous components. Each component offers different functionality and has a different capacity. Hence, it is vital to estimate the performance cost of component individually. However, estimating the performance cost is non-trivial for real cloud systems because of the varying workload and customer arrivals. In other words, the customer arrivals are not restricted to a specific distribution.

There are queueing theory-based approaches to estimate performance cost. Most of these approaches assume exponential arrivals. Although there are some approaches based on generic distribution, they fail to take processing capacity of servers into account due to the intractability of generic distribution based queueing models. In summary, any performance model of a complex service should satisfy following properties for finding optimal configurations:

- Functionality independence.
- Adaptive to incoming workload.
- Support generic distributed arrivals and departures.
- Account for the processing capacity of each component.
- Multi-tier aware.

The above properties ensure that proposed resource provisioning algorithm does not violate agreed SLOs.

2. **Performance and scalability:** More and more customers are moving towards cloud and edge. Furthermore, recently service providers are introducing various types of complex services, such as analytics and virtual networking. As a result, complex services are composed of a large number of heterogeneous components. Cloud or edge orchestrators perform the deployment of complex services. Moreover, few edge applications require near-instant provisioning. As a result, orchestrator’s have to find the optimal configuration within a small amount of time irrespective of the service.

Hence, the proposed resource provisioning algorithm has multiple requirements. First, the solution should scale with the number of components. Second, the time required to find an optimal configuration should be limited for applications that require instant provisioning. Finally, the solution should be able to integrate with tools, such as Chef and Heat so that provisioning solution can be integrated with the orchestrator.
1.3.3 Summary

In summary, requirements for an automated resource pricing and provisioning solution to address above challenges are presented below:

(i) Designing an incentive compatible auction mechanism for edge and cloud resources to motivate truthful bidding in sealed auctions. Furthermore, the proposed mechanism should be adaptive to an arbitrary probability distribution of bids.

(ii) Finding differential prices for the resources keeping NSW maximized. The proposed solution should scale with a large number of different resource types and be time efficient. Moreover, the resource allocation should be an integer.

(iii) The performance estimation model of a complex service should be adaptive to incoming workload, be multi-tier aware and be component functionality independent. Furthermore, it should estimate performance cost based processing capacity of the component and arbitrary customer arrivals and departure.

(iv) The proposed solution should have the ability to work with tools seamlessly (e.g., Chef and Heat) so the decision of finding optimal configuration can be automated inside an edge or cloud orchestrator.

1.4 Contributions

In this dissertation, we propose ARPP to perform automated resource pricing and provisioning for cloud and edge resources as shown in Figure 1.7.

The cloud and edge users arrive at the cloud service provider. The service provider provides three pricing options to the user. First, a user can submit a sealed bid for edge resources. Second, users can procure resources from an auction market which maximize NSW and supports differential pricing without violating user’s budget. Finally, a user shall be able to procure resources from an online Fisher market by paying prices at current time instance. Once the prices are computed, the service provider provisions the resources by finding deployment configurations that maximize the system utilization. This approach not only maximizes NSW of users but also maximizes the overall resource utilization which eventually improves market competitiveness and resource utilization of the service providers.

The salient features of ARPP pricing approaches are:

(a) Robust Auction for Edge Resource Allocation (RAERA): RAERA is a robust optimization-based auction mechanism for multi-item auctions for use with edge computing resources. The users submit sealed bids for the resources. RAERA leverages
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historical bid data and determines the winner. This strategy guarantees the profit for service providers during price uncertainty, and also calculates the reserve prices based on historical data and leverages this is before the winner determination. As a result, it guarantees the profit for service providers during price uncertainty.

RAERA satisfies incentive compatibility (truthful bids have higher utility for the bidder compared to non-truthful bids) and individual rationality (bidders do not derive negative utility for truthful bids). Therefore, RAERA can set a time-dependent fair price that benefits both buyers and sellers.

(b) **Edge Resource Market (ERM):** ERM is an auction-based Fisher market that offers multiple resource types and buyers with SPLC utility. ERM guarantees \((1 + \varepsilon)\) approximation. Further, ERM ensures differential prices and integer resource allocation without violating the \((1 + \varepsilon)\) market equilibrium.

ERM is the first auction based approach to exploit SPLC utilities for capturing diminishing returns, which allow the price differential to vary depending on utility, budget and resource types. Experimental evaluation shows ERM offers orders of magnitude more revenue for the market provider than state-of-the-art approaches. Furthermore, ERM scales well with increasing number of buyers and resource types.

(c) **Online Fisher Market (OFM):** OFM is an online Fisher market for cloud and edge resources. OFM is the first approach that computes the prices for current time instant based on previous instant data. The actual inputs such as buyer utility and resources offered are revealed only after current prices are computed.

OFM maximizes NSW and performs integer allocation. Moreover, it achieves a balance between the well-behavedness and worst-case inputs. The experimental results on both real and emulated datasets demonstrate the convergence and time efficiency of OFM.

Once the prices are computed, it is necessary to provision resources for maximizing the system utilization without affecting SLOs. In this dissertation, we propose RConf and RConfPD as a part of ARPP provisioning to address the question of what to provision. The prominent features of ARPP provisioning are:

(a) **Robust Configuration (RConf):** We formalize the problem of finding the optimal configuration for complex service as Virtual Configuration Problem (VCP) and reduce it to Multiple choice Multidimensional Knapsack Problem (MMKP). In this dissertation, we propose RConf as a near-optimal solution for VCP.

RConf takes advantage of robust queueing theory-based model to predict performance cost of the configurations. We believe that the proposed model is the first approach for
predicting performance cost of a component with a generic arrival and departure process and simultaneously considering processing capacity unlike state of the art solutions. The experiments on Amazon EC2 demonstrate the prediction efficiency of the model. RConf finds an optimal solution, i.e., finds the best available flavors for each service component under SLO.

(b) **Robust Configuration Primal-Dual (RConfPD)**: RConf requires optimization solvers to find an optimal solution. However, these solvers have exponential time complexity. Hence, they are not appropriate for applications with near-instant provisioning requirement.

RConfPD is a primal-dual based algorithm with $1 + \varepsilon$ approximation guarantee for VCP and trades off optimality against computational complexity. We believe that RConfPD is the first primal-dual approximation solution for MMKP. The experiments on Amazon EC2 and simulation demonstrate the superiority of RConf and RConfPD regarding overall resource utilization and resource usage over conventional approaches.

### 1.5 Dissertation Overview

The remainder of this dissertation is organized as follows: in Chapter 2, the basic concepts of linear programming, duality theory, microeconomic theory and robust queueing theory are explained. A comprehensive review of related work on both resource pricing and provisioning is presented in Chapter 3. The review reveals the need for an ARPP solution. The ARPP sealed bid auction called RAERA is presented in Chapter 4. The ARPP module for differential pricing is proposed in Chapter 5. The online ARPP based on Fisher market is presented in Chapter 6. Chapter 7 presents ARPP resource provisioning and Chapter 8 presents the evaluation results of ARPP resource provisioning.
Chapter 2

Background

This chapter starts with providing the theoretical concepts for comprehending ARPP solutions proposed in this dissertation. First, we introduce linear programming and duality theory necessary for primal-dual based approximation algorithms. Furthermore, we briefly introduce Karush-Kuhn-Tucker conditions for a generic function. Secondly, we present fundamental concepts in microeconomic theory required for Fisher market. Finally, we briefly provide an overview of robust queueing theory essential for understanding the performance model proposed as a part of the answer to the question, *what to provision*.

Contents

2.1 Optimization theory ............................................. 21
   2.1.1 Linear Programming and Duality ............................. 21
   2.1.2 Karush-Kuhn-Tucker Conditions ............................. 23
2.2 Microeconomic theory ........................................... 24
2.3 Robust Queueing Theory ......................................... 28
   2.3.1 Robust Optimization ........................................... 28
   2.3.2 Queueing Theory ............................................. 29
   2.3.3 Robust Queueing Theory ..................................... 30
2.1 Optimization theory

In this section, we introduce basic concepts in linear programming, specifically duality based on [65] comprehending Chapter 7. The readers can explore [65] for an in-depth explanation of linear programming.

2.1.1 Linear Programming and Duality

Given a cost vector \( c = (c_1, \ldots, c_n) \) of \( n \)-dimensional vector \( x = (x_1, \ldots, x_n) \) and our goal is to minimize the product \( c^T \cdot x = \sum_{i=1}^{n} c_i x_i \), also called as linear cost function subject to a set of linear equality and inequality constraints. Then, the corresponding linear program is given

\[
\begin{align*}
\text{minimize} \quad & c^T \cdot x \\
\text{subject to} \quad & a^T_i \cdot x \geq b_i, \quad i \in F_1, \\
& a^T_i \cdot x \leq b_i, \quad i \in F_2, \\
& a^T_i \cdot x = b_i, \quad i \in F_3, \\
& x_j \geq 0, \quad j \in B_1, \\
& x_j \leq 0, \quad j \in B_2.
\end{align*}
\] (2.1.1)

In the above Eq. (2.1.1), \( F_1, F_2, \) and \( F_3 \) are some finite sets used to construct a constraint based on the \( n \)-dimensional vector \( a_i \) and a scalar \( b_i \). Similarly, the sets \( B_1 \) and \( B_2 \) constrains the variables \( x_j \) as either non-negative or non-positive. The variables \( x_1, \ldots, x_n \) are popularly known as decision variables. The vector \( x \) satisfying all the constraints of Eq. (2.1.1) is called as a feasible solution or feasible vector.

There can be multiple feasible vectors for a linear program. Let \( x^* \) be the feasible vector that minimizes the objective function, i.e., \( c^T \cdot x^* \leq c^T \cdot x \) for all feasible \( x \). Then, \( x^* \) is called as an optimal feasible solution or optimal solution.

Suppose, there are \( m \) constraints indexed by \( i \). Let \( b = (b_1, \ldots, b_n) \) and let \( A \) be a \( n \times m \) matrix. The row vectors \( a_1^T, \ldots, a_m^T \) form the row of matrix \( A \).

\[
A = \begin{bmatrix}
\vdots & a_1^T & \vdots \\
\vdots \\
\vdots & a_m^T & \vdots 
\end{bmatrix}
\]
We can represent above constraints as $\mathbf{A}x = \mathbf{b}$. Then, Eq. (2.1.1) can be rewritten as

$$\begin{align*}
\text{minimize} & \quad \mathbf{c}^T \cdot \mathbf{x} \\
\text{subject to} & \quad \mathbf{A}x = \mathbf{b}, \\
& \quad \mathbf{x} \geq 0.
\end{align*}$$

(2.1.2)

The linear program of Eq. (2.1.1) is said to be in the standard form (Eq. (2.1.2)). The procedure to convert the generic form to standard form can be found in [65].

We can solve linear programs in multiple ways. However, duality theory is widely used. Duality theory is based on the Lagrange multiplier method used in calculus [66] to minimize a function with equality constraints.

Consider an example function as given [65]

$$\begin{align*}
\text{minimize} & \quad x^2 + y^2 \\
\text{subject to} & \quad x + y = 1.
\end{align*}$$

(2.1.3)

In Lagrange multiplier method, Eq. (2.1.3) is first transformed to an unconstrained minimization problem by introducing a Lagrange multiplier for each constraint. Let $p$ be the Lagrange multiplier for constraint $x + y = 1$. The Lagrangean $\mathcal{L}(x, y, p)$ of Eq. (2.1.3) is given by

$$\mathcal{L}(x, y, p) = x^2 + y^2 + p(1 - x - y)$$

(2.1.4)

The Lagrangean $\mathcal{L}$ is also called as Lagrange dual is minimized over $x$ and $y$ while keeping $p$ fixed i.e., $\frac{\partial \mathcal{L}}{\partial x} = 0$ and $\frac{\partial \mathcal{L}}{\partial y} = 0$. The Lagrangean $\mathcal{L}$ achieve optimality when $x = y = \frac{p}{2}$. The constraint of Eq. (2.1.3) implies that $p = 1$. Hence, the optimal solution of Eq. (2.1.3) is $x = y = \frac{1}{2}$.

The Lagrange multiplier method can be summarized as follows: we associate a Lagrange multiplier for each constraint which is called popularly as price and allow constraint violation by converting to an unconstrained optimization problem. We find prices such that the optimal solution of both constrained and unconstrained optimization problems are equal. In other words, we find the prices such that constraints do not affect the optimal cost.

Linear programming uses the Lagrange multiplier method. Hence, associates price for each constraint. The goal is to find prices such that constraints do not affect the optimal cost.
that eventually leads to a new linear program called dual and the original linear program called primal.

The dual of the standard linear program (Eq. (2.1.2)) is given by

\[
\begin{align*}
\text{maximize} \quad & p^\top \cdot b \\
\text{subject to} \quad & p^\top A \leq c^\top.
\end{align*}
\]

The dual of a minimization problem is a maximization problem and vice versa. The procedure of finding dual can be found in [65].

Weak and strong duality theorems describe the relationship between objective functions of primal and dual. The proofs can be found in [65].

**Theorem 2.1 (Weak duality)** If \( x \) and \( p \) are feasible solutions of primal and dual respectively in standard form, then \( p^\top b \leq c^\top x \)

**Theorem 2.2 (Strong duality)** If a primal has an optimal solution, and the corresponding dual also has an optimal solution then the respective optimal costs are equal.

Theorem 2.1 and Theorem 2.2 is known as weak and strong duality theorems respectively. The weak duality theorem implies that cost of primal and dual are bound to each other. Conversely, strong duality theorem implies that the cost of primal and dual is equal at optimality. Furthermore, this leads to an important relationship between primal and dual optimal solution called complementary slackness as defined in the following theorem:

**Theorem 2.3 (Complementary slackness)** If \( x \) and \( p \) are feasible solutions of primal and dual respectively in standard form. If \( x \) and \( p \) are optimal solutions only iff:

\[
\begin{align*}
 p_i(a_i^\top - b_i) &= 0, \forall i \\
 (c_j - p^\top A_j)x_j &= 0, \forall j
\end{align*}
\]

Theorem 2.3 is the cornerstone for designing primal-dual approximation algorithms [67].

### 2.1.2 Karush-Kuhn-Tucker Conditions

In the previous section, Lagrange multiplier method is applied to a linear program with equality constraints. Karush-Kuhn-Tucker (KKT) conditions extend Lagrange multiplier
Consider a generic maximization function

\[
\begin{align*}
\text{maximize} & \quad f(x) \\
\text{subject to} & \quad h_i(x) = 0, \quad \forall i = 1, \ldots, m, \\
& \quad g_j(x) \leq 0, \quad \forall i = 1, \ldots, n
\end{align*}
\] (2.1.6)

Let \( \alpha_i \) be the Lagrangean multiplier associated with the equality constraint \( h_i(x) \) in Eq. (2.1.6). Similarly, \( \mu_j \) be the Lagrangean multiplier associated with inequality constraint \( g_j(x) \). The Lagrangean dual \( \mathcal{L} \) is given by

\[
\mathcal{L}(x, \alpha, \mu) = f(x) - \sum_{i=1}^{m} \alpha_i h_i(x) - \sum_{j=1}^{n} \mu_j g_j(x)
\] (2.1.7)

Let \( \nabla_x \) be the gradient operator of the function i.e., \( \nabla_x f(x) \) represents the gradient of function \( f(x) \) with respect to \( x \). Let \( x^* \) be the optimal solution of Eq. (2.1.6), then KKT conditions are:

(i) Stationary: \( \nabla_x f(x^*) = \sum_{i=1}^{m} \alpha_i \nabla_x h_i(x^*) + \sum_{j=1}^{n} \mu_j \nabla_x g_j(x^*) \) i.e., \( \frac{\partial \mathcal{L}}{\partial x} = 0 \).

(ii) Equality constraints: \( \nabla_x f(x^*) + \sum_{i=1}^{m} \nabla_x \alpha_i h_i(x^*) + \sum_{j=1}^{n} \mu_j \nabla_x g_j(x^*) = 0 \) i.e., \( \frac{\partial \mathcal{L}}{\partial \alpha} = 0 \).

(iii) Complementary slackness: \( \mu_j g_j(x) = 0, \forall j = 1, \ldots, n \).

2.2 Microeconomic theory

The unique characteristic of microeconomic theory is the ability to model economic activity as an interaction of economic agents with private information [21]. Individual decision making is not only a significant concept but also basis for most of the analysis in microeconomic theory. In individual decision making, the goal is to choose outcomes. The decision-making model may be either preference based or choice based depending on the relationship among the outcomes. In preference based models, preference relation exists among the outcomes based on the rationality axioms; i.e., the decision maker prefers some outcome over the other. In choice-based models, the decision maker makes choice a based on the consistency
criterion. Our work is based primarily on preference-based individual decision making. Hence, in this section, we present fundamental concepts of preference-based individual decision making presented in [21].

In preference-based models, preference relation exists among the outcomes. Let $\mathcal{X}$ denote the outcome set and $\succeq$ denote the preference relation between outcomes. Let $a$ and $b$ be two outcomes in $\mathcal{X}$, i.e., $a, b \in \mathcal{X}$. If a decision maker prefers $a$ over $b$, then it is denoted as $a \succeq b$.

**Definition 2.1 (Rational)** If preference relation $\succeq$ is said to be rational if the following properties are satisfied:

- **Completeness**: $\forall a, b \in \mathcal{X}$, we have $a \succeq b$, or $b \succeq a$ or both. In other words, preference relation exists with all the outcomes in the set.
- **Transitivity**: $\forall a, b, c \in \mathcal{X}$, If $a \succeq b$ and $b \succeq c$, then $a \succeq c$.

In economics, preference relations are described using a function which assigns a numerical value to each outcome. This function is known as utility function or utility. Formally, a utility function is defined as follows:

**Definition 2.2 (Utility function)** A function $u : \mathcal{X} \rightarrow \mathbb{R}$ is a utility function representing preference relation $\succeq$ if

$$\forall a, b \in \mathcal{X}, a \succeq b \iff u(a) \geq u(b)$$

In microeconomic theory, the market economy is one of the approaches to address the fundamental issue of production organization and commodity allocation [21]. Market equilibrium is an outcome in a market economy such that agents maximize their utility without violating budget constraints and market clears (complete allocation of goods).

Consider a market $\mathcal{M}$ with $n$ buyers and $m$ divisible goods and represented by the sets $B$ and $G$ respectively, i.e., $|B| = n$, $|G| = m$. Let the sets $B$ and $G$ be indexed by $i$ and $j$, i.e., $i$ represents $i^{th}$ buyer and $j$ represents $j^{th}$ goods. Let $b_i$ be the maximum budget of the $i^{th}$ buyer. Let $u_{ij}$ be the utility derived by the $i^{th}$ buyer for $j^{th}$ good. Also, $x_{ij}$ be the fraction of $j^{th}$ goods allocated to the $i^{th}$ buyer. When the utilities are linear, the total utility derived by $i^{th}$ buyer is $\sum_{j=1}^{m} u_{ij} x_{ij}$ and represented by $U_i$.

The objective function of market $\mathcal{M}$ should satisfy following conditions [26]:

$$\text{minimize} \sum_{i=1}^{n} U_i$$

$$\text{subject to} \sum_{j=1}^{m} x_{ij} \leq b_i, \forall i$$

$$x_{ij} \geq 0, \forall i, j$$
The optimal allocation should be invariant of utility scaling. In other words, if a utility of a buyer is scaled, then optimal allocation should be unaltered.

If the budget of a buyer \( i \) is split among two new buyers with same utility, then the sum of optimal allocation of new buyers should be the same as optimal allocation of buyer \( i \).

The geometric mean of the utilities satisfies the above properties [26]. As we know, NSW is the geometric mean of the utilities of all the agents. The objective of market \( \mathbb{M} \) is to maximize NSW. Hence, we have following objective function:

\[
\text{maximize } \prod_{i \in B} \left( \frac{U_i^{b_i}}{\sum_i b_i} \right) \tag{2.2.1}
\]

In Eq. (2.2.1), if we normalize total budgets to 1 (i.e., \( \sum b_i = 1 \)) and take a logarithm of the objective, then Eq. (2.2.1) is transformed to the following:

\[
\text{maximize } \sum_{i \in B} b_i \log U_i \tag{2.2.2}
\]

The convex program for maximizing NSW is given by

\[
\begin{align*}
\text{maximize} & \quad \sum_{i \in B} b_i \log U_i \\
\text{subject to} & \quad U_i = \sum_{j=1}^{m} u_{ij} x_{ij}, \quad \forall i \in B, \\
& \quad \sum_{i=1}^{n} x_{ij} \leq 1, \quad \forall j \in G, \\
& \quad x_{ij} \geq 0, \quad \forall i \in B, j \in G.
\end{align*}
\tag{2.2.3}
\]

The convex program Eq. (2.2.3) is popularly called as the Eisenberg-Gale convex program [26]. The market \( \mathbb{M} \) satisfying Eq. (2.2.3) is called the Fisher or Eisenberg-Gale market. Let \( p_j \) be the price of the good \( j \). Applying KKT conditions, the optimal price of a \( j^{th} \) good is given by \( p_j = \frac{b_i u_{ij}}{U_i} \). The derivation can be found in Appendix A.1.

Before presenting the theorem, we define a rational equilibrium [33, 69].

**Definition 2.3 (Rational equilibrium)** If the utility, budget, allocation, and prices of a market \( \mathbb{M} \) are rational then the market \( \mathbb{M} \) is said to have a rational equilibrium.
Rational equilibrium implies that the utilities, budget, allocation, and prices can be written in polynomially many bits [33].

We present the equilibrium of Fisher market theorem proposed in [69].

**Theorem 2.4 (Fisher market pricing)** The Fisher market of buyers with linear utility, if there is a buyer $i$ with $u_{ij}$ for every goods $j$ (potential buyer for every good) then,

(i) Rational equilibrium exists.

(ii) The set of equilibrium allocations is convex.

(iii) Both equilibrium allocation and prices are unique.

**Proof** By KKT condition, we have $p_j \geq \frac{b_i u_{ij}}{U_i} \geq 0$ (Eq. (A.1.3)). Also, there is a buyer for every goods $j$. Hence, the prices $p_j > 0, \forall j \in G$. The complementary slackness (Eq. (A.1.2)) implies that $\sum_{j=1}^{m} x_{ij} = 1, \forall j \in G$. In other words, all the goods are completely allocated.

For $x_{ij} > 0$, $p_j = \frac{b_i u_{ij}}{U_i}$. Therefore, $p_j x_{ij} = x_{ij} \frac{b_i u_{ij}}{U_i}$. Summing over successful allocation of buyer $i$, we get $\sum_{j=1}^{m} \frac{b_i \sum_{j=1}^{m} u_{ij}}{U_i} = \sum_{j=1}^{m} p_j x_{ij}$. Since utility is linear, $\sum_{j=1}^{m} u_{ij} = U_i$. Hence,

$$b_i = \sum_{j=1}^{m} p_j x_{ij}$$

In other words, the buyer $i$ spends his budget completely.

The utility and the budgets are rational. Also, in the market there is a potential buyer, $U_i \neq 0, \forall i \in B$. Hence, the prices are rational.

At equilibrium, allocation $x_{ij}$ is the solution of the convex program (Eq.2.2.3). Hence, equilibrium allocations form a convex set.

The logarithmic function is strictly concave. Therefore, the utility derived by each buyer should be the same across equilibria. Moreover, the buyer has to spend his budgets, and that implies the existence of only one equilibrium.
2.3 Robust Queueing Theory

In this section, we briefly introduce robust queueing theory proposed in [70]. As a prerequisite, first, we briefly introduce robust optimization and queueing theory.

2.3.1 Robust Optimization

The goal of optimization is to maximize or minimize given objective function and data. Correspondingly, the solution is called optimal. In reality, most often data are unreliable due to errors such as measurement and estimation. Hence, data is uncertain due to errors. However, a small perturbation in data affects optimality [71, 72]. Stochastic optimization methods incorporate probability distribution of uncertainty during optimization to address uncertainty. However, obtaining uncertainty probability distribution in the real world is very hard and in few cases not possible [73]. Conversely, Robust Optimization (RO) approach bound the data within a deterministic set called uncertainty set during optimization [71]. Moreover, RO does not require any knowledge of probability distribution, unlike stochastic optimization.

We present the generic robust optimization formulation of [72]. Consider an objective function $f(x)$ and goal is to optimize under $m$ constraints $h_i(x,u_i) \leq 0$ with uncertainty parameters $u_i$, then,

\[
\begin{align*}
\minimize_x & \quad f(x) \\
\text{subject to} & \quad h_i(x,u_i) \leq 0, \quad \forall i = 1, \ldots, m, u_i \in \mathcal{U}.
\end{align*}
\]  

(2.3.1)

In the above formulation, $x \in \mathbb{R}^n$ is the decision vector and $f, h_i : \mathbb{R}^n \rightarrow \mathbb{R}$. Moreover, uncertainty parameters $u_i$ take arbitrary values from uncertainty set $\mathcal{U}_i$, i.e., $u_i \in \mathcal{U}_i \subseteq \mathbb{R}$. The aim of Eq. (2.3.1) is to find optimal decision vector $x^*$ that not only minimize the objective function but also unaffected by all the disturbances $u_i$ within $\mathcal{U}_i$. Let us assume that there is an uncertainty set $\mathcal{W}$ such that $\mathcal{W} = \mathcal{W}_1 \times \cdots \times \mathcal{W}_m$. Hence, $(u_1, \cdots, u_m) \in \mathcal{W}$. Intuitively, $\mathcal{U}_i$ is a projection of $\mathcal{W}$ along corresponding dimensions [71].

Thus, RO guarantees solution feasibility and optimality against all instances of the parameters within the uncertainty set at the expense of computational overhead. The interested readers can refer [71, 72] for in-depth coverage of RO.
2.3 Robust Queueing Theory

2.3.2 Queueing Theory

Queueing theory is widely used for modeling performance of the computer systems [74]. Figure 2.1 illustrates the general queueing system.

![Illustration of queueing systems](image)

Figure 2.1: Illustration of queueing systems.

In a queue, the customers arrive at the service center. If the server is free, they are served immediately. Otherwise, they wait in the queue. Similarly, we can observe similar behavior in various resources, such as CPU and disk. For instance, jobs arrive at CPU scheduler and executed if CPU is available. Otherwise, jobs wait in the queue.

Queueing models provide two crucial insights. First, the performance of the system and second, capacity provisioning of the systems. These two insights are of immense value for a system designer. We introduce basic terminologies of queueing models.

First, we define a stochastic process as given in [75].

**Definition 2.4 (Stochastic Process)** A stochastic process is a group of random variables \( \{X(t) | t \in T\} \), defined on a given probability space, indexed by the parameter \( t \) which varies over the set \( T \).

The values of \( X(t) \) are called **states**, and the set of all possible values of \( X(t) \) is called a **state space** of the process. Also, \( T \) called an **index set**.

Consider a queue with \( m \) parallel servers. Let \( A_n \) and \( X_n \) be the arrival and service time of \( n^{th} \) job respectively. Let \( T_n \) be the interarrival time and computed as \( T_n = A_n - A_{n-1} \). Let \( F_A \) be the probability distribution from which the interarrival times are drawn. Similarly, \( F_X \) be the probability distribution of the service time. Using standard Kendall’s notation [76], we can denote the queue as \( F_A/F_S/m \). Table 2.1 shows the standard symbols used in queueing
theory literature. Consider a hypothetical notation $G/M/3$. This notation denotes a queue with three servers where the interarrival times are generally distributed while the service times are exponentially distributed.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Distribution type</th>
</tr>
</thead>
<tbody>
<tr>
<td>M</td>
<td>Exponential distribution</td>
</tr>
<tr>
<td>D</td>
<td>Deterministic or constant arrival or service</td>
</tr>
<tr>
<td>G</td>
<td>General distribution</td>
</tr>
</tbody>
</table>

Table 2.1: Common arrival and service distribution and their symbols used in queueing theory literature.

Let $\lambda$ be the rate of arrival process, i.e., number of arrivals per unit time. Similarly, $\frac{1}{\mu}$ be the mean service time at a server. The utilization of the queue denoted by $\rho$ is calculated as

$$\rho = \frac{\lambda}{m\mu} \quad (2.3.2)$$

The queue is said to be stable if $0 \leq \rho < 1$. Let $w_n$ be the waiting time of the $n^{th}$ job (i.e., time a job waits to be served). Moreover, let $\tau_n$ be system time, i.e., the end-to-end time spent by the job from arrival to departure and defined as

$$\tau_n = w_n + X_n \quad (2.3.3)$$

In other words, system time is the sum of waiting time and service time. Let $\bar{\tau}$ be the average system time. Then, according to Little’s result [76], the number of jobs in the queue $N_q$ is given by

$$N_q = \lambda \bar{\tau} \quad (2.3.4)$$

Table 2.2 summarizes the queueing notations described in this section.

### 2.3.3 Robust Queueing Theory

If the arrival and departure process are exponentially distributed (Markovian) or deterministic, then we can derive the closed form expressions for system time and waiting time [76]. Hence, these queueing models are widely used due to this tractable behavior. However, if the arrivals and departures are arbitrarily distributed, then the generic method of analyzing steady state [77] is intractable [70]. Hence, most of the analysis is limited to Markovian or deterministic.
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<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_n$</td>
<td>Arrival time of $n^{th}$ job</td>
</tr>
<tr>
<td>$X_n$</td>
<td>Service time of $n^{th}$ job</td>
</tr>
<tr>
<td>$T_n$</td>
<td>Interarrival time of $n^{th}$ job</td>
</tr>
<tr>
<td>$w_n$</td>
<td>Waiting time of $n^{th}$ job</td>
</tr>
<tr>
<td>$\tau_n$</td>
<td>System time of $n^{th}$ job</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Arrival rate</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Service rate</td>
</tr>
<tr>
<td>$m$</td>
<td>Number of servers</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Queue utilization</td>
</tr>
<tr>
<td>$N_q$</td>
<td>Number of jobs in the queue</td>
</tr>
</tbody>
</table>

| Table 2.2: Summary of queueing theory notations described in this section. |

Bandi et al. [70] apply robust optimization [71] to derive performance bounds for G/G/m queue. We can classify arrival and departure processes as heavy-tailed and non heavy-tailed depending on the bound of processes tail. In heavy-tailed distributions, a tail is not exponentially bounded. Authors construct uncertainty using the central limit theorem. According to the central limit theorem, the sum of independent and identically distributed random variables approach a normal distribution. For heavy-tailed processes, the sum converges to a stable distribution [78]. Let $\alpha_a$ and $\alpha_s$ be the tail coefficient of arrival and departure process respectively. Let interarrival times $T_1, T_2, \cdots, T_n$ be independent and identically distributed with mean $\frac{1}{\lambda}$. Similarly, service times $X_1, X_2, \cdots, X_n$ be independent and identically distributed with mean $\frac{1}{\mu}$. Also, $\sigma_a$ and $\sigma_s$ be the standard deviation of interarrival and service times respectively. According to central limit theorem, as $n \to \infty$, then $\frac{\sum_{i=1}^{n} T_i - \frac{n}{\lambda}}{\sigma_a \sqrt{n}}$ and $\frac{\sum_{i=1}^{n} X_i - \frac{n}{\mu}}{\sigma_s \sqrt{n}}$ are asymptotically standard normal. Hence,

$$\sum_{i=1}^{n} T_i - \frac{n}{\lambda} \geq -\Gamma_a \sqrt{n} \quad (2.3.5)$$

$$\sum_{i=1}^{n} X_i - \frac{n}{\mu} \leq \Gamma_s \sqrt{n} \quad (2.3.6)$$

In Eq. (2.3.5) and (2.3.6), $\Gamma_a$ and $\Gamma_s$ are the variability parameter of arrival and departure
process. As we know that a standard normal $Z$ satisfies $P(Z \leq 2) \approx 0.975$ and $P(Z \leq 3) \approx 0.995$. Hence, $\Gamma_a$ and $\Gamma_s$ are chosen with higher $P(Z)$. Authors extend the results to heavy distribution as well [70].

Hence, the uncertainty sets for arrival $\mathcal{U}_a$ and departure process $\mathcal{U}_s$ is given by

$$\mathcal{U}_a = \left\{ (T_1, \cdots, T_n) \left| \frac{\sum_{i=1}^{n} T_i - \frac{n}{\lambda_a}}{n^{1/\alpha_a}} \geq -\Gamma_a \right. \right\} \quad (2.3.7)$$

$$\mathcal{U}_s = \left\{ (X_1, \cdots, X_n) \left| \frac{\sum_{i=1}^{n} X_i - \frac{n}{\mu}}{n^{1/\alpha_s}} \leq \Gamma_s \right. \right\} \quad (2.3.8)$$

**Theorem 2.5 (Worst case bound for system time)** The worst case bound for system time $S_n$ of an $n^{th}$ job of m-server queue with $T \in \mathcal{U}_a, X \in \mathcal{U}_s, \alpha_a \neq \alpha_s$ such that $\rho < 1$ and $\overline{\alpha} = \min(\alpha_a, \alpha_s)$,

$$S_n \leq \frac{\overline{\alpha} - 1}{\overline{\alpha}} \lambda \frac{1}{\pi} \left( \frac{\Gamma_a + \Gamma_s / m^{1/\pi}}{\pi / (\pi - 1)} \right) + \frac{m}{\lambda}$$

**Proof** Can be found in [70].
Chapter 3

Related Work

Chapter 1 emphasized the need for pricing and provisioning of cloud resources. Cloud pricing and provisioning of resources have been receiving significant attention from both industry and academia. In this chapter, we present the review of state-of-the-art pricing and provisioning algorithms in the cloud. Initially, we analyze and categorize pricing algorithms depending on the knowledge about input - (i) algorithms with complete knowledge and (ii) algorithms with incomplete knowledge. Within each category, we discuss existing approaches in both cloud computing and algorithmic game theory. Afterward, we review existing cloud provisioning algorithms. Finally, we conclude the review by presenting a summary of the comparative analysis of the strengths and weaknesses of each existing pricing models.
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3.1 Pricing

Pricing strategies for resources in the cloud and edge environment are plentiful. We classify pricing approaches into two groups namely offline and online pricing based on the knowledge about input. In offline pricing, the algorithm has complete knowledge about inputs such as the number of buyers and utilities while inputs appear to online algorithms piece-by-piece.

3.1.1 Offline Pricing

Pricing decision involves service providers, customers, and resource demand. Conversely, pricing is a multiparticipant decision making. Generally, game theoretical models such as non-cooperative, Stackelberg models, etc., are applied in such a scenario. In cloud computing, the non-cooperative game theory is widely used for resource allocation [63]. In non-cooperative game theory, each player tries to maximize his or her payoff. However, non-cooperative game theory models assume complete information contrary to real systems. Alternative game theory models such as Stackelberg games are also explored. In Stackelberg game, one player acts as a leader and others are followers. Hence, alternatively called as the leader-follower game. Stackelberg games are applied in cloud computing as well for maximizing utilities [23] and guaranteeing QoS [79]. Wang et al. [80] propose an energy demand-based pricing for VMs based on the Stackelberg game to maximize profit. Stackelberg games require a leader and cannot be applied if players do not reach consensus on the leader.

In auctions, customers (or bidders) submit bids for items and auctioneer determine the winner based on his objective such as utility maximization. Landa et al. [7] perform Vickrey-auction based resource allocation, where each instance of a resource type by considering each instance of a resource type as an independent resource itself.

Gu et al. [81] propose a primal-dual based approximation algorithm for performing NFV service chain auctions. Buyers submit bids for the whole service chain. Unfortunately, their solution is also limited to service chains and not suitable in a market setting. Xilouris et al. [82] propose T-Nova, an auction-based marketplace for offering network functions to customers as-a-Service. T-Nova offers traditional auction mechanisms such as English, Dutch, and Vickrey. D’Oro et al. [83] implement service chain composition based on a marketplace approach. The servers behave as buyers and network request brokers act as customers to perform service composition at a minimum price.

Chichin et al. [35] propose a double-sided greedy auction algorithm for maximizing total utility of buyers. The algorithm performs the integral allocation. However, the algo-
Algorithm cannot handle resources with diminishing returns. Concretely, Jin et al. [6] propose a double-action based truthful bidding mechanism for resource sharing in for maximizing successful trading (number of matches between resources and customers). Here, buyers submit bids for the resources and the proposed mechanisms determine allocation and incentives. Pal et al. [24] propose a Walrasian market for cloudlets. They propose both a static and a dynamic version of the market with the goal of utility maximization for small cloud providers.

Market-based pricing is one of the significant areas in algorithmic game theory [69]. Specifically, Devanur et al. [27] propose a polynomial time algorithm for computing the market equilibrium based on the primal-dual and max-flow min-cut algorithms. Orlin [28] improves the overall computation time of market equilibrium by scaling [27]. Brânzei et al. [29] prove the existence of Nash equilibrium for constant elastic substitution utility and also bound the price of anarchy for Fisher markets. However, they also assume that resources are divisible. Cole and Vasilis [30] present an algorithm to compute market clearing prices and simultaneously perform integer allocation in a Fisher market. Anari et al. [34] extend the idea for multiple instances of resources using a stable polynomial method.

Goel and Vazirani [84] propose rational convex programming based approach to perform price discrimination of goods. Chakraborty et al. [36] propose a generic auction based algorithm for finding $(1 + \varepsilon)$ market equilibrium for items with the limitation of fixed transaction costs.

### 3.1.2 Online Pricing

Cloud resource allocation is naturally online decision making [13, 45]. There are several works for determining cloud resource prices online. Zhang et al. [43] propose online auction mechanism for VMs based on the primal-dual framework to maximize the utility of both customers and service provider profit. Shi et al. [44] propose online combinatorial online auction for VMs. Furthermore, authors propose revenue maximizing online auction for virtual clusters [85]. The mechanisms presented satisfy individual rationality and incentive compatibility. Shi et al. [45] propose online combinatorial auction for heterogeneous VMs. Zhang et al. [86] propose an online auction-based marketplace for VNF service chains. The idea is to transform online stochastic social welfare to a deterministic fraction program based on bid arrival processes. The allocation is performed using the primal-dual method. Moreover, prices are learned based on historical bids, arrival, and departure of strategic bidders.

Zhao et al. [18] try to maximize profit for cloud service providers by joint modeling pricing, provisioning and job execution using stochastic optimization framework based on
Lyapunov optimization theory. Zhang et al. [86] propose an online stochastic auction mechanism for on-demand service chain provisioning and pricing at an NFV provider. Here, customers submit their bids and the algorithm computes both the allocation and the price for the service chains based on the primal-dual framework. The algorithm thus offers dynamic pricing and satisfies the individual rationality and incentive compatibility requirements. However, it is further limited to VNFs, i.e., a single resource type and bids arrivals are assumed to be Poisson arrivals. Toosi et al. [42] propose an online auction mechanism for cloud spot markets for maximizing profit.

Posted pricing is currently popular in online pricing markets [63]. Zhang et al. [13] compute posted prices for cloud resources by designing exponential pricing functions based on the primal-dual framework for 0-1 knapsack problem. Bubeck et al. [46] compute posted prices based on an online learning approach for revenue maximization. Zhou et al. [87] design online auction for cloud jobs with deadlines. They maximize utility and compute posted prices using the primal-dual framework.

Online algorithms for market clearing prices are popular in algorithmic game theory. Angelopoulos et al. [47] propose deterministic and randomized algorithms for finding an approximate market equilibrium for a linear Fisher market in an online setting where goods appear one-by-one. Blum et al. [88] propose a market clearing algorithm for customer bids. The auctioneer has to decide whether to accept or decline a bid without knowledge of future bids. Bateni et al. [49] perform multiobjective optimization and dynamically allocate goods appearing online to budgeted buyers of a Fisher market with proportional fairness and efficiency as objectives. Azar et al. [48] design a primal-dual convex programming based algorithm for an online Fisher market where goods appear in each round with immutable decision.

## 3.2 Resource Provisioning

There have been several approaches that address the challenges of provisioning resources in the cloud (e.g., [51, 52, 55]). However, we believe that no previous work studied what resources should be provisioned in the context of complex services. The most similar work was recently published by Delimitrou et al. [89]. They proposed HCloud, a hybrid provisioning system that uses both reserved and on-demand resources (i.e., fits the business models of Amazon EC2). HCloud determines the best possible configuration by considering load-fluctuations, performance, and cost of resources. In contrast, this work focuses on describing a theoretical model based on robust queueing theory [70] that accurately describes the behavior of a given component in service regardless of the input traffic distribution. We are interested in understanding the exact behavior of each component in the service, not in
inferring it through micro-benchmarking as done by HCloud. Moreover, recently there have been some efforts on reducing the number of reconfigurations in cloud environments. For instance, Jiao et al. [90] studied the problem of resource allocation and reconfiguration in the multi-tier resource pool from an online optimization perspective. However, they do not address the issue of what configuration should be used.

Many queueing theory-based approaches have been proposed in the past. For instance, Urgaonkar et al. [58] models servers at each tier as a G/G/1 queue for representing arbitrary arrival and service time distributions. They assume uniform processing power and present both reactive and predictive provisioning algorithms. However, if the servers are allocated with different cores or processors, their model fails to capture this aspect due to the intractability of the G/G/m queue. Furthermore, Gandhi et al. [59] employed Kalman filters and queueing networks to scale a given application proactively. However, the biggest drawback is the assumption of Markovian arrivals and departures in a multi-tier architecture, contrary to reality [58]. Tsoumakos et al. [91] propose the TIRAMOLA framework for performing automatic resizing of NoSQL clusters based on a Markov Decision Process (MDP). The resizing operation is performed based on the user policies and current system state. Naskos et al. [92] extend the TIRAMOLA model to resizing clusters of a single generic application hosted on virtual machines. However, both approaches cannot be applied if a service comprises multiple different components.

Workflow deployment approaches are also widely used in the cloud [93–95]. This approach defines a workflow graph of services based on data dependencies. The workflow engine then scales the application based on input data and the workflow graph. In workflow-based scheduling, the goal is to minimize the execution cost and to satisfy QoS [96, 97] by selecting an objective-maximizing path in a workflow graph in a homogenous environment. Similarly, Switch [98] is a recent project aiming to improve execution and deployment of time-critical applications, where the developers can specify QoS/QoE during the application’s development.

### 3.3 Summary

Table 3.1 summarizes the recent offline pricing approaches in the cloud and edge computing. The state-of-the-art solutions feature a wide range of approaches that cause fractional allocation of resources except [35]. Additionally, these solutions do not strive to maximize NSW but usually aim for maximization of the profit at the providers’ premises or utilitarian social welfare. Furthermore, we believe that none of these works considers price discrimination.
### 3.3 Summary

#### Table 3.1: A summary of related works with respect to offline pricing

<table>
<thead>
<tr>
<th>Approach</th>
<th>Model</th>
<th>Maximization Objective</th>
<th>Domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Daoud et al. [23]</td>
<td>Stackelberg game</td>
<td>Utilitarian</td>
<td>Cloud</td>
</tr>
<tr>
<td>Valerio et al. [79]</td>
<td>Stackelberg game</td>
<td>Profit</td>
<td>Cloud</td>
</tr>
<tr>
<td>Wang et al. [80]</td>
<td>Stackelberg game</td>
<td>Utilitarian</td>
<td>Cloud</td>
</tr>
<tr>
<td>Landa et al. [7]</td>
<td>Auction</td>
<td>Utilitarian</td>
<td>Cloud</td>
</tr>
<tr>
<td>Gu et al. [81]</td>
<td>Auction</td>
<td>Utilitarian</td>
<td>NFV</td>
</tr>
<tr>
<td>Xilouris et al. [82]</td>
<td>Auction</td>
<td></td>
<td>NFV</td>
</tr>
<tr>
<td>D’Oro et al. [83]</td>
<td>Auction</td>
<td>Utilitarian</td>
<td>NFV</td>
</tr>
<tr>
<td>Jin et al. [6]</td>
<td>Auction</td>
<td>Successful trades</td>
<td>Edge</td>
</tr>
<tr>
<td>Chichin et al. [35]</td>
<td>Auction</td>
<td>Utilitarian</td>
<td>Cloud</td>
</tr>
<tr>
<td>Pal et al. [24]</td>
<td>Walrasian</td>
<td>Utilitarian</td>
<td>Edge</td>
</tr>
</tbody>
</table>

★ feature not specified

#### Table 3.2: A summary of related works with respect to online pricing

<table>
<thead>
<tr>
<th>Approach</th>
<th>Model</th>
<th>Maximization Objective</th>
<th>Domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zhang et al. [43]</td>
<td>Auction</td>
<td>Utilitarian</td>
<td>NFV</td>
</tr>
<tr>
<td>Shi et al. [44]</td>
<td>Auction</td>
<td>Utilitarian</td>
<td>Cloud (VMs)</td>
</tr>
<tr>
<td>Shi et al. [85]</td>
<td>Auction</td>
<td>Utilitarian</td>
<td>Cloud (Virtual clusters)</td>
</tr>
<tr>
<td>Shi et al. [45]</td>
<td>Auction</td>
<td>Utilitarian</td>
<td>Cloud (heterogeneous VMs)</td>
</tr>
<tr>
<td>Zhang et al. [86]</td>
<td>Auction</td>
<td>Utilitarian</td>
<td>NFV</td>
</tr>
<tr>
<td>Toosi et al. [42]</td>
<td>Auction</td>
<td>Profit</td>
<td>Cloud</td>
</tr>
<tr>
<td>Zhao et al. [18]</td>
<td>Stochastic optimization</td>
<td>Profit</td>
<td>Cloud</td>
</tr>
<tr>
<td>Zhang et al. [13]</td>
<td>Posted pricing</td>
<td>Utilitarian</td>
<td>Cloud</td>
</tr>
<tr>
<td>Zhou et al. [87]</td>
<td>Posted pricing</td>
<td>Utilitarian</td>
<td>Cloud</td>
</tr>
<tr>
<td>Bubeck et al. [46]</td>
<td>Posted pricing</td>
<td>Profit</td>
<td>Cloud</td>
</tr>
</tbody>
</table>
Similarly, Table 3.2 summarizes recent online pricing approaches in cloud computing. The state-of-the-art online pricing approaches in the cloud and edge computing are concerned mainly utilitarian. There are approaches in algorithmic game theory for maximizing NSW [48,49]. However, [48] cannot be applied for varying customers and integer allocation cannot be guaranteed by [49].

There have been several approaches that address the challenges of provisioning resources in the cloud [51, 52, 55, 89, 90]. Many queueing theory-based approaches have been proposed in the past [58, 59]. There are works on resizing clusters [91,92]. Further, workflow deployment [93–95] and scheduling [96,97] approaches are also widely used in the cloud. However, we believe that no previous work studied what resources should be provisioned in the context of complex services.
Chapter 4

ARPP Sealed-bid Auction

Auctioning is one of the popular forms of dynamic pricing model that helps to find a fair price during price uncertainty [38] without compromising economic efficiency [37]. As we see in chapter 3, a majority of sealed auction algorithm at least assume prior knowledge about bid distributions. This chapter presents an incentive compatible auction mechanism dubbed RAERA for auctioning edge resources.

Initially, we motivate and formalize the problem of designing auction mechanism for the edge. Subsequently, we propose RAERA algorithm. Finally, we evaluate and present experimental results.
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4.1 Introduction

The Internet is one of the vital infrastructures of our society. With the advent of the Internet of Things (IoT) and Machine-to-Machine communication, it is expected to connect approximately 50 billion devices by 2020 [99]. To cope with this growth Internet stakeholders have recently deployed new technologies in both access and core networks. In particular, infrastructure and service providers currently moving towards edge computing, where data, applications, and services are placed towards the edge of the network rather than in centralized locations. The benefits of this strategy are [4–7]

(i) Lowering the traffic passing through the infrastructure.

(ii) Reducing the latency for services.

(iii) Scaling network services.

By employing edge computing, infrastructure providers (sellers) are also gaining a new set of customers. Content and service providers are looking at means to enhance their users’ experience to gain a competitive advantage by pushing content and services closer to the edge and thus closer to the users. Currently, these customers (buyers) can buy computing and network resources at the cloud in services such as Amazon CloudFront and Microsoft Azure. Here, a buyer typically visits the seller’s marketplace, manually selects resources based on his requirements and subsequently pays for their usage time. The predominant pricing model for the instances is fixed pricing, i.e., a particular instance has the same price to all users at all times. A variant of this is the differential pricing where specific buyers get discounted rates (similar to frequent flyer programs) or the rates could be different during specific time periods (e.g., weekend tariffs).

In these pricing models, it is difficult to arrive at a fair price\(^1\) for all participants [38]. In markets that exhibit uncertainty about the price of goods or services and that have little knowledge about market participants, there is a tendency for the sellers to set a price that is favorable to them [15]. However, in the presence of competition, these pricing schemes could either drive customers away or result in lower prices leading to a loss. Therefore, some sellers opt for dynamic pricing, in which prices fluctuate based on demand and usage patterns. For instance, Amazon offers spot instances, where a buyer specifies the maximum amount for a particular instance. The allocated instance is terminated when the bid amount exceeds the current spot instance price. Price uncertainty is the major obstacle for dynamic pricing.

Auctioning is a form of dynamic pricing that helps to find a fair price in cases where

---

\(^1\) with respect to terms and conditions
both the seller(auctioneer) and the buyer do not know the true value and estimates regarding
the terms and conditions are highly imperfect (price uncertainty) [38]. Here, buyers (or
bidders) submit bids for items and usually the bidder with the highest bid is the winner.
Most of the auction mechanism assume prior distribution. However, if a user draws a bid
from a different probability distribution, then the obtained price is not optimal [40, 41] which
is often the case in edge computing, where each user is different and may draw valuations
from a different probability distribution.

There are several auction-based resource allocation works in the Edge [6, 7]. However,
these solutions lack a generic solution to deal with heterogeneous resources and thus with
market uncertainty. In this chapter, we propose the first auction mechanism based on ro-
bust optimization for the edge computing scenario. We develop our approach based on
robust optimization for performing multi-item auctions [40]. Our mechanism—dubbed Ro-
bust Auction for Edge Resource Allocation (RAERA) —creates an uncertainty set for each
resource based on the historical bidding data maintained by the infrastructure provider, and
can thus deal with the unknown market conditions. In the first stage, RAERA computes a
reservation price for each resource based on buyers’ historical data. The reservation price
is the minimum price that an infrastructure provider needs to sell for avoiding loss. In the
second stage, RAERA allocates the resources for which bid value is higher than its reserve
price.

Finally, it computes payment for each bidder. Importantly, RAERA offers the property of
individual rationality (bidders do not derive negative utility for truthful bids) and is incentive
compatible (truthful bids have higher utility for the bidder compared to non-truthful bids).
Our evaluations highlight that RAERA offers a time-dependent fair price. Sellers can achieve
higher revenue in the range of 5% – 15% irrespective of varying demands, and the buyers
pay up to 20% lower than their top bid amount.

4.2 RAERA Problem

This chapter addresses the problem of auctioning edge resources to achieve both profit and
social welfare for the resource seller(s) and the resource buyers. Furthermore, this chapter
defines these terms as follows:

- (Edge) Resources are resources that could be used to support edge computing. These
  resources are on the Edge in various forms such as micro data centers, cloudlets,
  and fog nodes. In this chapter, resources are assumed to be atomic units (i.e., the
  smallest unit of resource that could be made available) that could be, for example,
  a) virtualized resources such as VMs, dockers, and unikernels; b) actual resources
such as CPU cores (or fractions thereof) and memory; or c) indirect resources such as execution time.

- **Sellers** are those entities who own edge resources at the edge of a network and are willing to lease them to interested buyers. For example, infrastructure providers such as edge/access/eye-ball ISPs and mobile network providers can be sellers.

- **Buyers** are those who would like to deploy their services on edge resources to enhance the user experience. For example, content providers or service providers can be buyers.

Here, dynamic pricing leads to cheaper resources for the buyer and better utilization for the seller [63]. However, it is necessary to address the following challenges:

- **Uncertainty about pricing**: Due to a lack of ground truth, it is difficult to validate resource valuations. For instance, it is difficult not only to infer but also to validate CPU consumption of multiple VMs sharing the same physical core. Hence, pricing these resources is non-trivial, and sellers are uncertain about the resource prices they should call for. Shi et al. [4] emphasize the need for a new cost model, especially for edge resources, which not only guarantee profitability for sellers but also acceptability from buyers.

- **Service guarantee**: Currently, service providers cannot guarantee service availability even with fixed pricing [61]. For instance, allocated amazon spot instances are terminated as soon as the current called-for price exceeds the buyer’s bid. As a result, a buyer has to bid higher to ensure instance availability for critical applications. Otherwise, procure instances with fixed pricing scheme, which favors the seller of the resources.

- **Strategic behavior**: Buyers often also have strict requirements on the resources (e.g., if they need to meet SLOs), but most of the sellers are unable to provide service guarantees within fixed pricing for premium customers [61]. As a result, buyers usually try to receive better service than required by inflating their requirements, incurring unnecessary costs at the sellers’ premises [61].

This chapter addresses these challenges by following a sealed bid auctioning approach. Here, the buyers submit sealed bids for resources and receive resources only if they are winners in the auction. Specifically, auctions can counter the price uncertainty problem, provide service guarantees since items are entirely allocated to the winner [21], and incentive compatible auctions encourage truthful bidding. One popular example is the Vickrey auction, where the bidder with the highest bid wins the auction but only pays the second highest bid instead of his quoted bid, which has proven to prevent strategic behavior of buyers [100].

In this subsection, we formally define our problem as follows: Let $N = \{1, 2, \ldots, n\}$ be a set of $n$ buyers indexed by $i$, i.e., $i$ represents $i^{th}$ buyer. Similarly, let $M = \{1, 2, \ldots, m\}$
be the set of edge resources indexed by \( j \), i.e., \( j \) represents the \( j \)'th resource. Each buyer \( i \) has a private valuation for each resource. In our model, \( v_{ij} \) represents the valuation of buyer \( i \) for the \( j \)'th resource. The valuation profile or vector of a buyer \( i \) is represented by \( v_i = (v_{i1}, v_{i2}, \ldots, v_{im}) \). Each buyer \( i \) submits a bid represented by \( b_i = (b_{i1}, \ldots, b_{im}) \) for \( m \) resources. Let \( \beta \in \mathbb{R}^m \) be the bid profile or vector of all the users, i.e., \( \beta = (b_1, b_2, \ldots, b_n) \). Let \( b_{-i} \) be the bid vector of all users except \( i \), i.e., \( b_{-i} = (b_1, b_2, \ldots, b_{i-1}, b_{i+1}, \ldots, b_n) \). Also, \( \hat{\beta} = (b_1, b_{-i}) \).

Let \( x(\cdot) : \mathbb{R}^n \rightarrow \mathcal{N} \) be the allocation function of edge resources to users based on their submitted bids.

If \( v \) is a bid profile of successful resource allocation, then \( x(v) = \{x(v)_{ij}\}, \forall i \in \mathcal{N}, j \in \mathcal{M} \) where \( x(v)_{ij} \) is the amount of resource \( j \) a bidder \( i \) receives when the profile is \( v \). In our model, \( x(v)_{ij} \) is discrete to represent an atomic resource, i.e., the allocation \( x(v)_{ij} \) is an integer since a fractional value would represent a fractional unit and thus does not have any practical significance.

Similarly, let \( p(\cdot) : \mathbb{R}^n \rightarrow \mathcal{R} \) be the payment function which maps a bid profile to an \( n \)-dimensional real value which is a monetary payment, i.e., \( p(v) = (p_1(v), \ldots, p_n(v)) \). Informally, \( p_i(v) \) is the monetary payment of buyer \( i \) to the seller.

Let \( u_i \) be the utility derived by the \( i \)'th buyer. Informally, a utility is the satisfaction obtained by consuming goods. We assume the utility \( u_i \) is quasilinear. Quasilinearity implies the risk neutrality for buyers [62], i.e., the more money a buyer spends, the greater the practical significance.

Let \( U_j \in \mathcal{R}^n \) be the uncertainty set (i.e., data and constraints are allowed to change within the set without affecting optimality) for the \( j \)'th resource. Bid vectors for the \( j \)'th resource are drawn from this uncertainty set. The uncertainty set for an auction is constructed based on historical bid data. According to the central limit theorem, a distribution with a mean \( \mu \) and variance \( \sigma^2 \) will converge to standard normal distribution when the sample size \( n \rightarrow \infty \). Based on [101], we define the uncertainty set \( U_j \) for the \( j \)'th resource as follows:

\[
U_j = \left\{ (b_{1j}, \ldots, b_{nj}) \mid -\Gamma \leq \frac{\sum_{l=k+1}^{n} b_{lj} - (n-k)\mu_j}{\sqrt{(n-k)} \cdot \sigma_j} \leq \Gamma, k \neq n \right\} \quad (4.2.1)
\]

For a standard normal distribution \( \mathcal{N} \), the confidence interval is 95% and 99% for \( |Z| \leq 2 \) and \( |Z| \leq 3 \) respectively, i.e., \( \mathbb{P}(|Z| \leq 2) \approx 0.95 \) and \( \mathbb{P}(|Z| \leq 3) \approx 0.99 \). Hence, in Eq. (4.2.1), \( \Gamma \) is chosen between 2 and 3 to reflect the desired confidence interval. Also, \( (n-k) \) can be regarded as the window of recent historical values. If \( k = 0 \), then all the historical values are considered. Furthermore, \( \mathcal{U} \) denotes the uncertainty set for \( m \) resources, i.e.,
In our model, all bids and valuation vectors are drawn from the uncertainty set $\mathcal{U}$, i.e., $\forall i \in N, b_i, v_i \in \mathcal{U}$. Let $\mathcal{W}$ be the break-even optimal (optimal revenue in presence of total uncertainty [41]) of the service provider. The goal of this chapter is to maximize $\mathcal{W}$ satisfying following properties:

- **Individual Rationality (IR):** The users should not lose money when they bid truthfully, i.e., $u_i \geq 0$.

- **Incentive compatibility (IC):** The user has to derive higher utility for truthful bidding. Let $\hat{b}_i$ be a non-truthful bid profile and $x(\hat{b}_i)$ and $p(\hat{b}_i)$ corresponding allocation and payment. Then, this property implies that $u_i(v, x(b_i, b_{-i}), p(b_i, b_{-i})) \geq u_i(v, x(\hat{b}_i, b_{-i}), p(\hat{b}_i, b_{-i}))$.

We formulate our goal as the following linear optimization problem.

$$
\max_x \mathcal{W} \\
\text{subject to} \quad \begin{align*}
(i) & \quad \mathcal{W} - \sum_{i \in N} p_i \leq 0, \\
(ii) & \quad \sum_{j \in M} x_{ij} \leq 1, \quad \forall i \in N, \\
(iii) & \quad \sum_{k=1}^m \hat{b}_{ij} x_{ij} - \hat{p}_i \leq \sum_{k=1}^m b_{ij} x_{ij} - p_i, \quad \forall b_{ij}, \hat{b}_{ij} \in \mathcal{U}, \\
(iv) & \quad p_i \leq B_i, \quad \forall i \in N, \\
(v) & \quad p_i \leq \sum_{j \in M} b_{ij} x_{ij}, \quad \forall i \in N,
\end{align*}
$$

(4.2.2)

Here, constraint (i) ensures a non-negative profit for the auctioneer, (ii) implies allocation of every resource, (iii) and (iv) ensure the IC and IR property, respectively; (v) implies the atomic resource allocation to $i^{th}$ buyer. Furthermore, the notations are summarized in Table 4.1.

### 4.3 RAERA Algorithm

In this section, we present the algorithm for the optimization problem defined in Eq. (4.2.2). The goal of Eq. (4.2.2) is to maximize the worst-case revenue $\mathcal{W}$ for the auctioneer—this is the least upper bound or supremum revenue irrespective of the probability distribution of
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>Set of buyers</td>
</tr>
<tr>
<td>$M$</td>
<td>Set of edge resources</td>
</tr>
<tr>
<td>$\mathbb{W}$</td>
<td>Break-even optimal revenue</td>
</tr>
<tr>
<td>$b_i$</td>
<td>True bid of buyer $i$</td>
</tr>
<tr>
<td>$\hat{b}_i$</td>
<td>Reported bid of buyer $i$</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Bid profile of all buyers</td>
</tr>
<tr>
<td>$x(\cdot)$</td>
<td>Allocation function</td>
</tr>
<tr>
<td>$\nu$</td>
<td>Bid profile of successful allocation</td>
</tr>
<tr>
<td>$p(\cdot)$</td>
<td>Payment function</td>
</tr>
<tr>
<td>$u_i$</td>
<td>Utility of buyer $i$</td>
</tr>
<tr>
<td>$v_i$</td>
<td>Valuation of buyer $i$</td>
</tr>
<tr>
<td>$p_i$</td>
<td>Payment received by buyer $i$</td>
</tr>
<tr>
<td>$U_j$</td>
<td>Uncertainty set of edge resource $j$</td>
</tr>
<tr>
<td>$\mu_j$</td>
<td>Mean of edge resource $j$ historical bids</td>
</tr>
<tr>
<td>$\sigma_j$</td>
<td>Variance of edge resource $j$ historical bids</td>
</tr>
<tr>
<td>$\Gamma$</td>
<td>Variability parameter</td>
</tr>
</tbody>
</table>

Table 4.1: A summary of notations used for proposing RAERA.
buyers bids. Here, it is crucial for the seller to determine a minimum price for the resources, which guarantees non-negative profit and is popularly known as the reserve price [21].

The seller will have information about historical bid valuations only, i.e., the uncertainty set \( U \). Let \( r_{ij} \) be the reserve price of resource \( j \) for the bidder \( i \). The reserve price implies that bidder \( i \) should pay at least \( r_{ij} \) for getting a non-zero allocation of the \( j^{th} \) resource. We can have multiple valuations for the items in the uncertainty set and have to find the valuation which will maximize the revenue for the auctioneer. The auctioneer should calculate the reserve price for resources to maximize the revenue and to avoid financial loss in case of selling below the reserve price.

The idea is to apply duality theory. Section 2.1.1 presents the basics of duality theory. The dual forms a lattice and a corner of the lattice represents a Vickrey pay-off point where the buyers have an incentive for their truthfulness in a sealed bid auction [102]. In our case, finding the break-even optimal valuation is the primal problem. Formally, let \( z = \{z_{ij}\}, \forall i \in N, j \in M \) denote the worst case valuation vector. We solve the Eq. (4.3.1) to find \( z \) for all the valuations \( v \) in uncertainty set. The corresponding allocation also called as candidate allocation (allocations before receiving the bid vector) is represented as \( x_{ij}^* \),

\[
\begin{align*}
\text{maximize} & \quad \sum_{i \in N} \sum_{j \in M} x_{ij} \cdot v_{ij} \\
\text{subject to} & \quad (i) \quad \sum_{j \in M} x_{ij} \leq 1, \quad \forall i \in N, \\
                & \quad (ii) \quad \sum_{j \in M} x_{ij} \cdot v_{ij} \leq \sum_{j \in M} x_{ij} \cdot u_{ij}, \quad \forall i \in N, u_{ij} \in \mathcal{U}, \\
                & \quad (iii) \quad x_{ij} \geq 0, \quad \forall i \in N, j \in M.
\end{align*}
\]

In Eq. (4.3.1), constraint (i) ensures the allocation of every resource in the auction, (ii) is a robust optimization constraint for polyhedral uncertainty that ensures the IC and IR properties [40], and (iii) ensures a zero or non-negative allocation (a zero allocation implies that the bidder is not the winner).

Then, the dual of Eq. (4.3.1) is as follows:

\[
\begin{align*}
\text{minimize} & \quad \sum_{j \in M} \varepsilon_j + \eta_i \sum_{i \in N} \sum_{j \in M} x_{ij}^* \cdot \tilde{u}_i \\
\text{subject to} & \quad \varepsilon_j + z_{ij} \cdot \eta_i \geq z_{ij}, \quad \forall i \in N, j \in M, \\
                & \quad \varepsilon_j, \eta_i \geq 0.
\end{align*}
\]
The dual value for the uncertainty is denoted as $\tilde{u}_i$ and calculated as follows:

$$\tilde{u}_i = \arg\min_{j \in M} \sum_{j \in M} x_{ij}^* \cdot u_{ij}, \forall i \in N$$

(4.3.3)

The reserve price $r_{ij}$ is calculated as follows:

$$r_{ij} \leftarrow \varepsilon^*_i + \eta^*_i \cdot x_{ij}^*, \forall i \in N, j \in M$$

(4.3.4)

Algorithm 4.1 presents the pseudo-code for calculating reserve price from the uncertainty set.

**Algorithm 4.1 calculateReservePrice**

1: procedure CALCULATE RESERVE PRICE($\mathcal{U}$)
2: Compute worst case valuation $z = \{z_{ij}\}$ and candidate allocation $x^* = \{x_{ij}^*\}$ using Eq. (4.3.1)
3: Calculate $\varepsilon^*$ and $\eta^*$ using Eq. (4.3.2)
4: Calculate $r_{ij}$ using Eq. (4.3.4)
5: return $r_{ij}, x_{ij}^*, \forall i \in N, j \in M$

Once the reserve price is determined, the subsequent step is to filter bids less than reserve price and such bids are knowns as feasible bids. Let $\mathcal{P}$ be the set of feasible bids issued by all buyers and defined as follows:

$$\mathcal{P} = \arg \left\{ \sum_{i \in N} \sum_{j \in M} y_{ij} \leq 1 - \sum_{i \in N} \sum_{j \in M} x_{ij}^* \cdot u_{ij}, \forall j \in M \right\}$$

(4.3.5)

Next, we find an allocation in $\mathcal{P}$ which maximizes the revenue for the auctioneer. Let $y = \{y_{ij}\}$ be the allocation. Formally,

$$\{y_{ij}\} = \arg\max_{\mathcal{P}} \sum_{i \in N} \sum_{j \in M} y_{ij} \cdot (b_{ij} - r_{ij})$$

(4.3.6)

We adjust candidate allocation to reflect input bids for every buyer $i$. Let $a_{ij}$ is the final allocation and computed as:

$$a_{ij} = x_{ij}^* + y_{ij}, \forall i \in N, j \in M$$

(4.3.7)

The payment is computed based on both the reserve price and the impact of buyers valuation. Moreover, the primary goal of payment is to induce truthfulness during bidding.
Hence, we determine allocation without each buyer. Let \( \mathcal{Q}_k \) be the set of allocations when buyer \( k \) is absent. It is determined as follows:

\[
\mathcal{Q}_k = \arg \left\{ \sum_{i \in N} \sum_{j \in M} y_{ij} \leq 1 - \sum_{i \in N} \sum_{j \in M} x_{ij}^* \cdot u_{ij} - \sum_{i \in N \setminus \{k\}} \sum_{j \in M} y_{ij} \cdot u_i, \forall i \in \mathcal{N} \setminus \{k\} \right\}
\]

(4.3.8)

Let \( y^{-k} = \{y_{ij}^{-k}\}, i \in \mathcal{N} \setminus k, j \in M \) be the allocation for set \( \mathcal{Q}_k \). We have,

\[
\{y_{ij}^{-k}\} = \arg \max_{\mathcal{Q}_k} \sum_{i \in \mathcal{N} \setminus \{k\}} \sum_{j \in M} y_{ij} \cdot (b_{ij} - r_{ij})
\]

(4.3.9)

Finally, we compute the payment for each buyer as follows:

\[
p_k = \sum_{j \in M} y_{kj} \cdot r_k + \sum_{j \in M} x_{kj}^* \cdot r_k - \sum_{j \in M} x_{kj}^* \cdot \eta_i^* \cdot u_{kj} + \sum_{i \in \mathcal{N} \setminus \{k\}} \sum_{j \in M} y_{ij} \cdot (b_{ij} - r_{ij}) - \sum_{i \in \mathcal{N} \setminus \{k\}} \sum_{j \in M} y_{ij} \cdot (b_{ij} - r_{ij}), \forall i \in \mathcal{N}
\]

(4.3.10)

In Eq. (4.3.10), \( p_k \) represents the amount a buyer has to pay to be part of successful allocation. The fourth term represents the profit when buyer \( k \)’s valuation is absent while the fifth term computes profit when valuation is present. The payment rule presented satisfies the IC and IR properties (theoretical proof can be found in [40]). We present Algorithm 4.2 for edge resource allocation.

**Algorithm 4.2 calculateReservePrice**

1: procedure ALLOCATEANDPAY\((\mathcal{B}, r_{ij}, x_{ij}^*)\)
2: if \( \mathcal{B} \notin \mathcal{U} \) then
3: \( a_{ij} \leftarrow 0, p_i \leftarrow 0, \forall i \in \mathcal{N}, j \in \mathcal{M} \)
4: Compute set \( \mathcal{P} \) using Eq. (4.3.5)
5: Compute set \( \mathcal{Q}_k \) using Eq. (4.3.8) \( \forall k = 1, \ldots, n \)
6: Compute \( y_{ij}, \forall i \in \mathcal{N}, j \in \mathcal{M} \) using Eq. (4.3.6)
7: \( a_{ij} \leftarrow x_{ij}^* + y_{ij}, \forall i \in \mathcal{N}, j \in \mathcal{M} \)
8: Compute payment \( p_i \) using Eq. (4.3.10)
9: Allocate \( j^{th} \) resource to \( i^{th} \) bidder with a probability \( a_{ij} \)
10: Compute price for \( j^{th} \) resource for \( i^{th} \) bidder as \( \frac{p_i}{\sum_{j \in \mathcal{M}} a_{ij}} \) return \( a_{ij}, p_i, \forall i, j \in \mathcal{M} \)

Figure 4.1 shows the RAERA auction framework. The bidders submit the sealed bid for the resources. The service provider computes the reserve prices and candidate using algorithm 4.1 from the uncertainty set constructed from the previous bid values. Once, reserve
Figure 4.1: RAERA Auction Framework: Buyers place bids on resources, and RAERA decides the allocation.
prices are computed final allocations, and prices are determined using Algorithm 4.2. Since RAERA is incentive compatible, the bidders have to bid truthfully. Otherwise, it will affect their incentives.

4.4 RAERA Evaluation

We now evaluate RAERA by simulation to study its benefit for both sellers (increased profit) and buyers (fair price).

4.4.1 Methodology

RAERA requires knowledge of historical bids to create its uncertainty sets. This data is private to infrastructure providers. Further, we believe that a real edge resource demand dataset is unavailable publicly. Moreover, edge resource providers don’t reveal real information about pricing publicly due to fear of losing competitive advantages.

We, therefore, model network traffic (and subsequently resource demand) based on Gill et al. [103], who provide insights into YouTube traffic demand on an hourly scale. Gill et al. [103] is the first work to analyze and characterize Youtube traffic to understand how user contents are viewed and distributed over the internet based on YouTube data collected for three months. The collected data is a combination of both local (on campus) and global internet. They observed a steady rise in traffic during the morning with a peak achieved during the afternoon. For instance, YouTube traffic reaches a peak during the afternoon, while only 5% of peak traffic is present in the early morning. Based on these trends we generate bid valuations for every hour: buyers bid higher in the afternoon compared to morning hours.

We generate both historical data and bid vectors using a uniform distribution. The bid vector is 20% higher compared to historical data. We use CPLEX to solve the optimization problem formulated in Algorithms 4.1 and 4.2. Finally, our simulator calculates the payment for each buyer in case of a successful allocation.

4.4.2 Results

We start by investigating seller profit. Figure 4.2 compares the guaranteed profit of the seller with the profit achieved by RAERA. The guaranteed profit is what a seller will earn regardless of the bid probability distribution. We observe that RAERA can adapt resource prices based
Figure 4.2: Profit: Break-even Optimum vs RAERA

Figure 4.3: Price: Average Bid vs RAERA
on demand and achieves a 5% to 15% higher revenue irrespective of demand even during low demand periods. Further, RAERA is beneficial to the buyers as well. According to Figure 4.3, the bids of buyers can be up to 20% lower using RAERA. Lower bids on average also result in lower payment on average.

4.5 Summary

In this chapter, we introduced RAERA, a novel method based on robust optimization for multi-item auctions for edge computing resources. In preliminary experiments, we have shown that RAERA can guarantee the profit even in a scenario loaded with uncertainty, unlike traditional methods. Furthermore, it is incentive compatible and satisfies individual rationality. Therefore, RAERA can set a time dependent fair price that benefits both buyers and sellers.
Chapter 5

ARPP Market

In *differential pricing*, each customer pays different prices for the same item. Consequently, this generates additional revenue for producers. Generally, cloud customers are ready to pay an additional price for services with higher QoS. Furthermore, differential pricing can influence customer spending. For instance, green energy-based VMs can be priced lower than their brown energy counterpart to increase green energy adoption. This chapter proposes an auction-based Edge resource market (ERM) for computing differential prices in the Fisher market.

Initially, we motivate the need for NSW maximization and *differential pricing* in the *Cloud* and *Edge*. Afterward, we formalize the problem of implementing of *differential pricing* in the Fisher market. Subsequently, we propose ERM algorithm. Finally, we evaluate and present experimental results.
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5.1 Introduction

Edge computing is gaining in popularity for a variety of applications. For instance, edge computing can support the trend to virtualize network functions [104] by i) providing these virtualized services close to the user [105, 106]; ii) avoiding the need to redirect traffic to cloud services [107], and iii) supporting the scaling up/down of services to meet user demand [108]. Further, IoT applications such as those on vehicles, smart-homes, and factories could benefit from edge computing [109] to avail virtualized services such as pre-processing a significant amount of data collected. Edge-computing could also help alleviate the latency concerns of making use of cloud services for computation offloading [4] by providing the extra computation resources close to the users [4–7]. In this context, a market provider typically provisions requested edge resources to the customer (e.g., via Amazon CloudFront or Amazon EC2).

One key consideration of the provider in the request-to-provision process is pricing. However, pricing is non-trivial in cloud and edge due to following reasons:

(C1) High prices may drive away customers while low prices may result in reduced profit.

(C2) Resources in edge or cloud data centers are generally virtualized. While the cost of physical resources (e.g., the cost of buying and running a physical server) is tangible, this is not the case for virtual resources. Hence, determining actual resource usage is uncertain [18].

(C3) Determining operating cost is non-trivial since multiple virtual machines (VMs) usually share the same physical resources in a highly dynamic environment, and it is unclear how many resources the provisioning of a particular VM will consume.

Therefore, both academia and industry [17, 18, 80, 110–112] frequently propose pricing strategies for the cloud.

Currently, cloud and edge providers follow a “pay-as-you-go” pricing model. In this model, prices are fixed and charged based on usage. For instance, Amazon EC2 instances are charged hourly. Moreover, fixed pricing fails to capture resource supply and demand [113]. Consequently, providers suffer losses for scare edge resources(high demand) as these are at the same price as the other provisioned resources (low demand) in a cloud data center. Most often, fixed pricing favors providers contractually [19]. Finally, in the presence of only a few big cloud service providers (e.g., Amazon or Microsoft) cloud resource prices are oligopolistic [16, 17]. Oligopolistic prices are higher than competitive prices, and, if more resource providers would enter the market, the market is poised to become a low commodity market with low-profit margins [16].

One option to appropriately set prices based on supply and demand is dynamic pricing.
Dynamic pricing maximizes the provider’s profit and at the same time has the potential to be fair to all users [18]. However, dynamic pricing is not trivial, especially in edge data centers, where resource choices are plentiful and highly variable, the associated costs such as energy costs could vary based on location, and the actual resource usage is uncertain [18]. In particular, the following properties of pricing are desired from the provider’s point of view.

(i) Dynamic pricing should determine the optimal price such that there is at least one buyer who is interested in each resource, based on supply and demand—i.e., the pricing scheme satisfies the market clearing property [21] which guarantee complete allocation of all the available resources. This pricing is also known as equilibrium pricing.

(ii) The Market provider will strive for increasing the revenue acquired from selling the resources.

(iii) Differential pricing among resources should be possible for multiple reasons. For instance, the same VM can be more costly when provisioned during peak times (when resources are more scarce) than when provisioned during off-peak hours. Further, running on servers fueled by brown energy should be priced differently than resources running on green energy, and a VM provisioned on the network edge should be more costly than the same VM provisioned at a cloud data center. Also, cloud resources often suffer from diminishing returns, i.e., often adding more copies of the same resource does not improve the utility for the buyer [31].

State-of-the-art solutions currently neither offer capabilities for differential pricing [6, 24] nor consider diminishing returns. In algorithmic game theory, the Separable Piecewise-Linear Concave (SPLC) utility models diminishing returns [33]. Previous works extend max-flow min-cut market algorithms for the SPLC utility for multiple copies and also propose stable polynomial based rounding [34]. However, these solutions are computationally complex and a stable polynomial approach requires highly complex ellipsoidal algorithms.

Additional existing works typically also assume that resources are divisible and thus perform fractional allocation of resources to buyers [26, 28, 114, 115]. However, many cloud resources (e.g., VMs) cannot be allocated fractionally, which is usually solved by rounding fractional allocations to the nearest integer solution. Unfortunately, the resulting rounding difference (integrality gap) is unbounded for a market, i.e., the difference between optimal objective value and rounded objective value grows with the number of buyers and resources [30, 34].

To overcome these issues, and to efficiently arrive at a market clearing price while ensuring that price discrimination reflects supply and demand, we propose the Edge Resource Market (ERM), a market-based pricing scheme predominantly for edge computing resources.
based on auctions. We believe that edge computing is an ideal use-case since—similar to
how individuals could contribute electricity to the grid and earn money [116, 117]—such a
market mechanism could encourage a large number of smaller players to participate as ei-
ther sellers or buyers of such resources since otherwise the cloud market is poised to become
a low commodity market [16].

In ERM, we assume the presence of multiple buyers and multiple resources types. Each
resource type can have multiple instances, and each instance of one resource type has the
same functionality but different specification. Hence, each of the buyers can have a different
utility (or valuation) for (a subset of) the resource instances. Our goal is to maximize the
social welfare of buyers and customers. In cloud computing, maximizing social welfare
improves overall system efficiency and customer experience simultaneously [13]. There
are three types of social welfare namely utilitarian, egalitarian and Nash Social Welfare
(NSW).

The goal of utilitarian solutions is to maximize the total utility across the buyers. Hence,
the allocation is thus always biased towards the buyers with higher utility. On the other
hand, the egalitarian or max-min fairness approach tries to maximize the happiness of the
least satisfied buyer and is thus biased towards buyers with the lowest utility. NSW is a
Pareto outcome between utilitarian and egalitarian approaches [25, 30]. In other words,
NSW achieves the balance between efficiency and fairness. Hence, in this work, our goal is
to maximize NSW.

A market which maximizes NSW is the well-known Eisenberg-Gale or Fisher mar-
ket [26]. The prices in the Fisher market is market clearing [26]. Further, prices are
determined solely on supply and demand which is determined from the customer utility.
Hence, there is no need to measure actual consumption of resources for computing prices.
Therefore, challenges C2 and C3 are not applicable for the Fisher market.

Based on these principles, our contributions are:

• We propose ERM, an auction-based algorithm (Section 5.3) for computing the \((1 + \varepsilon)\)
equilibrium for markets with buyers with SPLC utility and market providers that offer
multiple resource instances. Typically, prices in an approximate market equilibrium
are market clearing, and most buyers achieve a satisfactory allocation [118]. The
basic idea is to allocate resource instances requested by a set of buyers by traversing
a demand graph of buyers. Instead, ERM starts with low prices for all resources and
iteratively increases these prices until no buyer is willing to pay a higher price.

• Different to state of the art solutions, ERM is further not only designed to compute
equilibrium prices but also to compute differential prices without violating the \((1 + \varepsilon)\)
market equilibrium. Previous approaches can only include fixed transaction costs
(e.g., taxes or fixed differential) for buyers and resources [36]. They additionally treat
identical copies of multiple instances as independent resources and are thus unable to capture price differentiation. ERM is the first approach to exploit SPLC utilities, which allow the price differential to vary depending on utility, budget and resource types.

- We evaluate ERM with uniform, normal and Pareto distributions to represent a good match of heavy and non-heavy tailed distributions to represent various buyer utility behaviors (Section 5.4.1). Our results show that ERM, in fact, offers orders of magnitude more (10× to 100× in most cases) revenue for the market provider than state-of-the-art approaches. At the same time, it is proven to be fair by achieving the Nash Social Welfare (NSW), and this property increases as the problem complexity grows. Further, ERM captures dynamic prices based on supply and demand of resources. Finally, while convex program solvers do not scale beyond 50 buyers, we show that ERM scales well with increasing numbers of buyers and resource types, and can compute a solution within seconds, even for large scenarios with 500 buyers and resource types.

### 5.2 ERM Problem

Our market features multiple buyers interested in one or multiple resource types. Further, the market provider may offer multiple instances of each resource. Here, a buyer’s utility for different instances of the same resource type is not necessarily the same since an instance can run in different environments with different impacts on its performance. Buyers express their interest in utility (definition 2.2) for the resources. Section 2.2 presents the essential concepts of the market.

The goal of the market is to allocate resources to successful buyers. The critical challenges are:

- The market should have the market clearing property [21].
- The resources offered in the market are indivisible.
- The market should offer rational equilibrium prices [33]. For a rational input, rational equilibrium implies the existence of a rational optimal solution with bitsize bounded polynomially by the input size [119]. For such a rational optimal solution, we can employ linear programming solvers instead of slow convex solvers, which adds to the practicality of ERM [119].
- The market should offer differential prices.

Figure 5.1 depicts a simple example of four resource types (R1, R2, R3, R4) with R1

---

2The market provider could play the role of a middleman who procures resources from resource providers and pays them their due for a fee [84].
having two instances and the rest having just one instance. Figure 5.1a shows three buyers arrive with an initial valuation of the three resource types. We can observe in Figure 5.1b that an ideal allocation technique would assign R2 and R4 to buyer B3 since she is the only one expressing interest in it, albeit at a very low price. Moreover, all the three buyers are interested in the two instances of R1 and R1 is subsequently sold to the two highest bids. Fig. 5.1b illustrates that all the resources have been sold at differing prices and that all the buyers have received at least one of the resources they bid for. Next, we formalize the problem.

Let \( B = \{1, 2, \ldots, n\} \) be a set of \( n \) buyers. Let \( M = \{1, 2, \ldots, m\} \) be the set of resource types, where \( j \) represents the \( j^{th} \) resource type. Also, \( |B| = n \) and \( |M| = m \). For each resource type \( j \), there are \( \ell_j \) instances. Let \( u_{ijk} \) be the utility derived by the buyer \( i \) for buying the \( k^{th} \) instance of resource type \( j \). Let \( x_{ijk} \) be the amount of \( k^{th} \) instance of resource type \( j \) allocated to the buyer \( i \). Let \( e_i \) be the total endowment or money of the buyer \( i \).

The utility of a resource can be modeled with a variety of different approaches. Cloud resource utilities are usually modeled by Constant Elasticity of Substitution (CES) utility functions. The Leontief utility is a well known CES function family but has an irrational equilibrium [115, 120]. In real systems, an irrational equilibrium cannot be written in polynomial bits [33]. Linear utility functions (convex combinations of resources) on the other hand are simple and widely used. However, they fail to model the concept of decreasing marginal utility (i.e., diminishing returns). SPLC utility functions address these limitations.

In our context, consider a simple service with two components, namely a web server and a database. The total utility of the service is the additive of the PLCs of both components. The market equilibrium of SPLC is rational [33]. Hence, in our market, we assume that

![Figure 5.1: Example depiction of market clearing allocation.](image)
buyers utility is SPLC.

The goal of social choice theory is to perform a fair division of resources. There are three approaches—utilitarian, egalitarian and Nash Social Welfare (NSW). A utilitarian approach favors buyers with large utility. Conversely, an egalitarian approach favors buyers with small utility, while NSW has a Pareto outcome. The latter implies that the allocation can only be improved at the expense of a buyer.

The goal of this work is to perform resource allocation such that the NSW of all buyers, i.e., the geometric mean of their utilities, is maximized. Taking logarithm, we obtain the following convex program [30]:

$$\begin{align*}
\text{maximize} & \quad \left( \prod_{i=1}^{n} u_i^{e_i} \right)^{\frac{1}{n}} \\
\text{subject to} & \quad \sum_{i=1}^{n} \sum_{k=1}^{\ell_j} x_{ijk} \leq \ell_j, \quad \forall j \in M, \\
& \quad \sum_{j=1}^{m} \sum_{k=1}^{\ell_j} x_{ijk}(p_j + q_{ijk}) = e_i, \quad \forall i \in B, \\
& \quad x_{ijk} \in \{0, 1\}, \quad \forall i \in N, j \in M, k \in \ell_j.
\end{align*}$$ (5.2.1)

Let \(p\) be the \(m \times 1\) vector of prices and \(x\) be \(n \times m \times \ell_j\), the vector of allocations, where the entry \((i, j, k)\) is \(x_{ijk}\), a boolean decision variable indicating whether buyer \(i\) is allocated the \(k^{th}\) instance of resource type \(j\). Let \(\mathcal{M} = (p, x)\) be the market and \(p\) is market clearing prices and allocation at equilibrium \(x\). In other words, let \(p_j\) be the base price associated with the resource type \(j\) and, similarly, let \(q_{ijk}\) be the price differential, i.e., the extra money paid by the buyer \(i\) for the \(k^{th}\) copy of the \(j^{th}\) resource type. The goal of this work to find both the base price and the differential price for each resource type such that the allocation satisfies Eq. (6.2.1).

The total utility \(u_i\) is given by \(u_i = \sum_{j=1}^{m} \sum_{k=1}^{\ell_j} u_{ijk} \cdot x_{ijk}\), where \(u_{ijk}\) is the utility of buyer \(i\) for the \(k^{th}\) instance of resource type \(j\). The objective function is to maximize the NSW of all buyers. The first constraint ensures that the allocations never exceed \(\ell_j\) instances of resource type \(j\). The second constraint guarantees that the total price paid by the buyer never exceeds his total money. The third constraint implies only integral allocation.

We assume the following, consistent with [84]:

- The supply of resource units is limited i.e., \(\ell_j \neq \infty, \forall j \in M\).
• There is at least one buyer for all the resource instances, i.e., \( u_{ijk} > 0, \forall j \in M, \ell_j \in j \). The prices are determined such that all instances are sold as long as there are enough buyers, i.e., if required, prices are fixed in such a way that even buyers with less money are satisfied if there is no other buyer with more money available for a resource.

In this chapter, we design \( \mathcal{M} \) as \((1 + \varepsilon)\)-approximate equilibrium if the budget is satisfied within a factor \((1 + \varepsilon)\) i.e., \( \sum_{j=1}^m \sum_{k=1}^{\ell_j} x_{ijk} (p_j + q_{ijk}) = (1 + \varepsilon)e_i, \forall i \in B \) so that \( p \) and \( x \) are market clearing. The notations are summarized in Table 5.1.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( B )</td>
<td>Set of buyers</td>
</tr>
<tr>
<td>( M )</td>
<td>Set of resources</td>
</tr>
<tr>
<td>( u_{ijk} )</td>
<td>Utility of buyer ( i ) for ( k^{th} ) instance of ( j^{th} ) resource</td>
</tr>
<tr>
<td>( u_i )</td>
<td>Total utility of buyer ( i )</td>
</tr>
<tr>
<td>( e_i )</td>
<td>Total budget or endowment buyer ( i )</td>
</tr>
<tr>
<td>( \ell_j )</td>
<td>Total number of resource ( j ) instances</td>
</tr>
<tr>
<td>( x_{ijk} )</td>
<td>Boolean variable denoting allocation of ( k^{th} ) instance of ( j^{th} ) resource to buyer ( i )</td>
</tr>
<tr>
<td>( q_{ijk} )</td>
<td>Differential price ( k^{th} ) instance of ( j^{th} ) resource to buyer ( i )</td>
</tr>
<tr>
<td>( p_j )</td>
<td>Price of resource ( j )</td>
</tr>
<tr>
<td>( p )</td>
<td>Price vector of all resources</td>
</tr>
<tr>
<td>( x )</td>
<td>Allocation vector of all buyers</td>
</tr>
</tbody>
</table>

Table 5.1: A summary of notations used for proposing ERM.
5.3 ERM Algorithm

To simplify the computation, we take the logarithm of the objective function of Eq. (5.2.1), and subsequently, have

\[
\begin{align*}
\text{maximize} & \quad \sum_{i=1}^{n} e_i \cdot \log u_i \\
\text{subject to} & \quad \sum_{i=1}^{n} \sum_{k=1}^{\ell_j} x_{ijk} \leq \ell_j, \quad \forall j \in M, \\
& \quad \sum_{j=1}^{m} \sum_{k=1}^{\ell_j} x_{ijk}(p_j + q_{ijk}) = e_i, \quad \forall i \in B, \\
& \quad x_{ijk} \in \{0, 1\}, \quad \forall i \in N, j \in M, k \in \ell_j.
\end{align*}
\]

(5.3.1)

Eq. (5.3.1) is popularly known as an Eisenberg-Gale or Fisher market [26, 30, 34]. In the above formulation, \(p_j\) is the base price of the \(j^{th}\) resource type, while \(q_{ijk}\) is the differential price for the \(k^{th}\) instance of resource \(j\), i.e., additional money paid by a buyer \(i\) to achieve higher utility. \(e_i\) is the initial endowment, i.e., the maximum amount of money that the buyer \(i\) is willing to spend.

We define bang-per-buck \(\alpha_{ijk}\) of the \(k-th\) copy of \(j\) as the ratio of the utility of a resource instance to its price, i.e., \(\alpha_{ijk} = \frac{u_{ijk}}{p_j}\). \(\alpha\) describes how much a buyer benefits from buying the resource instance at this price. Further, the rate for each buyer, \(r_i = \frac{u_i}{e_i}\), is the average utility a buyer \(i\) expects to gain unit money, expressed as the ratio of total utility to the money of \(i\) [84]. Equilibrium exists only if Eq (5.3.1) has an optimal solution which implies that the Karush-Kuhn-Tucker (KKT) conditions are satisfied [21, 34]. Section 2.1.2 presents the fundamentals of KKT. The KKT conditions for Eq (5.3.1) are:

- \(\forall j \in M, p_j \geq 0 \) and \(\forall i \in N, j \in M, k \in \ell_j, q_{ijk} \geq 0\) which implies that both the price and the differential price are non-negative.

- \(\forall j, p_j \geq 0 \implies \sum_{i=1}^{n} \sum_{k=1}^{\ell_j} x_{ijk} = \ell_j\) which implies complete allocation of all instances of the different resource types are sold.

- \(q_{ijk} > 0 \implies x_{ijk} = 1\) which implies that price discrimination will affect only the successful allocations.

- \(\forall i \in B, j \in M, k \in \ell_j, p_j + q_{ijk} \geq \frac{e_i \cdot u_{ijk}}{u_i}\) and if \(x_{ijk} > 0\) \(\implies p_j + q_{ijk} = \frac{e_i \cdot u_{ijk}}{u_i}\) and implies that at optimality, the actual bang-per-buck of a buyer \(i\) is at most \(u_i\).
The pseudo-code of ERM is presented in Algorithm 5.1.

**Algorithm 5.1** ERM auction

**Require:** Utility vector $u_i$, $\forall i \in B$

1: initialize()

2: while $\forall i \in N, s_i > 0$ or $\forall j \in M, \sum_{i=1}^{n} x_{ijk} = \ell_j$ do

3: buildDemandGraph()

4: transferWalk()

5: if $\forall i \in B, j \in M, k \in \ell_j, \exists y_{ijk} = 1$ then

6: $x_{ijk} \leftarrow 1$

7: return $\forall i \in B, j \in M, k \in \ell_j, x_{ijk} \forall j \in M, p_j$

**Algorithm 5.2** initialization

1: procedure INITIALIZATION($u$)

2: $\forall j \in M, p_j \leftarrow 0$

3: $\forall i \in B, j \in M, k \in \ell_j, q_{ijk} \leftarrow 0$

4: $u_i \leftarrow \sum_{i=1}^{n} \sum_{j=1}^{m} \sum_{k=1}^{\ell_j} u_{ijk}$

5: for $j \leftarrow 1, m$ do

6: $p_j = \min u_{ijk}, \forall i \in N, k \in \ell_j$

7: $b, w \leftarrow \arg \min u_{ijk}, \forall i \in N, k \in \ell_j$

8: $y_{b,jw} \leftarrow 1$

return $ppp, yyy$

The basic idea of ERM (Algorithm 5.1) is to allocate the most demanded resource instances of each buyer in an iterative way, thereby reducing buyer surplus (i.e., increasing the money spent for each buyer). First, ERM performs initialization to ensure that there is at least one buyer for each resource instance, i.e., the prices are market clearing (Algorithm 5.2). Here, for every resource instance, we find the buyer with the minimum utility for the resource instance, and this utility is considered as the base price of the instance (line 6). The corresponding buyer is temporarily allocated with the instance (line 7). We call this allocation the temporary allocation. In every round $t$, we increase the base price of each resource instance $k$ by the factor $(1 + \varepsilon)$, i.e., $p_{j,k,t-1} = \frac{p_{j,k}}{1 + \varepsilon}$.

In general, the surplus of a buyer $i$ is calculated as

$$s_i = e_i - \left( \sum_{j=1}^{m} \sum_{k=1}^{\ell_j} \left( p_j + q_{ijk} \right) \cdot x_{ijk} + \sum_{j=1}^{m} \sum_{k=1}^{\ell_j} \left( \frac{p_j}{1 + \varepsilon} \right) \cdot y_{ijk} \right)$$

(5.3.2)
In other words, the surplus is the remaining money \( i \) has left after spending on resource allocations. After initialization, the surplus of each buyer is reduced by the sum of his valuations for his temporarily allocated resource instances.

Then, ERM performs resource allocation iteratively over multiple rounds, where each round can be divided into three stages. First, we determine for every buyer with non-zero surplus her most desired resource instance, i.e., the resource instance with a maximum bang-per-buck. With these instances as input, ERM second generates the demand graph (Algorithm 5.3), where each buyer is represented by a node, and initially no edges exist. We then construct edges in \( G \) as follows (line 6): each resource instance \( k \) of type \( j \) was previously temporarily allocated to a buyer, say \( i \). In the demand graph, we now create an edge \( e(i',i) \) between each buyer \( i' \) for whom the \( k^{th} \) instance of \( j \) is the most-wanted resource instance, and \( i \). In other words, \( i' \) is interested in the resource allocated to \( i \).

### Algorithm 5.3 buildDemandGraph

1. **procedure** BUILDDEMANDGRAPH\((B)\)
2. \( \forall i \in B, y_i \in V \)
3. \( E \leftarrow \emptyset \)
4. **for** \( i \leftarrow 1 \), \( n \) **do**
5. \( \text{if } \exists i' \text{ and } i' \neq i, y_{i'de} \text{ then} \)
6. \( \text{edg} \leftarrow (i,i') \)
7. \( E \leftarrow E \cup \{ \text{edg} \} \)
8. **return** \( G = (V,E) \)

During this allocation, particularly for high-demand resources, two or more buyers might be interested in the same resource instance. To resolve this issue, ERM as a third stage traverses the demand graph in a DFS style from each buyer node. On each edge it traverses, it transfers the surplus between the two adjacent buyers \( i' \) and \( i \), if \( i' \) is willing to pay more (i.e., the differential price) for the \( k^{th} \) instance of \( j \) than \( i \). This is the case, if the bang-per-buck \( \alpha_{i',j,k} \) is higher than \( r_i \), i.e., the required price (increased by the price differential) is still attractive for \( i' \) (line 3 in Algorithm 5.6), and the \( i \) has a sufficient amount of surplus (line 6). If both requirements are satisfied, the allocation of \( k \) will be changed to \( i' \), and the price of the resource is updated appropriately. The money previously invested by \( i \) into \( k \) is added to the surplus of \( i \), while the surplus of \( i' \) is reduced by the updated price. After traversing the edge—regardless of whether or not the allocation of \( k^{th} \) instance of \( j \) was changed or not—the edge is removed from the graph. This process is repeated until the DFS traversal reaches a leaf node. Note that

1. by removing edges during traversal, ERM also avoids loops in the graph, which is essential to ensure the feasibility of ERM in distributed settings [36].
2. a resource can be allocated to different buyers throughout the round due to the iteru-
tive DFS processing of buyer nodes.

3. after traversing all buyer nodes, there will be no edges left in the graph, and all re-
resources will be allocated, i.e., they are either allocated to a new buyer or remain with
the old one (in the extreme case, with the temporarily allocated buyer during initial-
ization).

Algorithm 5.4 transferWalk

1: procedure TRANSFERWALK(G = (V,E))
2:     for i ← 1,n do
3:         βi ← DFS(i)
4:         srcEdg ← i
5:             for ∀η ∈ βi do
6:                 dstEdg ← η
7:                 transferSurplus(srcEdg,dstEdg,d,c)
8:         return G = (V,E)

ERM then repeats these three stages iteratively for the next most-wanted resource in-
stances. In each iteration, it again increases the resource base price by the factor 1 + ε.
Here, the rationale is that the market provider has two significant goals. One is to sell all re-
source instances (market clearing prices), which is achieved by the guarantee of all resource
instances being allocated as long as at least one buyer is interested in them at an arbitrar-
ily low price due to ERM’s initialization procedure. The second one is to increase revenue.
This is achieved by increasing the prices of resources in every round. Here, informally, ERM
transfers resources from an already allocated buyer to another buyer with a higher surplus
for a higher price. This iterative process is performed until all buyers have zero surplus or
all resource instances are allocated, at which time ERM converges.

Theorem 5.1 (ERM approximation ratio) ERM converges with (1 + ε) market equilib-
rium.

Proof First, we prove that ERM maintains the constraints of Eq(5.3.1). The initialization
(Algorithm 5.2) performs allocation of each resource instance of all resource types with
a minimum price \( p_j / (1 + \varepsilon) \) (line = 7). Hence, before starting the auction, all instances are
already allocated (i.e., sold). Since we initialize with minimum prices, the sum of all the
resource prices is less than the total budget. In this case, all the constraints are satisfied.

In an auction round, the allocation is modified when there is a buyer \( i' \) with enough
surplus \( s_{i'} \) to buy the \( k^{th} \) resource instance of \( j \) (line 9, Algorithm 5.6). Also, the negative
surplus of buyers is one of the terminating conditions of ERM. This implies that the budget
constraint is met in every round. The differential price is calculated based on the KKT
Algorithm 5.5 transferSurplus

1: procedure transferSurplus($G = (V, E)$)
2: Calculate $srcSurplus$ and $dstSurplus$ for $i'$ and $i$ using Eq (5.3.2)
3: if $\alpha_{idc} > r_i$ then
4: $q_{idc} \leftarrow e_i \frac{u_{idc}}{u_i}$
5: if $dstSurplus > (p_d + q_{idc})$ then
6: adjustAllocation $(i, d, c)$
7: $edg \leftarrow (i', i)$
8: $E \leftarrow E \setminus \{edg\}$

Algorithm 5.6 adjustAllocation

1: procedure adjustAllocation$(i, d, c)$
2: if $\alpha_{idc} > s_i$ then
3: $q_{idc} \leftarrow e_i \frac{u_{idc}}{u_i}$
4: else
5: $q_{idc} \leftarrow 0$
6: $curPrice \leftarrow p_d + q_{idc}$
7: if $s_i > curPrice$ then
8: $prevPrice \leftarrow p_j + q_{jk}$
9: if $y_{idc}$ or $curPrice > prevPrice$ then
10: $x_{idc} \leftarrow 1$
11: $x_{idc} \leftarrow 0$
12: $y_{idc} \leftarrow 0$

conditions. Moreover, for every buyer $i$, the sum of base price and differential price always satisfies $(p_j + q_{jk}) = \frac{u_{ijk}}{u_i}$.

Finally, if there are unallocated resource instances due to low demand, then the initial temporary allocation is made permanent(line 6 of Algorithm 5.1). Hence, ERM maintains the conditions of $(1 + \varepsilon)$ throughout the running time.

Let $u_{min} = \min u_{ijk}$ and $\theta = \sum_j l_j$. Since the prices are updated from $u_{min}$ to $\sum_i e_i$, there are at most $R = 1 + \frac{\theta}{u_{min}} \log \frac{\sum_i e_i}{u_{min}}$ rounds. The initialization and final allocation can be done in $n\theta$ operations. The depth-first search takes $O(n)$ operations and total surplus transfer
can be achieved in $O(n)$ operations as well. The demand set of the buyers can be found in $O(n \log \theta)$ if we use a max-heap and hence the demand graph construction takes at most $O(n^2 \log \theta)$. The total time complexity of ERM is, therefore, $O((n^2 \log \theta + n)R)$.

5.4 ERM Evaluation

5.4.1 Methodology

Generally, the internal pricing strategies of cloud service providers are private and, to the best of our knowledge, there exists no open real-world data for evaluating market mechanisms. Hence, most existing works perform custom simulations and generate the data based on probability distributions [24, 35, 81, 86]. Codenotti et al. [114] evaluate different market mechanisms by generating a desirability matrix and using Constant Elasticity Substitution (CES) utility functions to generate utilities for the buyers. Similarly, we use an SPLC function to determine buyer utilities in combination with the desirability matrix.

Initially, we generate a desirability matrix which represents the buyers’ resource instance valuations. We generate the matrix elements based on different properties such that the sum of each row is 1. Subsequently, we generate the utility matrix for the complete market as a product of the desirability matrix and uniform values in the interval $[0, 100]$. The pseudocode in Algorithm 5.7 presents our approach.

```
Algorithm 5.7 Data set generator

Require: $N$ buyers, $M$ resource, $\text{max\_instances}$ and $\text{min\_instances}$
1: for $i \leftarrow 1, n$ do
2: for $j \leftarrow 1, m$ do
3: $\gamma \leftarrow \text{random}(\text{min\_instances}, \text{max\_instances})$
4: $\forall i \in N, j \in M, k \in \gamma$ Generate $d_{ijk}$ based on generator type such that $\sum_k d_{ijk} = 1$
5: $\forall i \in N, j \in M, k \in \gamma$, $u_{ijk} \leftarrow d_{ijk} \cdot \text{random}[0, 100]$

return Utility matrix $u_{ijk} \in UM$
```

We obtain different desirability matrices as follows:
• Uniform generator: The matrix elements are uniformly distributed in the interval $[0, 1]$.

• Subset generator: In this approach, initially we generate the subset $J$ of $M$ such that $|J| \leftarrow \text{random}[1, |M|]$. The desire of buyers outside of $J$ is 0. For example, if we have 5 resources and $|J| = 3$, then the buyers are interested only in items in $J$ and for other items the utility is 0.

In our evaluation, we use the combination of these two generators so that there is at least one buyer for the resource, i.e., $\exists i'$ such that $u_{i'jk} \neq 0$, which is consistent with our market assumptions. The sum of the coefficients of the two generators is 1. To determine the utilities, we consider the following probability distributions:

• Uniform distribution: This is a simple and widely used probability distribution for evaluating market equilibrium [115].

• Normal distribution: As the number of samples $n \to \infty$, non-heavy-tailed distributions converge to normal [70]. Hence, evaluation on a normal distribution guarantees similar behavior as in other non-heavy-tailed distributions.

• Pareto distribution: This is a well known heavy-tailed distribution frequently used to model income and wealth [121].

We consider the following scenarios:

• Fixed resource types and varying buyers: In this scenario, the number of resource types is fixed throughout the experiments. In our case, we fix the number of resource types to 500 and increase the number of buyers.

• Fixed buyers and varying resource types: In this case, we fix the number of buyers to 100 while resource types are increased.

For each scenario, we generate multiple instances for each resource type uniformly in the range of $[1, 10 \mod m]$, where $m$ is the number of resource types. For instance, if we have 500 resource types, then each resource type will have instances in the interval $[1,5]$. Hence, the problem size and complexity increase with the number of resource types. Our evaluation goals are:

• To determine the revenue increase $ERM$ yields for the market provider. To compute the increase, we compare the revenue obtained by $ERM$ to that obtained by a Vickrey auction. The Vickrey auction or second-price auction [100] is a well-known auction algorithm used in trading. In this auction a resource is allocated to the highest bidder; however, the winner only pays the second highest bid to encourage truthful bidding.

• To evaluate the effect on the NSW of tuning $\epsilon$, i.e., the price increase in each round of our auction algorithm.
• To evaluate the effect of varying epsilon on the running time of ERM. Note that for auctioning time-critical services, our solution ideally needs to compute within a few seconds.

5.4.2 Results

5.4.2.1 Provider Revenue

Figures 5.2 and 5.3 show the revenue factor (ratio of profit obtained by ERM to profit obtained by the Vickrey auction) for different distributions, different values of $\varepsilon$ and different scenarios.

![Figure 5.2: Fixed Buyers: Normalized revenue improvement factor for different distributions and different values of $\varepsilon$.](image1)

![Figure 5.3: Fixed Goods: Normalized revenue improvement factor for different distributions and different values of $\varepsilon$.](image2)

We observe that the revenue of ERM is at least one order of magnitude higher than for Vickrey auctions. Most improvement factors for normal and uniform distributions are in
the range of $10 \times$ to $100 \times$, with several occasion where ERM achieves more than that. Further, ERM scales better than the Vickrey auction in this regard, as the ratio increases with an increase in resources. Additionally, we observe that the revenue improvement of ERM is the highest for the Pareto distribution, caused by its heavy-tailed nature. Here, the utilities of the highest and second-highest bidder may significantly differ. In a Vickrey auction, the allocated buyer pays the second highest price, whereas ERM will calculate a price closer to the valuation of the highest bidder. Finally, as a larger $\varepsilon$ also implies additional budget allowance among buyers, increasing $\varepsilon$ offers more revenue for varying resource types. Figure 5.4 summarizes the improvement factors for each distribution in a CDF.

5.4.2.2 Social Welfare

Simultaneously Nash Social Welfare (NSW) increases as we scale up buyers and resources in the market as shown in Figures 5.5 and 5.6, again supporting the scalability of our approach.

We further observe that a smaller $\varepsilon$ results in a slightly better fairness, caused by smaller increases of the price in each round of the auction and thereby the possibility to fulfill more buyer demands—instead of overpricing resources for more buyers with higher $\varepsilon$ values. Note, however that (i) the difference between the $\varepsilon$ values is rather small (except for the Pareto distribution), and (ii) that there is practically no difference between $\varepsilon = 0.01$ and $\varepsilon = 0.001$. 
5.4 ERM Evaluation

Figure 5.5: Fixed Buyers: Normalized Nash social welfare (NSW) for different distributions and different values of $\varepsilon$.

Figure 5.6: Fixed Goods: Normalized Nash social welfare (NSW) for different distributions and different values of $\varepsilon$.

Figure 5.7: Fixed Buyers: Running time of ERM for different distributions and different values of $\varepsilon$. 
5.4.2.3 Performance of ERM

As one use case of ERM is edge resource auctioning, our algorithm needs to converge fast. Therefore, in Figures 5.7 and 5.8 we evaluate the computation time of ERM, again under the influence of $\varepsilon$. Since prices are increased by the factor $(1 + \varepsilon)$ in each round, $\varepsilon$ co-determines the number of rounds ERM requires to converge. Thus, smaller $\varepsilon$ values will result in slower convergence as ERM needs to compute additional rounds of auctions.

![Graphs showing computation time for different distributions and $\varepsilon$ values.]

Figure 5.8: Fixed Goods: Running time of ERM for different distributions and different values of $\varepsilon$.

Our key observation is that for time-critical auctions, $\varepsilon$ should be set to larger values. Here, $\varepsilon = 0.1$ yields computation times of less than one second for smaller markets (up to 40 buyers and 100 resource types), and less than 10 seconds for larger markets (up to 500 buyers and resource types). When changing $\varepsilon$ to 0.01, ERM will take over one minute to compute a solution for the larger markets. This might not be sufficient for time-critical service provisioning.

5.5 Summary

In this chapter, we proposed ERM, a market for edge resource allocation. Different from state-of-the-art solutions, ERM ensures that resource prices are market clearing based on supply and demand; maximizes NSW fairness among buyers with $(1 + \varepsilon)$ market equilibrium; and is based on auction performs integer allocation to reflect a realistic case of allocating indivisible resources of the market with SPLC utilities.

Another significant feature of ERM is that it facilitates price discrimination by computing differential prices dynamically contrary to state-of-the-art solutions, enabling market providers to provide differential services. The experiments demonstrate substantial revenue
improvement compared to Vickrey auctions. While standard convex solvers do not scale beyond 50 buyers, our experiments show that ERM scales with the number of resource types and buyers and with an appropriate value of \( \epsilon \) can be applied to edge computing with less loss of NSW.
Pricing algorithms proposed in previous chapters 4 and 5 are offline algorithms—algorithms with complete knowledge of the input. This chapter presents OFM, an online Fisher market where the input is revealed after the prices for the current time interval are computed.

Initially, we motivate the need for online NSW maximization in cloud and edge. Subsequently, we formalize an online Fisher market for varying buyers and resources and introduce our OFM adversarial model. Eventually, we propose the OFM algorithm. Finally, we evaluate and present experimental results.
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6.1 Introduction

Currently, most of the services and applications offered by service providers are virtualized and hosted in data centers. Due to many benefits over hardware appliances—such as its inherent scaling flexibility—virtualization is a primary enabler for new paradigms such as edge computing and network function virtualization (NFV). Edge computing is gaining in popularity for a variety of applications. For instance, edge computing can support the trend to virtualize network functions [104] by a) providing these virtualized services close to the user for alleviating the latency concerns [4, 105, 106]; b) avoid the need to redirect traffic to cloud services [107]; and c) support the scale up/down of services to meet user demand [108]. IoT applications such as those on vehicles, smart-homes, and factories could benefit from leveraging edge computing [109] to avail virtualized services such as pre-processing the large amount of data collected.

Cloud and edge service or resource pricing is one of the important challenges for any cloud and edge service providers. Low resource prices affect profit while higher prices drive away customers. Hence, pricing affects profit and customer experience simultaneously. As a consequence, resource pricing has captured the attention of both academia and industry [63]. Currently, cloud service providers employ a “pay-as-you-go” or fixed pricing model. In this model, prices are computed based on usage time. For instance, Amazon EC2 instances are billed hourly. Fixed pricing maximizes the revenue only if every customer behavior is well-defined and arrivals are temporally invariant [12]. For example, consumers spending more money on weekends than weekdays is an example of a well-defined behavior. The temporal invariance implies constant customer arrivals. However, these conditions are not valid in cloud computing because both customer demands and arrivals are ad-hoc [13]. Moreover, the physical capacity of cloud resources is finite [14]. Most often, the default fixed pricing favors cloud service providers contractually [19]. Further, resource prices are uniform regardless of demand and scarcity [113]. Hence, cloud service providers cannot benefit from an additional profit during high demand periods and suffer a loss during low demand periods. Hence, fixed pricing neither maximize the revenue of cloud service provider nor fair towards customers.

The cloud computing community is exploring alternative pricing schemes such as posted pricing and dynamic pricing [18–20] to address the earlier mentioned fixed pricing issues. In posted pricing, customers appear sequentially, and the seller publishes prices. Customers procure resources only if prices are acceptable. Hence, this approach is alternatively known as leave-it-or-take-it pricing. However, posted pricing approaches does not guarantee equilibrium or market-clearing prices—prices guarantee complete allocation of all resources [21].

In this work we use the terms services and resources interchangeably
In dynamic pricing, resource prices reflect the supply and demand of the resource, i.e., the higher the demand, the higher the prices. Most often dynamic pricing leads to efficient resource utilization and satisfies user demands [13]. There are some efforts from the industry to move towards dynamic pricing. For instance, Amazon introduced the concept of *spot pricing*. In spot pricing, a user can specify maximum prices he is willing to pay, and instances are allocated until spot instance prices are within the maximum price. However, spot instance prices are not determined based on market demand [20].

Generally, cloud service providers are profit driven. Hence, prices maximize revenue for the service provider. Alternatively, maximizing social welfare especially in cloud computing improves not only overall system efficiency but also assures a better user experience [13]. Further, maximizing social welfare is appropriate for both public and private clouds [22]. Therefore, maximizing social welfare is beneficial for both cloud service providers and users.

There are three types of social welfare namely *utilitarian*, *egalitarian* or *max-min fairness* and *Nash social welfare*(NSW). In utilitarian, the aim is to maximize overall utility of customers and service providers. Most of the works [20] in the Cloud regarding dynamic pricing are *utilitarian* and favor customers with higher utility. Conversely, the *egalitarian* goal is to maximize the minimum utility of the customers and rewards customers with lower utility. In literature [25], NSW is the *Pareto outcome* between utilitarian and egalitarian approaches. Further, NSW is *scale-free*, i.e., optimal allocation is independent of the scale of each customer’s utility. Hence, maximizing NSW is appropriate for a cloud and edge environment. Further, cloud customer demands are *online* and hence require *online* pricing [13]. However, designing *online* market maximizing NSW is non-trivial due to the following challenges:

(C1) Customer valuations are not independent and identically distributed [42] and vary dynamically, and decisions are often time-critical [13].

(C2) Cloud resources are usually virtualized and therefore rendered intangible [18]. These cloud resources need to be allocated as a whole, i.e., a fractional allocation (such as one half of a virtual machine (VM)) is impractical in cloud environments.

We believe that there exists no solution that solves these challenges. Therefore, in this work, we introduce OFM, an extended online Fisher market for dynamically pricing cloud resources. OFM yields the following contributions:

(i) OFM maximizes NSW of providers and customers while achieving market clearing prices. In particular, it achieves a balance between efficiency and fairness. While state-of-the-art solutions typically follow a utilitarian approach [82,83,86], NSW has been proven to be fair to all customers and the providers [25].
OFM allows for the online allocation of resources. State-of-the-art Fisher markets typically employ offline algorithms, i.e., algorithms with complete knowledge about the input [26, 27, 84, 122, 123] that includes the buyer utilities as well as the number of buyers and resources. In the online version of a Fisher market, the resources freshly appear in each round and allocation decisions as well as price calculations are performed simultaneously in an irrevocable fashion [47, 48, 88]. Both are not aligned with the cloud reality in which customers dynamically arrive at the market and procure a fixed set of available resources. OFM fits the needs of a cloud resource market. In contrast to existing solutions, OFM can converge and allocate resources without aprior knowledge about the number of buyers and their utilities in each allocation round.

OFM ensures the integer allocation of resources. State-of-the-art solutions typically round fractional allocations to the nearest integer solution. Unfortunately, the resulting rounding difference, also called as integrality gap is unbounded for a market, i.e., the difference grows with the number of buyers [30]. The OFM formulation implies only integer allocation since constraints force buyers to pay either the full price of the resource or nothing (Theorem 6.1).

Online algorithms usually are analyzed with worst-case input. However, observed data in real systems is not worst-case input at all times. Devanur and Hayes [124] proposed a random permutation model for this scenario in an online algorithm. Also, this model is more generic compared to independent and identically distributed data (iid) with both known and unknown distributions [125]. Moreover, algorithms for random permutated models provide better performance for an arbitrary input [125]. Furthermore, this enables us to capture changing customers and resources offered over a period. The adversarial model of OFM is not only stricter than state-of-art solution [49] but also more optimistic than [48].

Online convex optimization (OCO) [126] methods are widely used for online problems with Lipschitz continuous objective functions. The NSW objective of Fisher market neither guarantee integer allocation nor Lipschitz continuous [127]. Hence, OFM uses an equivalent convex program proposed in [122, 123]. This formulation not only maximizes NSW but also guarantee integer allocation (Theorem 6.1). Even this formulation is also not Lipschitz continuous. OFM apply a simple relationship between concave and convex functions and convert the objective to a convex function by flipping the sign of the objective function. Informally, OFM performs optimization in the opposite direction of the objective. The prices computed by both concave and convex functions are the same. The equilibrium prices form unit simplex [122]. Hence, the value of the prices is in \([0, 1]\) all the time.

OFM uses online mirror descent algorithm [126] with unnormalized negative entropy as the regularization function. In the first stage, OFM predicts the current price based on the previous period price. The input is revealed after the prediction and OFM will
perform an update on the regularization function and projects back to the current objective function. This projection minimizes the Bregman divergence of the regularization function. The OFM updates are closed-form expressions and are computationally efficient. Hence, OFM can scale for a large number of buyers and customers. Intuitively, OFM picks the resource prices near the previous optimal resource allocation. We measure the performance of OFM using regret. Regret is the difference between an online player and a static player with hindsight information.

Generally, the internal pricing mechanisms are not made public due to the fear of losing competitive edge over other service providers. We believe that there is no openly available cloud pricing data of service providers. Balserio et al. [128] generate a stochastic dataset based on Google AdX\textsuperscript{4} real data to evaluate their AdX placement algorithms. Further, Bateni et al. [49]\textsuperscript{5} extend this dataset for their evaluation.

Each dataset consists of varying advertisers and impression types. The number of advertisers and impressions are different in each dataset. Also, the utilities of the advertisers are sparse in one data set while dense in another dataset. We evaluate OFM in two scenarios namely fixed resources and varying resources. In fixed resources, we extend the dataset by distributing buyer utilities normally and uniformly. The experimental results clearly show the convergence of OFM with a prediction accuracy of about 95% of optimal prices on datasets namely AdX, normal and uniformly distributed data.

For evaluating varying resource scenario, we generate the number of resources offered at each time instance by randomly sampling CPU demand without replacement from the Google cluster data trace [129]. We employ prediction schemes to predict the resources offered. We use time series models, mean of the previous resource offered and resource offered in the last interval. Our evaluation shows the superiority of ARIMA (Autoregressive Integrated and Moving Average) model over other regarding prediction accuracy. However, merely using the information of last offered resources can reduce computational time without affecting overall performance.

Furthermore, we perform experiments to determine the impact of buyers on OFM. The results clearly show that OFM computation time is in the order of microseconds for a large number of buyers. Hence, OFM is a candidate for the edge computing market where there is a need for quick and irrevocable price computations.

\textsuperscript{4}https://developers.google.com/ad-exchange/
\textsuperscript{5}https://bitbucket.org/florinciocan/fairresourceallocation.git
6.2 OFM Problem

Let $\mathcal{N} = \{1, 2, \ldots, n\}$ be a set of $n$ buyers indexed by $i$ i.e., $i$ represents the $i^{th}$ buyer. Let $\mathcal{R} = \{1, 2, \ldots, m\}$ be the set of resources indexed by $j$, i.e., $j$ represents the $j^{th}$ resource. Let $x_{ij}$ be the fraction of allocation of the $j^{th}$ resource to the $i^{th}$ buyer. Let $u_{ij}$ be the utility derived by $i^{th}$ buyer for $j^{th}$ resource and $u_i = \sum_{j=1}^{m} u_{ij} \cdot x_{ij}$ be the total utility derived by the $i^{th}$ buyer. Also, let $b_i$ be the budget of the $i^{th}$ buyer i.e., total endowment or money of buyer $i$.

In a cloud, maximizing social welfare not only improves overall system efficiency but also assures a better user experience [13]. In social choice theory, there exist three types of social welfare—utilitarian, egalitarian and Nash Social Welfare (NSW). In a utilitarian approach, the goal is to maximize total utility of buyers and customers while an egalitarian approach maximizes the minimum utility of the customers. As a result, buyers with a higher utility are favored in the former approach while the later favors buyers with smaller utility. NSW achieves a Pareto outcome between utilitarian and egalitarian. Conversely, NSW achieves a balance between efficiency and fairness [25]. Moreover, NSW is scale-free—optimal allocation is independent of the scale of each customer’s utility. As a consequence, there is no incentive to inflate or deflate utility.

We assume the following, consistent with [84]:

- The supply of resources is limited.
- There is at least one buyer for all the resources, i.e., $u_{ij} > 0, \forall j \in \mathcal{R}$. The prices are determined such that all resources are sold as long as there are enough buyers. In other words, prices are computed in such a way that even buyers with less money are satisfied if there is no other buyer with more money available for a resource.

Theoretically, NSW is the geometric mean of the utilities of all the buyers, i.e., $(u_1^{b_1} \cdot u_2^{b_2} \cdots u_n^{b_n})^{\frac{1}{n}}$. Additionally, as discussed before, in the context of cloud computing the notion of fractional allocation does not have practical application. Therefore, existing solutions typically round the fractional part to the next integer value [130] as the difference between actual and rounded values are usually negligible. This difference is known as the integrality gap. However, Cole et al. [30] show that for a Fisher market, this rounding approach leads to suboptimal performance due to an unbounded integrality gap (integrality gap increases with the number of buyers). Therefore, OFM considers resources to be indivisible which implies that allocation of a resource is either 0 or 1. If we take the logarithm, then the maximization of NSW reduces to an Eisenberg-Gale or Fisher market [26]. The convex
program is as follows:

$$\text{maximize } \sum_{i=1}^{n} b_i \log u_i$$

subject to

$$u_i = \sum_{j=1}^{m} u_{ij} \cdot x_{ij}, \quad \forall i \in \mathcal{N},$$

$$\sum_{j=1}^{n} x_{ij} \leq 1, \quad j \in \mathcal{R},$$

$$x_{ij} \in \{0, 1\}, \quad \forall i \in \mathcal{N}, j \in \mathcal{R}. \quad (6.2.1)$$

Unfortunately, Eq. (6.2.1) cannot be used directly in an online setting to address challenge C2 due to the following reasons:

- Most of the online convex optimization algorithms assume that the objective function is Lipschitz continuous. Our objective function, however, is not only non-Lipschitz continuous (the rate of change of the function is not constant) but also non-convex.
- Even if we circumvent non-Lipschitz continuity by shifting the valuations to a range \(\{1, \cdots, K+1\}\), where a number \(K > 0\) then we will end up as a linear factor in regret bound leading to low performance (around less 20%) [131].
- Integer allocation is not guaranteed as discussed above.

Cole et al. [123] provide a convex program equivalent to 6.2.1 as follows:

$$\text{maximize } \left( \prod_{i} \prod_{j} u_{ij}^{x_{ij}} \right) / \prod_{j} p_{ij}^{p_{ij}}$$

subject to

$$\sum_{i=1}^{n} y_{ij} = p_{j}, \quad \forall j,$$

$$\sum_{j=1}^{m} y_{ij} = b_{i}, \quad \forall i,$$

$$x_{ij} \in \{0, p_{ij}\}, \quad \forall i, j, p_{ij} \leq 1. \quad (6.2.2)$$

Here, \(p_{j}\) is the price associated with resource type \(j\). Also, \(y_{ij}\) is the amount paid by the buyer \(i\) for the \(j^{th}\) resource. The first constraint implies that the total amount paid for a resource by all buyers never exceeds resource price. The second constraint guarantees that the total amount paid by the buyer is within his overall budget \(b_{i}\).
Lemma 6.1 (Equivalence of OFM objective function) Eq. (6.2.1) and Eq. (6.2.2) maximize the NSW. Further, the logarithm of the objective function Eq. (6.2.2) maximizes NSW.

Proof The equivalence of Eq. (6.2.1) and Eq. (6.2.2) is proven in [123]. The logarithm of the objective $\sum_{i=1}^{n} \sum_{j=1}^{m} (y_{ij} \log u_{ij} - p_{j} \log p_{j})$. This is the objective function of the convex program proposed by [122] for determining equilibrium prices. The proof of NSW maximization for this objective function can be found in [122, 132]. Hence, the objective $\sum_{i=1}^{n} \sum_{j=1}^{m} (y_{ij} \log u_{ij} - p_{j} \log p_{j})$ is NSW maximizing.

If we take the logarithm of the objective of Eq. (6.2.2) and apply an additional constraint to enforce integer allocation [123], we get the following convex program:

$$\begin{align*}
\text{maximize} & \quad \sum_{i=1}^{n} \sum_{j=1}^{m} (x_{ij} \log u_{ij} - p_{j} \log p_{j}) \\
\text{subject to} & \quad \sum_{i=1}^{n} x_{ij} = p_{j}, \quad \forall j \in \mathcal{R}, \\
& \quad \sum_{j=1}^{m} x_{ij} = b_{i}, \quad \forall i \in \mathcal{N}, \\
& \quad x_{ij} \in \{0, p_{j}\}, \quad \forall i \in \mathcal{N}, j \in \mathcal{R}, p_{j} \leq 1.
\end{align*}$$

(6.2.3)

The third constraint implies that the buyer will either pay the full price or nothing.

Theorem 6.1 (OFM objective function property) The convex program (6.2.3) maximizes NSW and performs integer allocation.

Proof The objective of Eq. (6.2.3) is the logarithm of Eq. (6.2.2). Hence, by using lemma 6.1, Eq. (6.2.3) maximizes NSW. The constraint $x_{ij} \in \{0, p_{j}\}$ and $\sum_{i=1}^{n} x_{ij} = p_{j}$ implies that there can be only one buyer among others with $x_{ij} = p_{j}$, while for the rest of buyers $i' \neq i$, $x_{i'j} = 0$. Substituting, we get, $\sum_{j=1}^{m} x_{ij} \log u_{ij} - x_{ij} \log x_{ij}$ and the following
convex program:

\[
\begin{align*}
\text{maximize} & \quad \sum_{i=1}^{n} \sum_{j=1}^{m} (x_{ij} \log u_{ij} - p_{j} \log p_{j}) \\
\text{subject to} & \quad \sum_{j=1}^{m} x_{ij} = b_{i}, \quad \forall i \in \mathcal{N}.
\end{align*}
\]

The objective function of convex program 6.2.3 is not only non-Lipschitz continuous but also concave. Hence, online convex optimization based methods cannot be applied directly. Therefore, we perform the following steps before applying online convex optimization methods:

- We apply a simple relationship between concave and convex functions and convert the objective to a convex function by flipping the sign of the objective function. Then the goal is changed to minimize the convex function (i.e., \(\max g(x)\) and \(\min -g(x)\) are equivalent). Informally, we perform optimization in the opposite direction of the objective.

- In a Fisher market, equilibrium prices form a unit simplex, i.e., the sum of normalized prices of all goods is equal to 1 [122]. Furthermore, the unit simplex not only reduces computational complexity but also implicitly enforces the constraint of Eq. (6.2.4). Still, the optimality of the solution is not affected. Hence, we address the non-Lipschitz continuous nature of the program by restricting the input set to a unit simplex.

Finally, the convex program for OFM is as follows:

\[
\begin{align*}
\text{minimize} & \quad \sum_{i=1}^{n} \sum_{j=1}^{m} (x_{ij} \log u_{ij} - p_{j} \log p_{j}) \\
\text{subject to} & \quad \sum_{j=1}^{m} x_{ij} = b_{i}, \quad \forall i \in \mathcal{N}, \\
& \quad x_{ij} \geq 0, \quad \forall i \in \mathcal{N}, j \in \mathcal{R}.
\end{align*}
\]

The above formulation is the minimization of the Kullback-Leiber (KL) divergence [133] between price and utility [123]. In summary, Eq. (6.2.4) addresses the challenge C2 described in Section 6.1. In the subsequent section, we develop the adversarial model for addressing the challenge C1. The following Table 6.1 summarizes the notations used in this section.
6.3 $O\!F\!M$ Adversarial Model

Online algorithms, unlike their offline counterparts, do not have complete information about the input. Hence, for analyzing the performance of online algorithms, adversarial models are proposed in the literature. The basic idea of an adversarial model is to present input which negatively affects the performance of the algorithm. For instance, quicksort performs poorly when the input is already sorted. Most of the proposed online algorithms are pessimistically designed towards a fully adversarial model where the input data is provided for the worst-case.

In real scenarios, often input is well-behavedness. For instance, in sponsored search auctions, the query keywords are classified into head and tail keywords based on the frequency of their appearance. Head keywords frequently appear while tail keywords appear rarely. The tail keywords are the reason for the competitive edge of search engines over traditional media such as television advertisements. However, tail keywords are harder to optimize [124]. Furthermore, both pessimistic and stochastic adversarial models cannot model tail behavior.

Devanur and Hayes [124] proposed a random permutation model for modeling tail keyword behavior and account for the behavior of observed data in an online algorithm. We can observe a similar tail behavior in cloud computing as well. For instance, the Amazon AWS EC2 service is more popular than the AWS Elastic search service [134]. Hence, a random permutation model is more suitable for cloud computing due to its ability to model tail behavior and its generic nature. In essence, the random permutation model is sampling without replacement, while independent and identically distributed data with known and unknown distributions are sampling with replacement [124]. In sampling with replacement, samples drawn are independent of each other while they are dependent in sampling

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>Set of buyers</td>
</tr>
<tr>
<td>$R$</td>
<td>Set of resources</td>
</tr>
<tr>
<td>$u_{ij}$</td>
<td>Utility of buyer $i$ for $j^{th}$ resource</td>
</tr>
<tr>
<td>$u_i$</td>
<td>Total utility of buyer $i$</td>
</tr>
<tr>
<td>$b_i$</td>
<td>Total budget or endowment buyer $i$</td>
</tr>
<tr>
<td>$x_{ij}$</td>
<td>Boolean variable denoting allocation of $j^{th}$ resource to buyer $i$</td>
</tr>
<tr>
<td>$p_j$</td>
<td>Price of resource $j$</td>
</tr>
</tbody>
</table>

Table 6.1: A summary of notations used in $O\!F\!M$. 


without replacement. Hence, the random permutation model is more generic compared to independent and identically distributed. Importantly, any algorithm that works on a random permutation model will work for independent and identically distributed models [135] and provide better performance for arbitrary input [125]. Finally, this enables us to model customers and resource dynamics over a period. Hence, we use the random permutation adversarial model for the online fisher market proposed in [125].

Briefly, OFM random permutation model not only captures tail behavior but is also more generic compared to stochastic models. Simultaneously, it is less pessimistic compared to fully adversarial. In summary, OFM adversarial model captures the well-behavness of the data compared to the state-of-the-art adversarial models for the online Fisher market [48, 49].

Formally, we define our random permutation model as follows [125]: The adversary picks an input consisting of \( n = |\mathcal{N}|, m = |\mathcal{R}|, m_i, \forall i \in \mathcal{N} \) and \( d_{ij}, \forall i \in \mathcal{N}, j \in \mathcal{R} \). A permutation \( \pi \) of \( \mathcal{R} \) is chosen uniformly at random. In round \( t \), the buyer’s utility inputs are \( u_{ij}^{t} = d_{ij}^{t} \) and the budget of the buyer \( i \) is \( b_i = e_{\pi(i)} \).

Hazan et al. [136] define regret as the difference between the total cost of the current decision and the best single decision with the benefit of hindsight. Informally, regret is the performance measure between an online player and a static player with hindsight information. Let \( \ell_t \) be the instance of Eq. (6.2.4) at period \( t \) or in other words the value of the loss function at period \( t \). Formally, we denote the cumulative regret of the objective function as follows [137]:

\[
\mathcal{RR} = \sum_{t=1}^{T} \ell_t(x_t) - \min_x \ell_t(x) \tag{6.3.1}
\]

In summary, the design goals of OFM are:

(D1) Find prices \( p_j, \forall j \in \mathcal{R} \) at every time instance \( t \) for varying buyers and resources which maximize Nash social welfare and approximately market clearing.

(D2) Minimize the regret \( \mathcal{RR} \).

The design goal D1 addresses challenge C2 while design goal D2 address the challenge C1 as described in Section 6.1. In the subsequent section, we present the OFM algorithm to achieve above design goals. In the next section, we present the OFM algorithm to achieve the above goals.
6.4 OFM Algorithm

The design goal D2 can be achieved by choosing an approximate online convex optimization algorithm. At every time instance, the numbers of buyers and resources are dynamic—a typical scenario in the cloud [13]. Further, the computation of equilibrium prices for an offline algorithm using convex optimization solvers is not scalable [114]. Therefore, several works [27, 28] compute approximate equilibrium market prices. Hence, even for an offline algorithm, computing market equilibrium prices is non-trivial and especially true in the online scenario with a one-time decision and varying demand and supply as well. Thus, achieving D1 for OFM is non-trivial and very challenging.

At every time instant $t$ OFM will be in either of following scenarios:

- **Fixed resource set:** The number of resources offered by the provider(s) is constant over a period with varying buyers.
- **Varying resource set:** The number of resources offered by the provider(s) and buyers both vary at every time instance.

With a fixed resource set, since the offered resources are constant, the prices depend solely on the buyer utility at that time instant $t$. If the objective function can be solved using a closed expression, then the resulting algorithm not only computationally efficient but also scales with the numbers of buyers. We can obtain a closed-form expression for the OFM objective in this scenario for finding market equilibrium prices.

**Lemma 6.2 (OFM closed form expression)** The closed form expression for computing prices of the OFM objective function with $m$ fixed resources is given by $x_{ij} = \frac{b_i u_{ij}}{\sum_{j=1}^{m} u_{ij}}$.

**Proof** Let $\alpha_i$ be the dual variable associated with each constraint in equation (6.2.4). Now we derive the closed form expression for $x_{ij}$ which minimizes the value of equation (6.2.4)

$$L(x, \alpha) = \sum_{i=1}^{n} \sum_{j=1}^{m} x_{ij} \log x_{ij} - x_{ij} \log u_{ij} + \sum_{i=1}^{n} \alpha_i (b_i - \sum_{j=1}^{m} x_{ij})$$

Let $g(\alpha)$ be the dual function and by definition, we have

$$g(\alpha) = \sup_{x \in \Delta} L(x, \alpha)$$

$$\nabla_x L(x, \alpha) = \log x_{ij} + 1 - \log u_{ij} - \alpha_i$$

Let $\mu_{ij} = \log u_{ij} + \alpha_i$, then

$$= \log x_{ij} + 1 - \mu_{ij}$$
At optimality, $\nabla_x \mathcal{L}(x, \alpha) = 0$

$$\Rightarrow x_{ij} = \exp\{\mu_{ij} - 1\}$$

Substituting $x_{ij}$ in $g(\alpha)$, we have

$$g(\alpha) = \sup_{i=1}^{n} b_i \alpha_i - \sum_{i=1}^{n} \sum_{j=1}^{m} e^{u_{ij} - 1}$$

Eliminating $\mu_{ij}$,

$$= \max \sum_{i=1}^{n} b_i \alpha_i + \sum_{i=1}^{n} \sum_{j=1}^{m} u_{ij} e^{\alpha_i - 1}$$

$g$ is maximized when $\nabla g = 0$, therefore,

$$b_i = \sum_{j=1}^{m} u_{ij} \exp(\alpha_i - 1)$$

Finally, the maximum value of $g(\alpha)$ is

$$\max g(\alpha) = \sum_{i=1}^{n} (\log b_i - \log \sum_{j=1}^{m} u_{ij})$$

According to strong duality theorem, at optimality the primal and dual objective have same value. If we substitute $x_{ij} = b_i u_{ij} / \sum_{j=1}^{m} u_{ij}$, equation (6.2.4) achieve minimum value. The dual of (6.2.4) is:

$$\max_x \sum_{i=1}^{n} b_i \alpha_i - \sum_{i=1}^{n} \sum_{j=1}^{m} u_{ij} e^{\mu_{ij} - 1}$$

subject to

$$\mu_{ij} - \log u_{ij} \leq \alpha_i, \quad \forall i \in \mathcal{N}, j \in \mathcal{R},$$

$$\alpha_i \geq 0, \quad \forall i \in \mathcal{N}.$$  \hspace{1cm} (6.4.1)

At optimality, i.e., $x_{ij} = b_i u_{ij} / \sum_{j=1}^{m} u_{ij}$ then $\alpha_i = 1$. The value of $x_{ij}$ is same for the maximization of Eq(6.2.3) and readers can see at [123].

Hence, for fixed resource set, we can compute the prices efficiently and quickly.

The varying resource set is a generic problem compared to the fixed resource scenario and hence, more challenging. Furthermore, a typical real case scenario in cloud subletting.
In cloud subletting, a user can monetize her unused or under-utilized resources by subletting to other users [138]. The service provider can act as a broker on behalf of a user for subletting resources. At every period, interested users can submit under-utilized resources to the service provider. The service provider can sublet for a specified period. Hence, the service provider lacks complete knowledge of the total number of resources offered at every instance. However, it is necessary to predict the number of resources offered approximately. For instance, in a sponsored search auction, if the number of queries is unknown apriori, then the competitive ratio of the online algorithm will be bounded away from 1 even for a small number of bidders and query keywords [124]. Hence, Devanur and Hayes [124] advocate knowing the number of queries offered approximately to improve the performance of the online algorithm.

In OFM, the number of resources offered is revealed only after the current prices are computed. However, OFM has access to the past data, and there will be patterns and trends in supply and demand such as periodical changes from low to high demand and vice versa. Time series analysis is widely used to predict future data based on such trends [139]. OFM updates the time series model based on the input data and performs a prediction of the number of resources offered in the next time instance. Here, OFM can employ different prediction models such as ARIMA, but also more straightforward approaches such as simple moving averages and immediate past values.

Once OFM has predicted the number of resources, then the scenario is similar to a fixed resource set and OFM finds the new prices near to the previous instance optimal prices. In this way, OFM achieves its second goal.

We introduce the notation and definitions used by the OFM algorithm. The objective function of OFM is not only convex but also time variant with varying buyers and resources. The equilibrium prices form a unit simplex [122]. Let \( \Delta_t \) be the unit simplex constructed from the set \( \mathcal{X} \) at time \( t \). Formally, \( \Delta_t = \left\{ x \left| \sum_{i=1}^{n} \sum_{j=1}^{m} x_{ij} = 1 \right. \right\} \). The cardinality of \( \Delta_t \) changes only when there is a change in the number of resources offered. That is, \( |\Delta_t| \neq |\Delta_t'| \) if \( m_t \neq m'_t \). Let \( \Delta \) be the set of all unit simplex till period \( T \). Formally, \( \Delta = \{ \Delta_t | t \leq T \} \).

Let \( x' \) be the price matrix (column vector of size \( m \times n \)) which is the price buyers pay for the resources at round \( t \), i.e., \( x' = (x'_{ij}, \forall x_{ij} \in \Delta_t) \). Let \( m_t \) be the number of resources offered at time \( t \) and assume that \( k \) past values are available, i.e., \( m_{t-k}, m_{t-k-1}, \ldots, m_{t} \).

Online mirror descent (OMD) is one of the widely used algorithms for online convex optimization [126, 140, 141]. The basic idea of OMD is to perform an update on the dual space of the regularizing function and to project the update on the convex decision set using appropriate distance generating functions iteratively. The regularization function not only
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improves the stability but also lowers the regret bounds [126]. Furthermore, OMD has following characteristics [141]:

- Nearly optimal regret can be achieved even for a full adversary (worst case input data) by using OMD for any convex online learning problem by defining an appropriate distance generating function. Hence, can be applied to any convex learning problem and therefore, OMD is considered as universal [141].
- The OMD update is a first order method (involves only the slope of the function). Hence, most of the times the updates are simple and computationally efficient.

Hence, OFM employs OMD. To apply OMD, we require a distance generating function, which is dependent on the geometry of the objective function. The Bregman divergence [142] is one of the widely used distance generating functions. It is used to measure the distance between the function and the first order Taylor expansion of the function (tangent). Formally, let $h: \Omega \times ri(\Omega)$ be a continuously differentiable convex function and let $p$ and $q$ be the two points on $h$ with gradient $\nabla p$ and $\nabla q$ respectively. Then, the Bregman divergence is defined as follows:

$$B_h(p,q) = \phi(p) - \phi(q) - \langle \nabla q, p - q \rangle$$  \hfill (6.4.2)

For a Fisher market, an unnormalized negative entropy function is used as the regularization function [132, 143]. Hence, OFM uses unnormalized negative entropy as the regularization function, i.e., $h(x) = x \log x - x$ and the corresponding Bregman divergence expression can be found in Appendix A.2. The pseudo-code of OFM is presented in Algorithm 6.1. OFM works in two stages. The prices are predicted in the first stage and the objective function is updated in the later stage. Let $m_0$ be the resources offered at time $t = 0$. Initially, OFM determines the number of resources randomly and the corresponding unit simplex. Furthermore, prices for all resources are initialized to $\frac{1}{m_0}$ such that the unit simplex property $\sum_{j=1}^{m_0} p_j = 1$ is satisfied.

For every period $t$, OFM first predicts the number of resources (line 5). If the number of resources offered is not the same as in the previous period $t - 1$, then either new resources are added or existing resources have been removed. The removal of a resource is straightforward and involves only updating the length of the set $\Delta$ (line 12). Moreover, it does not violate budgets. Let $\delta$ be the difference between the number of resources predicted during $t$ and the actual number of resources offered in $t - 1$, i.e., $\delta = m'_t - m_{t-1}$. Let $\sigma_{t-1}$ be the sum of all prices at instance $t - 1$. OFM performs the following during the addition of new resources ($\delta > 0$):

- Compute the new prices for $m_t$ using OMD update. These resources are old resources.
• Compute the difference between the sum of current prices of old resources and $\sigma_{t-1}$.

The new prices are initialized with the value $\sum_{j=1}^{m_{t-1}} x_j - \sigma_{t-1}$ since equilibrium prices form unit simplex. If new resources are introduced later, then they should be initialized with low prices to satisfy the unit simplex property. Otherwise, will lead to the budget violation. Therefore, it is necessary to penalize the offering of new resources at a later period.

OFM computes the difference and updates the length of the current price vector $x_t$ (line 6).

The prices are predicted before the input is revealed (line 13) using algorithm 6.2. Once prices are predicted, the function $\ell_t$ along with the input parameters $m, n$, and $u_{ij}$ are revealed to OFM. These parameters are used to update the online mirror descent of the OFM algorithm. Further, we compute the optimal prices for the current period using the closed-form expression provided in lemma 6.2 (line 15).

**Algorithm 6.1 OFM algorithm**

Require: $\ell_t, m_t, n_t$

1: $m_0 \leftarrow \text{random}()$
2: $\forall j \in m_0, x_0 = \frac{1}{m_0}$
3: $\Delta = \Delta_{m_0}$
4: for $t \leftarrow 1, T$ do
5: \hspace{1em} $m'_t \leftarrow \text{predictResources}(\text{predict}, t)$
6: \hspace{1em} if $m'_t \neq m_{t-1}$ then
7: \hspace{2em} $\delta \leftarrow m'_t - m_{t-1}$
8: \hspace{2em} if $\delta > 0$ then
9: \hspace{3em} $\forall k \in \delta, x_t[k] \leftarrow \frac{\sum_{j=1}^{m_{t-1}} x_j - \sigma_{t-1}}{\delta \cdot t}$
10: \hspace{2em} Set $|x_t| \leftarrow \max\{m_{t-1}, m'_t\}$
11: \hspace{1em} else
12: \hspace{2em} Set $|x_t| \leftarrow \min\{m_{t-1}, m'_t\}$
13: \hspace{1em} $x_t \leftarrow \text{OFM-MD}(\text{predict}, t)$
14: \hspace{1em} Observe $\ell_t$
15: \hspace{1em} $x_t \leftarrow \arg \ell_t(x^*)$
16: \hspace{1em} if $m_{t-1} \neq m_t$ then $\Delta \leftarrow \Delta \cup \{\Delta_{m_t}\}$
17: \hspace{1em} onlinePrice($\text{update}, \ell_t, x_t$)
18: \hspace{1em} predictResources($\text{update}, m_t$)

Algorithm 6.2 is the pseudo-code for online price prediction. The primary function of Algorithm 6.2 is to predict the current prices based on the previous period $t$. OMD performs
the price prediction in two stages. They are:

- In the first stage, an update is performed on the regularization function $h(x)$. Let $y_t$ be the update for $h$ at instance $t$. In OFM, the update rule is given by

$$\nabla h(y_{t+1}) = \nabla h(x_t) - \eta \nabla \ell_t,$$

where $\nabla \ell_t$ is the gradient of $\ell_t$.

- Once $y_{t+1}$ is calculated, then the prediction at time $t + 1$, i.e., $x_{t+1}$ is the projection on $\Delta$ that minimizes Bregman divergence between points in $\Delta$ and $y_{t+1}$ on the function $h$. Formally, we can write as the following optimization problem:

$$\max_{x \in \Delta} B_h(x, y_{t+1})$$

Equation (6.4.3) is minimized if $\nabla B_h(x, y_{t+1}) = 0$. This implies that $x_{t+1} = y_{t+1}$. The proof can be found in Appendix A.2.

In OFM, the structure of the objective function $f$ is time-invariant but the number of consumers, resources offered and utility are time variant. Hence, we get a closed-form expression for updates and predict the prices for the next instance instantly as soon as the input is revealed in Algorithm 6.2 (line= 5).

Algorithm 6.2 onlinePrice algorithm

1: procedure onlinePrice(state, $f', x'$)
2: $x_0 \leftarrow 1$
3: for $t \leftarrow 1, T$ do
4:     if state == predict then return $x_t$
5:     if state == update then
6:         $\ell_t \leftarrow \ell'$
7:         $x_t \leftarrow x'$
8:         $\nabla \ell_t = \nabla \ell_t(x_t)$
9:         $x_{t+1} = e^{(\log x_t - \eta \nabla \ell_t)}$

In summary, OFM performs the computation of market equilibrium prices for the resources and prediction of resources offered at every period. The computation of optimal prices requires $m \cdot n$ steps. Furthermore, the minimum prices need $n$ steps. Computing the slope using previous prices and current price prediction require $n$ steps each. Hence, the time complexity for every round is $\mathcal{O}(m \cdot n)$. The total time complexity for $T$ periods is given by $\mathcal{O}(T \cdot (m \cdot n))$ where $m = \max m_t, t < T$ and $n = \max n_t, t < T$.

Lemma 6.3 (OFM regret bound) The regret bound of OFM is $R^o \leq 2\sqrt{2T \log n}$.

Proof In OFM, $\Delta$ is a simplex and the sum of optimal offline prices (equilibrium prices) never exceeds 1 [122]. Hence, the slope of OFM is bounded even though it is logarithmic. Let $\| \nabla \ell_t \|$
be the dual norm of the slope at period $t$ and for $\Delta$, $\|\nabla_t\| \leq 1$. Let $n = \max n_t, t < T$ be the maximum number of resources offered in 0FM. By substituting these values in [126, §5.4], we get the regret bound $R^o \leq 2\sqrt{2T} \log n$.

6.5 0FM Evaluation

6.5.1 Methodology

Resource pricing is of strategic importance for any service provider. Generally, the internal pricing mechanisms are private due to the fear of losing a competitive edge over other service providers. We believe that cloud pricing data of service providers are unavailable. Balserio et al. [128] generate stochastic dataset based on Google AdX real data to evaluate their AdX placement algorithms. Bateni et al. [49] extend this dataset by augmenting volatile information to model the sensitivity of shocks due to social and news trends such as negative publicity about the resources in the news.

Each dataset consists of varying advertisers (6 to 101) and impression types (7 to 406). The number of advertisers and impressions are different in each dataset. Also, the utilities of the advertisers are sparse in one data set while dense in another dataset. Arrivals are assumed to be the Ornstein-Uhlenbeck process. An Ornstein-Uhlenbeck process is a diffusion process for modeling the velocity of a particle in Brownian motion and widely used in mathematical finance to model market prices and volatility. The parameters for Ornstein-Uhlenbeck process are estimated on the dataset presented in [128] and emulated arrival data is generated by preserving statistical properties of the real dataset. The mean values of impression type $j$ and advertiser $i$ is considered as utility $u_{ij}$. The estimation methodology can be found in [49].

We divide our evaluation into two scenarios namely the case of a fixed set of resources and the case of a varying set of resources. The latter scenario is more generic and challenging than the earlier. We measure the regret and competitive ratio of 0FM. Regret is the distance between our 0FM online algorithm objective without hindsight and an optimal algorithm with hindsight. Conversely, the competitive ratio is the ratio of 0FM online solution and optimal offline solution.

6.5.1.1 Fixed resource set

It is evident from Section 6.2 that buyer utility affects the resource prices but not the number of buyers. The modified AdX dataset [49] cannot be directly applied for evaluating 0FM
since the probability distribution is limited to an Ornstein-Uhlenbeck process. We perform
the following steps to modify the dataset for evaluating OFM.

- Each impression type is treated as a resource and advertisers are treated as buyers.
  Let \( \Lambda_t^j \) be the Ornstein-Uhlenbeck arrival rate of the resource \( j \) at time interval \( t \).
  In our case, we treat mean values of impression type \( j \) and advertiser \( i \) as a base
  utility \( u_{ij}^* \) and generate a new utility \( u_{ij} \) for a resource and a buyer at every period as
  the product of base utility and Ornstein-Uhlenbeck arrival rate of the resource, i.e.,
  \( u_{ij}^t = u_{ij}^* \Lambda_t^j \). In this way, we ensure that the volatility of buyer utilities in every period
  \( t \). In OFM random permutation model, the expectation of the data varies at each time
  interval. Hence, maintaining volatility captures the random permutation scenario in
  the evaluation.

- In a real marketplace, buyers arrive with different budgets, and it is essential to incor-
  porate them in our OFM evaluation. In the dataset of [49], the budget of an impression
  type is calculated based on \( C_j \), the total number of the impression type of \( j \) which
  advertisers are willing to buy. We also calculate budget along similar lines. In our
  case, the budget of buyer \( i \) is given by \( b_i = \sum_{j} u_{ij} \left| \{ j : u_{ij} > 0 \} \right| \).

- The goal of OFM is to handle utilities from a different distribution. Hence, we use
different distributions for generating utilities, namely uniform and normal distributions.
  A uniform distribution is a simple and widely used distribution and the utility
  is generated in the interval \([0, 1]\) uniformly. According to the central limit theorem,
  non-heavy tailed distribution over a period will converge to a normal distribution [70].
  Hence, evaluation on a normal distribution guarantees similar behavior as in other
  non-heavy-tailed distributions.

In summary, the AdX dataset is modified to evaluate with different probability distributions
of a buyer’s utility for a fixed set of resources scenario.

6.5.1.2 Varying resource set

Consider the scenario where the resources vary every time instance. Hence, the OFM solution
set is frequently modified. Since the number of resources offered at the current time instance
is revealed only after current prices are predicted, this scenario is not trivial. Furthermore,
this is a typical real case scenario in cloud subletting. In cloud subletting, the users can
monetize their unused or underutilized resources by subletting to other users [138]. The
service provider can act as a broker for subletting resources. At every period, interested
users can submit underutilized resources to the service provider. The service provider can
sublet for a specified period. Hence, the service provider lacks complete knowledge of the
total number of resources offered at every instance.
The AdX dataset cannot be used for this scenario since both buyers and resources are fixed. Hence, we perform a trace-based simulation for OFM evaluation in this scenario.

We use a Google cluster data trace [129] of around 12.5k machines collected over a period of 29 days in a Google data center. In this dataset, jobs arrive and VMs are allocated for the execution. Each job has different CPU requirement and hence, different VMs are allocated which eventually leads to different CPU usage and CPU demand. In other words, the CPU demand is not uniform for all time intervals and depends on the demands of incoming jobs. We use this demand information to simulate the demand behavior of resources in OFM. We generate the number of resources offered at each time instance by randomly sampling CPU usage without replacement from the 41GB dataset since random permutation model is sampling without replacement. Furthermore, we assume that service providers introduce more resources during high demand time periods. We perform time series analysis and use Box Jenkin’s method to build an ARIMA model to predict the CPU usage for future prediction. OFM uses this prediction information to set the prices for current time instance.

The results of OFM evaluation for both the scenarios are presented in the next subsection.

6.5.2 Results

6.5.2.1 Predicting number of offered resources

We use three types of time series models namely AR (autoregressive), MA (moving average) and ARIMA. In AR model, the output is regressed from the previous values. Similarly, in MA model, the output is regressed from the residual of the previous values. ARIMA combines both AR and MR. In other words, ARIMA forecasts the current output by taking previous values and residuals into account. Apart from time series models, we perform additional prediction. In the first method, the current prediction is the mean of all the previous values. In the second method, the current prediction is the immediate past value. The result of time series modeling and additional approaches of the randomly sampled CPU usage is presented in Figure 6.2. We tested the series for non-stationary of CPU usage using Dickey-Fuller test (test for finding stochastic process affecting time series statistical properties). The sampled series is stationary with 99% confidence level. We determined order (number of past data in time series) and moving average statistically using autocorrelation plots 6.1. The mean absolute error of the prediction approaches is presented in Table 6.2.

It is evident from the Table 6.2 that ARIMA outperforms other approaches. However, the immediate previous approach is not only computationally more straightforward than the rest of the approaches but also closer to ARIMA forecast. For time-sensitive applications, the immediate previous approach is an ideal candidate for predicting the number of offered
Figure 6.1: Autocorrelation and partial autocorrelation of CPU demand data.

Figure 6.2: Comparison of prediction based on ARIMA, mean and previous values of sampled CPU demand of Google cluster trace.
### 6.5 OFM Evaluation

<table>
<thead>
<tr>
<th>Approach</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARIMA(1,0,1)</td>
<td>0.038524</td>
</tr>
<tr>
<td>AR(1,0)</td>
<td>0.038602</td>
</tr>
<tr>
<td>MA(0,1)</td>
<td>0.044700</td>
</tr>
<tr>
<td>Mean of previous</td>
<td>0.053589</td>
</tr>
<tr>
<td>Immediate previous</td>
<td>0.039389</td>
</tr>
</tbody>
</table>

Table 6.2: Mean absolute error (MAE) for ARIMA, mean and previous values of sampled CPU demand of Google cluster trace.

resources.

#### 6.5.2.2 Fixed Resource set

The experiment is performed for a total period $T = 500$ on both AdX dataset (Ornstein-Uhlenbeck process) and AdX augmented with both uniform and normally distributed utility. We performed normal distribution fit on the collected CPU usage trace and the estimated parameters are used to generate normally distributed utility. The regret for AdX dataset can be found in Figure 6.3a, while Figure 6.3b and 6.3c represent regret for uniformly distributed and normally distributed data respectively.

The competitive ratio for AdX dataset can be found in Figure 6.4a, while Figure 6.4b and 6.4c represent regret for uniformly distributed and normally distributed data respectively. The convergence of OFM over a period is readily evident from all the figures. Hence, the regret is reduced with time and competitive ratio increases over time. The prediction is about 95% of optimal prices on all three datasets AdX, normal and uniformly distributed data.

There are some cases (for instance in Figure 6.4a AdX 4) where the competitive ratio is higher than one and the corresponding regret is negative. In such cases, the value of predicted objective of OFM is higher than the optimal objection due to constraint violation of Eq. (6.2.4). In other words, the predicted prices would result in a budget violation. As soon as the input is revealed, OFM corrects itself in the next period as evident in the figures due to absence of successive violations. The number of violations is negligible on both AdX data set and the normally distributed set. The maximum number of violations observed is 7.8% for the uniformly distributed data. In a uniform distribution, all kind of input data (best case, average case, worst case) appear with equal probability. Hence, we find a higher violation when the data is uniformly distributed.
Figure 6.3: Regret for fixed resource set
Figure 6.4: Competitive ratio for fixed resource set
6.5.2.3 Varying Resource set

The Figure 6.5 shows the regret for uniform and normally distributed data for three prediction approaches namely ARIMA, immediate previous and mean. In this scenario, regret is not smooth and varies unlike the fixed set of resources due to the difference between the actual and predicted resource offered. We see a sudden decrease in competitive ratio, when the actual values are decreased suddenly, i.e., a smaller value in an increasing sequence.

6.5.2.4 OFM Buyer Scalability

We evaluate the OFM scalability to handle a large number of buyers. We measure the time taken by OFM to compute prices using `timeit` function in Matlab. `timeit` calls a function multiple times and returns the median of actual time taken. As we know, most of the functions are vectorized for performance improvement. Hence, we fix the number of resources offered to large number 1000 for the entire period. Initially, we start with 1000 buyers and at every period, we increase the buyers by 1000. At the end of the period $t = 50$, the number of buyers is 50000. We repeat the experiment with 2000, 3000, 4000 and 5000 as the number of resources offered. Figure 6.7 shows the time required by OFM to compute price. It is evident from the figure that the computational time is in the order of microseconds which implies that OFM is an apt candidate for real-time deployment.

6.6 Summary

In this chapter, we proposed OFM for computing prices for Fisher marketplace with integer allocation for varying buyers and resources at every time instance. OFM is an online algorithm and based on a stricter adversarial model compared to state-of-the-art solutions, i.e., the prices once computed cannot be altered. Further, prices for next time instant is predicted even before all the inputs are revealed. The experimental evaluation on both real world and emulated dataset demonstrate the low regret bound and faster convergence over the period achieving around 95% of optimal prices. The updates in OFM are closed-form expressions and are computationally efficient as evident from the evaluation. OFM computation time is in the order of microseconds even for a large number of buyers. Hence, OFM is an ideal choice for deploying online marketplace for cloud resources, especially in edge computing.
Figure 6.5: Regret for varying resources for ARIMA, immediate previous and mean model

(a) Uniformly distributed

(b) Normally distributed
Figure 6.6: Competitive ratio for varying resources for ARIMA, immediate previous and mean model
Figure 6.7: Measured time for varying buyers for fixed resources.
Chapter 7

ARPP Resource Provisioning

Service providers face an important challenge of allocating resources to services optimally. Most often service providers ignore the issue of what to provision during deployment. This chapter proposes RConf and RConfPD as the answer to the question what to provision.

Initially, we motivate and formalize the problem of finding optimal configurations as VCP. Afterward, we propose a performance estimation model to estimate latency of a configuration based on robust queueing theory. Finally, we propose RConf and RConfPD. Furthermore, it presents the theoretical complexity and performance analysis.
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7.1 Introduction

One major challenge for cloud providers is resource management which typically involves monitoring of resources, provisioning resources to customers, and finally scheduling these provisioned resources. Optimizing resource management tasks frequently can yield substantial benefits in performance, revenue or energy consumption for the provider [50]. Here, one challenge in resource provisioning is optimally allocating resources to applications or services requested in an ad-hoc fashion. In particular, when considering complex services, for example, multi-tier services and NFV service chains, which are composed of several distributed components, such as web servers, load balancers, and databases as illustrated in Figure 1.3. In the context of complex services, adequately provisioning resources while enforcing the Service Level Objectives (SLOs) expected by the customer is an arduous task.

There have been proposals, from within both industry and academia to address the problem of when to provision more resources (adding more component instances) for an application under high load. Proposed solutions span from threshold-based autoscaling (e.g., Google AppEngine, Microsoft Azure, Amazon AWS), to more sophisticated control theory based solutions [51–53, 144] or empirical service modeling [54, 55]. Furthermore, some proposals adopt time series analysis to make workload predictions and decide how many resources to provision [56, 57]. These strategies are used jointly with other tools that facilitate the task of how to provision these resources, such as Puppet, OpenStack Heat, Ansible, and Chef.

Generally, service providers configure a requested service as a combination of various components. Furthermore, assigning a set of virtual instances and resources to each component. For instance, Network Function Virtualization (NFV) usually combines various Virtual Network Functions (VNFs) in a service chain, and assign a set of virtual instances to each VNF. Typically, each assigned instances is deployed using a single flavor (i.e., one VM size for a typical web server) and provisioned on demand. A component configuration can be defined through its instances, as a number of cores and an amount of memory.

However, most often service providers disregard what to provision and assign the same flavor for every instance of each component in a service, commonly known as one-size-fits-all. However, one-size-fits-all results in the following drawbacks:

- Deciding the flavor for handling incoming load requires expert knowledge of the component.
- Each flavor has different performance due to different capacities. Therefore, one unique flavor may not be suited for every amount of incoming load or type of traffic.

---

6In this chapter, term services and applications are used interchangeably.
• Evaluating a configuration in isolation of other components in the service might result in inefficient utilization or unexpected performance degradation. Generally, a one-size-fits-all solution results in deploying unneeded resources generating additional costs.

In this chapter, we address the \textit{what to provision} problem, which we refer to as \textit{Virtual Configuration Problem (VCP)}. \textbf{VCP} consists of discovering the optimal flavors (using Amazon EC2 terminology) and the number of instances to be deployed for each component of a service, given a set component configurations and a workload input, while maximizing the resource utilization and ensuring the agreed SLOs requirements. Furthermore, \textbf{VCP} is reduced to \textit{Multiple choice Multidimensional Knapsack Problem (MMKP)}.

Our system offers two novel techniques to service providers for finding the answer to the \textit{what to provision} question automatically. Furthermore, it acts as one of the fundamental building blocks to automated resource management and can be used jointly with the solutions as mentioned earlier addressing the \textit{when} and \textit{how} challenges in order to build a comprehensive automated and optimized resource provisioning framework.

The first—dubbed \texttt{RConf}—requires solving a relaxed version of the integer linear programming (ILP) formulation of \textbf{VCP} and performs deterministic rounding to obtain an approximated solution to the problem. We believe that \texttt{RConf} \cite{108} describes the first analytical approach to find the optimal configuration for multi-tier services by approaching the problem from a robust queueing theory \cite{70} perspective.

Since the complexity of solving the ILP formulation of \textbf{VCP} can be prohibitive for more time-critical applications such as micro-services or edge applications, service providers can also opt for our second method, \texttt{RConfPD}. Here, instead of solving the ILP problem, we propose a framework based on the primal-dual approximation paradigm \cite{67}. Intuitively, \texttt{RConfPD} settles for a slightly less optimal solution of \textbf{VCP} and can thereby provision a service faster than \texttt{RConf} by trading off solution quality for lower computational complexity. Concretely, our contributions are:

• A profiling implementation that gives accurate service rate and utilization estimations using an analytical model based on robust queueing theory. This model evaluates and estimates the impact on the service latency of various component configurations. The robust queueing theory uses uncertainty sets instead of randomization (as the standard queueing theory does), and in that way, it is possible to capture both: network traffic following arbitrary distributions; and different processing powers of various components.

• We introduce \texttt{RConf}, the first analytical solution to the \textit{what to deploy} question in automated resource provisioning for complex services. Our evaluation, based on a
real-world deployment on Amazon EC2, shows that RConf can provide solutions for complex service deployment that yield up to 50% higher resource utilization while deploying up to 22% fewer resources than one-size-fits-all solutions. The core strength of RConf is that it can handle network traffic following arbitrary distributions as well as different resource capabilities of various components due to robust queueing theory, which uses uncertainty sets instead of randomization (as the standard queueing theory does).

• We further propose RConfPD, a scalable and time-efficient method that trades off some optimality against computation complexity. We propose an algorithm that can find an approximated solution for service provisioning based on a primal-dual framework with an approximation ratio of $\rho > 1$. We believe that this chapter describes the first primal-dual approach to find an approximate solution for MMKP problem. The basic idea is to incrementally find feasible solutions for both primal and dual formulations simultaneously. For each component, RConfPD selects the configuration with the tightest constraints after removing dominated solutions. We evaluate RConfPD analytically with MMKP benchmarks with hundreds of components and thousands of configurations for scalability [145] and a three-tiered cloud service. Our results show that while RConfPD yields a utilization close to that of the optimal solution found by RConf, it can provision even large services within $1 - 10$ ms and thereby one to two orders of magnitude faster.

The remainder of this chapter is structured as follows. In Section 7.2, we formally describe the problem of finding the optimal configuration for multi-tier services. Section 7.3 describes the system model that provides the input for both approaches. In Section 7.4 and 7.5, we introduce and analyze RConf and RConfPD respectively. Finally, we summarize in section 7.6.

### 7.2 VCP Problem

The provisioning of resources for a complex service can be performed in multiple ways. For instance, every instance from every component in the service can be instantiated with the same flavor. As we see from the previous section, the one-size-fits-all approach results in either over-provisioning or under-provisioning. Instead, in this chapter, we propose to leverage the usual variety of instance flavors when creating a configuration for each component of the service. Thus, the same (virtual) functionality can be provided with varying resource capacities such as CPU cores and memory. For instance, a load balancer might run in a “small” instance (e.g., 1 core, 2GB memory, and 1 Gbps bandwidth), instead of a “large” instance (e.g., 4 cores, 4GB memory) when the traffic load is low.
7.2.1 Numerical Example

Let us consider a hypothetical service configuration for which a customer has expressed an SLO latency requirement of $u(l) = 300\text{ms}$. In this example, our service consists of four components, a firewall (FW), a load balancer (LB), deep packet inspection (DPI) and a web server (WS). Table 7.1 shows the result of using various instance flavors (e.g., the smallest instance of an LB take 80 ms to process the traffic, while medium instances combined achieve in 40 ms), as well as their total utilization, and the end-to-end service latency. Each row of Table 7.1 represents a feasible service configuration, that is, it satisfies the customer SLOs. The first five columns of the table represent the configuration name and the latency for the FW, LB, DPI and WS respectively, while the sixth and seventh column represents the service utilization and service latency.

While all instance combinations satisfy $u(l)$, they differ in their total utilization. Configuration A may represent the traditional way of one-fits-all (over-provisioning) approach, which meets the SLOs but results in low resource utilization. Moreover, even though both E and G exhibit the lowest latency, F represents the best configuration, as it results in a higher aggregate utilization of the components than in any other service configurations.

The challenge is then to find the combinations of configuration for each component in the service such that the complete service satisfies both service provider and customer constraints. While one particular problem may yield a large number of feasible service configurations, our goal is further to find the one single configuration of a service that maximizes the resource utilization of all service components. We define the problem of finding the optimal configuration for a complex service as the Virtual Configuration Problem (VCP).

<table>
<thead>
<tr>
<th>Config</th>
<th>FW</th>
<th>LB</th>
<th>DPI</th>
<th>WS</th>
<th>Utilization</th>
<th>Latency</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>0.2</td>
<td>160</td>
</tr>
<tr>
<td>B</td>
<td>60</td>
<td>60</td>
<td>100</td>
<td>60</td>
<td>0.1</td>
<td>280</td>
</tr>
<tr>
<td>C</td>
<td>80</td>
<td>60</td>
<td>120</td>
<td>40</td>
<td>0.4</td>
<td>300</td>
</tr>
<tr>
<td>D</td>
<td>40</td>
<td>80</td>
<td>100</td>
<td>40</td>
<td>0.6</td>
<td>260</td>
</tr>
<tr>
<td>E</td>
<td>60</td>
<td>60</td>
<td>60</td>
<td>40</td>
<td>0.7</td>
<td>220</td>
</tr>
<tr>
<td>F</td>
<td>60</td>
<td>60</td>
<td>60</td>
<td>60</td>
<td>0.8</td>
<td>240</td>
</tr>
<tr>
<td>G</td>
<td>40</td>
<td>40</td>
<td>100</td>
<td>40</td>
<td>0.5</td>
<td>220</td>
</tr>
</tbody>
</table>

Table 7.1: A summary of feasible service configurations for an SLO requirement $u(l) = 300\text{ms}$. The utilization is given as $\sum_{i=1}^{n} u(\pi_i)$. All values are given in ms (milliseconds).
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7.2.2 Formal Definitions

We present formal definitions for VCP. We denote a service composed of \( n \) virtual components as \( \mathcal{S} = \{ v_1, v_2, \ldots, v_n \} \). The components service the flows passing through \( \mathcal{S} \) in order, i.e., flows enter \( \mathcal{S} \) through \( v_1 \) and leave through \( v_n \). To capture the order in which flows are serviced we assume \( \mathcal{S} \) to be a partially ordered set (poset).

A component consists of one or more instances, using the same or various flavors. We denote this set of instances as the component configuration. Then, we define the set of feasible configurations \( c \) of the \( i^{th} \) component as the array \( c_i = \{ c_{i1}, \ldots, c_{i|c_i|} \} \). Similarly, each of these configurations can be defined as \( c_{il} = \{ x_{i1}, \ldots, x_{il|\theta_i} \} \), where \( x_{il|\theta_i} \) represents the number of instances of a given flavor \( \theta_i \), and \( \theta_i \) is the set of available flavors. Each flavor \( \theta_i \) has an associated tuple of \( m \) dimensions describing its allocated resources (e.g., CPU cores, memory, \ldots). We denote the resources for the \( k^{th} \) flavor as \( \theta_k = (\theta_k^1, \ldots, \theta_k^m) \). The set of configurations \( c_i \) is sorted in non-decreasing order of resource requirements. Finally, we denote the set of all possible configurations for the components in a service \( \mathcal{S} \) as \( \mathcal{C} = \{ c_i \forall i \leq n \} \). Note that there is no restriction about the choice of instance flavors within the configuration. For instance, one configuration for a load balancer might contain multiple instances of the same type, while another configuration might contain only instances of various flavors.

Regarding resources, we denote the aggregated required resources of type \( l \) within configuration \( c_{ij} \) as \( r_{lj} = \sum_{k=1}^{\theta_i} x_{jk} \theta_k^l \). The required resources are upper bounded by \( u_l \) that represents the maximum resources of type \( l \) available for service \( \mathcal{S} \). Finally, regarding the service, we define the utilization of \( c_{ij} \) as \( \upsilon_{ij} \), which represents the ratio between the workload being served and the aggregated capacity of a component. Furthermore, \( g_{ij} \) is defined as the SLOs of a configuration — in optimization terms, this represents the cost of a configuration. Table 7.2 summarizes the notation used in this chapter.

The optimal solution for VCP is that service configuration that maximizes the overall resource usage while enforcing SLOs. Before trying to find such a configuration, we need to define the set of possible configurations for a component and the entire service. Assume that we have a method that allows us to find the set of feasible configurations \( c_i \) for a component, estimate their utilization \( \upsilon_{ij} \), required usage \( r_{lj} \), and cost in performance \( g_{ij} \), given an input workload. Having these estimations, we can formulate VCP as the following integer linear
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S$</td>
<td>Service</td>
</tr>
<tr>
<td>$v_i$</td>
<td>$i^{th}$ virtual component</td>
</tr>
<tr>
<td>$c_i$</td>
<td>Set of configurations for $v_i$</td>
</tr>
<tr>
<td>$c_{ij}$</td>
<td>Configuration $j$ for $v_i$</td>
</tr>
<tr>
<td>$\Theta$</td>
<td>Set of available flavors</td>
</tr>
<tr>
<td>$\lambda_i$</td>
<td>Traffic arrival rate at $v_i$</td>
</tr>
<tr>
<td>$\mu_k$</td>
<td>Service rate for flavor type $\theta_k$, and $v_i$</td>
</tr>
<tr>
<td>$\rho_k$</td>
<td>Traffic intensity for flavor type $\theta_k$, and $v_i$</td>
</tr>
<tr>
<td>$\tau_k$</td>
<td>System time for flavor type $\theta_k$, component $i$</td>
</tr>
<tr>
<td>$\mathcal{U}_a^i$, $\mathcal{U}_s^{ik}$</td>
<td>Uncertainty set for arrival and departure processes</td>
</tr>
<tr>
<td>$\Gamma_a^i$, $\Gamma_s^{ik}$</td>
<td>Arrival and departure process variability.</td>
</tr>
<tr>
<td>$\sigma_a^i$, $\sigma_s^{ik}$</td>
<td>Standard deviation of arrival and departure processes</td>
</tr>
<tr>
<td>$r_{ij}$</td>
<td>Aggregated required resources of type $l$ for $c_{ij}$</td>
</tr>
<tr>
<td>$\eta_{ij}$</td>
<td>Utilization of $c_{ij}$</td>
</tr>
<tr>
<td>$x_{ij}$</td>
<td>Number of instances of a given flavor $\theta_k$ for $c_{ij}$</td>
</tr>
<tr>
<td>$u$</td>
<td>Upper bound of resource type $l$</td>
</tr>
<tr>
<td>$g_{ij}$</td>
<td>Performance cost for $c_{ij}$</td>
</tr>
<tr>
<td>$w_{ij}$</td>
<td>Binary indicator of configuration selection</td>
</tr>
</tbody>
</table>

Table 7.2: A list of notations used in this chapter.
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program (ILP):

\[
\begin{align*}
\text{maximize} & \quad \sum_{i=1}^{n} \sum_{j=1}^{|c_i|} u_{ij} w_{ij} \\
\text{subject to} & \quad (C1) \sum_{i=1}^{n} \sum_{j=1}^{|c_i|} r_{ij} w_{ij} \leq u_l(S), \quad \forall l = 1, 2, \ldots, m, \\
& \quad (C2) \sum_{j=1}^{|c_i|} g_{ij} w_{ij} \leq SLO(S), \\
& \quad (C3) \sum_{j=1}^{|c_i|} w_{ij} = 1, \quad \forall i = 1, 2, \ldots, n, \\
& \quad (C4) w_{ij} \in \{0, 1\}.
\end{align*}
\]

where \(w_{ij}\) is a binary indicator that represents whether a given configuration is selected or not (C4). If \(w_{ij} = 1\) then configuration \(c_{ij}\) is included, otherwise it is excluded. The first constraint (C1) implies that the resources required by a configuration cannot exceed any of the budgeted resources. The second constraint (C2) controls that the performance costs are not exceeded (e.g., latency). Furthermore, (C3) limits the number of selectable configurations for every component to 1.

**Theorem 7.1 (VCP complexity)** VCP is NP-hard.

**Proof** In a classical multiple-choice multidimensional knapsack problem (MMKP), we have \(n\) mutually exclusive item classes, \(|J_i|\) items per class, and multiple dimensions per item \((l)\). Out of these items, we can only select one per class. Moreover, each item has an associated profit, and the goal is to maximize the total profit while respecting the knapsack constraints [146].

The reduction from MMKP to VCP is as follows. In VCP, the item classes are the various components, the items are the various component configurations \((|c_i|)\), and the types of resource in a configuration are the various item dimensions. The profit in VCP depends on the utilization \(\upsilon_{ij}\) of the configuration resources. Finally, VCP aims to maximize the utilization of resources by selecting one configuration for each component. Therefore, as MMKP is NP-hard [146], VCP is also NP-hard.

\footnote{In the remainder of this chapter, we use the terms utilization and profit interchangeably.}
7.3 Modeling a Complex Service

We have seen that VCP formulation assumes knowledge of performance cost that workload experiences when injected into a system with a particular configuration (Constraint C2). To acquire this knowledge, we need to model the latency of the different components for the different flavors. The accuracy of the service provisioning depends on the accuracy achieved when modeling the service key performance indicators (KPI) subject to SLOs. This section describes how to model latency accurately with robust queueing theory, as it is one of the significant KPIs for cloud services. Section 2.3 presents the fundamentals of robust queueing theory.

7.3.1 Robust queue Motivation

The basic idea is to model each combination of VM flavor $\theta_k$ and component $v_i$ as a queue $q_{ik}$ using one or multiple servers (i.e., CPU cores) with either limited or unlimited buffer capacity. Arrival processes enter the system (i.e., VM), and are either processed or wait in a queue (if the system is busy). Once a process is served and leaves the system, it is known as a departure process.

Applying traditional queueing theory to model complex services is either not possible or highly inaccurate due to the assumption that process’s arrivals and departures are Markovian or deterministically distributed, contrary to many cloud or networks services [58, 147–150]. For instance, Ethernet traffic is heavy-tailed and self-similar [148].

Complex services could be modeled as networks of queues, where each component of the service is modeled as a G/G/m queue [76]. However, this translates to making the system analysis computationally intractable [70, 77]. To overcome these limitations, Bandi et al. [70] apply robust optimization for analyzing a single, or network of G/G/m queues, and subsequently, derive a closed-form expression for the system time.

Robust queue analysis does not consider arrival and departure processes to be arbitrarily distributed, as traditionally done in G/G/m queue models. Instead, robust optimization is performed on uncertainty sets (constraints are allowed to vary within this set) without affecting the optimality of the solution [71], and then determines the expected system time based on those uncertainty sets. In this chapter, we apply [70] to model the complex cloud services. Furthermore, both RConf and RConfPD use this model as a decision-making tool when evaluating different component configurations.
7.3.2 Service’s Component Modeling

In this chapter, we model each instance flavor type of a given service’s component as a robust queue \( q_{ik} \). We assume that each flavor \( \theta_k \) is duple of assigned CPU cores \( (\theta^1_k) \) and memory \( (\theta^2_k) \). Our goal is to obtain an estimation of the latency of a component configuration \( c_{ij} \) given CPU cores, memory and load.

The system time for \( q_{ik} \) is calculated for network traffic flow instead of traffic request. Limiting the solution to a specific request type, especially in the application layer, would affect the applicability of the solution [59]. For instance, in a typical data center, there are hundreds or thousands of different services. Therefore, it would be beneficial not to model each request of each service as a unique process, but instead to monitor the transport layer, where one can capture traffic either at packet or flow level. Packets give more information compared to flows, but require significant processing overhead, especially in environments where the number of packets grows exponentially (e.g., data centers). Robust queue models require only the arrival and departure times of the requests, which can be obtained at the flow level.

Flows enter a given component with an arrival rate \( \lambda_i \) and are processed at rate \( \mu_{ik} \) (service rate). If there are available servers (CPU cores) in the system, the flows are processed, otherwise flows have to wait. Using standard definitions from queueing theory [76], we define \( \rho_{ik} \) as the utilization of an instance with flavor \( k \) for the \( i^{th} \) component:

\[
\rho_{ik} = \frac{\lambda_i}{\theta^1_k \mu_{ik}} \quad (7.3.1)
\]

where \( \lambda_i \) is the arrival rate of component \( i \), \( \mu_{ik} \) the service rate and \( \theta^1_k \) the total number of CPU cores of an instance \( \theta_k \).

Moreover, as indicated in chapter 2.3, robust queue models require the construction of uncertainty sets for both arrival and departure processes. Before presenting the closed form expression for the system time, it is necessary to construct these sets. The uncertainty sets are based on a stable distribution. According to the central limit theorem, any non-heavy tailed distribution converges to a normal distribution as \( n \to \infty \) [70]. The normal distribution is a special case of the stable distribution [70, 151]. Nolan [151] proves that by setting the tail coefficient \( \alpha = 2 \), the stable distribution behaves like a normal distribution. In this way, a non-heavy tailed distribution can be converted to a stable distribution. Heavy-tailed distributions are those whose tails are not exponentially bounded like in Pareto or log-normal distributions (e.g., Ethernet traffic is heavy-tailed and self-similar [148]). In our model, heavy-tailed distributions are converted to stable distributions by setting the tail coefficient \( \alpha \) to appropriate values using Hill’s estimator [152] with order statistics
approximately $< 0.13\%$ of sample size [153]. Hence, our model can handle both heavy-tailed and non-heavy tailed traffic.

### 7.3.2.1 Uncertainty set for arrivals

In this chapter, robust queue models are created per flavor type $\theta_k$ and component $v_i$. Moreover, we assume that the arrival traffic requests are the same for all the instances. Therefore, at least for arrivals, one uncertainty set is sufficient. The uncertainty set for inter arrivals of component $i$ is denoted by:

$$U_a^i = \left\{ (T_{a,i,1}, T_{a,i,2}, \ldots, T_{a,i,t}) \left| \sum_{t'=t'+1}^{t} \frac{T_{a,i,j} - \frac{(t-t')}{\lambda_i}}{(t-t')^{\alpha_i}} \geq -\Gamma_i^a, \quad \forall 0 \leq t' \leq t-1 \right. \right\}$$

(7.3.2)

where $T_{a,i,1}, T_{a,i,2}, \ldots, T_{a,i,t}$ denotes the inter-arrival times of the flows at component $i$ with an expected arrival rate $\frac{1}{\lambda_i}$. Moreover, $t - t'$ is the number of arrivals considered while constructing the uncertainty set. If $t'$ is equal to 0, it means that all arrivals are considered for uncertainty set construction. In our case, we set $t' = 0$ to validate the robust queue model with measured data. In the above equation, $\Gamma_i^a$ captures the variability in the inter-arrival times. Since the standard deviation measures the spread of data around the mean, we set $\Gamma_i^a$ as the standard deviation of inter-arrival times, i.e., $\Gamma_i^a = \sigma_i^a$.

### 7.3.2.2 Uncertainty set for departures

The service rate of an instance depends on the instance attributes (i.e., number of processors, memory allocated, and SLOs requirements). Hence, the departure set is defined per instance, and the uncertainty set for $\theta_k$ is denoted by:

$$\mathcal{W}_i^k = \left\{ (T_{i,k,1}^i, T_{i,k,2}^i, \ldots, T_{i,k,t}^i) \left| \sum_{t'=t'+1}^{t} \frac{T_{i,k,j}^i - \frac{(t-t'+1)}{\mu_{i,j}}}{(t-t'+1)^{\alpha}} \leq \Gamma_i^k, \quad \forall 0 \leq t' \leq t \right. \right\}$$

(7.3.3)

where $T_{i,k,1}^i, T_{i,k,2}^i, \ldots, T_{i,k,t}^i$ denotes the service times of the flows at the $i$-th component with an expected service rate $\frac{1}{\mu_{i,k}}$. Furthermore, $\Gamma_i^k$ captures the variability of departure process. Since the service rate depends on instance type $\theta_k$, component utilization, arrival process variability and standard deviation of the departure process, we thereby define as
\( \Gamma^s_{ik} = f(\theta_k, \rho_{ik}, \Gamma^a_i, \sigma_i^s, \alpha_i) \), and given that each system is different and the function \( f \) is not known, we perform general linear regression to determine \( \Gamma^s_{ik} \).

\[
\Gamma^s_{ik} = \beta_1 \theta_{ik} + \beta_2 \rho_{ik} + \beta_3 \Gamma^a_i + \beta_4 \sigma_i^s + \beta_5 \alpha_i + \epsilon
\]  

(7.3.4)

where \( \epsilon \) is the difference between measured and estimated \( \Gamma^s_{ik} \). We use the closed form expression of linear regression to compute the values \( \beta_1, \ldots, \beta_5 \).

Then the estimated system time \( \tau_{ik} \) is given by:

\[
\tau_{ik} = \frac{(\alpha_i - 1) \lambda_i^{\frac{1}{\alpha_i - 1}} \Gamma^a_i + \left( \frac{\Gamma^a_i}{\theta_i^j \alpha_i} \right)^{\frac{\alpha_i}{\alpha_i - 1}}}{\lambda_i^{\frac{1}{\alpha_i - 1}} (1 - \rho_{ik})} + \frac{\theta_i^j}{\lambda_i}
\]  

(7.3.5)

Initially, we calculate output variability \( \Gamma^s_{ik} \) by substituting the observed average system time in Equation (7.3.5). We also consider the standard deviation of arrivals as input variability \( \Gamma^a_i \). Once we have set \( \Gamma^s_{ik} \), we perform a linear regression using Equation (7.3.4) to predict the next \( \Gamma^s_{ik} \) values and use these values again in Equation (7.3.5) to estimate the system time. Even though Bandi et al. [70] derive the system time expression for the worst case, we train the model using average flow processing times.

### 7.3.3 VCP Metrics

We now describe and formalize the metrics required for solving the VCP problem as introduced in Section 7.2.

**Utilization**: the utilization of \( j^{th} \) configuration of an \( i^{th} \) component \( \upsilon_{ij} \) is defined as:

\[
0 \leq \upsilon_{ij} = \frac{\sum_{k=1}^{[\theta_i]} \rho_{ik} x_{jk}}{\sum_{k=1}^{[\theta_i]} x_{jk}} \leq 1,
\]  

(7.3.6)

where \( x_{jk} \) represents the number of instances of \( \theta_k \) for configuration \( c_{ij} \). In order to compute \( \rho_{ik} \), we compute the service rate \( \mu_{ik} \) (Equation (7.3.1)) as follows.

In a queueing model, system parameters are derived based on arrival and departure time epoch, i.e., \( T^a_i, T^d_i \). Hence, only the system time is observed. The system time is the sum of waiting time and processing time. The service rate measures how fast a server serving requests. Therefore, we compute the processing time from system time based on Lindley’s
Recursion [154] which represents the waiting time of a current request as a recursive relation between system and processing times of the arrival and departure processes. Conversely, it is non-trivial in the case of \( m \) multiserver queues since \( m \) servers are servicing in parallel and anyone among them can service a flow. Krivulin [155] extends the idea of Lindley’s recursion to a G/G/m and derives a recursive relationship between the system, waiting and processing time. The basic idea of Kirvulin is to sort the departure time epochs and then compute the difference between arrival and departure time epochs. Also, in an \( m \) server queue, the first \( m \) departure processes have zero waiting time. Hence, once we know the processing time \( T_{ik} \), we can compute \( \mu_{ik} = \frac{1}{\mathbb{E}(X_{ik,t})} \).

**Resource usage:** In our case, the resource requirements function is trivial for the number of cores and memory, \( r_{1}^{i} = \sum_{k=1}^{\theta_{ik}} \theta_{ik} x_{jk} \), for \( l=1,2 \).

**Performance cost:** Our performance metric for a configuration is latency. We compute it using Equation (7.3.5). Hence, \( g_{ij} = \max_{\forall k \in \theta_{ik}} \tau_{ik} \). Intuitively, in a scenario with multiple instances, the traffic is split between component instances since different instances work in parallel. Therefore, we define the latency of a component as that of the instance with the highest system time.

**Capacity:** We define the capacity as the quantity of available resources or type \( l \), i.e., cores or memory. We denote it as \( \lambda_{l} \).

**SLO:** As we use latency as our performance metric, our SLO is the maximum acceptable latency for the service.

### 7.4 RConf

In this section, we present an approximation algorithm for VCP based on the relaxation of the formulation presented in Section 7.2, and a deterministic rounding process. Furthermore, we analyze complexity and performance of RConf.

#### 7.4.1 Algorithm

Algorithm 7.1 presents the pseudo-code for VCP. The algorithm takes an expected workload \( \lambda \) as input and computes the set of configurations \( \mathcal{C} \) that can serve it. From \( \mathcal{C} \) we can compute the set of resources of each type \( l \) required by each \( c_{ij} \), \( r_{1}^{i} \), its utilization \( \tau_{ij} \), and
its performance cost $g_{ij}$. The set $\mathcal{C}$ can be trivially computed with greedy approaches. For instance, for each $v_i$, take the minimum number of instances of the flavor with the fewer resources as the first configuration. From there, we start replacing a number of these instances by equivalent superior instances iteratively. A configuration is finally given by a set of instances, which is sufficient to serve $\lambda$ but that would not be if we remove any of the selected instances. Knowing $\mathcal{C}$, their resource requirements are computed as $r_{ij}^l = |\theta| \sum_{k=1}^{[\theta]} x_{jk} \theta_k^l$.

We start by computing the set of initial parameters (line 1). Then, we relax condition C4, converting our ILP into a linear problem. Using the formulation from Equation 7.2.1 with solvers such as CPLEX, we can obtain a fractional optimal configuration, obtaining the set of coefficients $w_{ij}$ (line 2). In case of a solution, we initialize variables $P$ and $R$ to store our intermediate rounding steps. Otherwise, the algorithm terminates (line 4).

RConf first evaluates the trivial rounding making the highest coefficient for each component equal to 1 and zeroing the rest (lines 6-8). This configuration is returned if it meets C1 and C2. If not, RConf tackles them alternatively in an iterative process. First, if performance constraints are not satisfied (C2), we select the component contributing the most to the performance costs and try to select a configuration with more resources to reduce its cost. As $c_i$ is sorted in non-decreasing order of resources, we choose the highest coefficient between the current and the configuration with most resources for that component, make it 1 and zero the rest (lines 11-13). Before updating the coefficients $w_{ij}'$, we check if the selected component has not been previously pushed in the other direction, i.e., we have not reduced its resources. If we have not, it is absent in set $R$. Similarly, we also check $P[i']$ to see whether we have already increased the resources of this component configuration, but not as much as now. If the condition is satisfied, we update the coefficients $w_{ij}'$ and add the duple $(i', j')$ to $P$. If not satisfied, we try with the next component regarding the performance cost. If no component can be updated, RConf fails to find a valid configuration in terms of performance constraint (lines 14-20).

Then, we evaluate constraint C1. If it is not satisfied, we follow a similar procedure, but this time taking the component consuming the most resources (line 22). We try to switch to a configuration with fewer resources by choosing the largest coefficient between $w_{ij}$ and our current $w_{ij}'$, making it 1 and zeroing the others (lines 23-24). We then check whether this component has been updated before or not by checking sets $P$ and $R$. If conditions are satisfied, we update $w_{ij}'$ and add the duple $(i', j')$ to $R$ (lines 25-27). Otherwise, we try with the next component regarding resource requirements (line 29) or fail to return a configuration (line 30). When both constraints C1 and C2 are satisfied, RConf returns the current $w_{ij}'$ that indicates the required configuration for each component (line 31).

It is worth noting that the models obtained following the robust queue based models are
Algorithm 7.1 RConf algorithm.

Require: \( \lambda \)

1: \( \{ C, \sum_{l=1}^{m} r'_{ij}, u_{ij}, g_{ij} \} \leftarrow \text{get\_init\_params}(\lambda) \)
2: \( w_{ij} \leftarrow \) solution of relaxed VCP
3: if No valid \( w_{ij} \) then
4: exit()
5: \( P,R \leftarrow \emptyset \)
6: for \( i \leq n \) do
7: \( w'_{ij} \leftarrow 1 \) for \( j' : w'_{ij} \geq w_{ij} \forall j \neq j' \)
8: \( w'_{ij} \leftarrow 0 \)
9: while C1 or C2 are not met do
10: if C2 not met then
11: \( i': w'_{ij} \cdot g_{ij} > w'_{ij} : g_{ij} \forall i \neq i', j \)
12: \( j': w'_{ij} == 1 \)
13: \( j': w'_{ij} > w_{ij} \), for \( j'' < j' \leq |c_i'| \)
14: if \( i' \notin R \) or \( (i' \in P \) and \( P[i'] < j') \) then
15: \( w'_{i'j} \leftarrow 1, w'_{i'j,j''} \leftarrow 0 \)
16: \( P[i'] = j' \)
17: else if \( w'_{i'j} \cdot g_{ij} \min(w'_{ij}) \cdot g_{ij} \) then
18: try next \( i' \)
19: else
20: No valid configuration found; Exit
21: if C1 not met then
22: \( i': w'_{ij} : (r'_{ij} : \upsilon^k) \geq w'_{ij} : (r'_{ij} : \upsilon^k) \forall i \neq i', j, k \)
23: \( j': w'_{ij} == 1 \)
24: \( j': w'_{ij} > w_{ij} \), for \( 0 \leq j' < j'' \)
25: if \( i' \notin P \) or \( (i' \in R \) and \( R[i'] > j' \) \) then
26: \( w'_{i'j} \leftarrow 1, w'_{i'j,j''} \leftarrow 0 \)
27: \( R[i'] = j' \)
28: else if \( w'_{i'j} : (r'_{ij} : \upsilon^k) \min(w'_{ij}) \cdot g_{ij} \) then
29: try next \( i' \)
30: else
31: No valid configuration found; exit()

Return \( w'_{ij} \)
crucial for the performance of RConf. Inaccurate models would lead to over or under-provisioning, lowering the resource utilization or degrading service performance respectively. Similarly, RConf’s primary asset is the rounding process performed over the solution provided by linear solvers (CPLEX in our case) to the relaxed version of VCP. That initial solution is not implementable (we cannot deploy fractions of instances) and applying a trivial rounding will usually not meet both C1 and C2 constraints, requiring a more elaborate solution like the one proposed. RConf can find near-optimal solutions. However, this comes at a price of complexity. To quantify this trade-off, we present a performance and complexity analysis of RConf in this section.

7.4.2 Complexity and Performance analysis

At its core, RConf solves a relaxed linear problem using a linear solver (e.g., CPLEX) applying the simplex algorithm [156]. For problems with \( n \) variables and \( m \) constraints, simplex finds an optimal solution in polynomial time (on average), or in the best case in \( \mathcal{O}(m \cdot \log m) \) [156]. However, in problems with a large number of variables, it is more appropriate to assume \( \mathcal{O}(n^m) \) [157], the simplex worst-case complexity.

VCP has \( \sum_{i=1}^{n} |c_i| \) variables, where \( |c_i| \) are the configurations per component, and \( n \) is the number of components. The number of constraints is \( m + 1 \), \( m \) different resources plus one for performance. In production environments, we may need to choose among a large number of feasible configurations for multiple components as well as consider multiple resources. Therefore, we assume a simplex worst-case complexity in our analysis. The complexity for the linear programming part is \( \mathcal{O}\left(\sum_{i=1}^{n} |c_i|\right)^{m+1} \). The posterior iterative rounding process can take up to \( \mathcal{O}\left(\sum_{i=1}^{n} |c_i|\right) \) in the worst case. Combining both components, RConf has a worst-case time complexity of \( \mathcal{O}\left(\left(\sum_{i=1}^{n} |c_i|\right)^{m+1} + \left(\sum_{i=1}^{n} |c_i|\right)\right) \).

We now show the approximation ratio of RConf with Theorem 7.2.

**Theorem 7.2 (RConf approximation ratio)** RConf has \( 1 + \epsilon \) approximation ratio.

**Proof** Let us define \( Z_{VCP} \) as the aggregated resource utilization of the optimal solution for an instance of VCP(Eq. 7.2.1). The decision variable \( w_{ij} = \{0, 1\} \) represents whether the optimal solution selects configuration \( j \) for component \( i \). We also define \( \hat{w}_{ij} = \{0, 1\} \) to denote the configuration selected for each component after rounding the solution to the relaxed instance of VCP. Then, we have that
The optimal resource utilization is larger or equal than that of the rounded solution usage. The term $\delta_i$ captures the difference across component resources utilization. Note that, hence, $\sum_{i=1}^{n} \delta_i \geq 0$. Additionally, the result obtained by rounding the relaxed instance solution may lead to a global configuration that violates the resource or performance constraints. RConf iterates over the solution replacing some of the selected configurations by other with less resources if the budget was exceeded; or more if performance constraints were exceeded. This results in

$$Z^{*}_{VCP} = \sum_{i=1}^{\psi} \nu_{il} \cdot \hat{w}_{ij} + \sum_{i=\psi+1}^{n} \nu_{il} \cdot \tilde{w}_{ij} + \sum_{i=1}^{\psi} \eta_i + \sum_{i=1}^{n} \delta_i,$$

Here, $\psi$ is the set of components whose configuration changed due to constraint violations. The new configuration is denoted by $\hat{w}_{ij}$. These $\psi$ components also change their contribution to the total utilization. This variation is captured per component by the term $\eta_i$. Note that, differently to $\delta_i$, $\eta_i$ is negative when resource budget constraints are violated (new configuration has less resources, higher utilization). When performance constraints are violated $\eta_i \geq 0$ (new configurations has more resources, lower utilization).

Let $Z^{RConf}_{VCP}$ be the final total utilization of RConf and $\Delta = \sum_{i=1}^{\psi} \eta_i + \sum_{i=1}^{n} \delta_i$. Observe that, necessarily, $\Delta \geq 0$. Therefore

$$Z^{*}_{VCP} = Z^{RConf}_{VCP} + \Delta \implies Z^{*}_{VC} = 1 + \frac{\Delta}{Z^{RConf}_{VCP}} = 1 + \epsilon$$

where $\epsilon = \Delta/Z^{RConf}_{VCP} \geq 0$. If no constraints are violated after the rounding, $\psi = 0$ and $\sum_{i=1}^{\psi} \eta_i = 0$. This expression also captures the case where the linear solver returns the optimal solution. In that case, $\delta_i = 0 \ \forall i$ and, inherently, $\eta_i = 0 \ \forall i$, leading to $\epsilon = 0$.

### 7.5 RConfPD

RConf computational complexity grows exponentially with problem size. Additionally, requires running a linear solver on every execution. Therefore, in practice, RConf can be
used for services such as web hosting, data analytics, among others, but it is not suitable for many networking or cloud services (e.g., edge computing applications or high-sensitive micro-services) which require near-instant provisioning [158]. We now introduce RConfPD, a primal-dual algorithm to find near-optimal approximations for resource provisioning with execution times substantially lower than RConf.

Section 2.1 presents the fundamentals of duality theory prerequisite for this section. The intuition behind the primal-dual approximation is to relax the complementary slackness (with the weak duality theorem) and to find a primal feasible solution starting from a feasible dual solution [67].

### 7.5.1 RConf Primal-dual and complementary slackness formulation

We presented the VCP ILP in Section 7.2. For RConfPD we use its relaxed version which eliminates the integrality constraint (C4), allowing $0 \leq w_{ij} \leq 1$. Next, we associate the dual variables $\pi_i$, $\psi$ and $\zeta_i$ with the constraints (C1), (C2) and (C3) of Eq. (7.2.1), respectively. Then, the corresponding linear program (i.e., the dual LP) is given as

$$\begin{align*}
\text{minimize} \quad & \sum_{i=1}^{m} \pi_i u_l^i + \sum_{i=1}^{n} \zeta_i + SLO(\mathcal{S}) \psi \\
\text{subject to} \quad & (D1) \sum_{i=1}^{m} \pi_i r_{ij}^l + g_{ij} \psi + \zeta_i \geq \nu_{ij}, \quad \forall i = 1, 2, \ldots, n, j = 1, 2, \ldots, |c_i|. 
\end{align*} \tag{7.5.1}$$

According to theorem 2.2, at optimality, both primal and dual satisfy complementary slackness [65]. In a primal-dual approximation, either primal or dual complementary slackness is relaxed to construct a feasible solution. For solving VCP, we relax the primal complementary slackness. Hence, the complementary slackness definitions for VCP are:

(i) $\forall i \in N, j \in c_i \implies \sum_{i=1}^{n} \sum_{j=1}^{|c_i|} r_{ij}^l w_{ij} = u_l(\mathcal{S})$ and $\sum_{i=1}^{n} \sum_{j=1}^{|c_i|} g_{ij} w_{ij} = SLO(\mathcal{S})$.

(ii) $\sum_{i=1}^{m} \pi_i r_{ij}^l + g_{ij} \psi + \zeta_i \geq \frac{\nu_{ij}}{\rho}$ such that $\rho > 1$.

For VCP, the dual slackness implies that violation of the resource or SLO constraints, which in turn would increase the primal profit, or the resource utilization. We therefore keep dual slackness tight. On the other hand, the (now relaxed) primal slackness implies that RConfPD is allowed to settle for a slightly reduced profit (at least $\frac{\nu_{ij}}{\rho}$) if it does not use additional resources.
7.5.2 RConfPD Algorithm

In MMKP-Knapsack problems, the concept of dominance plays an important role [159]. Consider two items $p$ and $q$ with weights $w_p$ and $w_q$, respectively. Let $\mathcal{P}_p$ and $\mathcal{P}_q$ be the corresponding profits. If $\mathcal{P}_p > \mathcal{P}_q$ and $w_p < w_q$, then item $q$ is dominated by item $p$, i.e., it offers greater profit at lesser weight [159]. In this case, we can remove the dominated item to save computation time without affecting the solution. Geometrically, the non-dominated (i.e., dominating) items are extreme points while dominated items are interior points of the polyhedron [146]. Since optimal solutions are located at the extreme points of the polyhedron [65], we can reduce the complexity of RConfPD without affecting the optimality by safely removing dominated items during a preprocessing stage [159].

Thus, removing dominated configurations requires to accurately determine their respective weights (i.e., resource consumption). In MMKP, each item is a multidimensional vector. One option to reduce this multi-dimensionality into a single dimension is to norm the vector [145]. In RConfPD, we use a similar idea and perform scaling of each resource based on its limits. We call it the resource norm. Consider two flavors $\mathcal{F}_1$ and $\mathcal{F}_2$ with resource requirements as shown in Table 7.3 and resource limits of 20 cores and 30GB memory (the norms for both flavors are also in the table). $\mathcal{F}_1$ uses a much smaller fraction of memory compared to $\mathcal{F}_2$. Therefore, scaling resources with the resource norm allow for a more precise estimation of resource consumption.

<table>
<thead>
<tr>
<th>Flavor</th>
<th>vCPU</th>
<th>Mem (GiB)</th>
<th>norm</th>
<th>resource norm</th>
<th>Max. vCPU</th>
<th>Max. RAM</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{F}_1$</td>
<td>10</td>
<td>1</td>
<td>10.04</td>
<td>0.5011</td>
<td>20</td>
<td>30</td>
</tr>
<tr>
<td>$\mathcal{F}_2$</td>
<td>1</td>
<td>10</td>
<td>10.04</td>
<td>0.337</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 7.3: A numerical example of resource norm scaling.

We now describe RConfPD in detail. We provide its pseudo-code in Algorithm 7.2. First, we initialize both primal and dual variables of Eq.(7.2.1) and Eq.(7.5.1). In most primal-dual algorithms, the dual variables are increased based on some predefined rate. As Knapsack is a variant of the packing problem, we increase the dual variables based on the remaining capacity (Alg. 7.2, lines 1-5).

The main loop in RConfPD iterates over the different components in the service. Each of these iterations has two differentiated steps. The first step is presented as a different algorithm, Algorithm 7.3, that aims to eliminate dominated configurations. Here, we first compute the resource norm for the resource requirement of each configuration (Alg. 7.3, line 1). To compute this norm, we make use again of the robust queue based models presented in Section 7.3, as we require the performance cost for each configuration. Again,
Algorithm 7.2 RConfPD

Require: $\lambda$
1: limit$_l$ ← $u_l^l, \forall l \in 1, 2, \ldots, m$
2: lim$_g$ ← $SLO(S)$
3: $\psi$ ← 0
4: $\forall l = 1, 2, \ldots, m, \pi^l \leftarrow 0$
5: $\forall i \in N, j \in |c_i|, w_{ij} \leftarrow 0$
6: for $i \leftarrow 1$ to $n$ do
7: Remove dominated configurations for $i^{th}$ component using Algorithm 7.3
8: winner ← $\arg\max_{j \in c_i} \max_{j \in c_i} \frac{\psi_{ij}}{\| r_{ij} \|}$
9: $\zeta_i \leftarrow \min_{j \in c_i} \psi_{ij}$
10: $\forall l = 1, 2, \ldots, m, \pi^l \leftarrow \frac{1}{\text{limit}_l}$
11: $\psi \leftarrow \frac{1}{\text{lim}_g}$
12: $\forall i \in N, \zeta_i \leftarrow \min \psi_{ij}, \forall j \in |c_i|$
13: while constraint (D1) is tight in Eq.(7.5.1) do
14: Increase $\pi^l, \psi$ and $\zeta_i$
15: $w_{ij} \leftarrow 1$
16: limit$_l \leftarrow \text{limit}_l - r_{ij}, \forall l = 1, \ldots, m$
17: $\text{lim}_g \leftarrow \text{lim}_g - g_{ij}$
return $w_{ij}$

Algorithm 7.3 Dominated configuration removal for $i^{th}$ component

Require: $c_i, \forall i \in N$
1: Compute $\| r_{ij} \| = \sqrt{\sum_{l=1}^{m} \frac{r_{ij}^2}{u_l^l} + \frac{g_{ij}^2}{SLO}, \forall j \in c_i, i \in N}$
2: for $p \leftarrow 1$ to $|c_i|$ do
3: for $q \leftarrow p + 1$ to $|c_i|$ do
4: if $(\| r_{ip} \| < \| r_{iq} \|)$ and $(\psi_{ip} > \psi_{iq})$ then
5: $c_i \leftarrow c_i \setminus \{q\}$
Return non-dominated configurations
using imprecise models would invalidate the outputs of the algorithm. Afterward, we compare all configurations to check for domination relations. If a configuration \( q \) has higher resource norm and lesser profit than a configuration \( p \), then \( q \) is dominated and removed from the configuration set for the \( i^{th} \) component, (Alg. 7.3, lines 4-5). Back to the main loop in Alg. 7.2, we select a winner from the remaining configurations. This winner is the configuration that yields the maximum profit per unit resource norm (a.k.a. profit-to-weight ratio in a 0-1 knapsack problem)(Alg. 7.2, line 8). Then, we increase the dual variables until the constraint \((D1)\) becomes tight in Eq.(7.5.1)(Alg. 7.2, line 13). We set the corresponding primal variable of that configuration to 1 (Alg. 7.2, line 15). Finally, we update the limits based on the resource usage of the selected configuration (Alg. 7.2, lines 16 and 17). Once we have gone through all the components, we return the final service configuration.

7.5.3 Complexity and Performance Analysis

The removal of dominant configurations takes \( O(|c_i| \log |c_i|) \) steps due to sorting. Arranging configurations in non-increasing profit-to-weight ratio, we can determine the maximum and tighten constraint in \( O(1) \) steps. Hence, time complexity is \( O(|c_i| \log |c_i|) \) per component and of \( O(n \sum_{i=1}^{n} |c_i| \log |c_i|) \) for \( n \) components.

RConf finds an optimal solution for relaxed Eq.(7.2.1), which is a primal linear program. Therefore, by the duality theorem, Eq. (7.5.1) has a feasible solution [65]. Shamir and Rawitz [160] prove that the linear programming formulation of MMKP has a polynomial approximation time scheme (PTAS) for fixed \( m \) resource dimensions. As RConfPD does not modify resource dimensions of the flavors, it is also a PTAS. We now study its approximation ratio.

Theorem 7.3 (RConfPD approximation ratio) RConfPD has an approximation ratio \( \rho \).

Proof We denote the total utilization of an optimal solution for Eq.(7.2.1) as

\[
Z_{VCP} = \sum_{i=1}^{n} u_{ij} \cdot w_{ij} \leq \rho \left\{ \sum_{l=1}^{m} \pi^l \cdot \sum_{i=1}^{n} r_{ij} \cdot w_{ij} + \psi \sum_{i=1}^{n} g_{ij} \cdot w_{ij} + \sum_{i=1}^{n} \zeta_{ij} \cdot w_{ij} \right\},
\]

The inequality is the result of relaxing the dual complementary slackness that implies \( u_{ij} \leq \rho \left( \sum_{l=1}^{m} \pi^l \cdot r_{ij} + \psi \cdot g_{ij} + \zeta_{ij} \right) \). At the same time, since \( w_{ij} = 1 \), due to complementary slackness (i) \( \sum_{i=1}^{n} r_{ij} \cdot w_{ij} = u' \) and ii) \( \sum_{i=1}^{n} g_{ij} = SLO(S) \). Therefore,

\[
Z_{VCP} \leq \rho \left\{ \sum_{l=1}^{m} \pi^l \cdot u' + \psi \cdot SLO(S) + \sum_{i=1}^{n} \zeta_{i} \right\}.
\]
Finally, by Eq.(7.5.1), we have

\[ Z_{VCP} \leq \rho \cdot Z_{VCP}^{RConfP} \implies \frac{Z_{VCP}^{RConfP}}{Z_{VCP}} \leq \rho, \]

where \( Z_{VCP}^{RConfP} \) is the total utilization of RConfPD and \( \rho \geq 1 \).

### 7.6 Summary

Optimal deployment of complex services in a virtualized environment is still an open problem. These services typically consist of a set of connected components, and each component may consist of multiple instances. Each instance can, in turn, be run in different virtual flavors, while the service constructed by the combination of these instances must satisfy a customer SLO.

While there have been efforts to answer the questions of when to provision additional resources in a running service, and how many resources are needed, the question of what (i.e., which combination of instances) should be provisioned has not been investigated yet. In this chapter, we offer to service providers the first system that automatically deploys component instances for complex services to maximize resource utilization at the providers’ premises in the presence of customer constraints.

Our system consists of two key technologies (RConf and RConfPD), both of which build on an analytical model based on robust queueing theory to accurately model arbitrary components. With the aid of this model, RConf proposes an algorithm to ultimately find the optimal combination of component instances, such that the overall utilization of the running instances is maximized while meeting SLO.
Chapter 8

ARPP Resource Provisioning Evaluation

This chapter presents the evaluation results of approaches and models proposed in the previous chapter namely RConf, RConfPD and robust queueing based performance model.

First, we describe our experimental setup. Afterward, we motivate the need for profiling and present profiling results. Subsequently, we not only evaluate RConf over state-of-the-art solutions but also validate on real cloud instances. Finally, we evaluate and compare the performance and solution quality of RConfPD over state-of-the-art solutions.
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In this chapter, we evaluate RConf and RConfPD in both a real-world deployment and simulations. Specifically, we show that both solutions, constrained by a customer SLOs, do indeed find (near-)optimal configurations that increase resource utilization when compared to one-size-fits-all approaches. Further, RConfPD does find a near-optimal configuration at a computational expense order of magnitude below that of RConf.

8.1 Experimental Setup

The primary contribution of both RConf and RConfPD is to allow each component of a service to be run in different instance flavors if this improves the resource utilization while meeting SLOs. To obtain representative flavors for our experiments, we use a subset of the flavors offered by Amazon EC2 as listed in Table 8.1.

<table>
<thead>
<tr>
<th>Instance</th>
<th>vCPU</th>
<th>Mem (GiB)</th>
<th>Usecase</th>
</tr>
</thead>
<tbody>
<tr>
<td>T2.small</td>
<td>1</td>
<td>2</td>
<td>General purpose</td>
</tr>
<tr>
<td>T2.medium</td>
<td>2</td>
<td>4</td>
<td>General purpose</td>
</tr>
<tr>
<td>T2.large</td>
<td>2</td>
<td>8</td>
<td>General purpose</td>
</tr>
<tr>
<td>M3.medium</td>
<td>1</td>
<td>3.75</td>
<td>Enterprise applications</td>
</tr>
<tr>
<td>M3.large</td>
<td>2</td>
<td>7.5</td>
<td>Backend servers</td>
</tr>
<tr>
<td>M3.xlarge</td>
<td>4</td>
<td>15</td>
<td>Cluster computing</td>
</tr>
<tr>
<td>C3.large</td>
<td>2</td>
<td>3.75</td>
<td>Webservers</td>
</tr>
<tr>
<td>C3.xlarge</td>
<td>4</td>
<td>7.5</td>
<td>Batch processing</td>
</tr>
<tr>
<td>C3.2xlarge</td>
<td>8</td>
<td>15</td>
<td>Distributed analytics</td>
</tr>
</tbody>
</table>

Table 8.1: A summary of the instance flavors and their CPU (in cores) and RAM (in GB) resources used in our experiments.

This subset offers a variety of combinations of processors and memory, and each flavor has a different preferred use case. Generally, flavors of the M3 category are intended to be used in memory-hungry components such as the DB in our case, and C3 instances are well-suited for compute-intensive components such as the WS in our three-tiered service. We also use some general purpose instances that are not designed for a particular type of component.

To measure the real-world flavor capabilities, we deploy on Amazon EC2 the CloudSuite web serving benchmark [161] as a real-world example of a three-tier web-service as depicted in Figure 8.1. Web requests generated by httpperf [162] arrive at a load balancer
(LB), for which we use HAProxy\(^8\). The LB forwards user requests to a web server (WS) running Elgg\(^9\), a widely used social networking engine. Finally, the WS queries a MySQL database (DB) to fetch requested content.

![Diagram of Experiment Setup](image)

**Figure 8.1: Experiment Setup**

### 8.2 Profiling

Our goal in profiling instance flavors is to evaluate performance accuracy of our robust queue model. We first measure the performance in a real-world deployment and then compare our findings with the predictions obtained by a robust queueing model, as well as with the predictions obtained by employing a traditional G/G/m queue.

#### 8.2.1 Methodology

We deploy our service on Amazon EC2 such that each component is running on a different instance and profile, and each component running on each flavor. To be able to profile each component of the service individually, we isolate that component, in the sense that we intentionally over-provision all other components in the service with the goal of finding the limits of the component under investigation. For example, to profile a DB on a T2.small instance, we intentionally deploy both LB and WS on C3.2xlarge instances, so that the DB is the bottleneck of the complete chain.

After that, we perform profiling by increasing the system load at a constant rate and determine the system time (i.e., the total time spent in the component between arrival and departure) of each flow for the instance at that load. Further, it is essential to calculate

---

\(^8\)http://haproxy.org

\(^9\)http://elgg.org/
the service rate of that component to determine the load of a component. The service rate computation requires deriving the processing time from the system time which is not trivial for multi-server queues since multiple servers are servicing in parallel and anyone among them can service the flow. Krivulin [155] extends the idea of Lindley’s recursion to a G/G/m queue and derives a recursive relationship between the system, waiting and processing time. We thus implement Krivulin’s equations for computing the processing time and service rate of the flows.

8.2.2 Results

Figure 8.2 shows the results of profiling EC2 instances. Each figure shows the following system times:

- The measured system time in profiling.
- The predicted system time by RConf robust queue model.
- The maximum system time of a G/G/m queue for all types of components we consider in our service and their most reasonable instance flavors.

Our key observations are as follows:

- **Components scale well on different flavors.** Each row in Figure 8.2 (e.g., (a) to (c)) shows one scaled type of instance for a particular component. Each step in one row roughly represents a doubling of resources, and the right-most plotted point for each measure or prediction marks the breaking point of an instance, i.e., the point at which the instance cannot handle more requests. Here, we can see that more capable instance flavors can handle higher arrival rates, which is not surprising. One interesting find is however that some instances scale very well with an increasing number of requests. For instance, we can observe that the latency for running a DB on the memory optimized instance flavors (see (d) to (f)) decreases with an increasing arrival rate, which may seem counter-intuitive initially. The reason for this is that the DB with increasing load also starts more worker threads internally and is thus able to handle the load appropriately. We can observe this effect up to a certain point, at which the DB begins to struggle with the load and finally reaches a breakpoint, at which it can not handle any more requests (e.g., at around 220 requests for an M3.medium instance).

- **RConf is accurate.** More importantly, our model can accurately predict the real-world system time of each component. RConf predicts the capabilities of most instances well. We see the most accurate predictions for an LB running on T2.small, a DB running on M3.large and a WS running on C3.2xlarge. In these cases, RConf is at most a few milliseconds off target, and in some cases (e.g., DB @ M3.large, Figure 8.2(e)) yields a perfect prediction. For the remaining six depicted flavors we
Figure 8.2: Measured (profiled) system time vs. RConf prediction vs. theoretical G/G/m system time (maximum).
also receive encouraging results, which deviate in the scale of 10s of milliseconds for most cases. We have profiled all three components on all nine instance flavors and this result generalizes to the combinations not shown in Figure 8.2.

- **If RConf is wrong, it does the right thing.** It is further worth noting that if RConf deviates from the actual measured values, the deviation goes in the correct direction. RConf is a conservative approach that *over-predicts* the time required to process a specific load with a particular combination. While over-predictions are not desirable, their downside is that RConf might occasionally miss a combination that can do the job with fewer resources. In contrast, if it would systematically *under-predict* the latency, it would run in the much more severe danger of violating customer SLOs by selecting instance flavors too optimistically. The only case of under-prediction is for a WS running on C3.large, and there only for a few intermediate request rates. Over-predicting in other cases balances this rare under-prediction.

- **RConf will adapt to dynamic load.** Our model is also able to adapt to dynamic (e.g., increasing) load. As we now know the maximum service rate for each combination (indicated by the breaking point), RConf will know at which point it will need to scale up a specific component. For instance, consider a service dealing with an arrival rate of 100 requests per second (rps) and has thus deployed a single M3.medium instance for the DB. If the load increases to 200 rps, RConf will not scale up the DB, as it knows that the M3.medium instance can handle this load well (Figure 8.2(d)). In contrast, if the load further increases to 250 rps, RConf will add one or more additional instance(s). Note that these instances do not necessarily have to be M3.medium again, as now RConf only needs to provide resources for an additional 50 rps.

- **G/G/m queues are unsuitable for our purpose.** Employing a G/G/m queue results in significantly over-predicting the system time, often by several orders of magnitude. The reason is that we can only use the maximum system time in a standard G/G/m queue, while we can not compute the average system time as done in RConf [76]. As a consequence, employing G/G/m queues for resource provisioning would result in a prohibitive resource over-provisioning. Concretely, deploying a DB component that matches a 30ms SLO can be done with one M3.large instance in RConf, while a G/G/m queue would deploy 1344 such instances (see Figure 8.2(e), note the log scale of the y-axis for the expected delay of a single instance predicted by a G/G/m queue). Additionally, when using a G/G/m queue, we can not find a solution always (indicated by breaks in the respective curve). The reason is that for a G/G/m queue, the maximum system time is computed as follows:

\[
\tau \leq \frac{\lambda (\sigma_a^2 + \sigma_s^2/m + (1/m^2 - 1/m^2)\mu^2) + 1}{2(1 - \rho)\mu} \quad (8.2.1)
\]

From the above equation, we observe that \(\tau\) is undefined when \(\rho \geq 1\). That is, when the system is fully loaded, the system time is undefined for G/G/m.
8.3 RConf

In our second step, based on the results obtained from the profiling, we evaluate RConf with regards to its real-world feasibility. Here, we first let RConf find the optimal solution for the deployed service and show that RConf improves utilization over one-size-fits-all solutions. In a second step, we show based on real experiments that the solution RConf found in the first step satisfies the customer SLOs.

8.3.1 Methodology

In our experiment, a customer wants to set up a three-tiered web service as introduced above. Here, the customer demands that each request towards that service is handled in less than 300ms as per typical SLO in virtual infrastructures [50]. The customer also indicates that the service will experience a load of 200 rps and that she is not willing to pay for more than 20 CPU cores and 40 GB memory. To show the adaptability of RConf, we also assume that this load is not static, but increases over time, and will thus evaluate the configurations chosen by RConf for varying request rates. Note that we fix the LB to the largest instance in the experiment for all approaches, as all traffic enters our experimental deployment through that node.

We compare the solution found by RConf to several one-size-fits-all solutions. Specifically, we evaluate whether it is possible to find a solution that matches the customer SLO and budget in any of these approaches (including RConf), and how well each approach utilizes the deployed resources. More concretely, we compare RConf against configurations that only choose the largest available instances (i.e., over-provisioning), configurations that only choose the smallest available instances, and an expert configuration. In the latter, we scale up a component by adding instances that best match that component’s requirements. For instance, memory-dominated instances are added to scale the DB component. Here, the expert determines a flavor that matches component’s requirements in general, but it is important to note that the expert can not know the resource requirements of particular services. Thus, this allocation is a superior choice than the largest-only approach (which is not fit to any component) but is still likely to result in over-provisioning to some extent.

8.3.2 Results

Table 8.2 shows the solutions found by each approach for 200 rps. We can observe that only RConf and the expert choice can find solutions in this case, and further that RConf outperforms all other approaches regarding average resource utilization (ARU) of each com-
ponent. In particular, we increase utilization by 38% over over-provisioning, 50% over choosing only small instances, and 16% over the expert choice, which uses computationally powerful C3.xlarge instances for the WS and M3.large as a memory-optimized instance for the DB. Note that this utilization gain is achieved even though RConf over-predicts the latency for some configurations as indicated above.

<table>
<thead>
<tr>
<th>Flavor</th>
<th>Largest</th>
<th>Smallest</th>
<th>Expert</th>
<th>RConf</th>
</tr>
</thead>
<tbody>
<tr>
<td>Load Balancer</td>
<td>C3.2XLarge</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Webserver</td>
<td>T2.small</td>
<td>5</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>C3.xlarge</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>C3.2xlarge</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Database</td>
<td>T2.small</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>M3.medium</td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>M3.large</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>C3.2xlare</td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>SLO (ms)</td>
<td>300</td>
<td>300</td>
<td>300</td>
<td>300</td>
</tr>
<tr>
<td>Latency (ms)</td>
<td>299.28</td>
<td>303.93</td>
<td>293.28</td>
<td>296.3</td>
</tr>
<tr>
<td>CPU/RAM used</td>
<td>32/60</td>
<td>15/30</td>
<td>18/37.5</td>
<td>14/29</td>
</tr>
<tr>
<td>Valid (20/40)</td>
<td>No (Budget)</td>
<td>No (SLO)</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Valid (15/30)</td>
<td>No (Budget)</td>
<td>No (SLO)</td>
<td>No (Budget)</td>
<td>Yes</td>
</tr>
<tr>
<td>ARU (%)</td>
<td>53.423</td>
<td>48.864</td>
<td>63.638</td>
<td>73.503</td>
</tr>
</tbody>
</table>

Table 8.2: Comparison of resource allocation and resulting utilization among different approaches under the specified budgets and latency SLO. Instance flavors not shown were not chosen by any approach.

In detail, selecting large instances results in over-provisioning with only approximately half of the resources provisioned being used. Also, the solution found in over-provisioning is violating the customer budget and thus not valid. Simultaneously, we cannot match the SLO by selecting small instances only. The reason for this is that here we are limiting the DB component to T2.small instances (which are not a good match for the DB requirements) results in increased latency for this component. As a result, no matter how many T2.small instances we deploy, we can not get below the SLO of 300ms. In contrast, the expert choice solution avoids this dilemma and selects an appropriate instance type for the DB component. We also see that with this allocation, resource utilization increases over over-provisioning.
and that the solution satisfies both customer SLO and budget.

Still, $\text{RConf}$ outperforms the expert choice. To find the configuration that maximizes utilization, it finds a configuration that is a mixture of smallest only (web servers) and the expert choice (database). Here, the strength of $\text{RConf}$ is that it is not bound to a single instance flavor, but can instead choose from all available flavors and thus yield significant utilization gain. This utilization gain is also reflected in saving resources: $\text{RConf}$ also deploys 22% fewer resources. Consequently, $\text{RConf}$ can even meet stricter customer budgets. As shown in Table 8.2, unlike to $\text{RConf}$, the expert choice approach cannot find a valid solution if we decrease the budget to 15 cores and 30 GB RAM.

<table>
<thead>
<tr>
<th>Requests/second</th>
<th>200</th>
<th>250</th>
<th>350</th>
<th>450</th>
</tr>
</thead>
<tbody>
<tr>
<td>Configuration</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DB</td>
<td>1x M3.medium</td>
<td>1x M3.medium + 1x T2.small</td>
<td>1x M3.medium + 2x T2.small</td>
<td>1x M3.medium + 3x T2.small</td>
</tr>
<tr>
<td>WS</td>
<td>5x T2.small</td>
<td>5x T2.small + 2x M3.medium</td>
<td>5x T2.small + 2x M3.medium + 1x C3.xlarge</td>
<td>5x T2.small + 2x M3.medium + 1x C4.xlarge + 4x T2.medium</td>
</tr>
<tr>
<td>Latency (ms)</td>
<td>217.1</td>
<td>213.0</td>
<td>207.6</td>
<td>215.3</td>
</tr>
</tbody>
</table>

Table 8.3: $\text{RConf}$ meets the pre-defined SLO requirements and scales up components as required.

Finally, we show that the configuration found by $\text{RConf}$ for 200 rps is meeting the SLO set by the customer. For that, we deploy our three-tiered system under this configuration and measure the end-to-end latency of the complete service as configured by $\text{RConf}$. To demonstrate the ability to dynamically scale-up a service on demand, we increase the load towards the service sequentially. In Table 8.3, we indeed see that even for dynamic request rates, $\text{RConf}$ can comply with the SLO always. Moreover, $\text{RConf}$ scales up instances and runs with various combinations over time. In this case, $\text{RConf}$ provides additional web servers and databases for each increase in the request rates. Here, once $\text{RConf}$ receives the information about the new (increased) load, it finds the optimal configuration for the difference between the new load and the previous maximum service rate and deploys instances accordingly. For instance, the five WS running on T2.small are (almost) completely utilized with 200 rps (each having a maximum service rate of 40 rps), and thus $\text{RConf}$ finds an optimal solution for the remaining 50 requests when configuring the service for the new load of 250 rps. It then deploys the found solution in addition to already running instances to avoid complete reconfiguration of the service. For the opposite way (decreasing load), $\text{RConf}$ can similarly find the new configuration. In that case, the set of possible configurations to choose from for provisioning the new (reduced) load would be the set of combinations of the currently deployed instances. That way, the required instances will be kept running, while $\text{RConf}$ can shut down unused instances. Note however that for stateful applications such as a DB or a firewall, this requires the transfer of application state to the remaining instances, which is out of the scope of this chapter.
8.4 RConfPD

Next, we show that RConfPD is capable of arriving at a solution much faster than RConf while providing a near-optimal configuration of a requested service.

8.4.1 Methodology

**Computational Complexity.** We first evaluate RConfPD in our three-tiered service against the results obtained from RConf. Then, to evaluate the scalability of both approaches, we use extended MMKP benchmarks to simulate large-scale experiments [158].

There are 17 MMKP benchmarks divided into two classes, INST and RTI. Each benchmark \( i \) describes \( n_i \) components (100 \( \leq n_i \leq 500 \) for INST benchmarks, and \( 10 \leq n_i \leq 500 \) for RTI benchmarks) and each component offers \( c_i \leq 20 \) configurations. Each configuration consists of up to 10 different dimensions that we assimilate as resource types, e.g., CPU cores or memory. The following table 8.4 shows the number of components and configurations (max in RTI) benchmarks.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>( n )</th>
<th>( \max[c_i] )</th>
<th>Total configurations</th>
<th>Benchmark</th>
<th>( n )</th>
<th>( \max[c_i] )</th>
<th>Total configurations</th>
</tr>
</thead>
<tbody>
<tr>
<td>INST21(I21)</td>
<td>100</td>
<td>10</td>
<td>1000</td>
<td>RTI07(R07)</td>
<td>10</td>
<td>10</td>
<td>100</td>
</tr>
<tr>
<td>INST22(I22)</td>
<td>100</td>
<td>10</td>
<td>1000</td>
<td>RTI08(R08)</td>
<td>20</td>
<td>10</td>
<td>200</td>
</tr>
<tr>
<td>INST23(I23)</td>
<td>100</td>
<td>10</td>
<td>1000</td>
<td>RTI09(R09)</td>
<td>30</td>
<td>10</td>
<td>300</td>
</tr>
<tr>
<td>INST24(I24)</td>
<td>100</td>
<td>10</td>
<td>1000</td>
<td>RTI10(R10)</td>
<td>40</td>
<td>20</td>
<td>800</td>
</tr>
<tr>
<td>INST25(I25)</td>
<td>100</td>
<td>20</td>
<td>2000</td>
<td>RTI11(R11)</td>
<td>40</td>
<td>20</td>
<td>800</td>
</tr>
<tr>
<td>INST26(I26)</td>
<td>100</td>
<td>20</td>
<td>2000</td>
<td>RTI12(R12)</td>
<td>40</td>
<td>10</td>
<td>4000</td>
</tr>
<tr>
<td>INST27(I27)</td>
<td>200</td>
<td>10</td>
<td>2000</td>
<td>RTI13(R13)</td>
<td>50</td>
<td>10</td>
<td>5000</td>
</tr>
<tr>
<td>INST28(I28)</td>
<td>300</td>
<td>10</td>
<td>3000</td>
<td>INST29(I29)</td>
<td>400</td>
<td>10</td>
<td>4000</td>
</tr>
<tr>
<td>INST30(I30)</td>
<td>500</td>
<td>10</td>
<td>5000</td>
<td>INST30(I30)</td>
<td>100</td>
<td>10</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 8.4: INST and RTI benchmark information.

Hence, we have scenarios in which our solutions need to provision highly complex services with 10 to 500 components, each with up to 20 different 10-dimensional configurations. We use these benchmarks to complement the results of our three-tiered architecture. In essence, with the benchmarks, we evaluate RConf and RConfPD computational complexity on a large-scale; highly complex services that can consist of up to 500 tiers.

**Solution Quality.** Besides a lower computational complexity, RConfPD should also provide near-optimal results. To measure the solution quality, we provide two different experiments. First, we compare RConfPD and RConf performance for the benchmarks as men-

---

9\textsuperscript{th}http://www.es.ele.tue.nl/pareto/MMKP/benchmark_files/
tioned earlier. Secondly, we emulate our initial experiment. Unfortunately, however, RTI and INST benchmarks were not thought of as a cloud service, so we modify them varying the per-resource budget to emulate the capacity of our initial three-tiered scenario. We use the configuration descriptions of each component as instance flavors and their profit as the number of requests that instance flavor can handle. We then let RConf and RConfPD find (near-)optimal combinations of these instances. Inline with our three-tiered service evaluation for RConf, the aim of both solutions is maximizing resource utilization, i.e., the ratio of the number of requests that either solution provisions to the number or requests requested by the customer.

This modification allows us to vary both the customer budget as well as the request rate, similar to our RConf evaluation. Further, it enables a statistical comparison that goes beyond the 17 benchmarks provided by [158]. Moreover, we can now also compare RConf and RConfPD against one-size-fits-all solutions. In particular, the largest-only solution is based on the instance configuration that handles the most requests, while the smallest-only solution would pick a number of the smallest capacity instances.

### 8.4.2 Results

**Computational Complexity.** Figure 8.3 shows the measured time for various request rates and benchmarks. We find that RConfPD is orders of magnitude faster than RConf across all experiments. These results reflect our intuition behind the use of a primal-dual approximation. More importantly, for both our three-tiered service and the RTI benchmarks, RConfPD can determine its selected configuration within a time of one millisecond, whereas RConf often needs hundreds of milliseconds to arrive at its proposed configuration. Even for a

---

11Note that there is a linear relation between the profit and the resources provisioned in the benchmark, which makes this transformation feasible
highly complex service with 500 different components (INST benchmark I30), RConfPD computes a solution in at most 9 ms. This difference makes RConfPD the go-to tool for time-sensitive applications.

**Solution Quality.** The improvement in computational complexity is only valid if at the same time RConfPD proposes a solution of high quality, close to the optimal solution of RConf. Therefore, we subsequently compare the solution quality (i.e., the ratio of the objective value achieved to the optimal objective value) of both methods. In Figure 8.4, our key observations are as follows.

First, RConfPD achieves at least 80% of the optimal objective value in all cases. Note that this does not indicate that RConfPD achieves 20% less resource utilization compared to RConf, but is merely an indicator of how close both solutions are regarding the MMKP profit. Practically, RConfPD in many cases finds an exact solution as RConf does. Second, RConfPD is much closer to the optimal solution in the real-world scenario of our three-tiered service than in the standard MMKP benchmarks. Concretely, RConfPD achieves a solution quality of \( \approx 99\% \) of the RConf solution. The reason is that here the number of components is limited to three, which leaves little room for substantial differences in choosing configurations, while the benchmarks offer much larger problem sizes. Third, note that RConfPD is unable to find a solution for benchmarks R07 and R13 due to a violation of the resource limiting constraint. The Eq. (7.2.1) formulation requires a selection from every component. In both R07 and R13, there are components with a single configuration. Hence, RConfPD has to include these configurations and then later violates the resource constraint, and does not find a feasible solution. Note, however that single configuration components are not an issue in practice, as both RConf and RConfPD are targeted at environments where there exist multiple flavors for each component.

Finally, while RConfPD often finds the same solution as RConf, it frequently chooses a different configuration with less overall resource utilization. Table 8.5 shows the selected configurations of both RConf and RConfPD for a subset of different request rates in our experiments. Here, we see that RConf chooses a different set of instances across components and request rates, which results in higher resource utilization with RConf.

<table>
<thead>
<tr>
<th>Req./second</th>
<th>225</th>
<th>450</th>
<th>650</th>
<th>1500</th>
<th>2500</th>
<th>6250</th>
</tr>
</thead>
<tbody>
<tr>
<td>Component</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RConf Choice</td>
<td>3x M3.large</td>
<td>7x T2.medium</td>
<td>7x T2.small</td>
<td>4x T2.large</td>
<td>26x T2.small</td>
<td>16x T2.large</td>
</tr>
<tr>
<td>RConfPD Choice</td>
<td>6x T2.small</td>
<td>12x T2.small</td>
<td>3x C4.large</td>
<td>8x M3.medium</td>
<td>13x M3.medium</td>
<td>32x M3.medium</td>
</tr>
<tr>
<td>RConf Util.</td>
<td>99.29%</td>
<td>99.21%</td>
<td>94.48%</td>
<td>95.99%</td>
<td>97.83%</td>
<td>99.99%</td>
</tr>
<tr>
<td>RConfPD Util.</td>
<td>93.74%</td>
<td>93.73%</td>
<td>88.55%</td>
<td>93.75%</td>
<td>96.15%</td>
<td>97.65%</td>
</tr>
</tbody>
</table>

Table 8.5: Difference in configurations for RConfPD vs. RConf.
Solution quality in extended benchmarks. We now evaluate our approaches with the modified benchmarks as mentioned above. We focus on two key results. First, how both RConf and RConfPD perform for a single benchmark. Second, by randomly picking 100 different customer budgets and request rates for each benchmark, we evaluate 1700 different instances for richer statistical evaluation.

Figure 8.5 shows the objective value or profit achieved by RConf and RConfPD compared with the one-fits-all configurations for the most complex benchmark, INST30 with 500 components. We can observe i) that in most cases the largest-only approach does not find a feasible configuration as it violates the customer budget; ii) RConf starts finding solutions with lower customer budget compared to all other approaches; iii) RConf always finds the best solution, while RConfPD and smallest-only are within 4% of that solution quality. These results are in line with what we saw when evaluating RConf on the three-tiered service. Note that there we also showed that the smallest-only strategy usually results in violating the SLO.

Finally, Figure 8.5 shows the statistical evaluation of the 1700 configurations in the form of a CDF, comparing the results of RConfPD, smallest-only and largest-only to that of RConf. Although no approach matches RConf solutions quality, RConfPD achieves the best results (right-most curve in the CDF). One peculiarity is that, while the largest-only strategy is not able to find any budget-satisfying solution in 81% of the cases, it beats RConfPD in roughly 2 – 3% of the cases where the workload was close to a multiple of the requests the largest instance could handle.

In summary, we have initially shown that the robust queueing framework which RConf and RConfPD are built on delivers accurate profiling results for measuring flavor capabilities. Additionally, RConf yields an improvement of up to 50% resource utilization when compared to one-size-fits-all solutions, and simultaneously also provisions more than 20% fewer resources. For time-sensitive applications, RConfPD yields a speed-up factor of at
8.5 Summary

In this chapter, we evaluated RConf and RConfPD along with a robust queueing based analytical model on real-world deployment as well as simulations. The profiling results clearly illustrate the adaptability and applicability of our analytical model for predicting the performance of a specific instance flavor when used for a given component in the complex service.

Our real-world experiments show that RConf can increase utilization by 16 – 50% over one-size-fits-all solutions and deploys 22% fewer resources than the best of the studied approaches. Further, RConf manages to find valid configurations where the one-size-fits-all approaches either violate the customer SLO or the budget constraints, and thus gives the service provider additional opportunities to satisfy incoming customer requests, and thus gives the service provider additional opportunities to satisfy the incoming customer requests.

For time-sensitive applications, RConfPD computes a near-optimal solution with up to 99% of the solution quality of RConf two orders of magnitude faster. Both approaches manage to find valid configurations where one-size-fits-all approaches violate either customer SLO or budget constraints. Thus, it gives the service provider additional opportunities to satisfy the incoming customer requests.
Chapter 9

Discussion and Future Work

This dissertation underlines the importance of optimizing both pricing and resource provisioning and introduced the challenges. As a result, previous chapters presented ARPP pricing and provisioning modules.

First, we start with the summary of whether ARPP modules addressed the challenges presented in Section 1.3. Finally, we suggest the possible enhancements to ARPP modules.
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9.1 Recap: Does ARPP Meet the Challenges?

In this section, we recap how ARPP addressed the challenges presented in Section 1.3. In cloud computing, customers are often strategic. Moreover, sealed bid auctions are susceptible to bidder collusion. Hence, incentive compatible auctions are designed to motive truthful behavior among users. RAERA satisfy not only incentive compatibility but also individual rationality. Additionally, RAERA determines allocation and prices based on the bid history and submitted bids which guarantee profit for service provider even in case of price uncertainty due to different bid distributions. As a result, RAERA does not require prior knowledge about the bid distribution of the customers.

The goal of ERM is to price resources differentially and at the same maximize Nash Social Welfare – a Pareto outcome between efficiency and fairness. In ERM, differential prices are determined based on resource demand and customer budget. Hence, the customer pays differential prices for highly demanded resources without violating their budget. Furthermore, ERM is an auction-based market and scales with a large number of customers and resource types as evident from the evaluation.

In ARPP, OFM is proposed to compute resource prices online, and input appears the calculation of the equilibrium prices. Similar to ERM, OFM also maximizes Nash Social Welfare and scales with a large number of customers and resources. Contrary to state of the art solutions, OFM neither assumes utility distribution nor the number of resources offered. Furthermore, the OFM adversarial model achieves a balance between pessimistic and stochastic models by taking well-behaved data observed in the Cloud. The experiments demonstrate the convergence and performance of OFM. Both ERM and OFM guarantee integer allocation and avoid the conventional approach of rounding to the nearest integer.

RConf finds an optimal configuration for the services using robust queueing theory-based model. The robust queueing model addressed multiple challenges in estimating performance cost of a complex service. First, the model predicts the end-to-end time for generic arrivals and departures for a complex service. Second, considers processing capacity of the configuration in performance estimation. Third, the prediction is adaptive to the load as evident from the experiments on real cloud instances. Finally, the model prediction based on arrival and departure of the traffic flows only. Therefore, the model is application independent.

The configuration found by RConf is near optimal and does not violate budget constraints. RConfPD is apt for edge applications which require near-instant provisioning. RConfPD finds configuration faster than RConf with a loss of optimality. The experiments on real deployment and simulation demonstrate the superiority regarding resource utilization and usage over state-of-the-art approaches. Therefore, an edge or cloud can incorporate
both RConf and RConfPD for automating the decision of finding optimal configurations for a complex service.

9.2 Future Work

In this dissertation, we proposed ARPP for automating resource pricing and provisioning. In this section, we present extensions to our work that we did not address in this dissertation.

9.2.1 ARPP Pricing

RAERA addresses price uncertainty due to different bid distributions in a sealed bid auction by constructing uncertainty set. Currently, the central limit theorem is the basis for an uncertainty set construction. Furthermore, RAERA can consider covariance or dependency among the resources during the uncertainty set construction. In theory, individual end users could also be buyers interested in offloading computation, (pre-)process big data, making use of IoT edge functionality. However, the scale would increase many-folds, and we consider it to be future work. Furthermore, RAERA can be extended to create an independent multi-seller marketplace.

ERM, an auction-based market for pricing resources differentially. The buyers’ utilities are assumed to be SPLC. In cloud computing, Leontief utility models complementary resources. Garg [163] proves the existence of market equilibrium for buyers with p-Leontief – discretized Leontief utility with decreasing returns. Hence, ERM can be extended to p-Leontief utilities and guarantee integer allocation.

OFM is an online Fisher market for pricing cloud resources. OFM is based on Shymerov’s alternate formulation for maximizing Nash Social Welfare. OFM can be extended to compute differential prices by extending Shymerov’s formulation for multiple resource copies which not only maximize Nash Social Welfare but also guarantee integer allocation.

9.2.2 ARPP Resource Provisioning

In ARPP, RConf and RConfPD address the question what to deploy. Both the proposed approaches estimate performance cost of both individual components and complete service based on robust queueing theory model. Model estimation is adaptive to incoming load since uncertainty set parameters are tuned using linear regression model. However, there
are cases of over and under-prediction. Hence, recent research in regression models can be leveraged to improve the prediction accuracy of the robust queueing model.

In cloud subletting, a cloud user can rent his allocated resources temporarily for other users, and a service provider can act as the broker for the user. As a result, there is an uncertainty about resources configuration offered at the time instance i.e., resource configurations are online. Both $RConf$ and $RConfPD$ are offline algorithms. An online algorithm extension can address the challenges of cloud subletting use cases.
Chapter 10

Conclusion
In recent times, cloud service providers are offering complex services in addition to traditional cloud services. Moreover, these services are deployed on edge to improve user experience and performance. Current service pricing schemes are beneficial neither to service providers nor cloud users. Furthermore, dependency and heterogeneity among services have resulted in a complicated marketplace affecting both pricing and performance. Consequently, resource pricing and provisioning are inseparable in the context of complex services. In this dissertation, we propose ARPP for automatically pricing and deploying complex services in both edge and cloud environments.

This dissertation proposes RAERA based on robust optimization for multi-item auctions for edge computing resources. RAERA can guarantee the profit to providers even in the presence of price uncertainty. Furthermore, it satisfies incentive compatibility and individual rationality simultaneously. Therefore, RAERA can determine a time-dependent fair price that benefits both buyers and sellers.

This dissertation proposes ERM, an auction-based market with SPLC utilities for edge and cloud resource allocation. ERM computes differential prices based on the customer utility and budget. As a result, provides ability for service providers to introduce differential services. The prices are market clearing and maximize Nash Social Welfare. Furthermore, guarantee integer allocation and scales with resource types and customers.

This dissertation proposes OFM, an online Fisher marketplace for varying buyers and resources. The adversarial model incorporates tail behavior commonly observed in cloud computing. OFM achieve low regret bound and faster convergence over a time period. Furthermore, OFM is computationally efficient and scales with a large number of consumers and resources.

This dissertation offers RConf and RConfPD for automating the deployment of component instances of a complex service. Both approaches find configurations that maximize resource utilization without violating SLOs. The robust queueing model proposed to estimate performance cost. Furthermore, considers processing capacity of configuration and can be applied for generic arrival and departure processes unlike state of the art models in cloud computing. Both approaches manage to find valid configurations where one-size-fits-all approaches violate either the customer SLOs or the budget constraints. Thus, give the service provider additional opportunities to satisfy incoming customer requests.
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Appendix

A.1 Optimal pricing for Fisher market

We derive optimal prices based on the duality theory. The basic concepts of duality theory can be found in chapter 2.1.1. The convex program for Fisher market (Eq. 2.2.3) is given by

$$\begin{align*}
\text{Maximize} & \sum_{i=1}^{n} b_i \log U_i \\
n & \text{s.t. } U_i = \sum_{j=1}^{m} u_{ij} x_{ij}, \forall i \in B \\
& \sum_{i=1}^{n} x_{ij} \leq 1, \forall j \in G \\
& x_{ij} \geq 0, \forall i \in B, j \in G.
\end{align*}$$

The basic idea is to derive Lagrangean dual of above equation and apply KKT [68] conditions on derived Lagrangean dual to find optimal prices. The KKT conditions can be found in chapter 2.1.2.

Let $p_j$ and $\mu_{ij}$ be the Lagrangean multipliers of constraints $\sum_{i=1}^{n} x_{ij} \leq 1$ and $x_{ij} \geq 0$ of Eq. (2.2.3) respectively. Also, $p_j \geq 0, \mu_{ij} \geq 0$. The Lagrangean dual of Eq. (2.2.3) is given by

$$\mathcal{L}(x, p, \mu) = \sum_{i=1}^{n} b_i \log U_i - \sum_{j=1}^{m} p_j \left( \sum_{i=1}^{n} x_{ij} - 1 \right) - \sum_{i=1}^{n} \sum_{j=1}^{m} \mu_{ij} (-x_{ij}) \quad (A.1.1)$$

According to KKT condition $\frac{\partial \mathcal{L}}{\partial x} = 0$, we have following:
According to KKT complementary slackness, we have

\[ \forall j \in G, p_j \left( \sum_{i=1}^{n} x_{ij} - 1 \right) = 0 \]  
(A.1.2)

\[ \forall i \in B, j \in G, \mu_{ij}x_{ij} = 0. \]

\[ \frac{\partial \mathcal{L}}{\partial x} = b_i u_{ij} - p_j + \mu_{ij} \]

\[ = \frac{b_i u_{ij}}{U_i} - p_j + \mu_{ij} \]

\[ \frac{\partial \mathcal{L}}{\partial x} = 0 \implies p_j = \frac{b_i u_{ij}}{U_i} + \mu_{ij} \]  
(A.1.3)

\[ p_j \geq \frac{b_i u_{ij}}{U_i} \]

In case of successful allocation, we have \( x_{ij} > 0 \) and substituting in Eq. (A.1.2) (complementary slackness), \( \mu_{ij} = 0 \). In other words, \( \mu_{ij} = 0 \) for successful allocation. Using \( \mu_{ij} = 0 \) in Eq. (A.1.3), the optimal price is given by

\[ p_j = \frac{b_i u_{ij}}{U_i} \]  
(A.1.4)

### A.2 Bregman divergence

In our case, \( h(x) = x \log x - x \). Hence, \( \nabla h(y) = \log y \). Bregman divergence \( B_h(x, y) \) is given by

\[ B_h(x, y) = h(x) - h(y) - \langle \nabla h(y), x - y \rangle \]

Substituting values, we have

\[ = x \log \frac{x}{y} - x - y. \]

The Bregman divergence is minimized when \( \nabla B_h(x, y) = 0 \)

\[ \nabla B_h(x, y) = 1 + \log x - \log y - 1 \]

\[ \implies x = y. \]

Therefore, Bregman divergence \( B_h(x, y) \) of unnormalized negative entropy function \( h(x) = x \log x - x \) is minimized when \( x = y \).
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