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Abstract

Users are primarily interested in obtaining content and do not care much about where
they obtain the Content from. But, the Internet as it is currently designed is very
host-centric and places importance on the hosts establishing connection between them.
Therefore, when a certain piece of data needs to be obtained, the Internet facilitates reli-
able connection between the two nodes, i.e., the node interested in the data and the node
with the data. If an established connection is broken, e.g. due to mobility, the infrastruc-
ture primarily focusses on re-establishing the broken connection. Recent technologies
and solutions such as Content Delivery Networks (CDNs), Peer-to-peer (P2P) and cloud
try to shift the focus on the content. However, they have limitations in features they
could support due to the underlying reliance on the host-centric TCP/IP.

Information Centric Networking (ICN) is a new paradigm where the network provides
users with named content, instead of communication channels between hosts. ICN treats
content as the first-class entity, with nodes exchanging information based on the names
of the content instead of the IP addresses of the end points requesting or providing
the content. This shift from a “location-based” network to a ”content-centric” network
allows more efficient data dissemination, especially when the content may be available
at multiple points, or the provider or consumer is mobile. A major assumption of many
of the ICN solutions is the presence of a powerful data-plane that could be exploited to
provide more functionality.

This dissertation work started at a time when research on ICN was at an early stage
and many key issues were still open. Key areas that this dissertation work addressed
are: 1) the shortcomings of existing solutions to provide a full-fledged solution for effi-
cient pub/sub communication in ICN; 2) incremental deployment strategy; 3) an efficient
framework to support real-time applications such as gaming; 4) a congestion control
protocol for multicast communication; 5) inability of the existing solutions to support a
disaster; and 6) how ICN could be used in other application scenarios such as Network
Management.

This dissertation is influenced by and built on research contributions by other peers.
Moreover it mainly comprises of peer-reviewed publications and therefore the solutions
have been vetted by the community. However, this dissertation is by no means the final
word on the proposed solutions. Instead, the main contribution of this dissertation is to
provide potential solutions to key areas with the expectation that it would contribute to
discussions, design and standardization effort pursued by the community and thereby
help overcome the hurdles on ICN in order to make the vision of ICN a reality.
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1 Introduction and Motivation

1.1 Motivation

The Internet is one of the key, mission-critical infrastructures of our society. Accordingly,
both Internet traffic volume and the number of Internet applications are quickly growing.
The data traffic increase is going to reach 1.6 zettabytes per year [1] and is mainly dominated
by video content. In order to cope with such traffic growth recently Internet stakeholders
have massively deployed new technologies, both in the access and in the core network.

The Internet was designed at a time when the most popular application scenario was
phone conversations. Therefore, it was fundamentally designed to facilitate conversation
or connection between two end devices. The Internet therefore is currently operating as a
massive network of pipes that passively push bits between end-host machines, be it servers,
end-user fixed or mobile devices, or sensors.

Currently, the Internet is predominantly used for content retrieval. The users are primar-
ily interested in content and not where, i.e. the exact machine, they retrieve the content
from. For example, a user watching a video on Youtube or Netflix does not care about
the exact server or Content Delivery Network (CDN) that they receive the content from.
Similarly, a user checking his Facebook update does not care about the exact Facebook
server that is serving her, but more interested in the actual content. In fact, the current
Internet architecture has evolved to meet the needs of a content focussed use scenario by
introducing mechanisms such as CDN, Domain Name Systems (DNS) based load balancing
and etc. However, the reliance on Internet Protocol (IP) restricts the network from effi-
ciently meeting the requirements of current application scenarios. No one apart from the
two communicating end-points “understand” what is being transferred, i.e., the network is
not content-aware. This agnostic mode of operation affects several of the network’s key
functionalities, for example, efficient content distribution and content-aware traffic engi-
neering, but also restricts the evolution of others, e.g., mobility is not gracefully supported
as attachment points change.

Information Centric Networking (ICN) [2, 3, 4, 5]emerged in recent years as an alterna-
tive to the current host-to-host communication paradigm. ICN shifts the focus to “what" is
required (i.e., the actual content), instead of “where" it is obtained from (i.e., the IP loca-
tion of where the content is stored). It therefore proposes direct communication between
the end-hosts and the content itself. ICN puts the actual information or content in the fore-
front and leaves IP addresses and permanent content storage locations as secondary points
of concern. In ICN, the network transfers individual, identifiable content chunks, instead of
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Figure 1.1: An example depicting the difference between IP and ICN at a high level

unidentifiable data containers (i.e., IP packets). For instance, Figure 1.1 illustrates the case
of a user requesting for the December 2015 version of Time Magazine. In the case of IP,
he would: i) obtain a URI (via search engines or other means); ii) contact a DNS server to
obtain the IP address of the server serving it; iii) use the obtained IP address to retrieve the
content from the Internet. In the case of ICN, he would: i) obtain the URI (via search en-
gines or other means); ii) use the URI directly in the network in order to retrieve the content
from the best/closest source.

The basic functions of an ICN infrastructure are to: i) address content by adopting an
addressing framework based on names, without a reference to the current content location
(i.e., location-independent names); ii) route a user request, based only on the content-name,
towards the “closest" location containing the required content; potential locations include
not only the origin server of that content but also network caches or even devices of other
users that downloaded the same content beforehand; iii) deliver the content back to the
requesting host.

Expected advantages of the ICN paradigm include:

1. Efficient content-routing: ICN would enable ISPs to perform native content routing
with improved reliability and scalability of content access. This would be a built-in fa-
cility of the network, which would transform the Internet to a native content distribution
network, in contrast to CDN overlays as is the current practice.

2. Ubiquitous caching: In-network caching enabled today by off-the-shelf HTTP trans-
parent proxies requires performing stateful operations. The burden of a stateful pro-
cessing makes it expensive (both in terms of costs and in terms of operations) to deploy
caches in nodes that handle a large number of user sessions. ICN would significantly
improve efficiency, reliability and scalability of caching, especially for video, by judi-
ciously utilizing caches at critical points in the network to exploit the benefits of named
content.

3. Simplified handling of mobile and multicast communication: with ICN, in contrast
to current mobility architectures, when a user changes point of attachment to the net-
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work, she will simply ask for the next chunk of the content she is interested in, without
the need for maintaining tunnels or re-routing from an anchor point and maintaining
excessive state in the network; in fact, the next chunk may be provided by a different
node than the one that it would have been used before the handover. Furthermore, mul-
ticast becomes an inherent capability in ICN, with content requested from a node being
delivered to all interested receivers without the use of overlays.

. Support for time/space-decoupled model of communications, simplifying implemen-
tations of pub/sub service models and allowing fragmented networks, or sets of de-
vices to operate even when disconnected from the rest of the network (e.g. sensors
networks, ad-hoc networks, vehicular networks, social gatherings, mobile networks on
board vehicles, trains, planes, or networks stricken by disaster). This point is important
to stimulate early take up of ICN in selected (and possibly isolated) environments.

. Simplified support for peer-to-peer communications: ICN inherently supports com-
munications between peers, without the need for application-layer overlays, as it is the
case today. Users obtain the desired content from other users (or from caching nodes)
thanks to location-independent content resolution and routing.

. Content-oriented security model: securing the content itself, instead of securing the
communication channels, allows for a stronger, more flexible and customizable protec-
tion of content and of user privacy. In addition, this is a necessary requirement for ICN:
in-network caching requires embedding security information in the content, because
content may arrive from any network node or user device; hence the senders cannot
be trusted. Thus, end-users must be able to verify the integrity of the received data;
caching nodes also make the same integrity check, to avoid caching of fake content.

. Content-oriented access control: ICN can provide access to specific information
items as a function of time, place (e.g., country), or profile of the user requesting the
item. This functionality also allows implementing: i) access revocation (also known
as digital forgetting), to ensure that content generated at one point may be removed
from the system by the creator, ii) garbage collection, deleting from the network “‘ex-
pired"/obsolete contents.

. Content-oriented quality of service differentiation (and possibly pricing); provi-
sion of different performance in terms of both transmission and caching. Network
operators (especially for mobile networks) already seek to differentiate content quality
and priority, but they are forced to use deep packet inspection technologies. ICN would
let operators differentiate the quality perceived by different services without complex,
high-layer procedures, and offload their networks via caching.

. Create, deliver and consume contents in a modular and personalized way: ICN
provides opportunities for better customization of the interests of users and the content
that is published by information providers. This will enable more efficient consump-
tion of content because of better granularity in how content is described and identified,
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and because of the ability of users to personalize the content that is delivered for their
consumption.

10. Network awareness of transferred content, allowing network operators to better con-
trol information and related revenue flows, favouring competition between operators in
the inter-domain market and better balancing the equilibrium of power across the entire
eco-system, including over-the-top players.

A final overall advantage of ICN, which in a way comprehends the specific advantages
listed above, is a simplification of network design, operation and management. Currently,
content and service providers have to “patch" shortcomings and deficiencies of IP data
delivery by using several “extra-IP" functionalities, such as HTTP proxies, CDNs, multi-
homing and intra-domain multicast delivery, to name a few. This implies the involvement of
several parties, the use of several specific protocols, the deployment of apposite devices and
the interplay of different functionalities, often offered and managed by different companies
and businesses. Apart from technical complexity, such operations also add management and
administrative complexity. In an ICN environment, such diverse functions can be integrated
in the network in a smooth and seamless way, e.g. by supporting inherently data replication,
caching, multi-homing and multicast delivery. From this point of view, the design and
deployment of a new functionality-rich API will play a key role.

1.2 Background

In order to satisfy the end users’ need for content regardless of where they receive it from,
there have been quite some patch work done to the current IP. Below, such IP based solutions
that attempt to provide a content focussed solution are presented along with arguments as
to why they are not capable of providing the full set of features that are envisioned by
ICN. Then, some of the popular ICN approaches are described. Please take a look at the
Related Work sections in each chapter to get a more comprehensive understanding of the
short comings of the state of the art for a specific problem.

1.2.1 Content focussed application that exist in the Current Inernet

Though the Internet has been designed with a focus on end-to-end connectivity, many pop-
ular solutions try to circumvent this in order to shift the focus on to the content.

1.2.1.1 Peer-to-Peer (P2P)

Peer-to-peer (P2P) is a prime example of a content centric approach where users interested
in a particular content, attempt to obtain it from other peers. Popular Peer-to-Peer (P2P)
services such as BitTorrent make use of a tracker server to store the mapping between avail-
able content and which of the peers have it. A peer interested in a particular content contacts
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a tracker server and obtains a list of peers that are serving that particular content. The ad-
vantage of P2P solutions is that the peers that are downloading a particular content can also
choose to serve that content thereby increasing the number of sources for a particular con-
tent. P2P solutions thus provide users a wide range of options from where one could obtain
the content. P2P services also facilitate the possibility for a requester of content to obtain it
from multiple sources simultaneously.

Why they are not completely effective as a content-centric alternative? The disad-
vantage of a P2P based solution is that it is not topology aware and therefore proximity in
terms of hops in the P2P topology does not in reality mean that they are close to each other
in the routing topology. For instance, three peers that appear close to each other on the P2P
topology could in fact be world apart with one of them being in the US, another in Europe
and another in Japan. Therefore, in terms of the actual distance the content has to traverse,
it might have to traverse a larger number of hops thereby increasing energy consumption.
To overcome the problem of topology unawareness, solutions such as Application Layer
Transport Optimization (ALTO) [6] have been proposed. The ALTO servers are envisioned
to have information about the network topology and other factors and therefore support the
clients in the peer selection process. The ALTO based solution looks promising, but cannot
operate at small time scales since the updates it receives are usually averaged over larger
time scales. Furthermore, the effectiveness of the ALTO solution depends on the level and
accuracy of the information it obtains from the various network operators.

1.2.1.2 Content Delivery Network (CDN)

Content Delivery Networks (CDNs) are a distributed network of large storehouses for con-
tent and support the redistribution of content. The goal of a CDN is to serve content to
end-users with high availability and high performance. CDNs help users to obtain their
content faster and reduce the load on the original source of content as well as on the net-
work. CDNs are in fact a group of servers present in data-centers that cache and serve con-
tent such as downloadable files (movies, software, documents), web-objects (images,scripts,
text), location specific advertisements and other static content. They are also used by con-
tent providers to serve live-streaming and video on demand. CDNs were usually deployed
in backbone networks, but recently, network operators have been deploying smaller scale
CDNss closer to the edge to optimize traffic in their network as well as to provide content
providers an alternative CDN service.

Why they are not completely effective as a content-centric alternative? CDNs are
application layer solutions and therefore the client will have to establish connection to the
content provider (e.g. HTTP), in order to receive a list of content and the corresponding
CDN cache server where the content can be obtained from. Therefore, content providers
might need to have their servers available for initial connection establishment and depend
on CDNss to increase efficiency. Moreover, CDN based solutions can be sub-optimal since
the CDN source has to be decided prior to the actual data transfer. A web server might
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place data in a CDN and request users to go there, but a CDN server close to the user might
not be used since the web server did not store content there. Dynamically deciding which
content to cache in which CDN server is not straightforward. In the case of mobile nodes,
this could result in larger inefficiency since a Uniform Resource Identifier (URI) that has
been resolved earlier to a particular CDN might not be the optimal one once a node moves
and since no URI resolution is involved after movement, the non optimal CDN is being used
which could be a larger number of hops away.

1.2.1.3 Domain Name Systems (DNS)

DNS is another example of a content centricity approach. The DNS stores mapping between
a Uniform Resource Identifier (URI) and the IP address where the content can be obtained.
For instance, a user searching for “Google.com” can be redirected to any of the Google
servers based on how the DNS is configured. The configuration could be such that the load
is balanced or the request is redirected to the server closest to where the request was made.
When an end user moves, he can renew his DNS request to receive from a server close to
him.

Why they are not completely effective as a content-centric alternative? Nevertheless,
the problem with DNS is that, it is performed at the beginning and is rarely updated during
the session. This is also referred to as early-binding. Moreover, DNS updates are not
possible in shorter time frames and makes sense only for big content providers.

1.2.2 Exisiting/ongoing work on ICN based solutions
1.2.2.1 Named Data Networking (NDN)

Named Data Networking (NDN) [7, 8], originally known as Content Centric Networking
(CCN)' [3] is a popular ICN protocol where content/information is looked up and delivered
according to its name without knowing the identity and location of the sender. NDN uses
two packet types, Interest and Data. A consumer queries for named content by sending
an Interest packet; a provider in turn responds with a Data packet. NDN requires a new
forwarding engine instead of IP, which contains the Forwarding Information Base (FIB),
Content Store (buffer memory which caches content) and Pending Interest Table (PIT). FIB
is used to forward Interest packets toward potential source(s) of matching data. PIT keeps
track of ‘bread crumbs’ of Interest (i.e., to support reverse-path forwarding), which the
Data packets follow to reach the original requester(s). If multiple Interest packets arrive
for the same data from multiple end-nodes, they will be aggregated in the PIT and served
when the data arrives. The Content Store maintains a cache of the data in order to satisfy
potential future requests for that data.

I1n this work, we do not distinguish between Named Data Networking (NDN) and CCN since we only refer
to the fundamental communication model.
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Figure 1.2: Message flow highlighting the name based data retrieval in ICN. Requested data
can be obtained from one of the multiple sources of the data. In this case, the
data can be obtained from the cache of an ICN router, from a CDN service, from
other clients or directly from the original publisher (see Step-4). Step-2 shows
that the Interest is added to the Pending Interest/Request Table (PIT) and in
Step-6 we can observe that the data is stored in the cache of the router before
being forwarded.

Figure 1.2 shows a simple message flow in an NDN architecture. Let us assume that the
requester would like to get a movie file (docl.txt) that is published by the publisher. In
an IP network, the requester would make a DNS request to identify the IP address of the
publisher and issue a request that would go all the way to the publisher. On the other hand,
in ICN, the requester would issue a request (Step-1, i.e. ICN Get) for that movie file in an
ICN environment. The first hop router has multiple options to deal with this request. If the
movie is present in its cache, it could deliver it directly from it. Else, an ICN router could
choose to forward it via any one of the paths such as those depicted in Figure 1.2 where one
path leads to a CDN like content store, another to other clients that have the data, another
to an ICN router cache and another to the publisher.

1.2.2.2 Ongoing/Completed Projects

The Publish Subscribe Internet Routing Paradigm (PSIRP) [9] project developed an
information-centric network architecture based on a publish/subscribe paradigm. It pro-
posed to replace the current Internet protocols entirely, applying a layer-less clean-slate
architecture for routing, security, mobility and other basic network services. This was fol-
lowed by the Pursuing a Pub/Sub Internet (PURSUIT) [10] project to address open issues
such as resource control and advanced concepts for information scoping. PSIRP/PURSUIT
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introduced several contributions on several aspects of information centric networking, e.g.,
publish/subscribe architecture (e.g., [11],[10]), fast forwarding strategies (e.g., [12]), and a
new transport layer protocol (e.g., [13]), and mobility support (e.g., [14]).

The eXpressive Internet Architecture (XIA) [15] project proposed to create a single
network that offers inherent support for communication between current communicating
principals—including hosts, content, and services—while accommodating unknown future
entities. For each type of principal, XIA defined a narrow waist that dictated the Application
Programming Interface (API) for communication and the network communication mech-
anisms. The COntent Mediator architecture for content-aware nETworks (COMET) [16]
project proposed a content-oriented architecture that could simplify content access and
thereby support content distribution in a content and network-aware fashion.

The Architecture and Design for the Future Internet (AWARD) [17] project developed an
ICN architecture called Network of Information (NetInf) [18]. It has an object model that
can handle information at different abstraction levels, enabling the referencing of informa-
tion independent of its encoding. The NetInf naming scheme provides name-data integrity
and name persistency. The Scalable and Adaptive Internet soLutions (SAIL) [19] project
continued developing NetInf where 4WARD left off. For instance, the naming scheme was
revised, the object model was simplified, and the routing and name resolution framework
has become more concrete with, for example, an inter-domain interface. Moving towards a
more robust, secure and agile Internet (MobilityFirst) [20] is an ICN project that focusses
predominantly on mobile users.

1.3 Dissertation Contributions and Approach

Vision of this thesis: The Internet evolves to an ICN based architecture so that all
the stake holders can reap the benefits on an ICN architecture based Internet.

To transform this vision into reality, a key goal of this thesis was to address the open re-
search problems of ICN. This research work was started at a time when research on ICN
was at an early stage, with many key issues still open, including naming, routing, resource
control, scalability, better network support for popular applications, network management
and a migration path from the current Internet. The aim of this thesis therefore was to pro-
vide solutions to these pertinent research issues in ICN. Moreover, as we have observed in
the aftermath of recent disasters, current communication infrastructure is incapable of sup-
porting the scale as well as the presence of fragmentation. Therefore, this thesis believes
that a futuristic architecture such as ICN must also consider disaster/ad-hoc communication
in the fore front.

The thesis also intentionally steered away from proposing a concrete architecture since
many well advanced and popular architectures were already present. Therefore, this thesis



9 1.3 Dissertation Contributions and Approach

focussed on solutions that are applicable to any ICN architecture that is currently available,
such as NDN, Content Centric Networking (CCN) and PSIRP/PURSUIT and potentially
to future ICN architectures with minor modifications. The proposed solutions have been
generally accepted by the scientific community at large.

In order to provide solutions to these pertinent issues, this work adopted an application
driven approach where applications were the focal point. These applications were used to
derive requirements that were then used to design the solution and evaluate the approach.

1.3.1 Content Oriented Publish Subscribe System

Users increasingly desire access to information, ranging from news, financial markets,
healthcare, to disaster relief and beyond, independent of who published it, where it is lo-
cated, and often, when it was published. Publish/subscribe (pub/sub) systems are particu-
larly suited for large scale information dissemination, and provide the flexibility for users to
subscribe to information of interest, without being intimately tied to when that information
is made available by publishers. With the use of an appropriate interface, users can select
and filter the information desired so that they receive only what they are interested in, often
irrespective of the publisher.

A couple of key requirements for a pub/sub system are efficiency and scalability. We ob-
serve that the ability to exploit multicast delivery is key to achieving efficiency, and to avoid
wasting server and network resources. Scalability requirements come in multiple forms: the
ability to accommodate a large number of publishers; the ability to accommodate a large
number of subscribers; enable a nearly unlimited amount of information being generated
by publishers; allow for delivery of information related to subscriptions independent of the
frequency at which that information is generated by publishers; allow for subscribers to
not have to be connected to the network at all times, so that information production and
reception by consumers can be asynchronous.

This work therefore proposes Content Oriented Publish Subscribe System (COPSS), an
efficient content-centric pub/sub system that enhances CCN with push based multicast sup-
port. With the help of a Twitter-like pub/sub application, the requirements are derived and
an efficient approach is proposed. See Chapter 2 for more details. It must be noted that
COPSS formed the foundation for many of the follow up work performed in this thesis.

1.3.2 Hybrid Content Oriented Publish Subscribe System

Change is difficult. It is especially difficult in the Internet that spans the entire World. This
work therefore believes that we must look for graceful incremental solutions, backward
compatible with the current Internet, as opposed to risky clean slate and flag-day solutions.
Therefore, this work examines how to evolve from an IP infrastructure to an ICN-oriented
network by co-existing with the IP network. The aim is to support all the functionality a
COPSS-enhanced ICN environment could provide (both Query/Response and Publish/Sub-
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scribe) and provide users with name-oriented/content-oriented access to information. The
network could however exploit cheaper IP-like forwarding capability where appropriate.
Cache hits from the key ICN nodes enable fast response to content requests, but this needs
to be balanced against the cost of having a large number of complex ICN nodes. Therefore,
additionally, by a judicious choice of placing a limited number of full-fledged ICN nodes
that can also cache content at key points in combination with a larger number of hash-based
forwarding (similar to IP forwarding), this work addresses the problem of efficient migra-
tion to an Information Centric future. The NDN implementation treats ICN as an overlay
using TCP/UDP between ICN overlay nodes. However, this work believes that a tightly
integrated approach as proposed here provides the best of both worlds, with ICN routers
at the edge and at selected points, and the core routers in the network only performing IP
forwarding. See Chapter 3 for more details.

1.3.3 Gaming Over Content Oriented Publish Subscribe System

Massively Multiplayer Online Role Playing Game (MMORPG)? are increasingly popular.
This is not only because of their attractive structuring and creative scenarios, but also be-
cause they allow for a large number of players to participate in the same game. World of
Warcraft, Counter-Strike and Second Life are examples of such games. Supporting them at
scale, however, is a significant challenge. These games have high interactivity (and there-
fore need very low network latency), since every action an individual player performs needs
to be communicated. A player also needs to be informed of all the related players and
their positions/actions. Players react based on the ‘current’ environment and the cumulative
actions of all the players.

These multi-player games require a persistent view of the world and are usually man-
aged by a dedicated server (e.g., one that is hosted by the game’s publisher). The game
environment in many such server-based MMORPG is such that it is divided into regions
with different groups of players having varying amounts of visibility. Players publish their
actions to a (centralized) server which then forwards the updates to the relevant players
based on the player’s visibility region. The load on the server and communication needs
for player management can be significant. Processing and I/O at the servers as well as the
network bandwidth can be a bottleneck. The communication structure for these games re-
quires the flexibility of supporting a very dynamically changing set of participants. A player
potentially needs to be able to send to, and receive from a set of participants that it does not
even explicitly know of. Distributed approaches that seek to overcome the performance
bottlenecks in a server-based MMORPG need to accommodate these needs. Although P2P
solutions seek to relieve the servers from the heavy computation workload, the need to pro-
vide the flexible communication framework of sending and receiving to a dynamic (and

Zhttp://en.wikipedia.org/wiki/Massively_multiplayer_online_role-playing_game
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possibly unknown set) of participants poses difficult challenges even for a P2P oriented
environment.

This work proposes the use of an ICN based architecture to provide network support for
a MMORPG gaming application. While the game logic resides with the application server,
the aim of this work is to ease the load on the game server. This is achieved by enhancing
the network with ICN features to support the dissemination of the information to the correct
users without the sender having to worry about who to send it to. COPSS (see Chapter 2)
enhances CCN with a push based multicast capability and uses the notion of hierarchical
Content Descriptors (CDs) that are employed by users to subscribe to information that is
published by any end-system in the network. This facilitates a highly dynamic and large
scale pub/sub environment and is able to deliver content in a timely manner. This focus of
COPSS on content distribution rather than host-to-host connectivity removes the need for
receivers to know and establish context with specific sources of information and for publish-
ers to have an apriori knowledge of the intended recipients. This work proposes Gaming
over Content Oriented Publish Subscribe System (G-COPSS), an extension to COPSS to
make it suitable as a content centric communication infrastructure for a decentralized gam-
ing environment. See Chapter 4 for more details.

1.3.4 Name Based Multicast Congestion Control Framework

In the application space, the Internet is fast becoming a multimedia information delivery
platform. Although modern applications span a wide spectrum, multimedia delivery in
general and video in particular is increasingly demanding of bandwidth (e.g., Ultra High
Definition (UHD)) and extra computation (e.g., policy, transcoding, caching and shaping
to accommodate user, device and last-mile characteristics) with minimal impact on latency.
According to Cisco’s white paper [1], video streaming and downloads are the primary con-
tributors to the worldwide network traffic growth and it is expected that it will grow to more
than 80% of all consumer Internet traffic by 2019. Mobile video traffic alone is expected to
grow at an annual rate of 59% until 2019.

While video delivery is at the forefront of attention at the moment, this work envisions
that demand will increase for multi-party interactive multimedia with very stringent qual-
ity of experience guarantees from mission-critical applications, e.g., crowdsourcing mobile
multimedia applications (for sharing videos and experiences at large-scale events such as the
Olympics), eBusiness (HQ-less businesses), eHealth (remote healthcare) and eEducation
(virtual classes/campuses) and Security/access-control. These applications are expected to
satisfy various requirements from perspectives of end-users, business and scalability and
therefore offer many challenges to the underlying infrastructure. First and foremost, the
end-users would expect a high quality of user experience (low latency, UHD, w/wo pri-
vacy, w/wo mobility). Providers of video delivery such as broadcasters and providers of
CDN and user generated content would require efficient means to deliver the videos. More-
over, higher quality video encoding schemes such as 4K and 8K require more bandwidth
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and higher quality in best-effort based inter-domain networks. While early versions of all
of these applications are already being used today with the support of large server farms
and data centers, this work argues that the Internet architecture in its current form will nei-
ther encourage nor be able to support widespread adoption of such applications/platforms.
Moreover, these applications could have a large number of heterogenous receivers with
varying receive rates and would have limited loss tolerance.

To promote efficient content delivery, in-network caching has been deployed in most ICN
architectures. This allows the consumers to obtain the copies of transferred contents from
the closer routers without visiting the original source. With in-network caching, ICN can
facilitate multicasting of content, and can shorten the content delivery distance between
content copies and consumers, reducing unnecessary network traffic. This work highlights
a particularly thorny problem of receivers going out-of-sync that results in inefficiency and
unfairness with heterogeneous receivers, when using existing ICN congestion control mech-
anisms with in-sequence delivery. Moreover, in this work, we enhance COPSS (COPSS
enhances ICN solutions with push based multicast capability and also provides two-step
communication for video delivery. See Chapter 5 for more details.) and other ICN so-
lutions with a very efficient congestion control mechanism. The solutions developed for
video communication are also application to other applications such as news and social
media. See Chapter 5 for more details.

1.3.5 Name Based Disaster Communication Framework

An enormous earthquake hit Northeastern Japan (Tohoku areas) on March 11, 2011, and
caused extensive damages including blackouts, fires, tsunamis and a nuclear crisis. The
lack of information and means of communication caused the isolation of several Japanese
cities. This impacted the safety and well-being of residents, and affected rescue work,
evacuation activities, and the supply chain for food and other essential items. Even in the
Tokyo area that is 300 Km away from the Tohoku area, more than 100,000 people became
‘returner’ refugees, who could not reach their homes because they had no means of public
transportation (the Japanese government has estimated that more than 6.5 million people
would become returner refugees if such a catastrophic disaster were to hit the Tokyo area).

That earthquake in Japan also showed that the current network is vulnerable against dis-
asters and that mobile phones have become the lifelines for communication including safety
confirmation. The aftermath of a disaster puts a high strain on available resources due to the
need for communication by everyone. Authorities such as the President/Prime-Minister, lo-
cal authorities, police, fire brigades, and rescue and medical personnel would like to inform
the citizens of possible shelters, food, or even of impending danger. Relatives would like
to communicate with each other and be informed about their well being. Affected citizens
would like to make enquiries of food distribution centres, shelters or report trapped, missing
people to the authorities. Moreover, damage to communication equipment, in addition to
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Figure 1.3: Fragmented networks identified by letters A — F are depicted at specific locations
in a metropolitan area. Each fragmented network consists of one or several
nodes that are able to communicate among themselves and has a gateway that is
responsible for communication with other networks.

the already existing heavy demand for communication highlights the issue of fault-tolerance
and energy efficiency.

Additionally, disasters caused by humans such as a terrorist attack [21] may need to be
considered, i.e. disasters that are caused deliberately and willfully and have the element
of human intent. In such cases, the perpetrators could be actively harming the network
by launching a Denial-of-Service attack or by monitoring the network passively to obtain
information exchanged, even after the main disaster itself has taken place. Unlike some nat-
ural disasters that are predictable using weather forecasting technologies and have a slower
onset and occur in known geographical regions and seasons, terrorist attacks may occur
suddenly without any advance warning. Nevertheless, there exist many commonalities be-
tween natural and human-induced disasters, particularly relating to response and recovery,
communication, search and rescue, and coordination of volunteers.

The timely dissemination of information generated and requested by all the affected par-
ties during and the immediate aftermath of a disaster is difficult to provide within the current
context of global information aggregators (such as Google, Yahoo, Bing etc.) that need to
index the vast amounts of specialized information related to the disaster. Specialized cov-
erage of the situation and timely dissemination are key to successfully managing disaster
situations.
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As shown in Figure 1.3, a key assumption and a differentiating factor to related work on
adhoc scenarios is that the government can play a huge role in facilitating communication
during disasters. The government can plan and prepare for mechanisms and solutions that
could come handy in the case of disaster management.

Although, a reliable and efficient communication infrastructure is most needed at times
of disaster; network designers usually consider disaster management as an after thought.
This results in communication breakdown in the aftermath of disasters. This work there-
fore wanted to place disaster applications at the forefront of the design. A key aspect to
note is that ICN’s reliance on reverse path forwarding in fact renders the core ICN design
incapable of handling the presence of network fragmentation in the aftermath of disasters.
Solutions designed for disaster management could also be used for ad-hoc communication
environments. See Chapter 6 for more details.

1.3.6 Name Based Enhancement For Network Management

Service provider networks (and networks in general) are becoming increasingly complex.
Software Defined Networking (SDN) aims to manage the network by decoupling the de-
cision making from forwarding, i.e. by separating the control plane from the data plane.
The logically centralized SDN controller(s) possess a global view of the network and can
therefore provide a powerful tool for network management as compared to the traditional
distributed architectures typical of the Internet. The data plane could therefore have sim-
pler but more efficient switches that can focus on forwarding without having to worry about
managing routing protocols.

However, this work argues that placing all the decision making functionality on the cen-
tralized controller is not efficient either. We, as network researchers, keep going through
these cycles of designing a centralized/de-centralized/distributed version of the functional-
ities provided by the network. Let us for a moment, try to understand the thought process
behind this. Any functionality can be designed in either a centralized or a decentralized/dis-
tributed manner. Depending on how the functionality is designed: i) the information avail-
able to make decisions vary; ii) the granularity and frequency of receiving/using the in-
formation vary; iii) different hardware constraints apply; iv) support to applications and
network operators vary; v) cross layer interactions differ and solutions to bridge across lay-
ers are required; vi) will have different pros and cons, complexity, benefits; vii) and its
flexibility for future applications vary.

Figure 1.4 illustrates the various factors that contribute to the design choices that influ-
ence if a functionality should be implemented in a centralized/de-centralized/distributed
manner. Application requirements such as desired SLA, latency, throughput, availability,
are a major driving force towards the design choice, they are used to derive a set of generic
requirements that need to be supported by the network. Secondly, Infrastructure/Net-
work requirements and constraints such as how long would it take to replace all the key
components are another major contributing factor. E.g. the constraints to shift from 3G to
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Figure 1.4: Factors that influence the design of a centralzied/de-centralized/distributed func-
tionality

4G or from IPv4 to IPv6. Thirdly, hardware constraints such as available cache, TCAM
space, memory and CPU resources of each and every key component such as the routers,
base-stations and end-devices, is a key contributing factor. Finally, regulations, policies
and business models should be factored in while making these design choices. Usually,
these requirements and constraints are derived from what is available currently and what
we envision would be the future. Therefore, when the assumptions made in determining the
current and envisioned requirements and constraints change, it is time to revisit the design.
A note of caution here is that current/envisoned constraints should not cripple innovation.
A case for example is the advent of electric cars that need to circumvent challenges on
various fronts such as technology, charging infrastructure, performance (in terms of speed
and mileage) in order to compete with the well developed petrol/diesel cars. However,
as more and more effort is invested, these challenges can be overcome. Similarly, clean
slate solutions in the network infrastructure allow for such futuristic dreams. Moreover,
hardware and infrastructure can be pushed beyond current boundaries (increase innovation)
with compelling applications and good design.

While SDN researchers argue for the need to have simpler, but efficient switches while
placing the complexity in the logically centralized controller, ICN argues for the exact oppo-
site. ICN shifts the focus of the network from node location (IP, MAC, etc.) to data names.
Such design enables name-based routing which forwards the requests of a specific name
towards a best source of the data in terms of latency, available bandwidth, source load and
etc. NDN [7] is one of the popular ICN solutions. NDN uses human-readable, hierarchi-
cal names such as /video/cartoon/finding-nemo. The forwarding engines perform the
longest-prefix matching in the FIB to find the next-hop router closer to the data provider.
The key difference of NDN to SDN is that NDN aims to exploit powerful router/switch
hardware by pushing more functionality to the network layer. In essence, while SDN pro-
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poses the need for simpler switches, NDN supports the need for smarter routers/switches.

This work therefore argues against the trend to place most of the intelligence on the log-
ically centralized controller by taking an exemplary popular application — Service Function
Chaining (SFC) in the presence of Network Function Virtualization based middleboxes.
With this example application, this work argues that a centralized decision making entity
curtails the potential that could be achieved by unnecessarily coupling the routing with the
policy. ILe., when an SDN controller decides the functions a flow needs, it also decides the
path the flow has to go through and setup state on the intermediate switches. These solu-
tions have limitations in scalability, dynamicity and flexibility and therefore have difficulty
in adapting to the requirements of a large scale, dynamically changing middlebox set sup-
ported by Network Function Virtualization (NFV). This work then proposes a distributed
decision making solution, Function-Centric Service Chaining (FCSC), that is designed to
exploit ICN principles. See Chapter 7 for more details.
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ABSTRACT

Content-Centric Networks (CCN) provide substantial flexi-
bility for users to obtain information without regard to the
source of the information or its current location. Publish/
subscribe (pub/sub) systems have gained popularity in so-
ciety to provide the convenience of removing the temporal
dependency of the user having to indicate an interest each
time he or she wants to receive a particular piece of related
information. Currently, on the Internet, such pub/sub sys-
tems have been built on top of an IP-based network with
the additional responsibility placed on the end-systems and
servers to do the work of getting a piece of information to in-
terested recipients. We propose Content-Oriented Pub/Sub
System (COPSS) to achieve an efficient pub/sub capability
for CCN. COPSS enhances the heretofore inherently pull-
based CCN architectures proposed by integrating a push
based multicast capability at the content-centric layer.

We emulate an application that is particularly emblematic
of a pub/sub environment—Twitter—but one where sub-
scribers are interested in content (e.g., identified by key-
words), rather than tweets from a particular individual. Us-
ing trace-driven simulation, we demonstrate that our archi-
tecture can achieve a scalable and efficient content centric
pub/sub network. The simulator is parameterized using
the results of careful microbenchmarking of the open source
CCN implementation and of standard IP based forwarding.
Our evaluations show that COPSS provides considerable
performance improvements in terms of aggregate network
load, publisher load and subscriber experience compared to
that of a traditional IP infrastructure.

1. INTRODUCTION

Users increasingly desire access to information, ranging from
news, financial markets, healthcare, to disaster relief and
beyond, independent of who published it, where it is lo-
cated, and often, when it was published. Content centric
networks (CCN) are intended to achieve this functionality
with greater ease for users, greater scalability in terms of
the amount of information disseminated as well as number
of producers and consumers of information, and greater ef-
ficiency in terms of network and server resource utilization.
Publish/subscribe (pub/sub) systems are particularly suit-
ed for large scale information dissemination, and provide the
flexibility for users to subscribe to information of interest,
without being intimately tied to when that information is
made available by publishers. With the use of an appro-
priate interface, users can select and filter the information

desired so that they receive only what they are interested
in, often irrespective of the publisher.

A consumer may not wish (or it may even be infeasible) to
subscribe to all of the ‘channels’ belonging to a myriad of in-
formation providers that disseminate items of interest, either
on demand (such as web, twitter, blogs and social networks),
or tune to a broadcast channel (e.g., television, radio, news-
paper). In these cases, the consumer would rather prefer
obtaining the data based on Content Descriptors (CD)
such as a keyword, a tag, or a property of the content, such
as the publisher identity, published date etc.

Intelligent end-systems and information aggregators (e.g.,
Google News and Yahoo! News, cable and satellite provider-
s) have increasingly adapted their interfaces to provide a
content-oriented pub/sub-based delivery method. However,
these mechanisms are built on top of a centralized server-
based framework and can also result in a waste of network
resources as shown in [1, 2], since the Internet protocol suit-
e is focused on end-to-end delivery of data. Furthermore,
issues of “coverage” and “timeliness” still exist in such form-
s of dissemination, where the aggregator may be selective
in what information is made available. Having a network
that is capable of delivering the information from any of the
producers to all subscribers may overcome such limitations.
However, unlike using multicast at the IP layer which can
result in a substantial amount of duplicate information be-
ing delivered to the receiving end-system (which will have
to be filtered out), it is desirable for the network to assist in
delivering unique information to the subscriber.

There have been several recent proposals for CCN [3, 4,
5, 6]. One such effort is that of Named Data Networking
(NDN) [3, 7]. NDN provides a substantial degree of flexi-
bility for users and end-systems to obtain information with-
out regard to their location or source. Exploiting caching,
NDN improves the efficiency of content delivery. Subscriber-
s can obtain the data from the closest node/cache serving
it. Moreover, multiple requests for the same data arriv-
ing at an NDN router can be served simultaneously by the
router, oblivious to the data source. However, this makes
the content centric routers somewhat more heavy-weight as
we will observe in our micro-benchmarking of such function-
ality. Moreover, due to its intrinsic design, we observe that
enhancements are needed to efficiently support pub/sub ap-
plications using the NDN design. In the rest of the paper
we use the term CCN to refer to the general content centric



based networking paradigm and use the term NDN to refer
to the specific proposal named NDN [7].

A couple of key requirements for a pub/sub system are effi-
ciency and scalability. We observe that the ability to exploit
multicast delivery is key to achieving efficiency, and to avoid
wasting server and network resources. Scalability require-
ments come in multiple forms: the ability to accommodate
a large number of publishers; the ability to accommodate
a large number of subscribers; enable a nearly unlimited
amount of information being generated by publishers; allow
for delivery of information related to subscriptions indepen-
dent of the frequency at which that information is generated
by publishers; allow for subscribers to not have to be con-
nected to the network at all times, so that information pro-
duction and reception by consumers can be asynchronous.

In this paper, we develop COPSS, an efficient content-centric
pub/sub system leveraging the advantages provided by CCN.
We evaluate the performance of COPSS by using a decen-
tralized Twitter-like application and show performance gain-
s in terms of aggregate network load, publisher load and
subscriber experience.

The key novelties of COPSS to provide a full fledged and
efficient content delivery platform for pub-sub applications
include:

e COPSS supports the notion of Content Descriptor (CD)
[8, 9] based publishing and subscription. A CD goes
beyond name-based [3] and topic-based [10] content i-
dentification and allows for contextual identification of
information and supports ontologies and hierarchies in
specifying interests.

e COPSS provides support for a CD based subscription
maintenance in a decentralized fashion, relieving the
publishers and subscribers from having a detailed list
of one another. This facilitates a highly dynamic and
large scale pub-sub environment (in which the focus is
on the content published) and facilitates the creation
of new publishers and subscribers. This is analogous to
recent events in Twitter wherein people belonging to
the affected region were able to behave as publishers.

e COPSS provides a push based multicast capability to
be able to deliver the content in a timely manner in
addition to leveraging the NDN’s inherent pull-based
information delivery model. COPSS does that in a
scalable and reliable manner.

e COPSS is designed to provide additional features for
subscribers that are offline and a 2-step delivery mod-
el that allow information publishers to exercise policy
control, access control (i.e., which subscribers are al-
lowed to access which information) and a snippet based
dissemination of large pieces of content in a scalable
manner.

e COPSS also addresses the need to evolve from our cur-
rent IP-centered network infrastructure to a content-
centric network.

We review related work in §2. In §3, we identify the re-
quirements of an efficient pub/sub system, provide a short

background of NDN, results of a microbenchmark test per-
formed and discuss its shortcomings as an efficient pub/sub
system. We present the COPSS design in §4 and evaluation
results are given in §5. We conclude our work and outline
further work in §6.

2. RELATED WORK

Existing work on pub/sub systems can be broadly classi-
fied into two approaches depending on how subscribers ob-
tain data: pull-based and push-based. In a pull-based mod-
el, subscribers poll the publisher (or a proxy) for any con-
tent/information update. This tends to create unnecessary
overheads in server computation and network bandwidth
when the update frequency is low compared to the polling
frequency. Furthermore, pull-based mechanisms require the
knowledge of the identity (DNS/IP address) of publishers
(or servers acting as the proxy).

In contrast, traditional push-based approaches maintain long-
lived TCP connections (Elvin [11]) or notify subscribers via
other means such as instant messaging (Corona [2]) or Ren-
dezvous nodes (PSIRP [12]). Both approaches have scala-
bility issues since it requires the maintenance of too many
connections and states; and sometimes require that every
publisher and subscriber are known to each other. The wide
existence of Network Address Translators (NATs) makes
it impractical for every subscriber to have global visibili-
ty, thereby complicating push based mechanisms. Overlay
based pub/sub approaches like Astrolabe [13] and Spider-
Cast [10] are agnostic of the underlying topology and there-
fore cause a lot of extra overhead.

To overcome the limitation of these approaches where a sub-
scription requires the knowledge of every content source, ap-
proaches such as ONYX [14], TERA [15], SpiderCast [10],
and Sub-2-Sub [16] have been proposed as topic/content-
based systems. In such systems, users express their inter-
est in content rather than sources (e.g., to a publisher in
Twitter'). COPSS adopts a Content Descriptor (CD)
based approach wherein a CD could refer to a keyword, tag,
property of the content and etc.; similar to that adopted by
XTreeNet [8] and SEMANDEX [9]. RSS feeds and XMPP
pub/sub [17] are used to publish frequently updated content
such as news headlines, blog entries and etc. and allows
users to subscribe to topics/publishers. Though both are
intended as push based applications, in reality they are es-
sentially pull based mechanisms that frequently poll various
RSS sources or XMPP servers.

To our knowledge, there is no prior work which aims to build
the content delivery network for efficient pub/sub. NDN [7]
and native IP multicast [18, 19, 20] also provides an efficient
delivery mechanism, but are not able to serve as an efficient
full-fledge content-based pub/sub system as shown in §3.
This paper proposes COPSS to fill this gap.

3. PROBLEM STATEMENT

We first describe the requirements that an efficient pub/sub
content delivery system has to address. Then, we examine
why existing IP multicast, overlay multicast and the current
NDN solutions may be inadequate.

Thttp://twitter.com/



3.1 Requirements
An efficient pub/sub information delivery system (“the tar-
get system”) needs to support:

e Push enabled dissemination: To ensure that sub-
scribers receive information in a timely manner, the
target system must provide the ability for publisher-
s to push information to online subscribers interested
in it. Such timely dissemination is useful in many sce-
narios such as disaster (e.g., Tsunami) warnings, stock
market information, news and gaming.

e Decouple publishers and subscribers: As the num-
ber of publishers and subscribers increases, it is impor-
tant for the network to be content-centric (using con-
tent names rather than addresses for routing), while
still providing the appropriate association between them
(publishers need not know who the subscribers are,
and vice versa). Furthermore, each subscriber may be
a publisher as well (e.g., Twitter allows users to be
both subscribers and publishers of data).

e Scalability: The target system must handle a large
number of publishers and subscribers. Minimizing the
amount of state maintained in the network, ensuring
the load on the publisher grows slowly (sub-linearly)
with the number subscribers, the load on subscribers
also grows slowly with the number of publishers (e.g.,
dealing with the burden of duplicate elimination). Im-
portantly, the load on the network should not grow
significantly with the growth in the number of pub-
lishers and subscribers. We also recognize the need to
accommodate a very large range in the amount of in-
formation that may be disseminated, and the need for
all elements of the target system in a content centric
environment to scale in a manageable way.

e Efficiency: The system must utilize network and serv-
er resources efficiently. It is desirable that content is
not transmitted multiple times by a server or on a link.
Furthermore, the overhead on publisher and subscriber
end-points to query unnecessarily for information must
be minimized.

e Incremental deployment: It is desirable that the
system be incrementally deployable as we transition
from an IP (packet-based) to a content-centric envi-
ronment. The target system must ensure that its fea-
tures are beneficial for early adopters, and provide a
seamless transfer from an IP dominated environment
to a content-centric environment.

Additionally, to support a full-fledge pub-sub environ-
ment, it is desirable that the target system support the
following additional features:

e Support hierarchies and context in naming con-
tent: We believe it is desirable to be able to exploit
both context and hierarchies in identifying content.
Hierarchical naming has been recognized by NDN as
well. Exploiting context enables a richer identification
of content (in both subscriptions and published infor-
mation), as noted in the database community (and
adopted in [8]).

e Supporting two-step dissemination for policy
control and efficiency: We recognize the need for
pub/sub environments to support a two-step dissem-
ination process both for reasons of policy and access
control at the publisher as well as managing delivery
of large volume content. In such a scenario, the target
system would be designed to publish only a snippet of
the data (containing a description of the content and
the method how to obtain it) to subscribers.

e Subscriber offline support: Another typical char-
acteristic of pub-sub environments is that subscriber-
s could be offline at the time the data is published.
There is clearly a need for asynchronous delivery of
information in a pub/sub environment in an efficient,
seamless and scalable manner. The system needs to
allow users who were offline to retrieve the data that
they have missed. It should also allow new subscribers
to retrieve previously published content that they are
interested in. We envisage a server that stores all the
content published. While important, the storage ca-
pacity and policy for replacement is beyond the scope
of what we are able to address here in this paper.

3.2 Why Does IP/Overlay Multicast Fall Short
as an Efficient Pub/Sub Platform?

IP multicast [18] is another candidate solution for efficient-
ly delivering content to multiple receivers. A sender sends
data to a multicast group address that subscribers could
join. Multicast routing protocols such as PIM-SM [19] con-
struct and maintain a tree from each sender to all receivers
of a multicast group. However, IP multicast isn’t an effi-
cient pub/sub delivery mechanism for several reasons: 1)
IP multicast is designed for delivery of packets to connect-
ed end-points. Dealing with disconnected operation (when
subscribers are offline) would have to be an application lay-
er issue. Overlay multicast solutions such as [21, 22, 23] are
agnostic of the underlying network topology, usually relying
on multiple unicasts in the underlay path and are therefore
also inefficient as a pub/sub delivery mechanism. 2) The
somewhat limited multicast group address space makes it
difficult to support a direct mapping of CDs to IP multicast
addresses. 3) Current IP multicast is not able to exploit rela-
tionships between information elements, such as CDs. CDs
may be hierarchical or may have a contextual relationship,
which enables multiple CDs to be mapped to a group. For
example, consider a publisher that sends a message to all the
subscribers interested in football, and subscribers who are
interested in receiving messages about all sports. The mes-
sage from the publisher will have to be sent to two distinct
IP multicast groups. If there happens to be a subscriber
of messages on sports and football, (s)he will receive the
same message twice and will have to perform redundancy
elimination in the application layer. The result is a waste in
network traffic and processing at both ends.

3.3 State of the Art: Named Data Networks

NDN: Technical background

NDN [7] has been proposed as a content centric network
architecture. Content sources register their availability of
content by prefix (akin to a URL), and these prefixes are
announced for global reachability (in a manner similar to
BGP in inter-domain IP routing). There are two kinds of



packets: Interest and Data (i.e., content). An Interest pack-
et is sent by a consumer to query for data. Any data provider
who receives the Interest and has matching data responds
with a Data packet. Both the Interest packet and a Data
packet have a content name. For an Interest packet, this
name is the name of the requested data; for a Data pack-
et, the name identifies the data contained in this packet.
The current design of NDN adopts a URL-like scheme for
the content name, e.g., a multimedia item may be named
as /uni-goettingen/introduction.mp3. An NDN router has
three data structures (see Fig. 2): the Forwarding Infor-
mation Base (FIB) that associates content names to the
next hops (termed face); the Pending Interest Table (PIT)
that maps full content names with incoming face(s); and the
Content Store (CS) that caches content from a provider up-
stream. The router forwards an Interest by doing a longest-
match lookup in the FIB on the content name in the Inter-
est. When forwarding an Interest, the router also records
the name of this Interest and the (inter)face from which this
Interest comes into PIT. NDN only routes Interest packet-
s. Data packets follow the reverse path established by the
corresponding Interest. When an Interest packet arrives at
a router, first the CS is checked to see whether the request-
ed data is present in the local cache. If so, then this Data
packet is sent out on the face that the Interest was received
and that Interest is discarded. Otherwise, an exact-match
lookup is done in PIT on the content name of the Interest.
If the same Interest is already pending, then the incom-
ing face of this new Interest is added to the face list of the
matched entry and this new Interest is discarded. Other-
wise, a longest-match is done on the content name in FIB
and the Interest is stored in the PIT and a copy of it is for-
warded based on the FIB entry. If there is no matched entry,
then the Interest is sent out on all the corresponding out-
going faces. When a Data packet arrives, the CS is checked
first. A match implies that this data is a duplicate of what
is cached and the packet is discarded. Otherwise, the PIT is
checked and a match means the Data has been solicited by
Interest(s) forwarded by this node. In such a case, the Data
can be validated, added to the CS and sent out on each face
from which the Interest arrived.

Difficulties with NDN for pub/sub systems: Multi-

cast

NDN has limited intrinsic support for pub/sub systems, a
critical need in a content centric environment. The aggre-
gation of pending Interests at routers achieves efficient dis-
semination of information from NDN nodes. But this ag-
gregation is similar to a cache hit in a content distribution
network (CDN) cache, which occurs only if subscribers send
their Interests with some temporal locality. Thus it avoid-
s multiple Interest queries having to be processed directly
by the content provider. Note however that this is still a
pull-based information delivery method and depends both
on temporal locality of interests and a large enough cache
to achieve effective caching in the (content centric) network.
On the other hand, native multicast support allows for a
much more scalable push-based pub/sub environment, s-
ince it is not sensitive to issues such as the cycling of the
cache when a large amount of information is disseminated.
In COPSS we strive to achieve a full fledged push-based
multicast capability in addition to the efficient query based
information dissemination available in NDN.

Table 1: Forwarding performance (us)[std. dev]

CCNx UDP-K UDP-U
200B/Interest | 2205.6[1106.42] | 6.4[0.52] | 37.4[8.21]
4096B/Data | 2135.4[876.04] | 4.0[0.82] | 75.2[16.31]

Difficulties with NDN: Obtaining information from

unknown publishers

NDN is essentially built as a query-response platform where
subscribers are required to know the publishers or the pre-
cise identity of the content (URL) to send an interest. S-
ince we believe it is important for subscribers to not know
who are the publishers of a particular information item (i.e.,
a certain CD), NDN poses difficulties in achieving a true
pub/sub environment. Consider a 2-publisher, 1-subscriber
scenario. Sub sends a query “/query/sports/football” be-
cause (s)he is interested in football. On receiving the query,
if Pub; and Pubs happen to have different new items of in-
formation, they will return their items to R. But only the
response that arrives first will be returned by R since it will
consume the PIT entry in R. If Sub wants the second up-
date, he/she would either have to know the exact content
name of Pubs’s response, or find a means to exclude Pub;’s
response. Obviously, the first option is infeasible, since it is
undesirable to negotiate a global name space across all the
(possibly unknown) publishers. For the second option, the
subscriber will have to specify a large number of names in
the exclude field, especially if there are a large number of
publishers (one can imagine thousands of such publishers).
Moreover, since Sub does not know of the number of avail-
able publishers, it needs to send the Interest repeatedly till
it stops receiving data from the various publishers and will
have to repeat this process periodically. This model thus
becomes similar to polling, with its associated overhead (as
we will show in §5).

3.4 NDN Performance: Micro Benchmarking
We performed measurements to study the processing over-
head of CCN compared to a pure IP-based forwarding (albeit
recognizing that the functionality offered by a CCN node is
significantly different). We ran simple benchmarks on the
open source CCNx implementation? and standard IP based
forwarding. The measurements were performed on Linux
2.6.31.9 machine (3.0 GHz Intel® E8400, 4GB Memory).
Note CCNx is currently implemented as a user-space over-
lay, using UDP or TCP encapsulation for exchanging CCNx
protocol packets between different nodes. To have a rea-
sonably fair comparison, we use two kinds of packets in our
measurements: 200-byte UDP packet compared to an NDN
Interest packet, and a 4096-byte UDP packet to compare
with an NDN Data packet (both with the same UDP payload
size). The time between the incoming and outgoing instants
of each packet is measured using Wireshark®. Three for-
warding behaviors are measured: NDN, kernel-space UDP
(UDP-K), and user-space UDP (UDP-U).

From Table 1, we observe that to achieve the functionality
of name-based routing, NDN routers are about 500 times
slower than UDP-K and about 50 times slower than UDP-

?http://www.ccnx,org/
3http://www.wireshark.org



U. Though a hardware-level implementation would be able
to achieve better performance, the requirements placed on
an NDN router is higher than that placed on IP router.
Since COPSS supports NDN functionality, we understand
the need to minimize overhead unless required. Further, we
also explore the possibility of a hybrid COPSS + IP ap-
proach where the COPSS aware nodes at the edge support
the content-centric pub/sub functionality while the interme-
diate nodes are just IP routers seeking to preserve forward-
ing efficiency.

4. COPSS ARCHITECTURE

COPSS is designed to be a content centric pub/sub plat-
form that meets the requirements listed earlier - efficient,
scalable, exploiting a push-based delivery using multicast
for timely but efficient delivery, allow publishers and sub-
scribers to be unaware of each other’s identity, and support
hierarchies in categorizing information. COPSS leverages
the benefits provided by NDN for efficient content delivery
and enhances it to provide a full fledged pub-sub platform.
Publishers focus on their core task of publishing while not
having to maintain membership status, and subscribers re-
ceive content from a multitude of sources without having to
worry about maintaining a list of publishers and frequent-
ly polling them for the availability of fresh data. COPSS
naturally deals with substantial churn in subscription state,
allowing a large number of users to join and leave and fre-
quently change their subscriptions. The topics may change
frequently as well (e.g., in a Twitter-like publishing environ-
ment, where the popular topics change frequently).

4.1 COPSS Overview

COPSS introduces a push-based delivery mechanism using
multicast in a content centric framework. At the content
centric forwarding layer, COPSS uses a multiple-sender,
multiple-receiver multicast capability, in much the same man-
ner as PIM-SM, with the use of Rendezvous Points (RP).
Users subscribe to content based on CDs. Subscriptions
result in ‘joins’ to the different CDs that are part of the
subscription. Each CD is associated with an RP, and the
CCN may have a set of RPs to avoid traffic concentration.
Although not necessary, the number of RPs may potentially
be as large as the number of CCN nodes. Publishers pack-
age the CDs related to the information being published by
them. As with PIM-SM, the published information is for-
warded along the COPSS multicast tree towards the RPs,
taking advantage of short-cuts towards subscribers where
appropriate. COPSS makes use of hierarchical and contex-
t based CDs to aggregate content. COPSS aware routers
are equipped with a Subscription Table (ST) that maintains
CD-based subscription information downstream of them in
a distributed, aggregated manner, as in IP multicast. An
incoming publication is forwarded on an (inter)face if there
are subscribers downstream for any one of the CDs in that
publication. However, only one copy is forwarded on a giv-
en link (to gain the same advantage as multicast). This also
ensures that subscribers subscribed to various groups do not
receive duplicate content, to the extent possible. We note
that our use of Bloom filters (described below) may result
in false positives that would have to be filtered out at the
first hop router next to the subscriber.

Additional capabilities in COPSS include the means to per-

form a two-step data dissemination capability to provide
control of policy and access at publishers and to manage de-
livery of large volume data. Publishers send snippets of the
content (which includes the CDs) and subscribers interested
in the content query for it. Additionally, the COPSS ar-
chitecture supports an efficient delivery mechanism for sub-
scribers who were offline when the data was published. A-
gents/servers are responsible for also storing published con-
tent. Thus, subscribers who were offline could seamlessly
query the network with the ID of the last received data and
the COPSS aware network delivers content from such an
agent/server. It also allows new subscribers to receive pre-
viously published information of interest.

In order to support pub/sub operation, COPSS introduces
two additional types of packets, namely Subscribe and Pub-
lish, and are used in much the same manner as NDN’s
existing CCN packets Interest and Data being used for
query/response interactions. By issuing a Subscribe for
a CD, a COPSS subscriber will then receive updates when
publishers Publish new content. We have attempted to
make COPSS backward compatible with NDN as much as
possible (e.g., taking advantage of caching in the CCN aware
routers etc.). We now address each of the main aspects of
COPSS in detail.

4.2 CDs: Hierarchical and Context Based

Names

A CD can be any legal Content Name. For efficiency though,
we exploit hierarchies in the structure of CDs. For example,
a name /CD/CD1/CD2 includes CD, CD1 and CD2 as
part of a hierarchy and could have multiple levels. It facili-
tates COPSS aware routers to aggregate subscription infor-
mation and avoiding the forwarding of duplicate content. An
example name may be /sports/ football/Germany, where
the CDs are /sports, /sports/ football and /sports/ football/
Germany. A subscription therefore can be at different gran-
ularities, taking advantage of this hierarchy.

4.3 Basic One-Step Communication

The basic one-step communication in COPSS is used for
information dissemination via a push-based delivery using
multicast. This is suitable for a ‘pure’ pub/sub environment,
i.e., sending information where there is no need for policy
control or for small volume content (e.g., Twitter-like short
messages). The key operations of COPSS in this one-step
communication model are Publish and Subscribe.

4.3.1 Publish using Rendezvous Nodes

COPSS supports sparse mode multicast at the content layer.
This is done by introducing a rendezvous node (RN) as the
root of a CD’s subscription tree. As with an RP in PIM-
SM, the RN receives content associated with a CD from a
multitude of publishers and forwards it to all subscribers of
the CD. The RN is a logical entity and handles information
for more than one CD (possibly load-balanced across RNs
using a policy for allocation of CDs to RNs) and resides
on a physical COPSS aware router. a) An RN needs to be
reachable from all publishers sending Publish packets with
header prefix /rendezvous/ b) RNs receive packets from the
publishers, strip the prefix /rendezvous/ and forward it to
the interest subscribers.
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Figure 1: Multicast in COPSS aware network

Note that a publisher does not expect a reply to a Publish
packet and sets the timeout value to 0. Therefore COPSS
aware routers only forward it, rather than putting it into
the Pending Interest Table (PIT). See §4.3.3 for a detailed
example. The job of a RN is to receive and forward and can
therefore be easily replaced whenever necessary.

4.3.2 Subscribe

A subscription received in a Subscribe packet (which may
include one or more CDs) is treated just like a join in IP
multicast. Subscription state is retained in a COPSS aware
router, and the Subscribe is forwarded (if needed) towards
the RN.

Forwarding (via Subscription table)

COPSS uses NDN'’s forwarding engine with an additional
Subscription Table (ST) (see Fig. 2). The subscription ta-
ble is used to maintain a list of downstream subscribers and
the outgoing faces towards the subscribers. The Subscribe
packet is forwarded towards the RN based on the forward-
ing table entry at a COPSS aware router. Along the path,
the COPSS aware routers add this entry in their ST If the
COPSS aware router has an entry in the ST (the equivalen-
t of being an on-tree node in IP multicast), the Subscribe
information is aggregated and the incoming interfaces are
included in the list of subscribers downstream. If not, the
Subscribe is also forwarded towards the RN. Data messages
with CDs matching the entries in the ST are forwarded on
the list of interfaces that have subscribers downstream. The
ST can be implemented as a <face:bloomfilter> [24] set.
Every incoming data packet is tested against the bloomfil-
ters and will be sent to the faces whose bloomfilter con-
tains CD(s) the packet satisfies. This prevents multiple
copies of the same data being sent out on the same inter-
face. A COPSS user needs to subscribe to (i.e., declare an
interest in) a CD. The subscription of a user to a certain
CD is performed by creating an ST entry {Prefix="/CD”;
Face=user} in COPSS. This allows a publisher’s Publish
packets with the corresponding CD to reach subscribers.

4.3.3 Overall Example

Rendezvous node set up: Assume that R7 in Fig. 1
is the rendezvous node assigned to handle the CD group-
s /sports/ and /sports/football. RT7 is assigned the name
/rendezvous and the COPSS aware network propagates this
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Figure 2: NDN’s Forwarding engine adapted with subscrip-
tion table

information and updates the forwarding tables (FIB) in the
COPSS aware routers.

Subscription set up: Lets assume that S1 and S2, in
Fig. 1, are subscribers interested in sports/football and
sports respectively. Therefore S1 and S2 will forward a sub-
scribe packet towards R7. COPSS aware router R9 along the
path would store both the subscriptions in its ST (see Fig. 2)
and forward the Subscribe packets towards the rendezvous
node R7. Subscribe messages are similar to Interest pack-
ets in NDN, and can be considered ’standing queries’ and
uses the FIB for fowarding towards the RN and also updates
the ST.

Content Delivery: A publisher just sends the content us-
ing Publish packets (the Publish packet is semantically sim-
ilar to a Data packet, carrying data). However, it will be for-
warded by looking up the forwarding table (FIB) unlike the
PIT in NDN) with the header rendezvous/sports and/or
rendezvous/sports/ football. The COPSS aware network
will first deliver it to R7, the RN. R7 on receiving this da-
ta will strip the header rendezvous and disseminate the
Publish packet to subscribers downstream. Based on the
ST, RT7 realizes that there are subscribers for sports as well
as sports/football and forwards this packet downstream.
Intermediate router R9, then duplicates the packet and for-
wards it to S1 and S2. Hence, the reduction in bandwidth
consumption and router processing overhead is achieved at
R7.

4.4 Two step communication

‘With the basic push based communication model using mul-
ticast, COPSS uses Publish packets to carry the published
content. However, to provide the flexibility for publishers
to exercise policy and access control, as well as to efficiently
distribute large volume content, we propose a two-step data
dissemination method. Publishers first distribute snippet-
s or a portion of the content (e.g., preview) as part of the
payload. Subscribers then explicitly query for the content
(an NDN Interest). This two-step model avoids subscribers
from being overwhelmed with large content that may not be
of interest (and saves network bandwidth).



A snippet is a payload carried in the Announcement in-
stead of the actual content. It contains the meta informa-
tion (the CDs), message abstract(s), pricing information and
anything else that helps a subscriber decide if he would like
to have the whole content. Additionally the snippet con-
sists of the contentName that would help the subscriber
obtain the data from the publishers or other sources that
are serving the same Data. The content Name can be real-
ized in a similar manner as in NDN and must be a unique
way of identifying the served content. Published Data can
belong to multiple CDs, e.g., a news article about “An in-
jury to an American football player” could belong to a CD
for /news/america and a CD for sports/ football. In such a
case, the snippets sent by the publisher to the different CDs
could either be the same or even be different, pertaining to
the taste of the subscribers. But the contentName carried
in the snippet would be the same allowing for the possibility
of PIT hits (if requests arrive at nearly the same time) and
content store hits (if content is available in cache), when re-
quests arrive from the subscribers of the two groups. Below,
we detail our two-step(see Fig. 3) communication design.

Publisher: Announce

When a publisher has new content to publish, he multicas-
ts an Announcement with the payload carrying a snippet
of the data. The Announcement is implemented by send-
ing a Publish packet, with the format for the name being
“/rendezvous/CD/”. Rendezvous nodes (RNs) do not d-
ifferentiate between a normal Publish packet and an An-
nouncement in their processing (i.e., eliminating the prefix
“/rendezvous” and then forwarding the packet). When a
subscriber receives multiple Announcements pointing to a
same piece of data (identified by the same contentName
portion), he would only need to query for that data once.

Publisher: Register

With two-step communication, a subscriber generates a query
in response to a snippet, if he is interested in the data. For
the query to reach the publisher(s) that send(s) the An-
nouncement, publisher(s) must first propagate to the net-
work the name prefixes (e.g., contentName) of all the con-
tent to be published (similar to the propagation of the con-
tent sources in NDN). This is called Register with the net-
work. For example, a publisher who issues an Announce-
ment of “/rendezvous/CD/” is expected to propagate the
name prefix of “/contentName” (in essence the name of the
content) in order to make the network aware of the avail-
ability of that content. Other subscribers that have already
received the data could also serve the content by propagating
the appropriate FIB entry to minimize the load on the pub-
lishers, especially in the case of large volume content (access
control will have to be negotiated with the publisher).

Subscriber: Retrieve Data

On receiving an Announcement, the subscriber sends a query
using an NDN Interest packet whose content name is the
content N ame portion in the snippet received in the payload.
The publisher responds with the Data associated with the
query. This mechanism benefits from NDN’s communication
paradigm and has the advantages of a potential cache hit on
the way (which reduces the access latency of this content)
and potential PIT hit (which reduces the query traffic) if

Publisher RN Subscriber
- 3 Announcement 3 3
=1 | Name: /RN/sports/football | | '
5| | Snippet: /BBC/WorldCup/027 g
§ 3 3 Multicast 3
g 3 3 l\!ame: /sports/football )3
< | : Snippet: /BBC/WorldCup/027 :
< b Query,
B <—| Name: /BBC/WorldCup/027 |——
= Response Name: /BBC/WorldCup/027</segid> ;
8 3 Content: “Detail of the match...” i

Figure 3: Platform overview of the one-step and two-
step communication.

the same data has been requested by some other subscriber
through the same router.

4.5 Supporting Asynchronous Data Dissemi-

nation: Subscribers Going Offline

A true pub/sub environment needs to be able to support
‘asynchronous’ data dissemination. By this we mean that
when a subscriber goes offline (turns off the end-system or
moves to a different location), the pub/sub environment will
still enable the user to receive messages that were missed
while being offline. Furthermore, the user should not have
to know who the publishers were, or even whether they are
still connected to the network. For instance, the original
publisher may no longer be online (e.g., transmitted a warn-
ing before being disabled). COPSS supports this by having
a dedicated broker/server that acts as a store for all COPSS
multicast messages. It is likely that a very large amount of
information would have to be stored at the broker, which
poses scalability challenges. Our solution to this is the nat-
ural one: allow the logical broker to be a set of collaborating,
distributed servers (i.e., a broker cloud). Load is shared a-
mong them and they provide some level of redundancy. But
most importantly, such a design offers the desired scalability.
During COPSS’s bootstrapping, the FIB information with
a pointer to the broker cloud is propagated to the whole
network — just like the FIB pointing to rendezvous nodes
is propagated — so that the broker cloud is reachable from
everywhere in the network.

The broker subscribes to any newly created CD based on
Announcement and Publish messages received from pub-
lishers. Thus, it obtains a copy whenever a publisher pub-
lishes new messages. While storage space is a concern, and
issues such as the content replacement policy on the broker
are relevant, their solutions are likely to be similar to what
has been adopted in a non-content centric, server oriented
information infrastructure.

Querying for missed messages

In order to query for missed messages, COPSS requires a
subscriber to remember the content name of the final mes-
sage he received when he was last online. We also require
that the broker cloud order all received messages based on
their arrival using its local time. When a subscriber goes of-
fline and later rejoins the system, he queries the broker cloud



with two pieces of information: the group he subscribed to
and the message he received last (by sending a Subscribe
packet with the header /broker/CD). The COPSS aware
routers forward the Subscribe based on the header /broker/
to the broker cloud. The broker cloud has to look up in the
log to find the match to the message from the subscriber.
For each multicast message received after this, the broker
cloud checks whether it belongs to any of the CDs provided
by the Subscribe. The broker then sends all the matched
messages to the subscriber. Below, we address scalability
and reliability issues:

Scalability: Retrieving missed content

A subscriber may have subscribed to a very large number
of CDs. Some of the CDs subscribed to could be related to
infrequent events such as a “disaster warning”, or popular,
frequently updated information such as sports. When deal-
ing with asynchrony, a subscriber coming back online would
have to send a query for every CD that he has subscribed,
since it is impossible to predict which groups have had new
content. With the magnitude of subscribers and CDs en-
visioned, such a pull-based approach for information every
time a subscriber comes back online (or moves to a different
point in the network) could result in a lot of traffic. To re-
duce the query load that a subscriber generates and the cor-
responding processing overhead at the broker, COPSS seeks
to aggregate processing by grouping content across multiple
CDs. Instead of querying for content related to individu-
al CDs, the subscriber queries for the group. The tradeoff
is that the subscriber might receive false positives, which
have to be eliminated at the receiving end-point. Aggre-
gation functions include traditional hashing schemes (e.g.,
based on the CD string), but have the disadvantage that
their decision does not take the semantics related to CDs
into consideration. COPSS’s use of the hierarchical struc-
ture of CDs allows subscribers and/or brokers to exploit it
for aggregation. We believe that this will help to minimize
the retrieval overhead and in reducing false positives. For
example, a subscriber who is subscribed to a large number
of disaster warning related CDs could aggregate them to a
higher level CD such as /disaster/ and issue one query to
the broker. It is particularly attractive when these updates
are infrequent and the number of false positives are small.

Scalability: Message delivery

The scale of the subscribers envisioned is likely to lead to
many offline users becoming online in a burst at peak periods
(e.g., in the morning), resulting in a large burst of query traf-
fic. But this also provides opportunities to optimize network
traffic. We propose using markers in the message sequence
to allow for batching responses. E.g., assume a subscriber
of a CD requests for content that he missed since 9 pm and
another subscriber of the same CD requests content that he
missed since 11 pm. Using a marker to delineate the mes-
sage sequence into batches allows the broker to multicast
the overlapping message sequence between the subscribers.
This reduces both network and broker load.

Reliability: Possible loss of sequence

COPSS multicast messages may arrive at the subscribers
and the broker cloud in different order. This can be caused
e.g., by varying latencies from different publishers. Thus,

if the broker simply provides the subscribers with the mes-
sages received after the matched message in the log, some
published information may be missed. We solve this prob-
lem by requiring the broker cloud to group all the messages
in its log into different windows. Let the size of this window
be n, indicating a set of consecutively received messages at
the broker. Upon recept of a query, the broker finds the
target window that contains the matched message. Then
messages related to the queried CD belonging to the same
window are sent to the subscriber. By sending these extra
messages within the target window, messages that may have
been received out-of-order can be included and delivered to
the subscriber. The subscriber would be responsible for du-
plicate elimination. The subscriber would also maintain a
local window that stores the messages that the subscriber re-
ceived as soon as he came online. This ensures that once the
broker starts sending messages that the subscriber has al-
ready received, the subscriber could stop sending the query.
Note the parameter n has to be tuned to make a good trade-
off of delivering unnecessary information to subscribers and
network load versus the success probability of recovering all
the messages when the subscriber is offline, depending on
the message frequency and user online/offline pattern.

4.6 A Hybrid Model for Incremental Deploy-
ment of CCN Capability

We have so far considered an ideal case where all routers
are COPSS aware. However, our micro benchmarking of the
forwarding performance of CCN routers (see §3.4) indicated
that the processing a CCN packet in a CCN router can be
substantially more expensive than forwarding a packet at
a normal IP router. Given that forwarding a Data packet
involves examination of the CCN headers (to parse the CDs,
examine if it is in the cache etc.), it is desirable that these
functions be performed on when essential.

Therefore, we develop a practical yet effective solution for a
hybrid environment (COPSS + IP): COPSS aware routers
are present only at the edge of the network and connected
to the native IP network. We provide the necessary COPSS
functionality at the edge while still achieving efficiency of
forwarding packets in the core. Parsing of content centric
names and forwarding decisions are made by the COPSS
aware (edge) routers, while leveraging the high performance
of IP forwarding in the core IP network. Such an architec-
ture naturally allows subscribers to subscribe to CDs and al-
lows publishers to publish data based on CDs. Furthermore,
the deployment cost may be reduced by only replacing edge
routers with COPSS aware routers.

To facilitate the push-based multicast in COPSS, we make
use of native IP multicast capabilities in the core of the net-
work and perform the mapping from CDs to IP multicast
group addresses. This allows the network to maintain the
advantages provided by the COPSS for both publishers and
subscribers such as maintenance of the subscription list, CD-
based subscription and publishing, one-step and two-step
dissemination and support of users going offline but still al-
lowing asynchronous communication between publishers and
subscribers. The downside is given that the limited avail-
ability of IP multicast addresses compared to the envisioned
scale of the number of CDs in a COPSS aware edge router,
multiple CDs may be mapped to a IP multicast address.
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Figure 4: Multicast in COPSS + IP.

Such a mapping may resulting in messages being unneces-
sarily delivered to subscriber end-nodes that then have to
discard irrelevant messages.

An example: In Fig. 4, we give a brief example about
how hybrid-COPSS works. S; (subscribed to “/1/0”) and S
(subscribed to “/1/4” & “/2/5” ) are connected to Rz, which
is a COPSS-aware edge router. On receiving the subscrip-
tion request, R translates these CDs to IP multicast groups
according to the mapping table. As a result, it joins groups
224.0.0.1 and 224.0.0.2 in the IP network. When a pub-
lisher P (connected to R;) multicasts a COPSS packet, R
will encapsulate the packet according to the CDs it contains.
In this example, CP1 is encapsulated as a UDP/IP packet
using the IP multicast address 224.0.0.1 based on the map-
ping table. When R» receives the packets, it disseminates
the packets to the end hosts according to the subscription
table, ST as described above. This way, S; then receives
CP1 and S receives CP2 and C'P3. However, according
to the mapping table, R2 can also receive packets with CD
“/2/3”. Since there is no subscriber downstream, Ry will
discard this packet. This results in some wasted network
traffic being transmitted on some links. This is the tradeoff
because of the aggregation of CDs.

5. EXPERIMENTAL EVALUATION

We use simulations to evaluate the benefit of COPSS. We
show how pub/sub capability of COPSS achieves improved
performance compared to a pull-based NDN implementa-
tion as well as pure IP multicast. We use the results of
our micro-benchmarking measurements to parameterize the
simulations. We built an event-driven simulator in C#. To
drive our simulator, we use a set of traces collected from
Twitter. We evaluate the performance of COPSS in multi-
ple dimensions: forwarding performance with both one-step
and two-step (delivering a snippet and allowing subscriber-
s to query for content) communications, subscribers going
offline and then retrieving messages missed, as well as the
benefits of a hybrid model.

5.1 Experimental Setup
Dataset: We use a Twitter data trace of tweets on technical
topics obtained from the public Internet during a one-week
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Figure 5: Dataset information

period in 2010, which totaled 68,695 tweets sent by 38,481
users. We identified and selected 25 hot keywords such as
iphone, ipad, blackberry, smartphone as CDs. We filter this
data trace and retrieve a subset in which every tweet con-
tains at least one of the 25 keywords. This subset amounts
to 41,613 tweets from 22,987 users (4.13 tweets/minute, up
to 48 tweets posted at the same time) and is used as our
simulation input. We then filtered additional hot keywords
from these 41,613 messages in order to obtain sub-CDs for
the selected 25 CDs. The sub-CDs range from 1 to 25 for
the selected 25 keywords. By this method, we have a total
of 407 distinct CDs that can be hierarchically grouped into
25 CDs. Fig. 5a shows the number of tweets associated with
each CD respectively. To make the publishers of our sys-
tem tweet more frequently, we assign the 22,987 users to 50
publishers by hashing them based on a power-law function.
Fig. 5b shows the number of tweets per publisher. With-
out the means to inferring CD-Subscriber relationship from
the data trace, we assume the more popular the CD is, the
more subscribers there will be (based on [25]). Thus, we
distributed the number of subscribers per-CD based on the
CD-Tweet relationship. Subscribers can subscribe to multi-
ple CDs, but a subscriber who is subscribed to a top level
CD will not be subscribed to a lower level CD belonging to
it. To simplify the simulation, subscribers will query the
data as soon as they get announcements.

Network topology: We use the Rocketfuel [26] backbone
topology (id=3967) for the core routers. Besides, we put 200
edge routers on the 79 core routers, with each core router
having 1-3 edge router(s). We randomly distributed 50 pub-
lishers, and uniformly distributed the subscribers (varying
from 200 to 600) on the edge routers. The link weights be-
tween the core routers were obtained from the topology and
interpreted as delays (ms). The delay between each edge
router and its associated core router is set to 5 ms; the de-
lay between each the host and its associated edge router is
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set to 10 ms.

Aggregate network load: We study the impact of COPSS
on the network by measuring the aggregate network load cal-
culated by:

packetCount

Z packetSize; x hopCount;, (1)

i=1
i.e. when a packet with size 1kB is sent from host A through
router R to host B, 2kB is added to the aggregate network
load. For a fair comparison, COPSS packets are encapsulat-
ed into UDP packets when transmitted over an IP underlay.
The encapsulation overhead is therefore the same as in a
CCNx implementation.

5.2 Performance of COPSS’s Basic Commu-
nication Model, NDN and IP Multicast

Fig. 6 illustrates the aggregate network load driven by our
emulated Twitter-like application over the standard pull-
based NDN (both without a cache as well as a cache of 100
packets), using COPSS’s one-step communication model as
well as native IP multicast. We observe that the COPSS
has a lot less load in this case, because of its design of a con-
tent centric push mechanism that improves upon the NDN
proposal by adding a multicast capability. In addition: 1)
Polling is not used by COPSS unlike NDN. With NDN;, sub-
scribers need to poll periodically (every 30 minutes in the
default setting) introducing additonal overhead. 2) Network
traffic is further reduced because of multicast with COPSS
even compared to the use of caches in NDNs. Moreover,
COPSS performs no worse than native IP multicast, be-
cause of the use of the hierarchy based grouping of CDs.
This results in fewer messages being transmitted to reach
the subscribers of different CDs. Note that the aggregate
network load due to NDN and IP multicast increases lin-
early with the number of subscribers. With COPSS, the
increase in subscribers results in only a marginal increase in
the aggregate network load since the data is only duplicat-
ed very close to the subscriber (in the optimal case at the
subscriber’s first hop router).

5.3 Performance of COPSS (Two-Step)

Here, we evaluate the performance of the COPSS to trans-
fer large volume content using its two-step communication
model. Large files that are 128 times larger than the o-
riginal Twitter messages are created from the dataset. We
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Figure 7: COPSS in two-step mode

Table 2: COPSS + IP performance vs COPSS-
everywhere and IP-multicast

IP- COPSS- COPSS +
Multicast | everywhere | IP-Multicast

Content Dissemination

78.76 82.73 77.62
Latency (ms)

Aggregate Network

19.50 12.32 13.15
Traffic (GB)

study the load on the publisher (see Fig.7a) by calculating
the number of queries for data that reach the publisher for
varying cache sizes (0, 10, 100). COPSS is able to lever-
age the benefits of NDN, by first pushing snippets to sub-
scribers who then immediately query the publisher if they
are interested in the content.We observe that a cache size of
10 packets is sufficient to reduce the load on the publisher
significantly.

Fig. 7b illustrates the aggregate network traffic when a vary-
ing number of subscribers request for the full content on re-
ceiving the snippet. For reference, we have also shown the
case of COPSS in one-step mode delivering the full content
instead of sending a snippet. When a small percentage of
users request for the content, substantial network resources
are saved by adopting the two-step mode. However, when
the number of subscribers requesting for the content reach-
es more than 85%, the two-step mode is more expensive
because the sending of snippets in the first step is just ad-
ditional overhead compared to the one-step delivery mode.



Table 3: Broker load vs. router cache size

Cache Size 0 10 100
Broker load (# of query) | 895.953 | 892.714 | 778.270

5.4 Performance of Hybrid-COPSS (COPSS
at Edge + IP at Core)

In §3.4, we observed that content oriented processing is more
expensive than IP. The aim of hybrid-COPSS (COPSS at
edge + IP in the core) is to achieve the best of both world-
s by obtaining the functionality of content centricity while
retaining the forwarding efficiency of IP. To validate this,
we evaluate the performance of hybrid-COPSS in one-step
mode (COPSS aware routers at edges and IP routers at core)
to that of COPSS-everywhere in one-step mode (all routers
are COPSS enabled) as well as native IP-multicast. Ta-
ble 2 shows the content dissemination latency which is dom-
inated by the processing overhead incurred at every router
(the processing overhead was obtained through measure-
ments 1). The latency incurred is high in the case of COPSS-
everywhere since every COPSS aware router will have to
process the Publish and Subscribe packet. Comparative-
ly, routers enabled with IP multicast perform much better
in terms of latency. Hybrid COPSS is able to achieve low-
er latency than both COPSS-everywhere and IP-multicast.
This is due to the fact that even though the edge COPSS
aware routers incur high processing overhead, they are able
to send a single copy to multiple groups and are thus able
to send much lower traffic into the network. IP-multicast
on the other hand needs to send the same message multiple
times to be able to reach subscribers belonging to different
CDs. This can be clearly seen in the row titled “Aggregate
Network Traffic” where we observe that IP-multicast gen-
erates higher network traffic. The aggregate network traffic
of hybrid-COPSS is slightly higher than COPSS-everywhere
due to the fact that CDs are mapped to IP multicast groups
and therefore results in a small amount of false positive con-
tent being delivered at the last hop COPSS enabled router
close to the subscriber.

5.5 Performance of COPSS for Offline Users

Based on our preliminary analysis on the twitter data trace
available, we synthesize the users’ offline/online pattern as
follows: everyday about 75% of all subscribers randomly go
offline between 2am and 3am, and then go back online ran-
domly between 10am and 1lam. For each of the remaining
users, we randomly choose two time points as the start and
end points of their offline period with an average offline du-
ration of 20 minutes. Though this does not match a real
world scenario, we created such a behavior to study the im-
pact of a large portion of the subscribers coming online at
nearly the same time. In Table 3, we observe that as the
cache size increases, the number of queries reaching the bro-
ker reduces. The cache hit rate is boosted by the division of
content based on the markup message and the grouping of
subscribers into higher level CDs when appropriate.

5.6 Additional Observations

Table 4 shows that in the case of NDN-pull and COPSS (2-
step), the publishers need to be visible and therefore have
to propagate their entry throughout the network. In the
case of COPSS (1-step), since it is an RN based multicast,

Table 4: The FIB entry created due to Server/RN
and publishers of the specific content

NDN-Pull COPSS (1-step) | COPSS (2-step)
Node type Pub Server | Pub RN Pub RN
FIB entries | 13,950 279 0 278 13,950 278

the publishers need not propagate their entry and only the
RN propagates the entry to all the (278) COPSS enabled
routers. This shows that COPSS (2-step) behaves in a man-
ner similar to NDN-pull with regards to FIB propagation
whereas in the case of COPSS (1-step), the size of the FIB
in the network is considerably lower.

6. SUMMARY

In this paper we presented and evaluated COPSS, an effi-
cient pub/sub-based content delivery system exploiting the
fundamental capability of CCN for efficient information dis-

semination. COPSS builds on existing proposals for CCN/NDN

to provide pub/sub functionality. COPSS is designed to be
scalable to a large number of publishers, subscribers and CD-
s. We recognize that a pub/sub platform needs to be able to
accommodate users going offline, and allow them to retrieve
content that has been published during the time the sub-
scriber was offline. We also explicitly address the need for
incremental deployment of CCN capability in traditional IP
networks. We use trace-driven simulations to evaluate the
COPSS architecture. COPSS reduces the aggregate network
load and the publisher load significantly. The additional
CCN layer processing with COPSS compared to IP multi-
cast is relatively small, achieved by considerable efficiency
in avoiding duplicate and unnecessary delivery of content to
subscribers. COPSS is substantially more efficient than ex-
isting pull-based CCN proposals (such as NDN) because of
its inherent pub/sub capability.
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ABSTRACT

Content-Centric Networking (CCN) seeks to meet the content-
centric needs of users. In this paper, we propose hybrid-
COPSS, a hybrid content-centric architecture. We build on
the previously proposed Content-Oriented Publish/Subscribe
System (COPSS) to address incremental deployment of CCN
and elegantly combine the functionality of content-centric
networks with the efficiency of IP-based forwarding includ-
ing IP multicast. Furthermore, we propose an approach for
incremental deployment of caches in generic query/response
COCN environments that optimizes latency and network load.
To overcome the lack of inter-domain IP multicast, hybrid-
COPSS uses COPSS multicast with shortcuts in the CCN
overlay. Our hybrid approach would also be applicable to
the Named Data Networking framework.

To demonstrate the benefits of hybrid-COPSS, we use
a multiplayer online gaming trace in our lab test-bed and
microbenchmark the forwarding performance and queuing
for both COPSS and hybrid-COPSS. A large scale trace-
driven simulation (parameterized by the microbenchmark)
on a representative ISP topology was used to evaluate the
response latency and aggregate network load. Our results
show that hybrid-COPSS performs better in terms of re-
sponse latency in a single domain. In a multi-domain envi-
ronment, hybrid-COPSS significantly reduces update laten-
cy and inter-domain traffic.
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1. INTRODUCTION

Content Centric Networking (CCN) [1-7] seeks to trans-
form content as a first-class entity. Rather than the current
location-centric network architecture, CCN presents a net-
working paradigm that enables users to issue a query for
content instead of contacting a specific end host for that
content. It allows the network to provide the content from
any of the multiple sources where it is available (including
the in-network cache), and meets the user’s need to send and
receive content, irrespective of where it is or who generated
it. Named Data Networking (NDN) [4] is one of the more
popular examples of CCN.

Publish/subscribe (pub/sub) systems are particularly suit-
ed for large scale information dissemination, and provide the
flexibility for users to subscribe to information of interest,
without being intimately tied to when that information is
made available by publishers. This temporal separation be-
tween information generation and indication of interest is
a highly desirable content centric feature. Our proposal,
Content-Oriented Publish/Subscribe System (COPSS) [7,8]
is built on top of NDN with a new CCN-oriented multicast
capability, to meet the efficiency and scalability needs of
large scale pub/sub systems. Examples we address include
a content-focused Twitter-like pub/sub system [7] and ap-
plications with tight timeliness requirements such as online
multiplayer gaming and content streaming [8].

A major component of the NDN design is the extensive
use of caching at every hop of the network. Specifically,
NDN requires every NDN router process the content request
(rather than header-based forwarding) and store the named
content to respond to subsequent requests from the cache,
in order to achieve better performance than the case if the
request for content was just forwarded by the network to ul-
timately be served from the publisher/source of the content.
While the performance penalty of hop-by-hop processing of
the content request and response is mitigated by caching
and generating the response from the point where the first
cache hit takes place, the NDN solution still requires ev-
ery NDN router to do the complex parsing of the request
to forward the request or respond to it. Having a cache at
every NDN router is also expensive. As discussed in [7],
we demonstrated that supporting content centricity entails
significant additional processing in the forwarding engine.
Thus, the excitement of the new content centric network ar-
chitecture has to be tempered by the performance, cost and
complexity consequences of the architecture. Furthermore,
there is an important aspect on the incremental deployment



and co-existence of CCN with the current IP-oriented net-
work world.

In this paper, we examine how to evolve from an IP in-
frastructure to a CCN-oriented network by co-existing with
the IP network. Hybrid-COPSS attempts to support all
the functionality a COPSS-enhanced CCN network provides
(both Query/Response and Publish/Subscribe) and provides
users with name-oriented/content-oriented access to infor-
mation. However, the network exploits the cheaper IP-like
forwarding capability where appropriate. Cache hits from
the key CCN nodes enable fast response to content request-
s, but this needs to be balanced against the cost of having a
large number of complex CCN nodes. Therefore, addition-
ally, by a judicious choice of placing a limited number of
full-fledged CCN nodes that can also cache content at key
points in combination with a larger number of hash-based
forwarding (similar to IP forwarding), we address the prob-
lem of efficient migration to an Information Centric future.
The NDN implementation treats CCN as an overlay using
TCP/UDP between CCN overlay nodes. However, we be-
lieve a tightly integrated approach as proposed here provides
the best of both worlds, with COPSS routers at the edge and
at selected points, and the core routers in the network on-
ly performing IP forwarding. Additionally, we also propose
a new FIB propagation mechanism and an incremental de-
ployment strategy to increase the cache hit rate with the
limited amount of memory (cache) size. Our contributions
in this paper include:

e A detailed design of hybrid-COPSS with both pub/sub
and query/response features in a hybrid (IP + CCN)
scenario. We address the inter-working of COPSS with
IP multicast to achieve both incremental deployment
and forwarding efficiency of hash based multicast (sim-
ilar to IP multicast). We also present how COPSS
routers seamlessly integrate an IP network infrastruc-
ture and content-centric end hosts. Moreover, we pre-
sent how CCN nodes with caches could be placed to
optimize query/response functionality.

e Addressing the challenges of inter-domain multicast,
through hybrid-COPSS’s use of CCN overlay nodes at
individual administrative domain edges. Moreover our
hybrid-COPSS design provides maximum freedom to
individual domains with the capability of distributing
and managing their limited IP multicast space, while
ensuring that global connectivity is maintained.

e An approach to map the very large (potentially un-
bounded) address space that a large scale CCN net-
work may use, onto a limited IP multicast group ad-
dress space. The choice of the address mapping has a
direct impact on network efficiency. We provide an ef-
ficient mapping schema that reduces wasteful network
traffic.

e A study of FIB size and cache hit rate in a pub/sub sys-
tem using incremental CCN deployment. We propose
an incremental deployment framework for ISPs and a
FIB propagation mechanism to increase the cache hit
rate and reduce the FIB size in such environment.

e Evaluating the performance of hybrid-COPSS against
COPSS and IP multicast in an experimental test-bed.

We use a gaming trace to microbenchmark the for-
warding performance and queueing in our lab test-bed
and use a representative ISP topology in a simulation
environment to compare the response latency, network
traffic and rendezvous point throughput of the alter-
nate approaches. The results show that hybrid-COPSS
can be integrated into the current IP network architec-
ture, and significantly improves latency compared to a
CCN-only environment. While network traffic can be
higher as a result of an extremely limited IP multicast
group address space, we observe that even with a larger
address space, an IP multicast-like approach can only
perform as good as hybrid-COPSS. However, hybrid-
COPSS significantly outperforms IP-multicast-like ap-
proaches in multi-domain environments, in terms of
reducing inter-domain traffic.

Our paper is organized as follows. In §2 we discuss related
work and background. Then, we give the basic pub/sub
communication of hybrid-COPSS in §3. In §4, we describe
our optimization on query/response in hybrid-COPSS. §5
solves the inter-domain multicast problem and §6 discusses
scalability and management issues. Evaluation results are
reported in §7 before concluding in §8.

2. RELATED WORK

Publish/subscribe systems (e.g. [6,9-14]) are attractive
because they relieve the consumers from the strict synchro-
nization in time and location when the information is gen-
erated by publishers [15]. Although meant to be content-
centric in nature, current systems require the users to know
the location or identity of the publisher of the information of
interest. In limited situations, information aggregators that
collect, index and re-distribute the information in some form
remove the burden from the users (and act as a rudimenta-
ry content-centric forwarder). Thus, most current pub/sub
systems are built on a location-based architecture, which re-
sults in inefficiency both in data forwarding and information
management at the user end.

NDN [4] is an instantiation of CCN. With NDN, a human
readable ContentName is used to identify a data chunk. Re-
quest and response are represented by two basic kinds of
packets Interest and Data. Information consumers send In-
terests (queries) to request for content. NDN routers for-
ward Interests towards potential information providers ac-
cording to the Forwarding Information Base (FIB) (we use
FIB(name) to denote the outgoing face(s) in FIB for Content-
Name name). Interests not matching an entry in the Con-
tent Store (CS) are cached at the Pending Interest Table
(PIT) of each router they traverse. Information providers
subsequently send matched Data (response) packets along
the reverse path of the pending Interests towards informa-
tion consumers. Data packets will be cached at each router’s
Content Store for future use, and will consume each pending
Interest when traversing the path. Proposals such as VoC-
CN [16,17] try to support online live streaming and group
communication over NDN architecture. However, such sys-
tems might incur significant overhead due to the inherent
query /response communication model, when a simple pub/sub
form of information dissemination is desired.

In [18], the authors motivate the need for channel-like (in-
cluding push-based) communication in NDN. IP multicast
solutions such as PIM-DM [19], PIM-SM [20] and SSM [21]



provide multicast group communication to applications like
IPTV. However, a lot of ISPs do not support IP multicast,
especially for inter-domain traffic, due to complexity and
charging concerns. Overlay multicast [22-24] is another al-
ternative for multicast group communication, which allows
data to be replicated at hosts along the dissemination struc-
ture (tree or mesh) thus saving some of the network traf-
fic and publisher load. Data replication, multicast routing,
group management and other functions are achieved at the
application layer. Thus, it enables easier deployment with-
out the need to change the current IP infrastructure. Howev-
er, overlay multicast is agnostic to the underlying topology,
likely resulting in forwarding inefficiencies.

COPSS [7, 8], created as an enhancement to NDN, pro-
vides an efficient pub/sub capability in the content-centric
network architecture and effectively integrates pub/sub with
query/response. COPSS supports content-centric features
in the naming structure including the ability to include hi-
erarchies. The fundamental component, a Content Descrip-
tor (CD), is used in the CCN-based multicast framework.
COPSS uses a Rendezvous Point (RP) based multicast struc-
ture, along with automatic RP balancing to avoid traffic
concentration. However, the performance of COPSS may
be improved in environments where incremental deploymen-
t or co-existence with IP networks is desired, by exploiting
native IP multicast, to reduce latency. In this paper, we pre-
sent a complete COPSS overlay based solution that is more
efficient and scalable than the solution outlined in [7,8] that
consisted of the 1st hop router simply mapping a Content
Descriptor (CD) to an IP multicast group. Hybrid-COPSS
facilitates the dynamic management of the CD to IP multi-
cast and CD to RP mapping, which helps in reducing the
unnecessary traffic being sent in the network. The solution
we study in this paper also provides the means for a care-
ful partitioning of the functionality at different nodes so as
to allow the nodes to maintain the functionality (as we in-
crementally deploy) as much as possible when the network
finally evolves into pure CCN/COPSS environment.

While we presented the basic philosphy for co-existence
and graceful migration in a workshop paper [25], we present
in this paper a detailed architecture that handles pub/sub,
optimizes query/response with a 2-stage dissemination and
RP balancing in a multi-domain scenario so that such RP
balancing “affects only the first domain downstream”. Fur-
thermore, we provide a thorough evaluation to illustrate
the cache hit rate and response latency with the optimized
query /response solution. In this paper we look at the total
update latency from microbenchmarking to illustrate that
the use of an efficient IP forwarding, hybrid-CCN (hybrid-
COPSS) can have better performance even in a simple topol-
ogy. Our approach also offers increased scalability for the
pub/sub topology with varying numbers of end-hosts.

3. Hybrid-COPSS PUB/SUB

In this section, we describe the multicast-based delivery
model of hybrid-COPSS with our approach for incremental
deployment, leveraging an IP network’s efficient forwarding.
We retain the content centric functionality from both the us-
er’s and the end-system’s perspective. In [4,6], the authors
proposed that content centric network could be built as an
overlay to achieve the CCN’s functionality. NDN [4] propos-
es to use UDP packets to encapsulate NDN packets (Interest
and Data) or TCP to transfer NDN protocol messages over

an IP network. This links NDN forwarding engines via faces
(address:port) and forwards packets on a hop-by-hop basis
across the IP underlay. While the COPSS architecture can
also be implemented as an overlay, we explore an integrated
approach. We allow hybrid-COPSS to provide content ori-
ented functionality that is integrated with the routing and
forwarding functionality of an IP network.

To achieve forwarding efficiency for multicast (overlay or
IP)-based information dissemination, we seek to reduce the
time required for name resolution and complex protocol ex-
change at every hop in the overlay. Therefore, it is desir-
able for the heavy-weight COPSS forwarding function to
be present only at critical positions and leave intermediate
routers to focus only on forwarding. Note that the need-
s of a query/response system could be different from that
of a multicast system. Therefore we do not place strict re-
quirements on where the pure COPSS or pure IP routers
need to be placed. In fact, we expect that the COPSS en-
abled nodes can be used either with their full CCN overlay
functionality or with the more limited, but efficient, func-
tionality (consisting of only multicast and IP like forward-
ing). This design allows a query/response application to
utilize the CCN capability of intermediate nodes when and
where needed. The overlay-underlay design of the nodes im-
plies that where needed, there are CCN routers that provide
query aggregation and caches (thereby the benefit of cache
hits).

3.1 Packet Forwarding in COPSS

To provide a flexible publish and subscribe functionality,
COPSS adopts a Content Descriptor (CD) based approach
where a CD could refer to a keyword, tag or can be combined
with a property (e.g., hierarchical structure) of the content.
A CD is a human-readable, hierarchically structured string
(similar to a ContentName in NDN). However, in NDN;, a
piece of data is identified by a globally unique ContentName.
But, in COPSS a piece of data (e.g.,a document) can have
multiple CDs and at the same time there may exist multiple
data items (e.g., multiple documents) that are identified by
a given CD.

COPSS is designed to use a Rendezvous Point (RP)-based
multicast as the basic communication model. To reduce the
(well-known) traffic concentration at an RP, several RPs are
setup in the network based on the workload, and every RP
serves a set of CDs. Considering the problems related to
RP balancing and node failure, we do not constrain an RP
to reside only at a given physical machine. It is a mod-
ule identified by a ContentName that can be dynamically
placed at a router. RN¢p is the ContentName that identi-
fies the module implementing the RP serving the CD. CD
to RP mapping is stored in the RP_Table on every edge
router (RNcp = RP_Table(CD)). When an RP is setup
(or moved), it will propagate the list of the CDs it is re-
sponsible for along with its own ContentName throughout
the network. The COPSS routers would then have an FIB
entry storing the ContentName and the outgoing face to-
wards the RP. We use FIB(RN¢p) to denote the outgoing
face towards the RP that serves C'D.

COPSS routers are equipped with a Subscription Table
(ST) to store the outgoing faces to reach subscribers down-
stream. The ST is a dictionary of {Face:Bloom-Filter(CDs)}
such that if any CD in a Publish packet has a hit in the
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Figure 1: Basic Protocol Exchange

bloom filter for a face, the packet will be sent (and will only
be sent once) through that face.

When an end host subscribes to a CD, it sends a Subscribe
packet to its 1°¢ hop router. The 1°* hop router modifies
its own ST and forwards it upstream, i.e., FIB(RNc¢p),
after checking if it has not already subscribed to this CD.
The upstream routers change their local ST and forward the
Subscribe packet until it reaches the RP or a router that has
already subscribed to the CD (essentially an ‘on-tree’ node).
On receiving a Publish packet (containing multiple related
CDs and the content) from an end host, a 1°¢ hop router en-
capsulates the Publish packet into an Interest packet with
ContentName RN¢p. This packet will be forwarded to the
RP that serves the CD. The RP recognizes the Interest pack-
et and decapsulates it. The decapsulated Publish packet is
forwarded downstream according to the routers’ STs until
it reaches all the subscribers.

3.2 Packet Forwarding in Hybrid-COPSS

In hybrid-COPSS, we seek to exploit the forwarding func-
tionality of IP in the core of the network to achieve efficiency.
The full-fledged functionality of COPSS is present on edge
routers (routers directly linked to publishers and subscriber-
s) and at the RPs. The edge routers are directly linked to
the RPs on the overlay. The edge routers still maintain
RP_Table. But since the FIB stores the {address:port}
pair as an outgoing face, edge routers can find the address
of the RPs seamlessly. Here, we denote RAcp as the ad-
dress of the RP module that serves CD. The RAcp can be
calculated by FIB(RN¢cp) because the RPs and the edge
routers are directly linked at the CCN overlay layer. Then,
this packet will be forwarded to the RP through the under-
lay. CD to multicast group address (Groupcp) mapping
is maintained in the Group_Table on the RP (Groupcp =
Group_Table(CD)). Note that in a multi-domain scenario,
the routers at the borders of the domains could also have
COPSS functionality. This will be briefly addressed in Sec-
tion 5.

On receiving a Subscribe packet from an end host that
seeks to subscribe to a CD, the edge router will first modify
its ST and then forward it to the RP using the address
RAcp. The protocol exchange is shown as the “Subscribe
Stage” in Fig. 1. When the COPSS RP receives this packet,
it will assign an IP multicast group address to the CD if
there is no group for the specified CD. It then sends a group
join invitation to the edge router to which the edge router
responds by joining the specified IP multicast group. In the

IP network, an RP-based tree or source-based tree will be
formed according to the IP multicast protocol (e.g., PIM-
SM).

To publish content, the publisher sends a Publish packet
to the edge router (the user behavior is unchanged). The
protocol exchange is shown as the “Publish Stage” in Fig. 1.
The edge router encapsulates the packet using an Interest
with RN¢cp and sends it to RAcp. When the RP receives
this packet, it will decapsulate it and forward it based on
the Group_Table, instead of the ST. We can also use the ST
on the RP to maintain the Group_Table by replacing the
face with the group address. This packet will be delivered
to all the edge routers that subscribe to Groupcp. The edge
routers check the CD in the Publish packet and forward it
based on their own ST. Since CDs are used to represent con-
tent, the sheer volume of CDs could be an order (or multiple
orders) of magnitudes greater than IP multicast group ad-
dresses. The mapping of the very large, hierarchical CCN
namespace onto a bounded, flat IP multicast group address
space will naturally result in wasteful traffic being sent on
the network, which will have to be discarded by the edge
router.

We believe that to a significant extent ISPs support IP
multicast within their domain. The primary challenge is in
supporting IP multicast across domains. However, in those
cases where IP multicast is not supported within a domain,
we rely on a pure COPSS overlay. We then exploit an overlay
multicast tree to minimize the number of copies sent from
the RP and on each overlay hop.

4. Hybrid-COPSS QUERY/RESPONSE

Query /response based dissemination is an essential part of
content delivery, in addition to the pub/sub delivery mech-
anisms. It could be initiated by an end-host that requests
a particular content or in response to receiving a snippet
via the pub/sub delivery mechanism. The latter approach
(called 2-stage dissemination) is performed when the end-
host is interested in receiving the whole video after watch-
ing a trailer that was sent by the pub/sub mechanism. The
2-stage dissemination helps reduce the bandwidth used for
data delivery since not every subscriber is interested in each
piece of data published with the CD he subscribed to. At the
same time, this strategy can help publishers with policy con-
trol in responding to subscriber requests. For example, the
snippet can be seen as an advertisement and the publishers
can have access control on the actual complete content. For
the 1%* stage, we use COPSS to minimize the announcement
latency, and for the 2"¢ stage, we use query /response to get
the best use of in-network cache, as is typically performed
in NDN. This work focuses on adapting the query/response
component to efficiently function in the envisioned hybrid
scenario where it co-exists with IP as well as COPSS (multi-
cast based dissemination) nodes.

As mentioned earlier, the needs of a query/response sys-
tem could be different from that of a pub/sub system and
therefore we do not place strict requirements on where CCN-
aware or pure IP routers need to be in the network. Since
hybrid-COPSS utilizes IP multicast, it is sufficient for edge
routers and RPs to be CCN aware in the basic case. The
simplest approach is to enable query/response functionality
on the COPSS nodes. But for achieving improved overall ef-
ficiency, we believe that having more CCN-aware routers can
help because of the in-network cache and FIB aggregation
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Figure 2: FIB propagation for Query/Response

capability. However, for the dissemination of the content,
traversing a larger number of CCN-aware routers involves
more processing at each of the hops and thus contributes
to higher latency. Therefore, with the goal of achieving an
incrementally deployable architecture and having an opti-
mized delivery mechanism that reverts to hashing based for-
warding whenever possible, we explore optimization strate-
gies for placement of CCN caching nodes versus nodes that
forward based only on IP.

4.1 RP-based Query/Response

To provide content-oriented query/response in an incre-
mental way, we propose an optimized RP-based query/re-
sponse architecture that allows for reducing the size of the
FIB while increasing the cache hit rate. To allow the sub-
scribers to obtain the content, the publishers need to send
a globally unique ContentName along with the snippet and
also propagate that he serves (the prefix of) the Content-
Name beforehand. The propagation results in an FIB entry
being added either at the RP or in the CCN aware router-
s depending on the approach (see Fig. 2). In COPSS, the
globally unique ContentName is divided into 2 parts: global-
ly unique publisher name and the publisher’s locally unique
data ID. In the case of the NDN-based query/response, a
globally unique name is used. NDN requires the network to
know how to reach the publisher by creating a source-based
tree rooted (i.e., starting from the edge of the network in-
wards) at the publisher’s 1°* hop router. Fig. 2a shows the
FIB for /P1 (green dotted lines) and /P2 (red dashed lines).
The blue solid lines are the shared part of the trees. Since
there might be subscribers everywhere in the network, every
router needs to know the outgoing face for all the publishers.
The total FIB entry size in the network can be calculated
as:

Sizerip = (nrp + npub) X N,y (1)

where n,, is the number of RPs, n, is the number of CCN-
aware routers and npyp is the number of publishers.
However, in a pub/sub system environment, the RPs are
already well-known to the complete network (for multicast).
If we aggregate the query/response tree at the RP, we can
reduce the FIB entries stored on every router: only RPs need
to know how to reach the publishers. In Fig. 2b, the blue
solid lines from the subscribers to the RP are the FIB for
/RP. In the hybrid world, FIB values are {IP:port} pairs,
so we can point FIB(P1) on RP directly to the 15" router
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Figure 3: Overlay for Query/Response

of Pi. The green dotted line in Fig. 2b is an overlay link
that skipped an intermediate router in the underlay. The
FIB entry size in the network can be calculated as:

. !
Sizerrp = Nrp X Ny + Npup X Nrp. (2)

Since nyp < nr, the new FIB size can be much smaller
than the original (in equation 1). Though this optimization
is optimal for query/response in the 2 stage dissemination
where the subscribers are aware of the RP, this model can
also be applied to the NDN-like query/response model. In
that case, RPs would be responsible for aggregating FIBs
from data providers and would advertise themselves. The
CCN routers would forward the query to the RPs, which in
turn would forward it to one of the data providers in case a
cache hit has not already occurred. The benefits of such an
architecture for the NDN-like query response is that it limits
the FIB sizes that are being propagated in the network. In
the rest of the section, we detail the effect of placing CCN
aware nodes on the pub/sub model.

FIB Propagation from Subscribers

In §3, we required the RP and all the edge routers be CCN-
aware routers. In the overlay, we created FIB entries from
the edge routers directly to the RP since there are no CCN-
aware routers in between. When we have more CCN-aware
routers deployed in the network to increase the cache-hit
rate for query/response interactions, we slightly modify the
“Subscribe Stage” to allow intermediate CCN-aware routers
be part of query/response tree as well. But, in the “Publish
Stage”, the packet flow remains the same.

We use Fig. 3 as the example of our description. In Fig. 3,
IRy is an IP router. C'Ro—¢ are CCN-aware routers. CR2 4.6
are edge routers. Si, S2 and P; are linked to CR2, CR4
and CRg respectively. In the overlay, we have the CCN
module at CCN-aware routers. The edge routers have CCN
modules with additional functionality (e.g., encapsulating,
decapsulating and ST for end-hosts). Since a CCN-aware
router can serve as 0, 1 or more RPs, we design the RP
as a logically separate module for multicast and renaming.
Thus, on router C' Ry, there exists both CCN module and
RP module. When an RP is setup on a router, the RP
module registers a FIB entry on the router’s CCN module:
name=/RP, face=R,;.rp. We use CR,;.ccn to denote the
{address:port} pair of the CCN/edge module on CR, and
CR4.rp for RP module on CR,.



On receiving a Subscribe packet from the subscriber (St),
the edge router (CR2.con) will add ST and forward it us-
ing UDP packet whose destination is CRo.ccn according
to FIB(RP_Table(CD)). Here, we use a flag bit in the UDP
packet to mark the special message type. When IRy re-
ceives the packet, since it is a normal IP router, it forwards
the packet directly to CR;. But CR; knows about the spe-
cial flag bit and instead of forwarding this packet towards
CRy, it redirects the packet to CR1.con. Its CCN module
treats the Subscribe packet similar to an Interest packet.
An entry (name=/RP/sub, face=C'Ra.ccon) will be added
into the Pending Interest Table (PIT) that contains the re-
quests that are yet to be served. When CRj.cocn sends
the UDP packet out, the from field of the UDP packet is
changed from CRa.ccn to CRi.ccn. When CRo.con re-
ceives the Subscribe packet, it does the same as CRi.con,
but the face of the PIT entry is CRi.ccn. The packet is
forwarded to CRo.rp. C Ro.rp responds with a Join packet
which contains CD, RP and Groupcp (the same behavior as
described in §3.2). The CCN module treats this packet sim-
ilar to Data packets with extra FIB add action. C'Ro.ccn
adds FIB(/RP/query) = CRo.rp, CS(/RP/sub) = Join.
Subsequently, this Join packet will consume PIT(/RP/sub)
and be forwarded to CRi.con. FIB(/RP/query) will be
created along the path to CRa.ccn and Content Store en-
try for /RP/sub will be stored in the intermediate routers.
When edge module (CRa.con) receives the Join packet, it
checks if there is an end-host subscribing to C'D. If so, it
will join the IP multicast group specified by the Join pack-
et (the same behavior as described in §3.2). When another
subscriber Sz also tries to join CD, C'Ri.ccn can respond
directly instead of going all the way to C'Ro.rp since it al-
ready has CS(/RP/sub) = Join. If Sy tries to subscribe
to a sub entry of CD (e.g., CD/x), and the RP serves CD,
Rys.con will add ST(CD/z) = S» but subscribe to the CD
upstream, so as to still get hit on CRi.ccn. Fig. 3 shows
the FIB for /RP (in red dotted lines, for multicast) and FIB
for /RP/query (in green dashed lines, for query/response).

FIB Propagation from Publishers

Since every end-host in the network can be a possible pub-
lisher, and it is not necessary for some of the publishers to
be known by the whole network (they only use single-stage
pub/sub), setting up an FIB entry for every possible publish-
er on the RPs is not advisable in the pub/sub environment.
We therefore require FIB creation information to be piggy-
backed with the first Publish packet. If a publisher needs to
serve a prefix (he wants the subscribers to issue a query for
the whole data), he will encapsulate the prefix in a Publish
packet. In Fig. 3, P1 will encapsulate /P1 in the Publish
packet. On seeing the piggybacked information in the Pub-
lish packet, the CR¢.con will setup FIB(/P1) = P, and
forward the packet to CRo.con (CRs.con will not see the
packet). CRo.con will add FIB(/P1) = CRs.con. The
FIB is shown in yellow solid line in Fig. 3.

Data Dissemination According to FIB

On receiving a snippet with CD and data ID /P1/Datal,
S1 queries data with /P1/Datal and include C'D as a refer-
ence. When C'Ry.ccon receives the packet, it adds PIT(/RP
/query/P1/Datal) = S; and forwards it according to en-
try FIB(/RP/query), which is CRy.con. Then, CRi.con
forwards it to CRo.rp through CRo.con. C'Ro.rp removes

3 Levels

3 Levels

(a) Top Down (b) Bottom Up

Figure 4: Possible Incremental Deployment Strategies

the /RP/query prefix and forwards the Interest (Content-
Name=/P1/Datal) to P; through CRo.ccn. Pi respond-
s with the Data packet with name prefix /P1/Datal. It
will be forwarded to CRo.rp and CRo.rp adds name prefix
/RP/query to the packet. CCN modules on the other routers
forward the Data packet and save it in the cache, just the
case as defined in NDN. S; will receive data and the packet
will be cached in CCN module CRy, CR; and CRa.

4.2 Strategy to Enable CCN-aware Routers

Although deploying a larger number of caches in the net-
work can increase the cache hit rate, incremental deploymen-
t of the CCN nodes may suggest the need to examine the
cost of deploying these caches. A higher cache hit reduces
server /publisher load, network traffic and load on the nodes
that have to process the content further upstream towards
the source. However, with a larger number of such CCN
enabled nodes, there are more nodes that have to do com-
prehensive processing of the packet, which increases cost as
well as add latency at each of those hops. In this section we
assume the ISPs have a limited maximum amount of cache
that can be deployed across the various nodes in the network.
This then raises the question of which routers should be re-
placed/enabled with the CCN (cache) functionality. As pro-
posed earlier, in the case of the RP-based architecture, the
query/response path follows the same tree as the one used
for pub/sub multicast tree. Subscribers are at the leaves of
the tree with the RP as the root node. In order to better
understand the trade-off, we analyze 2 possible ways of de-
ploying CCN-enabled routers in the network, considering the
logical multicast topology: top down (from the RP down)
and bottom up (starting from the end-hosts/subscribers).
Fig. 4 shows a 5-level (binary) dissemination tree. The root
node is the RP, the leaf nodes are the edge routers to the sub-
scribers. According to the requirement of hybrid-COPSS,
the RP and edge routers have to be CCN-enabled router-
s. The CCN enabled routers are marked as nodes with a
double circle in the figure. The top down strategy deploys
CCN enabled routers starting from the routers directly con-
nected to the RP in the logical tree. Fig. 4a shows the
structure with 3 levels of CCN-enabled routers according to
top down strategy. The bottom up strategy deploys CCN
enabled routers starting from the routers directly linked to
edge (leaf) routers in the tree. Fig. 4b shows the structure
with 3 levels of CCN-enabled routers based on the bottom
up strategy. Note Fig. 4 is for illustration purposes (we re-
alize here the number of CCN nodes in the two figures are
different).

The advantage of a bottom up model is that since the
cache nodes are deployed closer to the leaves (subscriber-
s/querying nodes), a cache hit at the intermediate routers
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could result in lower latency as well as less network traffic.
However, this strategy could suffer from the fact that the
total cache is now divided across a larger number of CCN
enabled routers. A smaller cache at each node may result
in a lower cache hit rate. Alternately a smaller number of
CCN enabled routers may be deployed with larger amount
of cache on each router, but in the bottom-up case, this may
result in only a subset of the end-nodes in the tree seeing the
benefit of the cache. On the contrary, in the case of the top
down model, the presence of a few cache nodes at the top
levels of the tree allows for a larger cache and at the same
time has the potential to serve a larger set of end hosts as
well as take advantage of the aggregation of user requests,
yielding a higher cache hit rate. However since they are far-
ther away from the end hosts, it results in increased response
latency and traffic. We will compare these two strategies in
our evaluation.

S. Hybrid-COPSS INTER-DOMAIN

A problem with using IP multicast, to take advantage of
forwarding efficiency, is the inability to go across domains
(possibly due to business and deployment considerations).
We combine overlay multicast at the COPSS layer and IP
multicast in the underlay so that a global Groupcp map-
ping is not required, i.e., all the IP multicast information is
maintained within the individual domains. This allows us
to have different CD to IP multicast mapping in each do-
main based on considerations such as the load and subscriber
count for each CD. We take advantage of pure IP multicast,
while making sure that the content-centric COPSS overlay
recognizes the administrative boundaries at the IP layer.

As shown in Fig. 5, similar to the requirements of the sin-
gle domain solution, the edge routers and the RP in each do-
main are COPSS aware routers. Additionally, in the multi-
domain case, we require the boundary routers (marked B;)
to be COPSS aware. The overlay uses a COPSS multicast
tree rooted at the first established RP (global RP) across all
the domains. The individual domains have a local COPSS
RP that subscribes to the global RP if there is at least one
interested subscriber in its own domain, or a domain down-
stream.

5.1 RP Setup

The first subscription to a CD that is not yet served by
any global RP initiates the process of setting up the RP
within the originating domain. This RP serves as the root

of the global multicast tree (being the global RP). The RP
disseminates the fact that it now serves the CD (for the
mapping RNcp = RP_Table(CD) identifying the RP) to
all boundary routers (named outgoing boundaries) and the
edge routers in its domain.

When an outgoing boundary receives information on the
CDs that an RP (from its own domain) is serving, it will set
up a forwarding table entry (FIB(RN¢p)) for that particu-
lar RP and forwards the information to the other boundary
routers (named incoming boundaries) in adjacent domain-
s. When an incoming boundary receives the “CD serving”
information, it first checks if there is already an RP in it-
s domain (to avoid loops). If not, it sets up a FIB entry
(FIB(RN¢p)) pointing to the boundary from which it re-
ceived the serving information and sets up a new local RP
for this CD. The newly created local RP then sets up a
FIB(RNc¢p) pointing to the incoming boundary in its do-
main and propagates the serving information to all the edge
routers and all the boundaries except the incoming bound-
ary. To minimize the forwarding latency when going across
domains, we suggest that the local RP be co-located on one
of the incoming boundary nodes of a domain. FE.g., If RPs
is located on Bz in Fig. 5, the latency through D3 will be
Bsi — Bsoa instead of B3y — RPs; — Bszs. The edge
routers will set up FIB(local_RN¢p) pointing to the RP in
its own domain on receiving the serving information. The
FIB information in Fig. 5 shows the result of RP setup start-
ed at domain D, triggered by Si. Notice that Bgs will not
setup another RP in domain D3 since there already exists
an RP in Dy when the new RP information was propagated
to Bgs. It will also not be considered an outgoing boundary
or setup a FIB to RP,. But Bs24 will serve as the boundary
that serves Dy (tree is routed through Ds3), so it has a FIB
entry pointing to RPs.

5.2 Subscribe

The subscription procedure in the individual domains is
similar to the subscriptions in a single domain case. The
edge router forwards the subscription to the local RP, the
local RP assigns an IP multicast group for the CD and then
asks the edge router to join the local IP multicast group.
However, the local RP will also forward the subscription
upstream to the global RP (root) according to the forward-
ing table entry (FIB(RN¢p)). The boundaries and RPs
in between will setup their ST appropriately, but it is not
necessary to assign an IP multicast group address within
these domains. In the example shown, the ST information
in Fig. 5 shows the result of a subscription by S; through
S4 (dashed lines showing the subscription tree). Since there
is no subscriber in D3, no IP multicast group is needed in
Ds.

5.3 Publish

For the intra-domain multicast, the local RP multicasts
the packet using local Groupcp. But on the overlay, we
use a shortcut-enabled multicast tree to optimize forwarding
performance and reduce inter-domain traffic. That is, on
receiving a multicast packet (encapsulated into an Interest
with the ContentName of the RP), the local RP decapsulates
the packet and sends it downstream using ST(CD), except
on the incoming face. At the same time, it re-encapsulates
this packet using its own RN¢p and forwards it according
to the FIB. With this shortcut, the Multicast packet does



not need to go all the way to the root of the tree and come
back down. Instead, it is disseminated to subscribers while
being forwarded upstream to the global RP.

For example, P; in Fig. 5 sends a Multicast packet to Es.
FEs encapsulates the packet using the ContentName RPs and
sends it to RP3. With no subscriber in D3 (Group(CD) =
null), RP; will only send a COPSS Multicast (overlay) pack-
et downstream (through Bszs4 and Bz to RPs) according to
the ST. At the same time, RPs encapsulates the packet into
an Interest using RNc¢p, i.e., RP1, and forwards it accord-
ing to the FIB. The Interest will be forwarded through Bs;
and Bis to RP;. RP; decapsulates the packet and forwards
it according to the ST to Biz (and then to B2i, RP»). RP;
will not forward it to Bis since it is the incoming face. Also,
RP:, RP> and RP, will send IP multicast with Groupcp in
D1, Dy and Dy respectively. Groupcp may differ in the dif-
ferent domains according to the subscription status in each
domain. Edge routers receive the packet and forward it to
subscribers.

5.4 Automatic Rendezvous Point Balancing

In G-COPSS [8], an automatic RP balancing method was
proposed to relieve traffic concentration (“hot spots”). We
adopt this solution for hybrid-COPSS to minimize the effect
on inter-domain traffic by using different physical RPs (i.e.,
local_RN¢p) instead of just one global RNcp. The intro-
duction of a new RP and migration of CDs to it for load-
balancing affects only the first domain downstream. FE.g., if
the RP for a CD tries to move from RPs; to RPs, RPs will
set RNcp = RP1, FIB(RP;) = Bs; and a subscriber from
it (e.g.., B31 will modify ST, but others like Bz will not be
affected.) A new FIB entry FIB(RP3) will be created in
RPj,, Bz, and B324 pointing upstream. RN¢p in RP; and
edge routers in D3 will be changed to RP5. But if there are
other domains subscribing to Dy, they will not be affected.

6. MANAGING ADDRESS MAPPINGS

In this section, we examine efficiency and scalability re-
lated issues of hybrid-COPSS. First is the issue of manage-
ment of the mapping table between the CDs and the Multi-
cast groups on RPs (i.e., Groupcp = Group_Table(CD)).
The mapping function controls the tradeoff between the IP
multicast address space usage versus excess traffic carried
over links when a group address is used for multiple CDs.
The second issue is the management of the table contain-
ing the mapping of CDs to a Rendezvous Point (i.e., RN¢p
= RP_Table(CD)). Although hybrid-COPSS requires that
RNcp is maintained in every COPSS edge router, we seek
to limit the size of this table to enable the solution to scale
better even when we have millions of CDs.

6.1 CD to Multicast Group Mapping

Since CDs are used to represent content, the sheer volume
of CDs could be orders of magnitudes greater than the avail-
able space of IP multicast group addresses. Therefore there
is a need to map multiple CDs to a particular IP multicast
group id. The mapping of the unbounded, hierarchical CCN
namespace onto a bounded, flat IP multicast group address
space will naturally result in wasteful traffic being sent on
links in the network. But different mapping functions can re-
sult in varying amounts of wastage. Imagine that there are 2
CDs: FireAlarm (subscribed to by almost everyone but does
not have many updates) and CCNMailingList (subscribed to

by only a few people but with frequent updates). If we map
them both onto one IP Multicast group, this group will be
subscribed by almost everyone. This implies that the up-
dates in the CCNMailingList will be received and discarded
by almost every edge router, resulting in a large amount of
wasted traffic carried by the network.

According to the example above, a mapping function that
classifies CDs based on their subscribers and update fre-
quency would be preferred. However, in the true sense of a
Content-Centric Network, we assume that neither publishers
nor RPs know who or where the subscribers are. Predicting
the publication frequency of CDs is even more difficult since
anyone in the network could be a publisher. We suggest that
instead of predicting, it is better to dynamically adapt, by
having a re-map function based on various criteria to ensure
fair load distribution and reduction of wasteful traffic.

In our approach, every edge router calculates the wasted
amount of traffic delivered over an IP multicast group, us-
ing a sliding window. Waste is defined as a packet that is
received at a COPSS edge router, but for which there is no
outgoing face according to its own ST. When the amoun-
t of waste packets in a group exceeds a certain threshold,
the edge router reports the overhead (including the group
address and the waste packets for every CD) to the local
RP. Based on the total amount of wasteful traffic on ev-
ery IP multicast group address used, the local RP splits the
heterogeneous CDs and assigns them to a new IP multicast
group. In some other cases, the RP may also try to combine
several CDs into one multicast group when they have sim-
ilar behavior, although we have not explored this in detail
yet. When a new mapping is propagated to the whole net-
work (within a domain), all the edge routers rejoin the new
IP multicast group if there are subscriptions maintained by
them that would be affected. Notice that, since IP multi-
cast is used within a domain, such a re-mapping function
will not affect the other domains. Each domain can have its
own Groupcp according to their subscription status. Our
ongoing work is to examine the details of this mapping and
its effect.

6.2 Management of the RP Table

To limit the size of table containing the mapping of a CD
to an RP (RN¢p = RP_Table(CD)) at every edge router
and for ease of management, we use a broker to maintain
the complete database in each domain. The smaller table
for RNcp at the edge routers are treated as a cache. When
a router has a cache miss, it goes to the broker. Similar to
the NDN design, intermediate routers can also respond to
this request. The data structure of storing RNcp on the
router can be chosen from one of two options. The first is
a traditional CD to RP mapping table. The index of CDs
can be grouped into a tree structure to optimize search per-
formance. The router would only have to map the CD once
before it sends the packet. The second option is a bloom
filter based RN¢cp table. For every RP, there is a (count-
ing) bloom filter storing the hash of the CDs it serves. This
can compress the index greatly and reduce the cache miss
rate. However, since we can have false positives, the router
will have to test all the bloom filters before it can forward
the packet. This could result in packets being sent to the
wrong RPs (because of the false positives), thereby resulting
in wasted network traffic and also computation overhead in
the RPs to check if it indeed serves the CD in the packet.



Table 1: Avg. Forwarding Latency(95%CI)

(in ps) COPSS Hybrid-COPSS

15T Hop 2778.14(579.13) | 2860.21(592.49)
Internal Unicast | 2679.05(575.13) 34.71(3.04)
Rendezvous Point | 2749.33(572.32) | 2804.65(574.47)
Internal Multicast 82.76(5.60) 33.18(2.90)

Last Hop 83.26(6.10) 140.65(5.79)

7. EVALUATION

In this section, we microbenchmark a hybrid-COPSS im-
plementation on our test-bed compared with pure COPSS
for the forwarding efficiency and queuing. We then use an
online gaming trace and a Twitter trace to evaluate the per-
formance of these architectures under load with a simulation
parameterized by the microbenchmark results.

7.1 Microbenchmarking

We implemented hybrid-COPSS on our lab test-bed and
compare it to the implementation described in [8]. Similar
to [8], 62 players are used to load the test-bed implementa-
tion, but with a longer period (2min warm up and 10min
evaluation) from the gaming trace to get statistically signif-
icant results. We also traced every packet using Wireshark
and calculate the average processing time for different ac-
tions at every router by tracking the arrival and departure
time of that packet. Six different kinds of operations are
defined here. For the 1° hop router, the last hop router
and the RP, we do not breakdown the performance of in-
dividual encapsulation, decapsulation and forwarding func-
tions. These routers are treated as black boxes. However,
for internal routers, we separately measure the functional-
ity of unicast (Interest in COPSS; UDP unicast in hybrid-
COPSS) and multicast (Multicast in COPSS; UDP multi-
cast in hybrid-COPSS) forwarding.

Microbenchmarking Results

We show the average forwarding latency on different router-
s along with the 95% confidence intervals in Table 1. The
results confirmed the observation in [7] that CCN (especial-
ly NDN) forwarding is much more expensive than IP for-
warding. The 1°* hop router and the RP in both COPSS
and hybrid-COPSS require FIB lookup functionality, as does
COPSS unicast forwarding even at the internal routers. With
hybrid-COPSS, the internal unicast is UDP/IP forwarding,
which is far more efficient. The last hop router and the in-
ternal multicast take less time due to the simpler ST lookup
in COPSS. With hybrid-COPSS, the internal multicast is
IP multicast forwarding, which is quick. In hybrid-COPSS,
although it incurs a slight overhead on the edge routers and
the RP (around 70us), the internal routers even outperform
COPSS multicast since no name resolution is required there.

The average update latency in hybrid-COPSS is 6.95ms,
compared to 9.54ms in COPSS. Fig. 6 shows the CDF of
the total update latency. Observe that more than 94%
(compared to only 67% for COPSS) of the new updates/
publications in hybrid-COPSS incur a latency of less than
10ms while in COPSS the same 94% take 13.5ms. Since
we used a simple test-bed topology, with only 1-2 internal
routers between the RP and edge routers, we expect higher
performance gains in a typical network topology with more
intermediate hops.

__ 80
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Figure 6: Test Bed Response Latency (CDF)

7.2 Large Scale Simulation

To further evaluate the performance of hybrid-COPSS in
a large scale environment with realistic network topologies,
we use trace-driven simulation, with two traces: one from
a multiplayer online game, and the second from Twitter.
The evaluations look at both single and multi-domain en-
vironments for the strategy for incremental deployment for
pub/sub and query/response. Note that in the case of the
Twitter trace evaluation, most subscribers are treated as
pure receivers with only 50 of them being treated as pub-
lishers. We do this to emulate scenarios where the ratio of
publishers to subscibers vary. On the other hand, for the
gaming evaluation, all players send as well as receive up-
dates. As the number of subscribers grows, additional load
is generated per-player, making it more challenging to sup-
port in the network.

Data Traces

Game Trace: We first modified a Counter-Strike (CS)
trace obtained on a busy CS server in a Th05m25s peri-
od [26]. 414 unique players who published 10, 686, 950 pack-
ets (average publish frequency is around 2.39ms/packet)
were in the trace. We also created several subsets of the
trace (the # of players varied from 50 to 400) to evaluate
the scalability of our architecture. All the players share a
global hierarchically partitioned map divided into 5 regions.
Each region is further divided into 5 zones. A player is able
to see and modify objects based on his location in the game
and the hierarchy of the area he belongs to. So the RP will
actually be busier than the original server (where at most
22 players may share an instance of the game, based on the
CS server configuration). In hybrid-COPSS, Groupcp is
manually assigned: CDs in one region share an IP multicast
group (7 CDs in 1 group: Group,;,.,;; = 224.0.0.i), and /0
uses a single group since

Twitter Trace: We used a Twitter trace on technical
topics obtained from the public Internet during a one-week
period in 2010. We identified and selected 25 popular key-
words such as iphone, ipad, blackberry, smartphone as 1%
level CDs and created a subset of the trace containing 41,613
tweets from 22, 987 users that contain these keywords. These
25 key words are treated as the 1° level CDs. We further
identify secondary popular keywords (up to 25 keywords)
that are associated with these 1°* level CD keywords. We
build a tree structure off of all these CDs. There are a a
total of 407 distinct leaf CDs. To have an adequate number
of tweets originating from each publisher in our system, we
assigned the 22,987 users to 50 publishers. The individual
users were hashed to a publisher using a power-law. Every
1% level CD uses an IP multicast address. To have a suffi-
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ciently large message for the query/response case, we scaled
the tweet size by a factor of 128. A publisher publishes the
original message size as a snippet first and then the sub-
scribers probabilistically query for the complete message on
receiving the initial snippet (tweet).

Single Domain: Pub/Sub

In single domain case, we use RocketFuel 3697 [27] (79 router-
s) as the core topology. A total of 200 edge routers are ran-
domly assigned to the core routers (1-3 edge router(s) per
core router). For the evaluation of hybrid-COPSS in this
case, we used both the Twitter and Gaming traces. The
subscribers or players are evenly distributed on the edge
routers. 3 routers with the minimum average shortest path
distance to all the edge routers are chosen as the RPs (in [8],
we showed that 3 RPs are sufficient to efficiently handle the
gaming trace and we use the same environment for the Twit-
ter trace). The IP multicast groups in hybrid-COPSS are
distributed on the 3 chosen RPs (an RP can serve several
multicast groups). Pure IP multicast is also compared using
the same RP and Groupcp settings.

In the Gaming trace, with cheaper IP forwarding, hybrid-
COPSS achieves an average update latency of around 73.7ms,
compared to 84.6ms with COPSS. However, because of an
insufficient # of IP multicast groups (we map 7 CDs onto
1 IP multicast group), hybrid-COPSS causes a larger load
in the network compared to COPSS, but less than pure IP
multicast, as shown in Fig. 7a when we vary the number of
players. This demonstrates that our solution can be inte-
grated into the current IP architecture without substantial
performance degradation.

With the same # of multicast groups, IP multicast and
hybrid-COPSS result in the same amount of traffic in the
network core. However at the edge with IP multicast, since
the last hop router does not do filtering, end hosts will have
to receive all the unnecessary packets and discard them if
they find them to be of no interest. The wastage on the edge
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Figure 9: Performance of Different Incremental Deploy-
ment Strategies

is shown in Fig. 7b. It causes substantial computational and
communication overhead on the end host as the number of
players increases. For instance, this could be a substantial
penalty on mobile devices with limited battery power. Since
hybrid-COPSS does not change the user behavior, the edge
traffic in hybrid-COPSS is the same as COPSS.

Fig. 8 illustrates the same trend for the Twitter trace, ex-
cept that the network load(Fig. 8a) and edge traffic(Fig. 8b)
grow sub-linearly. This is due to the fact that although there
is an increase in the # of subscribers, the network is able to
take advantage of multicast. The aggregation of subscribers
due to their common interests results in increased efficiency
for multicast.

Single Domain: Query/Response

We ran a simulation to compare the performance of the two
strategies. To understand the results better, we view the
topology in the abstract as a 8-level binary tree (composed
of 255 routers). The publishers are at the root of the tree and
the 256 subscribers are the leaves of the tree. The one-way
latency on the links is set to 10ms). We used the Twitter
trace, where snippets are sent as an announcement and the
subscribers then query for data they are interested in (e.g.,
video clips) [7]. The subscribers have a 50% probability of
querying for the data on receiving an announcement. The
delay before issuing the query ranges from 5sec to 1hr. The
total cache size in the network is set to 2.55G'B, divided
equally among all the CCN enabled routers in the network.
The total published data size is around 4.5GB.

The results are shown in Fig. 9, where the x-axis level = n
denotes the number of levels of routers that have their CCN
cache enabled. Therefore level = 2 implies that 2 levels
of routers have their cache enabled, both in the top down
approach and bottom up approach. Note that the results (in
terms of response latency, cache hit rate and network load)
are the same for both top down and bottom up at level = 1
and 7. For level = 1, only the RP and the edge routers
are CCN enabled, and for level = 7, all the routers in the
network are CCN enabled.

There are multiple criteria interacting here that affect the
tradeoff of where and how many CCN routers to deploy: in-
dividual cache size, the cache locations and the strategy (top-
down or bottom-up). With the top-down strategy, when
level =1 (RP and 128 edge CCN routers), with a per node
cache size of 20.24 MB, we see a lower overall cache hit rate
than with level = 2 (RP, 128 edge and 2 extra CCN router-
s) where the per node cache size is smaller at 19.93 MB.
The higher cache hit rate is because of the aggregation of
requests across uesrs at the second level in the tree that the
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2 extra CCN routers can respond to from their caches. The
latency also reduces as we increase the number of levels of
CCN routers. This improvement with the top-down strate-
gy continues up to a point (level = 5), reaching a peak in
the overall cache hits and reduced response latency. When
we go to level = 6 or level = 7, the cache hit rate reduces
because the individual cache sizes are now smaller than the
working set size. Correspondingly, the response latency goes
up, even though there are more CCN routers further down
the tree. When we look at the bottom-up strategy, we see
that the cache hit rate behaves quite differently. Going from
level = 1 to level = 2, the cache hit rate goes down, even
though the number of CCN routers goes up. This is because
the total cache is divided across more routers (RP, 128 edge
and 64 extra CCN routers), because the extra CCN routers
do not see a benefit of any aggregation of requests and do no
yield an increase in overall cache hits. As we go up the hi-
erarchy in the tree with the bottom-up strategy (going from
level = 2 to level = 3 and higher), the cache hit rate increas-
es, and also results in reducing the response latency. Finally,
when we compare the top-down vs. bottom-up strategy, the
cache hits for the top-down is consistently higher (better
aggregation of requests at the top levels of the tree). The
average response latency for the top-down strategy is also
consistently better, even though fewer CCN routers may be
used (e.g., top-down level = 2 has only 3 extra CCN routers,
bottom-up level = 2 has 64 extra CCN routers). This is be-
cause of the higher cache hit rate for the top-down strategy
as a result of better aggregation of requests. The network
load is also lower with the top-down strategy.

This result suggests that when an ISP has a fixed number
of CCN nodes to deploy in the network (i.e., building an
overlay network), it is better to take a top-down approach,
enabling the CCN functionality starting from the nodes di-
rectly linked to the RP, but make sure every router having
enough cache size compared to working set size. The top-
down strategy can achieve lower response latency with fewer
expensive CCN-enabled routers. This serves as an indica-
tion that the RP-based dissemination tree structure is bet-
ter than a publisher focused, source-based tree (see Fig. 2a)
solution. The source-based tree would have to inevitably
employ a bottom-up approach from the edge to the core.
Note that the strategy used here can be applied in the a
multi-domain scenario as well.
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Figure 11: Multi-Domain Performance: Game Trace

Multi-Domain Simulation

We then investigate hybrid-COPSS in a multi-domain sce-
nario using RocketFuel 1221 Australia, which has clear do-
main structure, as our core topology. According to [27],
Telstra has hubs in major cities (Sydney, Melbourne, Perth)
with spokes elsewhere. We consider every city as a domain
and the routers at these major cities as the core router-
s.  The topology (Fig. 10) also shows the weights of the
inter-domain links between the 13 boundary routers (marked
bold). 3 (global) RPs are selected on the boundary routers
in Sydney, Canberra and Melbourne. We then add 207 edge
routers onto the core routers, based on the proportions of
the number of core routers in that city in the original topol-
ogy. Every edge router can have 1 or 2 link(s) to a core
router in the same city (but not to the boundary routers).
The latency from an edge to core router is a random value
between 2ms and 8ms. The subscribers or players are linked
to the 207 edge routers evenly. Both the Gaming trace and
the Twitter trace are used to compare the performance of
pure COPSS solution, a simpler, basic hybrid-COPSS so-
lution (that does not consider inter-domain properties) and
the hybrid-COPSS inter-domain solution with varying num-
ber of players.

Similar to the single domain, for the multi-domain Gam-
ing case, hybrid-COPSS achieves lower average update la-
tency (around 52.09ms compared to 61.13ms in pure COPSS)
but results in wasting network bandwidth because of the se-
vere shortage of IP multicast group addresses. Inter-domain
hybrid-COPSS, however, provides an alternative. Because
multicast routing can take advantage of shortcuts across do-
mains, a multicast packet doesn’t have to go all the way
to the global RP to be forwarded to subscribers. Our so-
lution reduces the average update latency by about 2.46ms.
Hybrid-COPSS also cuts the inter-domain traffic almost by
half (Fig. 11b), and reduces the aggregate network load s-
lightly compared to hybrid-COPSS (Fig. 11a). This means
the inter-domain solution is much “cheaper” for ISPs even
compared to a pure COPSS solution. Moreover, as described
previously, this solution does not need routers in different
domains to know each other’s IP multicast group mappings.
Thus, it becomes more practical than other solutions that
depend on inter-domain multicast.

With the multi-domain Twitter trace, hybrid-COPSS has
shorter response latency than pure COPSS (51.35ms vs.
59.05ms) and inter-domain solution reduces it by an addi-
tional 1ms. As for the inter-domain traffic, since subscribers
do not publish (in the Twitter model) and there is at least
one subscriber per domain in all the scenarios, the inter-
domain traffic does not vary with an increasing number of
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subscribers (Fig. 12a). But, we can observe that the inter-
domain hybrid-COPSS solution reduces the traffic by almost
1/3 compared to a COPSS solution that is not aware of do-
main boundaries (Fig. 12b).

8. SUMMARY

In this paper, we present hybrid-COPSS, an architecture
to integrate CCN functionality with the current IP archi-
tecture. We present a detailed solution to integrate both
the pub/sub and the query/response based content-centric
architecture in an IP network. Hybrid-COPSS is designed
to be as generic as possible and is therefore applicable to
the query/response based NDN solution as well. In this pa-
per we have addressed the 3-way tradeoff that arises when
considering the incremental deployment of CCN, in terms of
traffic, latency and cost. There is a higher amount of packet
traffic (both within a domain as well as inter-domain) as we
go more towards a pure IP environment; there is increased
latency in a pure CCN environment because of the addition-
al per-hop processing; finally there is an increase in process-
ing cost for each CCN hop because of the additional com-
plexity. Our evaluations suggest that hybrid-COPSS strives
to achieve a proper balance in this trade-off by putting CCN
functionality at key points and hash-based forwarding at the
other routers. Moreover, we optimize the query/response di-
mension of hybrid-COPSS and show that an RP based top
down approach provides the best means for service provider-
s to incrementally deploy caching-capable CCN nodes. The
hybrid-COPSS inter-domain solution recognizes the current
challenges in having inter-domain IP multicast and over-
comes it with the use of CCN overlay nodes at the domain
edges. The inter-domain hybrid-COPSS cuts inter-domain
traffic almost by half even compared to our earlier CCN
proposal, COPSS.
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Abstract—Information-Centric Networking provides sub-
stantial flexibility for users to obtain information without
knowing the source of information or its current location. With
users increasingly focused on an online world, an emerging
challenge for the network infrastructure is to support Mas-
sively Multiplayer Online Role Playing Game (MMORPG).
Currently, MMORPG is built on IP infrastructure with the
primary responsibility resting on servers for disseminating
control messages and predicting/retrieving objects belonging to
each player’s view. Scale and timeliness are major challenges
of such a server-oriented gaming architecture. Limited server
resources significantly impair the user’s interactive experience,
requiring game implementations to limit the number of players
in a single game instance. We propose Gaming over COPSS (G-
COPSS), a distributed communication infrastructure using a
Content-Oriented Pub/Sub System (COPSS) to enable efficient
decentralized information dissemination in MMORPG, jointly
exploiting the network and end-systems for player management
and information dissemination. G-COPSS aims to scale well in
the number of players in a single game, while still meeting
users’ response time requirements.

We have implemented G-COPSS on top of the open-source
CCNx implementation. We use a simple game with a hierarchi-
cal map to carefully microbenchmark the implementation and
the processing involved in managing game dynamics. We have
also microbenchmarked the game based on NDN and a server
with an IP infrastructure. We emulate an application that is
particularly emblematic of MMORPG - Counter-Strike — but
one in which all players share a hierarchical structured map.
Using trace-driven simulation, we demonstrate that G-COPSS
can achieve high scalability and tight timeliness requirements
of MMORPG. The simulator is parameterized based on mi-
crobenchmarks of our implementation. Our evaluations show
that G-COPSS provides orders of magnitude improvement in
update latency and a factor of two reduction in aggregate
network load compared to a server-based implementation.

I. INTRODUCTION

Massively Multiplayer Online Role Playing Games
(MMORPG) are increasingly popular. This is not only
because of their attractive structuring and creative scenarios,
but also because they allow for a large number of players to
participate in the same game. World of Warcraft, Counter-
Strike and Second Life are examples of such games. Sup-
porting them at scale, however, is a significant challenge.
These games have high interactivity (and therefore need very

low network latency), since every action an individual player
performs needs to be communicated. A player also needs to
be informed of all the related players and their position-
s/actions. Players react based on the ‘current’ environment
and the cumulative actions of all the players.

These multi-player games require a persistent view of
the world and are usually managed by a dedicated server
(e.g., one that is hosted by the game’s publisher). The game
environment in many such server-based MMORPG is such
that it is divided into regions with different groups of players
having varying amounts of visibility. Players publish their
actions to a (centralized) server which then forwards the up-
dates to the relevant players based on the player’s visibility
region. The load on the server and communication needs for
player management can be significant. Processing and I/O
at the servers as well as the network bandwidth can be a
bottleneck. The communication structure for these games
requires the flexibility of supporting a very dynamically
changing set of participants. A player potentially needs to be
able to send to, and receive from a set of participants that it
does not even explicitly know of. Distributed approaches
that seek to overcome the performance bottlenecks in a
server-based MMORPG need to accommodate these needs.
Although P2P-solutions seek to relieve the servers from the
heavy computation workload, the need to provide the flexible
communication framework of sending and receiving to a
dynamic (and possibly unknown set) of participants poses
difficult challenges even for a P2P-oriented environment.

This communication requirement is eminently satisfied by
a content-centric networking (CCN) paradigm [1]: players
publish updates to an area/object without regard to who’s
supposed to see it; at the same time, players subscribe
to the areas/objects they can see, without knowing who
else is trying to modify them. Publish/subscribe (pub/sub)
systems are particularly suited for large scale information
dissemination, and provide the flexibility for users to only
subscribe to the information of interest to them. However, a
straight-forward pub/sub system will still depend on a server
for tracking the source of the information. But, a content-
oriented pub/sub further decouples the information delivered
to the subscribers from knowing the specific publishers that



publish a piece of information (e.g., in a game scenario,
related players’ positions/actions). With the use of an appro-
priate interface, users can select and filter the information
desired, irrespective of the publisher of this information.
Such a capability is eminently supported by a content
oriented pub/sub system such as COPSS [2]. COPSS is an
implementation of content-oriented pub/sub which exploits
multicast and a hierarchical Content Descriptor (CD) naming
framework. In this work, G-COPSS fine-tunes and optimizes
COPSS to support the specific needs of a game environment.

The key contribution of G-COPSS is to provide
an efficient, distributed communication infrastructure for
MMORPG. In more detail, our contributions include:

e G-COPSS is designed as a decentralized gaming plat-
form that leverages the content-centric pub/sub multi-
cast capability provided by COPSS, with added features
that both exploit the knowledge of and optimize for the
gaming environment.

o Current games use map partitioning to help scene ren-
dering and update dissemination. G-COPSS enhances
this with a “multi-layer hierarchical map” functionality.
Players can have different levels of visibility of the
game environment based on their position and altitude.
This allows them to only send/receive updates pertain-
ing to that vision.

o G-COPSS provides additional features to enhance the
experience for players moving between regions in the
game map and for offline players that come online.

« We evaluate the performance of G-COPSS by perform-
ing a micro-benchmark of our implementation of G-
COPSS and compare it to a NDN and an IP-server
based solution. Moreover, we use the data trace of
the Counter-Strike game to perform large scale tests
to demonstrate the performance gains in terms of ag-
gregate network load, server load and improved player
experience.

We review the related work in §II and present a brief
background of CCN and COPSS. We present the design of
the G-COPSS infrastructure in §III and the game specific
add-ons in §IV. Evaluation results are given in §V. We
conclude our work and outline future work in §VI.

II. RELATED WORK

Modern fast-paced action games run on a Client/Server
(C/S) architecture which limits the number of players who
can interact simultaneously, since the server needs to handle
the frequent updates and disseminate it. Feng et al. [3]
observed that due to this reason, Counter Strike (CS) was
configured up to 22 players per game in the gaming server,
and a CS server can support up to 32 simultaneous players.
Another popular MMORPG, Second Life (SL), has multiple
dedicated servers to support each of its 18,000 regions [4].
Studies such as [4]-[6] show that SL. makes intensive use of
network resources and that an Avatar action consumes about

20Kbps in the downlink and a movement made by the avatar
could consume up to 110 Kbps on the downlink. Stenio et
al. [5] also show that the management of a region with only
5,000 rigid-body objects requires about 72% of the server
computational power. We believe that the communication
and computational overheads incurred in order to handle the
players’ update will increase super-linearly with the increase
in number of players, limiting the maximum number of
players in a game.

Peer-to-peer (P2P)-based approaches (e.g., [7]-[11]) pro-
vide an alternative to C/S-based gaming approaches. E.g.,
Varvello et al. [11], [12] propose a DHT-based architecture
for SL to overcome the limitations of the C/S architecture.
Donnybrook [10] is another system designed to handle
games without server support. The shortcomings of these
approaches are the high management overhead and network
overhead when players move, as all actions are related to
players’ identities, which are agnostic to the underlying
topology and require the server’s involvement. The above-
mentioned designs failed to exploit the fact that in multi-
player games, players are not interested in who sent the
related events (e.g., update, player online/offline, action etc)
and how the information is disseminated, but the information
itself. In pub/sub-based games (e.g., [13]), each player
delivers a set of subscriptions describing events matching
his interest. However, they did not use the predefined map
partitioning information. Instead, they subscribe to arbitrary
2 and y ranges which is quite unrealistic in gaming scenario
(we could have mountains, walls etc., implying that players
are not looking at a square of area). At the same time,
it increases the computation overhead for forwarding since
every node will have to compare 4 (possibly floating-point)
values before it can decide where to forward.

The notion of Content Centric Networking (CCN) (for
which [14] is a popular example) can offer a new opportu-
nity, where content/information is looked up and delivered
according to its name without knowing the identity and loca-
tion of the sender. NDN uses two packet types, Interest and
Data. A consumer queries for named content by sending
an Interest packet; a provider in turn responds with a Data
packet which consumes this Interest packet. NDN requires
a new forwarding engine instead of IP, which contains the
FIB (Forwarding Information Base), Content Store (buffer
memory which caches content) and PIT (Pending Interest
Table). FIB is used to forward Interest packets toward po-
tential source(s) of matching Data. PIT keeps track of ‘bread
crumbs’ of Interest (i.e., reverse-path forwarding) which the
Data packets follow to reach the original requester(s). How-
ever NDN alone does not support an efficient pub/sub-way of
information dissemination, which is ideal for an MMORPG.
Content-Oriented Publish/Subscribe System (COPSS) was
designed to achieve communication efficiency for pub/sub
applications. In this paper we propose G-COPSS, which
extends COPSS, to address the unique needs of gaming



like applications such as sensitivity to latency and dynamic
traffic concentration (hot spots caused due to the increase in
popularity/action of a particular zone in a game). Note that
the architectural enhancements proposed in this paper can
also be integrated into COPSS to improve its performance.

III. G-COPSS: AN EFFICIENT COMMUNICATION
INFRASTRUCTURE FOR MMORPG

G-COPSS is designed as a decentralized content-centric
communication framework to support MMORPG. The fun-
damental capability of disseminating information based on
content — without the need of knowing who to send it
to or who to query for information — makes the content-
centric communication fabric very suitable for gaming ap-
plications. In [2] we proposed Content-Oriented Pub/Sub
System (COPSS) as a means to achieve an efficient pub-
lish/subscribe capability that predominantly uses multicast
for content-centric networks. G-COPSS builds on COPSS
to support the specific needs of a typical game environmen-
t. G-COPSS utilizes COPSS’s predominantly ‘push-based’
multicast framework to ensure that players receive timely
updates. Using a content-centric solution (which we envisage
will eventually be part of a general network layer) overcomes
many of the limitations of a server-based or a P2P-based
solution, in terms of scalability, responsiveness as well as
the need to know the identities of the players and objects
that an individual player has to communicate with.

A key challenge to information centric communication
is a content naming structure that is sufficiently general to
accommodate diverse needs. However, in the case of gaming
environments, we can take advantage of the typical schema
and the natural partitioning of a game map. We generalize
the game map by considering the notion of hierarchical
game maps. We formulate a naming hierarchy suitable for
even complex games that may include a hierarchical game
map partitioned in arbitrary ways. We then describe the
communication framework for G-COPSS in detail, including
the implementation of G-COPSS on top of the open source
CCNx code plus our enhancements to COPSS. Subsequently,
we will describe efficient gaming specific optimizations.

A. Gaming hierarchy and nomenclature

There are multiple reasons behind game designers parti-
tioning the online game map into distinct regions. One is
to have the natural representation of the game environment
and to manage/limit the visibility of the players. Also, for
reasons of implementation, such as efficient broadcast of
updates and load distribution on the servers, the game map
may be partitioned. In G-COPSS, we take that optimization
a step further by considering a multi-layer hierarchical
relationship between the various areas in the environment,
as shown in Fig. 1, where the game map is broken up with
the ‘map’ layer above the ‘region’ layer at the top and the
‘zone’ layer at the bottom of the figure. Figure la shows

(a) Map division. (b) Logical Hierarchy.
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Figure 1. Hierarchical map partition.

a world map which is first divided into 2 regions (marked
1 and 2) and each region is further divided into 4 zones
(marked 1/1—2/4). Optimization tools for map partitioning
can be modified and used for partitioning the maps. The
game designer, on finishing the map definition and creating-
assigning objects to maps, can use such optimization tools
to calculate the hierarchical partitions based on the physical
features and the object heat level in each partition. The
final output of such tools can be used directly by the
user programs. To match the information generated by a
producer to the consumers interested, it is important to have
an easily understandable nomenclature. Here, we exploit
the concept of Content Descriptors (e.g., described in [15]).
Content Descriptors (CDs) can be used to represent elements
in a group or are part of a topic hierarchy. The schema used
for the partitioning of the map forms the schema for our
naming hierarchy as well, and the zones/areas in the game
map are mapped to hierarchical CDs.

Players subscribe to the groups that represent the areas
that they are currently involved or located in and are
therefore able to publish and subscribe to those areas. The
name hierarchy created for the map is shown in Fig. 1b.
Therefore a player who is flying above region 1 will have
subscribed to the CD /1 and will therefore be able to see the
updates sent from the players below in all the zones 1/1,
1/2,1/3 and 1/4. G-COPSS in fact allows map designers
to divide the map into arbitrary layers, but for simplicity,
we only use 3 layers in this paper. CDs form the naming
framework corresponding to the hierarchical location map
for G-COPSS.

When a player at the lower zone layer wants to see the
updates sent by a person flying over the region above, it
would result in high overhead to subscribe to /1 since he
would then receive updates from all the players belonging to



the zone-layer of /1. To address this issue, we introduce the
concept of having every zone/area represented also as a leaf
node. This allows finer-grained publication and subscription.
To perform this, we create a /0 for every non-leaf CD in the
hierarchy, i.e., /0 for the top map layer (/) and /1/0 for the
region /1. These /0Os are used to represent the areas above,
e.g., where planes are flying (shown in 3D partition Fig. 1c)
so that every area in the game world is represented by a
leaf node in the logical hierarchy. E.g., the green area above
1/1 to 1/4 is represented by /1/0, and the blue area above
1/0 and 2/0 is represented by /0. This therefore allows a
player to subscribe to /1/0 and receive updates sent by
the player flying above, like the plane. In G-COPSS, we
make the basic assumption that all players have access to the
common game-map via the game client that was downloaded
apriori and are therefore aware of the naming convention and
the grouping of the zones/areas.

B. Communication framework

The hierarchical CDs described above form the basis of
the multicast based communication model wherein virtual
Rendezvous Points (RPs) are assigned to act as the core
of the multicast treetowards the subscribers. Updates gener-
ated by players are forwarded along the subscription tree
to all players subscribed to receive content in the same
region/zone. The RPs handle one or more CDs based on
the expected load and G-COPSS is able to dynamically add
and delete RPs based on the demand (see Section IV). Every
G-COPSS-aware router maintains a subscription table (ST)
that consists of the various CDs and the outgoing interfaces
for those messages. Therefore, whenever this router receives
a message intended for the group /sports, it will look
at its ST entry and forward it to the appropriate interfaces
resulting in multicast based delivery.

Rendezvous Point Setup

We create prefix-free virtual RPs that are responsible
for forwarding updates from players to the other players
subscribed to the same or higher groups in the hierarchy.
The term “prefix-free” mandates that a prefix is served by
only one RP, e.g., if an RP is serving the prefix /1/1, this
same RP would also be serving /1/1/1 and no RP could
serve /1. However, another RP could serve /1/2 or /1/3.
This design ensures that messages will only be sent to one
RP for that CD and all the CDs below it in the naming
hierarchy. Therefore a player sending an update to /1/1/1
will forward it to this RP which in turns forwards it to not
only subscribers subscribed to /1/1/1, but also to those
subscribed to /1/1 thereby ensuring that hierarchy based
subscription is preserved. The absence of a CD /1 in this
example implies that a subscriber wishing to subscribe to
/1 must subscribe to those RPs serving /1/1, /1/2 and
so on. The aggregation of subscriptions at the subscription
table ensures that the subscriber wishing to subscribe to /1
is automatically subscribed to /1/1, /1/2, etc., till /1/n.
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0
IPC Port 2 IPC Port 3+
T T G-COPSS Engine
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Figure 2. G-CO