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## Abbreviations, Definitions and Symbols

### Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>AFM</td>
<td>Atomic force microscopy</td>
</tr>
<tr>
<td>APS</td>
<td>Ammonium persulfate</td>
</tr>
<tr>
<td>APTMS</td>
<td>3-aminopropyltrimethoxysilane</td>
</tr>
<tr>
<td>BSA</td>
<td>Bovine serum albumin</td>
</tr>
<tr>
<td>BF</td>
<td>Bright field</td>
</tr>
<tr>
<td>CCD</td>
<td>Charge-coupled device</td>
</tr>
<tr>
<td>Cy5</td>
<td>Cyanine 5 dye</td>
</tr>
<tr>
<td>FITC</td>
<td>Fluorescein isothiocyanate</td>
</tr>
<tr>
<td>FOV</td>
<td>Field of view</td>
</tr>
<tr>
<td>FTTC</td>
<td>Fourier transform traction cytometry</td>
</tr>
<tr>
<td>HT buffer</td>
<td>Hepes-Tyrode buffer</td>
</tr>
<tr>
<td>KLT</td>
<td>Kanade-Lucas-Tomasi algorithm</td>
</tr>
<tr>
<td>MilliQ</td>
<td>distilled, ultrapure water</td>
</tr>
<tr>
<td>NA</td>
<td>Numerical aperture</td>
</tr>
<tr>
<td>PAA</td>
<td>Polyacrylamide</td>
</tr>
<tr>
<td>PAR</td>
<td>Protease activated receptors</td>
</tr>
<tr>
<td>PBS</td>
<td>Phosphate buffered saline</td>
</tr>
<tr>
<td>PDMS</td>
<td>Poly(dimethylsiloxane)</td>
</tr>
<tr>
<td>PGE₁</td>
<td>Prostaglandin E₁</td>
</tr>
<tr>
<td>PIV</td>
<td>Particle image velocimetry</td>
</tr>
<tr>
<td>PSG</td>
<td>Pipes saline glucose</td>
</tr>
<tr>
<td>PTV</td>
<td>Particle tracking velocimetry</td>
</tr>
</tbody>
</table>
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R_{1}GCV  Strong robust generalised cross validation
ROI      Region of interest
rpm      Rotations per minute
TEMED    Tetramethylethylenediamine
TFM      Traction force microscopy
VWF      Von Willebrand factor
Human blood platelets are small, anucleate cell fragments that are important for the life-saving process of haemostasis, i.e. the process of wound healing. By adhering to the extracellular matrix at the side of the wound, spreading and contracting on it, the wound is closed and a continued bleeding prevented. A disturbance of any of these steps leads to serious health impairments, in the most severe cases even to death. To understand the mechanisms governing the blood clotting in healthy humans is thus crucial to also comprehend the implications of the disturbed process. At the same time, given their reduced complexity in biological set-up, blood platelets can be used as simplified cell models to study the signalling pathways between cell and environment. Lacking both DNA and transcription factors, platelets react and adapt to the surrounding only by means of direct chemical signalling across its membrane and within the cytoplasm. The reaction of the platelets to its physical environment is the focus of this work.

The formation of a blood clot in the body takes place while the blood flows continuously within the blood vessel. The resulting shear rate experienced by the blood platelets varies greatly between large veins (starting at about 10 s$^{-1}$) to small arteries (up to about 2000 s$^{-1}$) under physiological conditions \cite{99}. Simultaneously, the various tissues found in the human body that a platelet encounters
all exhibit different elasticities ranging from the soft brain tissue at about 1 kPa to the harder stiffness of about 100 kPa of collagenous bone [28]. This directly gives rise to the question whether the difference in micro-environment, such as shear rate or elasticity, changes the reaction of the platelet in terms of adhesion or contraction. Here, we investigate the contractile behaviour of platelets and its variation if the stiffness or shear rate is changed. The forces are measured in a two-dimensional setting for single platelets using traction force microscopy. The influence of the two physical quantities is studied in two different set-ups, namely, under static as well as dynamic conditions. For the static experiment, the stiffness of the substrate is changed without additional external influences in terms of e.g. shear stress. The dynamic experiment is conducted within a microfluidic device with changing shear flows, keeping the substrate stiffness constant. Summarised, there are four major goals in this works that are addressed:

1. The development and optimisation of an analysis algorithm for the recorded traction force data on the base of existing algorithms. Here, the small size as well as the very dynamic and strong forces of the platelets require a revision of the commonly used algorithms.

2. The measurement of the traction forces exerted by single platelets. Here, both the spatial as well as the temporal development are studied.

3. The development of a microfluidic device that allows us to measure the forces of the platelets under flow. The device is designed to not only facilitate the force measurement but to do so under conditions comparable to the previous, static experiments in terms of e.g. concentration of the trigger substance.

4. The measurement of the contractile forces of platelets under flow conditions. As with the previous experiments, we again study both the spatial and temporal evolution of the force.

Chapter 2 gives a brief summary of the architecture and function of blood platelets. Furthermore, the main experimental and analytical methods to measure traction forces exerted by cells are presented along with major insights gained from these measurements for both platelets as well as other cells. Next, the concept of microfluidics in connection to cell biology is presented. Here, a major point is to provide the already proven usability of microfluidics when studying platelets.
Lastly, the first results in combining traction force microscopy and microfluidics are reported.

Subsequently, Chapter 3 summarizes several physical concepts that are important for this work. This includes the basics of elasticity theory to understand the physical and mathematical aspects of traction force microscopy. We will continue with the underlying mathematics of fluid dynamics as well as mass transport in fluids. In connection to platelets being exposed to shear flow, the stresses on the cell due to the flow are described. Additionally, the theoretical concept of an elastic dipole is presented. Finally, a mathematical model to simulate the contraction of a cell or cell layer on an elastic substrate is described.

In Chapter 4, the experimental procedures are summarised. This includes the fabrication of the elastic substrates used for both experiments, the assembly of the microfluidic device as well as the imaging of the contracting platelets.

Chapter 5 presents the first, theoretical part of our results, namely the analysis algorithm. It describes the analysis step-by-step, demonstrating results of the individual steps on a specially constructed data set. The optimisation of the algorithm is reported as well as an alternative, also adapted algorithm which is later calibrated to our newly designed algorithm. Additionally, we introduce the force dipole ratio to determine the degree of isotropy in contraction and its evolution over time. For the practical application of the algorithms presented above, in Chapter 6, the necessary parameters for the evaluation of the experiments are given. Additionally, several analytical approaches used to calculate, e.g., the oscillatory force frequency or final spread area are described.

This is followed in Chapter 7 by the presentation of the results for both experimental set-ups. The spatial and temporal development of the force is described and the previously introduced force dipole quotient studied. For the static experiments, the model previously introduced in Chapter 3 is used to derive an approximation for the internal stress of the platelet as well as evaluate the influence of the platelet’s thickness on the mechano-sensitivity. For the microfluidic experiments, the designed measuring chamber is characterised both through simulation and measurement. Lastly, the preferred contractile direction compared to the flow direction is presented. The observations made here are discussed in the subsequent chapter, Chapter 8.

In the last Chapter 9, the major results of this work are summarised. We finish this thesis with the possible implications of our results for the process of blood clotting.
In the present chapter, an overview of the current knowledge about blood platelets and their contraction is given (Section 2.1). Subsequently, different experimental and analytical methods to determine cellular forces are presented in Section 2.2. Finally, the newest advances of measuring forces under flow conditions as well as the influence of shear flow on cells in general are described in Section 2.3.

2.1 Blood Platelets and Their Role in Haemostasis

2.1.1 Blood Platelets Structure and Origin

Human blood platelets are small, anucleate cell fragments found in the blood with a life span of only 7-10 days ([77], Chapter 3). They are one of the key players in the process of haemostasis as described previously. In the non-active state, they exhibit a discoid shape with a diameter of only 2 \( \mu \text{m} \) to 5 \( \mu \text{m} \) and a height of 0.5 \( \mu \text{m} \) ([77], Chapter 3). They are thus considerably smaller as the more commonly known cells in the blood, namely red blood cells (diameter: 7.5 \( \mu \text{m} \) to 8.7 \( \mu \text{m} \), height: 1.7 \( \mu \text{m} \) to 2.2 \( \mu \text{m} \) [23]). Under shear flow, platelets are pressed towards the blood vessel walls, allowing them to be close by in case of an injury.
The exact way of the formation of blood platelets is still a matter of research as several pathways have been proposed. Common for all of them is the fact that platelets stem from larger, polynuclear cells called megakaryocytes found in the bone marrow. It has been suggested that platelets form by a budding-of process or blebbing taking place at the outer membrane from the megakaryocyte ([77], Chapter 2).

Another model is based on the discovery of so called proplatelets, thin cytoplasmic processes developing from the megakaryocytes. These proplatelets display small, bead-like ends, connected via the cytoplasm. In the final stages of the proplatelet production, they are released from the megakaryocytes. The ends of the proplatelets now contain small microtubule coils similar to those found in platelets. It has thus been proposed that platelets form from the ends of these intermediate cells [49].

Intrinsically, platelets exist in their resting state. An sketch of the simplified structure of a platelet can be found in Fig. 2.1. In resting state, a platelet exhibits a generally smooth surface with smaller membrane indentions similar to those found in the brain. Within these indentions of the internalised plasma membrane, small openings of a tunnel-like system, the so-called open canalicular system, can be found. During spreading, the surface area of the platelet increases to span, on average, 30 $\mu m^2$ [102] and it is believed that the invaginations provide the additional membrane needed for this process. Further, the open canalicular system has been shown to transports substances from the inside of the platelets to the blood plasma and vice versa.

While a multitude of receptors are found on the outer membrane, for this thesis, to understand the adhesion and activation, we can reduce the number to five receptors. Two of those are the glycoproteins GP Ib-IX-V and integrin $\alpha I\beta 3$ which are responsible for the adhesion to the extracellular matrix during haemostasis. The former primarily binds to the ligand von Willebrand factor (VWF) while the latter also binds to fibrinogen. Both glycoproteins are mobile on the surface. In particular, it has been shown that in the early state of activation, the integrins are moved towards the centre of the lower membrane of the platelet ([77], Chapter 3).

Additionally, platelets contain a multitude of receptors for activation. One class of receptors are the so called protease activated receptors (PAR). It has been shown that PAR1, PAR3 and PAR4 are all receptors for thrombin, an activation agonist for platelets. The binding of thrombin molecules to the PAR proteins is one way of initiating the actin polymerisation as well as the activation of the myosin motors.
Figure 2.1.: The inner structure of a platelet. The outer shell is comprised out of a membrane (black) with a multitude of receptors and proteins, such as the integrin $\alpha_{IIb}\beta_3$ (green), the glycoprotein GP Ib-IX-V (violet) and the thrombin receptor family PAR (grey). The open canalicular system is not shown. Underneath the membrane, first a spectrin cytoskeleton (orange) is found followed by the actin cortex (red). Further inside, a microtubule coil (blue) helps maintain the characteristic, discoid shape of the platelet. On the inside, actin filaments (red) span the cytoplasm. Associated to the filaments are the myosin motors (pink) which bind to the actin upon activation of the platelet. Image adapted from Ref. [100].

(77, Chapters 9 and 16).

Underneath the plasma membrane, a spectrin-based skeleton is bound to the actin cortex. In its resting state, only about 50 % of the entire actin is polymerised into filaments that stabilise the cell. Inside the actin cortex, the microtubules are found laying in several loops to form a coil, maintaining the discoidal shape [111]. Further inside, actin filaments span the interior of the platelet to act as a matrix for other organisational units. During activation and spreading, the cytoskeleton changes its configuration to undergo the observed structural changes. It has been shown that during spreading, the loops of the microtubule ring are elongated by the dynein motors. Afterwards, they start to coil, resulting in a spherical shape of the platelet [22] [111]. At the same time, the actin is polymerised and activated myosin motors bind to the filaments to facilitate the contraction of the platelet.

Lastly, a number of organelles are found within the platelets. Most interesting here are the $\alpha$ granules and dense granules. Both structures are storage units
within the cell, where the former are larger in size. The amount of α granules is dependent on the size of the platelet and each contains a number of proteins such as von Willebrand factor and fibrinogen. Dense granules are storage units for smaller molecules, especially for calcium, ATP and ADP.

2.1.2 Haemostasis

Under normal conditions, that is without damage to the blood vessel walls, platelets are found in their resting or quiescent state, exhibiting a discoid shape. To avoid an activation at this stage, the blood contains molecules that actively hinder the triggering, such as e.g. prostacyclin. Interestingly, for the work presented here, the receptor on the platelet membrane that binds to prostacyclin also reacts to prostaglandin E1 (PGE₁, [77], Chapter 13).

Upon injury to the vessel walls, a chain of reactions is started to form a blood clot which is initiated by the activation of platelets. The clot formation can, simplified, be divided into three major parts: the initialisation, the extension and the stabilisation. The three stages are shown in Fig. 2.2. On a cellular level, an injury means a detachment of endothelial cell at the wall which exposes the extracellular matrix. This matrix consists of collagen as well as its ligand von Willebrand factor. As the platelets are pressed to the side of the vessel wall due to the shear flow, they are immobilised on the matrix surface and activated by the collagen-VWR complex or free-flowing thrombin (Fig. 2.2 A). The activation describes two different pathways. While the collagen-VWR complex reacts with the aforementioned glycoproteins GP Ib-IX-V and integrin αIIbβ₃, thrombin reacts with the PAR receptors. Both reactions, however, result in an increase of intracellular calcium concentration which activates integrin αIIbβ₃ and thus the platelet ([77], Chapter 16).

The activation of the platelet starts a cascade of structural changes. Its shape changes from a discoid shape to a spherical shape. The intracellular calcium triggers not only the integrin but also the polymerisation of actin filaments. The platelet spreads on the extracellular matrix via the formation of both filopodia and lamellipodia [101] and the extension of the folded membrane. Their final spread shape resembles that of a fried-egg shape. Examples of spread platelets may be found in Fig. 2.3. Simultaneously, myosin motors IIa and IIb associated with the actin filaments are also activated by the intracellular calcium, assisted by the activation by thrombin and its following reaction cascade. Thus, during spreading, a contractile, actomyosin driven force is observed (Ref. [77], Chapter 4, [29]).
process is known as clot retraction. At the end of the initialisation step, a monolayer of activated platelets is found on the site of injury.

On the monolayer of blood platelets, the blood clot is now extended by recruitment of other platelets from the blood flow (Fig. 2.2 B). The recruitment is chemically controlled by the release of agonists from the platelets as well as local generation of thrombin. The agonists are first stored within the granules described above and released upon calcium increase. The connection between platelets is facilitated by fibrinogen to which they can bind via activated integrin αIIbβ3. After the high levels of activation signalling are decreased, tight bonds between the platelets within the plug are built inside a meshwork of fibrinogen. This stabilises the clot and prevents further bleeding. Additionally, captured red blood cells are found within the final blood clot (Fig. 2.2 C).

In this thesis, we are interested in the stage at which the platelet spreads on the matrix. In particular, it is known that during this process, the cells do not only spread but also contract ([77], Chapter 4). It has previously been shown that the stiffness of the environment affects the spreading of platelets in that they increase
Figure 2.3.: Examples of spread platelets seeded on glass and recorded using a confocal microscope. The membrane was stained before seeding with the dye dSQ12S (Ref. [14]), at a concentration of about 300 nM. Most platelets here show the typical round structure associated with fully spread platelets. The high intensity in the middle of the platelets (red arrow) denotes the increased height in the membrane due to assembly of the organelles. The last image was taken on a gold coated surface and shows an ensemble of cells. Here, also filopodia (blue arrows) can be seen. The smaller light streaks outside the cells are by-passing platelets. Scale bar: 5 µm. Images were recorded in cooperation with A. Chizhik, Third Institute of Physics, University of Göttingen.

their spread area with stiffness [93]. This effect stagnates at a stiffness of about 50 kPa. Additionally, the number of platelets attached per area increases in a similar way as the spread area. It has thus been suggested that the contractile force may vary in a similar fashion [94]. Another interesting point is the influence of continuous flow during haemostasis. A number of studies have been conducted which demonstrated that the shear rate during blood clot formation greatly influences the process (e.g. Refs. [16, 34, 60, 82, 103]). Hence, the contraction of platelets may also be influenced by the shear rate.

To measure the forces exerted by a cell, a multitude of experimental and analytical tools have been developed. In the following section, a short overview of these different approaches is given. Additionally, results gained from force measurements are presented. Here, observations both for platelets as well as other cells are summarised.
2.2 Force Measurements of Contractile Cells

2.2.1 Experimental Set-Ups to Measure Cellular Forces

Cellular forces have been shown to be of importance in various biological processes such as cell migration [69], proliferation and differentiation [28]. To measure the cellular forces during these processes, different methods have been developed, both from an experimental as well as from an analytical point of view.

One of the earliest methods to visualise forces exerted by adherent cells was the imaging of soft elastic substrates. If cells located on the substrate contracted, the gel was deformed, resulting in a wrinkly surface [41]. To be able to quantify the forces corresponding to the degree of ‘wrinkling’, more accurate imaging techniques had to be found. Generally, four different methods for force measuring experiments have developed over time: atomic force microscopy (AFM) measurements (e.g. [58, 78]), micro-post arrays (e.g. [29, 57, 65, 116, 120]), continuous elastic substrates containing markers (e.g. [17, 20, 43, 74, 89, 107, 122]) and, most recently, fluorescent, spring-like force sensor molecules (e.g. [31, 125, 127]). A sketch of all methods may be found in Fig. 2.4.

To measure the force exerted along an axis, atomic force microscopy or similar set-ups can be used (e.g. [58, 78], Fig. 2.4 A). The cell is grown between a substrate and a flexible microplate [78] or cantilever [58]. By changing the stiffness of the flexible part of the set-up, the response of the cell to the stiffness can be determined. Also, detachment forces from the cell to the substrate may be measured by actively applying an external force. However, as already mentioned, this approach measures the forces along a one-dimensional axis.

A two-dimensional tool to measure the contractile forces is the so called micro-post array (e.g. [29, 57, 65, 116, 120], Fig. 2.4 B). A micro-post array consists of a number of elastic, deformable posts positioned close to each other. The single posts are usually cast from Poly(dimethylsiloxane) (PDMS) and vary in post size, density and stiffness [120]. They are regularly distributed to facilitate easy tracking of deformation. Further, the posts are coated with adhesion proteins such as fibrin to facilitate attachment. By micro-contact printing the adhesive proteins to the posts in defined geometries, the cell’s shape and cytoskeletal organisation can be actively controlled [57]. Contracting cells seeded on the array deflect the underlying micro-posts, enabling the observer to directly re-calculate the exerted force. These assays are either conducted on ensembles of cells [29, 65] or on a
Figure 2.4: Four different methods to study the force $F$ generated by a cell (orange). The direction of force measurement is given by the black arrows. A AFM measurements are conducted by determining the deflection in a cantilever upon cell contraction. To facilitate this kind of measurement, adhesive proteins (green) are often used on the surface and cantilever. B Cells can be grown on micro-post arrays and the deflection of the single post reflects the contraction. Contrary to AFM, this is done in two dimensions. C Also measured in two dimensions is the deformations of elastic substrates underneath a cell (TFM). The beads within the substrate (green) are displaced accordingly to the exerted force above them (green arrows). D A localised force measurement technique involves the use of molecular force sensors (blue-red spheres). Upon pulling on the molecule, it is stretched, thus increasing the distance between the active parts (both spheres). Following, either the change in energy transfer is measured (two fluorophores) or the direct change in fluorescent intensity (one fluorophore and one quencher).

single-cell basis [57, 116, 120]. Note that this approach yields a measurement at discrete locations, namely the positions of the micro-posts.

Instead of using the discrete, two-dimensional set-up of micropost arrays, continuous substrates can be used, a technique called traction force microscopy (TFM) e.g. [17, 20, 43, 74, 89, 102, 122], Fig. 2.4 C. These substrates are cast from PDMS [17, 43] or, most commonly, polyacrylamide (PAA [81, 89, 107, 122]). Within the substrate, fluorescent markers are embedded to visualise the deformation of the substrate during cell contraction. Contrary to the micropost array, each fluorescent marker within the continuous gel yields a contribution to the measurement of the entire deformation field. Keeping in mind that the size of the fluorescent beads in general varies between a few tens to hundreds of nanometres in diameter, this gives a much higher resolution of the force field. The resolution in force measurement is limited by the density of beads, the imaging resolution as well as the employed analysis algorithm. At the same time, as all previously described force measurement tools, the stiffness of the substrate can be varied, here in terms of the degree of cross-linking in the polymer gels. The fabrication of PAA gels have
been adapted to also include micro-contact printed proteins as for the micro-post arrays [74, 81, 89, 122] as well as force measurement in three dimensions [21, 62]. Using this experimental set-up, keep in mind that due to the continuity of the substrate, deformations are not only observed at the point of force transduction on the gel but also in its direct neighbourhood.

To measure the forces at the actual point of force transmission, in recent years, so called tension sensor molecules have been developed (e.g. [31, 125, 127], Fig. 2.4 D). Simplified, these sensors consist of two fluorescent molecules connected by a spring-like molecule. When the two fluorophores are close together (= the "spring" is relaxed), an active energy exchange occurs between them and can be measured by using Förster resonance energy transfer (FRET). The further the molecules are apart, less energy transfer is seen. Depending on the folding properties of the connecting molecule, different force ranges can be covered with a single sensor, often spanning an interval of some piconewtons [31], contrary to the nanonewtons measured in the methods described above. Alternatively to two fluorophores, one can be exchanged by a gold particle to quench the fluorescence of the other [105, 127]. Developing these sensors is still an ongoing research topic as it has to be guaranteed that advert effects such as hysteresis do not occur during multiple stretching cycles.

In the presented work, the most common force measurement technique, TFM in combination with continuous PAA substrates, is used. This allows us to study the force development of a single platelet both in a two-dimensional space as well as in time. PAA substrates have the advantage of being well tunable in stiffness between 100 Pa and 100 kPa [115] which corresponds to the elasticity range found in the human body [28]. It has previously been demonstrated that platelets adhere well to these substrates when coated with fibrinogen [93, 107].

In TFM, one interesting point apart from the experimental set-up is the way to analyse the given data. Independent of the dimensionality of the set-up, the initial point of analysis is a given set of images of beads changing their position. To re-calculate the forces exerted by the cell on the gel from the bead positions, a multitude of algorithms have been developed and are presented in the following.
2.2.2 Different Analysis Algorithms for TFM

All algorithms to calculate the exerted forces of the cell when using continuous substrates are based on elasticity theory [59]. In technical terms, one determines the displacement of the markers in the gel and from there re-calculates the corresponding forces. Note that the deformation of the gel is always taken towards a so-called null-image, an image taken of the un-deformed substrate. Most commonly, the null-image is recorded by trypsination [50, 89] or other forms of cell relaxation drugs [80] after the recording. In cases of migrating cells, the un-deformed substrate is recorded when the cells have left the recording frame [20]. When the adherence of cells is also imaged, the point of attachment acts as a reference frame [107]. For micro-contact printed substrates, the un-deformed fluorescent protein patterns is taken as a null-image [81, 122].

To determine the displacement within the substrate, different analysis approaches have been developed: particle tracking velocimetry (PTV; e.g. [61, 62, 98, 107]), particle image velocimetry (PIV; e.g. [3, 20, 21, 46, 69, 89, 95, 114, 117]) and, more recently, an optical flow method (e.g. [45, 71, 75]).

PTV involves direct bead tracking within the image and is, mathematically seen, a Lagrangian approach to solve the problem of the displacement field calculation. Each bead is identified in the null-image and the deformed image and the most likely match between them is found. This may be done by triangulation [62, 107] or correlation-based [98]. PTV has been adapted to include both time-resolved measurements [107] as well as three-dimensional recordings [61, 62]. The computational complexity here depends heavily on the number of beads as well as the number of images that are compared. Furthermore, with increasing bead density, the reliable identification of the beads between images becomes more and more difficult, especially when using triangulation. One way to circumvent this problem is the introduction of beads of multiple colours [98] but that is not possible for all applications. Hence, this approach, while intuitive and easily applicable for sparse bead densities, fails for problems of tightly packed tracers.

Most commonly used is the PIV algorithm [69, 89, 95, 114]. Here, the single images are sub-divided into smaller square windows and the entire included bead pattern is studied. By calculating the cross-correlation between windows at equal position, the statistically most probable translation is determined. This approach assumes that within the sub-window, approximately, all pixels move linearly in the same direction. Note that the window grid is static for all images for this algorithm.
to work and is thus an Eulerian method. This approach allows for a higher bead
density of a single colour to be used as no bead identification is needed. Indeed,
only intensity patterns in space are utilised at this point. Hence, a higher spatial
resolution may be reached here. Additionally, PIV has been adapted to include
both time-resolution [3, 20, 46, 117] and three-dimensional spatial resolution [21].
The limiting factor from a computational point of view is here the choice of sub-
windows. The size is dependent on the degree of deformation of the substrate
which in turn depend on the substrate stiffness, the magnitude of the exerted force
as well as of the time difference between images that are compared. Consequently,
for large enough deformations, a cross-correlation between sub-windows becomes
impossible to determine. Further, with an increasing number of sub-windows, the
computational cost increases as well.

A more recent algorithm in connection with TFM is the optical flow method [45,
71, 75]. Similar to the PTV, single beads or features are found in the images that
are to be compared. Around these features, similar to the PIV algorithm, small
sub-windows are defined which are tracked. Note that here no regular, static grid
is used but a set of irregularly spaced, translating windows. Yet, it is still assumed
that neighbouring pixels move similar to each other and the deformations are
small enough to be able to to track them reliably. Most importantly however,
this algorithm requires that the brightness of the feature that is tracked does not
change significantly between images. It has been shown to work reliably and with
good resolution on two-dimensional substrates [45, 75].

Having calculated the displacement field by either method, the traction forces
are now determined. The underlying equation is, however, the inverse of the
Boussinesq solution to the equation of equilibrium of an elastic medium bounded
by a plane ([59], §1.8 and [105]). The inverse is generally not readily calculated
in real space but in Fourier space. Hence, traction forces are often calculated in
Fourier space by using Fourier Transform Traction Cytometry (FTTC; [10]). In
most cases, the FTTC algorithm involves the solution of an ill-posed problem.
Thus, regularisation schemes need to be included in these cases [98, 105]. Regu-
larisation can in some cases be avoided or reduced if a-priori knowledge of the
traction force field exists. To this end, adapted algorithms such as e.g. the model-
based TFM [110] or traction reconstruction with point forces [114] have been de-
veloped. Here, knowledge of the cellular, internal structure or, in the latter case,
the distribution of focal adhesions is used to better localise the actual point of force
exertion.
In the presented work, the PIV algorithm is used. Given the vast amount of studies that have already used it, the flexibility of the algorithm has been demonstrated. Here, however, the algorithm is enhanced to be applicable to the small size of the platelets, their very dynamic and strong forces as well as the temporal resolution. To validate the results gained from this adapted PIV approach, it is compared to a similarly adapted optical flow method. For the force reconstruction, this is followed by the FTTC algorithm.

Some primary cells, in most cases considerably larger than platelets, have been studied as to their adaptation to the micro-environment. In particular, the reaction of the cells to substrates or micro-post arrays of different stiffnesses in terms of force development was investigated. In the following, major insights gained from these studies are presented.

2.2.3 Insights Gained from Force Measurements

A considerable number of studies observed the behaviour of different primary cells when presented with various surroundings. In particular, the contractile force in dependency of the environment’s stiffness was of interest. For cells such as fibroblasts [69], endothelial cells [12], Jurkat T-cells [46], neutrophils [88] and also cancer cells [55], it was shown that the forces they exert on the underlying substrate increase with increasing stiffness. This adaptation demonstrates an active feed-back loop within the cells that first sense the stiffness and then regulates a corresponding response by, e.g., changing the internal cellular structure.

Other examples of an active adaptation process within the cells was observed in the speed of their contractile response. In Trichet et al. [120], it could be shown that the velocity of contraction increases with the stiffness. Simultaneously, the cells’ spread area also increased with the rigidity. Furthermore, the greater the cell’s area was, the higher the exerted force was measured to be [12, 35].

The different observation methods were adapted to also include smaller cells such as dictyostelium cells [20, 21] and T-cells [46]. Compared to larger cells such as e.g. fibroblasts or endothelial cells, it was shown that they exert considerably less force. Additionally, for dictyostelium cells, it was demonstrated that they not only exert forces in a planar direction but also perpendicular to the substrate surface.

On a molecular level, it was revealed by a combination of knock-down and inhibition experiments in combination with force measurements that both actin polymerisation as well as myosin-driven contraction contribute to the exerted forces
of a cell [11, 46]. Which of the two mechanisms contribute more to the contraction can, however, vary between different cell lines. As an example, while mouse embryonic fibroblast cell could be shown to be driven to 90 % by myosin activity [11], the traction forces observed from T-cells decreased significantly when the actin polymerisation was inhibited [46].

For platelets, most of the different experimental methods were employed to measure the forces exerted by the activated, contracting cells. In particular, continuous PAA substrates [81, 107], AFM measurements [58], micro-post arrays [29, 65] and, most recently, tension sensors [125] have been applied. Note that, due to their size, experiments conducted on micro-post arrays used small aggregates of platelets while the other experiments were conducted on single platelets. All of the different approaches aimed to answer the question which force a platelet can exert on the surrounding during contraction. The resulting forces varied considerably depending on the approach chosen.

In Schwarz Henriques et al. [107], a substrate of stiffness 4 kPa was utilised and the development of the force studied over time. Here, the point of attachment was taken as the point of reference for the un-stressed substrate. A comparatively sparse bead density was used to measure the contractile forces. It was shown that the platelets, on average, yielded a force of about 34 nN. Further, the force developed towards a force plateau that was reached within 25 min. The contraction was described as directed towards the cell centre and close to isotropic behaviour. It was also shown that the total force scaled with the total spread area.

In contrast to the continuous substrate used above, Lam et al. [58] used an AFM to measure the axial contraction. The stiffness of the set-up was calculated to be 12 kPa, 29 kPa and infinitely stiff for different experiments. For the single platelets, the maximum contraction force was determined to be between 1.5 nN and 79 nN, reached within 10 min to 15 min. Interestingly, the averaged maximal forces per stiffness were lower than the forces measured on the PAA substrates above, in particular about 18 nN. It was further observed that the platelets adapted to the rigidity of the substrate by exerting more force with increasing stiffness. Additionally, the adhesion force was measured to be about 70 nN. The platelet’s elasticity was calculated to be 10 kPa, with an increasing stiffness for cells that exerted a higher force. In a following work to this experiment, Myers et al. [81] exchanged the AFM to fibrinogen patterned PAA substrates. Contrary to the substrates used by Schwarz Henriques et al. [107], the platelets were only allowed to adhere between two fibrinogen patches instead of an evenly coated substrate. The force
was calculated by the changes in position of the protein patches. Although the PAA gel provided a two-dimensional base for the experiment, due to the protein patterns, the force was determined in a uni-axial manner, similar to the AFM approach. The stiffness was tuned between 25 kPa and 100 kPa and the thrombin concentration varied from 0.1 u/mL to 5 u/mL. They found that the magnitude of forces not only depend on the stiffness of the substrate but also on the thrombin concentration with an optimum found for the stiffness at 75 kPa or a thrombin concentration of 5 u/mL. The average force ranged from the 15 nN to about 40 nN depending on the stiffness and thrombin combination.

Next, in Refs. [29, 65], micro-post arrays were used. Liang et al. [65] determined the stiffness of the micro-posts to be about 2.9 MPa. Here, different thrombin concentrations were utilised to study the dependency of the contraction process on the amount of stimulus. It was shown that an increase in thrombin concentration yields a higher force response until a concentration of 3.5 u/ml after which no change was seen. At the same time, the clot volume also stagnates in size. Over time, with a constant supply of thrombin and platelets, the clot increased in size and contractile force. The force per platelet in the contracting clot was estimated to be about 2 nN, considerably less than the works conducted on PAA substrates or with an AFM. Feghhi et al. [29] used posts of a stiffness of about 2.5 MPa and determined the force exerted by the clot on each micro-post. They measured a force of about 14 nN per post and three to four posts per clot. Instead of determining the total force per platelet, they wanted to test the influence of myosin IIa on the contraction process. By blocking different activation pathways for myosin, it was shown that this motor is essential for force generation and clot retraction.

Most recently, Wang et al. [125] developed a molecular tension sensor for the force transmitted by the αIIbβ3 integrin. This sensor was demonstrated to tunable between 10 pN and 60 pN. Using this sensor, they revealed that the force magnitude of platelets determines the force distribution. Integrins of low tension, i.e. below 54 pN, were distributed in a ring-like pattern around the periphery with two to three spots of higher force. Integrins exhibiting higher tensions were only found in two to three focus points. The latter were co-localised with vinculin, a protein associated with focal adhesions. Lastly, they demonstrated that the lower forces develop directly at the beginning of the adhesion and spreading process while the higher, focused forces first appear at later time-points.
2.3 Microfluidics in Biology and Cellular Forces Measured Under Shear Flow

During recent years, cellular responses in terms of e.g. differentiation (e.g. [13]) or migration (e.g. [32, 50]) to actively controlled external conditions have been increasingly investigated. Apart from the static experiments described in the previous section, often, this involves microfluidic techniques. In microfluidics, small quantities of fluid are flushed over the experimental set-up in a controlled fashion. Additionally to only needing small quantities of chemical and biological material, the advantage of a microfluidic approach is the small Reynolds number associated with this method. Consequently, only laminar flow regimes are observed, facilitating an easier control of e.g. the shear rate or concentration of trigger substances. Another advantage is the down scaling of several physical quantities that define the experiment, such as the diffusion time, which allows for faster response times [124]. The microfluidic devices are often produced from PDMS, varying greatly in the geometry depending on the specific influence factor one is interested in to study [124]. As an example, one factor frequently studied is the influence of different molecules including drugs on cells (e.g. [13, 32, 50, 83]). Using simple set-ups of straight channels with one inlet and one outlet, the addition of specific drugs can be temporally and spatially controlled and the changes in morphology or activity in cells observed. With more complex channel structures of, e.g., multiple mixing regions [13, 50, 52], defined chemical gradients can be produced [32, 83]. This allows the user to observe the cellular response such as chemotaxis [50] in dependency of the drug’s concentration.

Another influence factor that may be studied is, naturally, the shear stress and shear rate itself during flow (e.g. [19, 57, 79]). Here, both the orientation in flow for adherent cells [57, 79, 92] as well as the direction of movement in motile cells [19] have been studied. These studies have in common that a preferential direction in parallel to the flow was observed. The alignment of the movement to flow for, e.g. dictyostelium discoideum, was shown to be dependent on the shear stress the cells were exposed to where the directionality increases with increasing stress [19]. Endothelial cells also align towards the flow [57] while the cytoskeleton including the focal adhesion sites shifted with the flow.

For platelets, microfluidics has been used to study to major steps in haemostasis, namely the adhesion to the extracellular matrix (e.g. [34, 38, 39, 83, 84]) as well as the formation of the thrombus (e.g. [16, 18, 60, 82]). Apart from studying the direct
influence of shear flow on the formation of a thrombus, the proteins involved have been studied. In the following, the major insights thus gained are presented.

In the context of adhesion under flow conditions, both ways to facilitate adhesion (e.g. [34, 38, 39, 84]) as well as activation pathways [83, 84] were investigated. Savage et al. [103] showed that at low shear rates of 50 s$^{-1}$, the arrest of platelets is governed by the reaction to fibrinogen. At higher shear rates of 1500 s$^{-1}$, however, platelets start to adhere to VWF but not fibrinogen. Gutierrez et al. [34] reached a similar result using mouse platelets. They demonstrated that the reaction of integrin $\alpha$IIb$\beta$3 to the extracellular matrix is sufficient at venous shear stress (about 1 Pa) but not at higher shear stress. Additionally, it was shown that integrin $\alpha$IIb$\beta$3 is necessary for thrombus formation on collagen. Hansen et al. [39] studied the attachment of platelets on collagen spots within the physiological range (shear rate 50 s$^{-1}$ to 920 s$^{-1}$), an alternative adhesion protein. They revealed that a minimum diameter of 20 $\mu$m of collagen is necessary for platelets to arrest on it. Furthermore, they demonstrated that adhesion and aggregation increases with the shear rate until about 300 s$^{-1}$, after which it stagnates. Previously, they had already shown that an increase in collagen concentration on the surface dramatically increases the attachment rate of platelets under arterial shear rate (1000 s$^{-1}$) [38].

Adding to the attachment observations at high shear rates (1800 s$^{-1}$) and adaptation pathways, Nesbitt et al. [84] studied the calcium signalling occurring between integrin $\alpha$IIb$\beta$3 and glycoprotein Ib-V-IX during adhesion to VWF. They found that platelets can be divided into three groups in terms of intracellular calcium content where an increased calcium level corresponds to an increase in attachment rate and oscillatory calcium flux. It was suggested that a minimum level of intracellular calcium is necessary to establish stable adhesions under shear flow. The reaction between glycoprotein Ib-V-IX and VWF was proposed as an initiator to integrin $\alpha$IIb$\beta$3 activation by raising the calcium levels within the platelet.

The activation of platelets within the blood flow is highly dependent on the presence of different agonists such as thrombin or ADP (77, Chapter 16). A microfluidic tool to study this influence in a pressure controlled manner was developed by Neeves and Diamond [83]. Keeping the shear rate constant (250 s$^{-1}$), they increased the ADP level within the flow chamber to study the ADP-dependent adhesion and aggregation. They observed that with increasing ADP content, the platelets went from non-adhesive to first building monolayers and finally aggregates.

To summarise briefly, the adhesion process of platelets has been shown to be
governed by several external factors. Depending on the shear rate, different matrix proteins facilitate the attachment. At low, venous shear rates, the adhesion depends on the reaction of integrin αIIbβ3 to fibrinogen. At higher shear rates, immobilised fibrinogen does not result in attachment but VWF does. Alternatively, collagen works for both low and higher shear rates. At the same time, the concentration and, where relevant, patch size of proteins and trigger substances is important. Generally, a higher concentration of either matrix protein or trigger substance yields a higher response of the platelets although saturation occurs. Simultaneously, a minimal patch size of matrix protein is necessary to facilitate a reaction. However, platelets differ between each other in their response to external signals even under equal conditions, as observed with the calcium levels of single platelets.

Following the initial adhesion, platelets start to aggregate and form a thrombus. This process was investigated by various groups using microfluidic techniques (e.g. [16, 18, 60, 82]). Lee et al. [60] demonstrated that the formation of a thrombus is directly influenced by the shear rate. The activation of platelets by shear stress was achieved by stirring and the platelets showed an irreversible activation and aggregation at high shear rates. The aggregate size increases with increasing shear rate until about 3000 s$^{-1}$ after which it decreases again. Also studying the influence of shear rates (between 100 s$^{-1}$ and 1000 s$^{-1}$) on the thrombus formation and its stability, Neeves et al. [82] let murine platelets aggregate on patterned collagen. Like the previous work by Lee et al. [60], they revealed that the thrombus size first increases until middle high shear rates before decreasing again. Note that Neeves’ experiment used lower shear rates than Lee did even though their results were similar. Stepping up the flow to a shear rate of 8000 s$^{-1}$, the thrombus stability was tested. All aggregates showed a decrease in size. However, actively stimulating the PAR4 receptor reduced the loss in size at high shear rate, suggesting that thrombin increases the stability under flow.

Combining the influence of shear rate and adhesion proteins, Conant et al. [16] developed a microfluidic tool which allowed them to observe the aggregation of platelets in parallel channels at different shear stresses and channel coatings. At lower shear stresses (1-2 Pa) within the channel, they demonstrated an aggregation on collagen I but not VWF or BSA (Bovine serum albumin). At pathologically high shear stress (up to 20 Pa), however, thrombus formation on VWF was observed. Excluding the influence of the shear stress on the aggregation, Van de Walle et al. [18] studied the adhesion to and especially aggregation on fibrinogen
under physiological conditions (shear rate of 100 s\(^{-1}\)) more in detail. In particular, they were interested in how the spatial distribution of fibrinogen influences the adhesion and aggregate formation. They did show that fibrinogen lines parallel to the flow with spacings of 6 µm allows for platelet aggregates to build between them as bridges. Increasing the distance between the fibrinogen lines gradually to 30 µm reduced the presence of aggregates. Simultaneously, it was demonstrated that fibrinogen patches of a width of 4 µm or less in flow direction decreases the attachment and aggregation.

To recap, it was demonstrated that the aggregation of platelets is heavily dependent on the shear rate. With increasing shear rate, the clot size increases until a maximum level is reached. Increasing the shear rate beyond this limit produces the opposite effect by reducing the size again. The latter effect can, however, be partly reversed by simultaneously stimulating the PAR4 receptor, an additional activation receptor. This suggests that also the activation by trigger substances play a role in the ability to form aggregates and withstand external shear stresses. As already discussed previously in the context of adhesion, aggregation is also governed by matrix proteins. Again, different proteins facilitate the formation of clots depending on the shear rate. Similarly to the adhesion to collagen, the aggregation on fibrinogen is also controlled by the patch size where a minimum adhesion area is necessary to facilitate the clot formation.

Using microfluidic techniques, many insights into the adhesion and aggregation process of platelets have been gained. While the molecular pathways have been studied in great detail, no information exists on how the contraction of a thrombus or a single platelet depends on the shear flow. While Myers et al. [81] included their PAA substrate into a microfluidic channel, they did not include any flow until after the platelets were attached and spread. They reported that the force did not change from the static experiments, suggesting that the critical time point for the force development is the time point of attachment. To understand the process of wound healing, the study of the entire process under flow is thus of essence.

Within the last 10 years, microfluidic set-ups have been combined with TFM to measure the forces exerted by different cells. Here, the reaction of fibroblasts [17], neutrophils [50] and endothelial cells [47, 57, 92] to shear stress was studied in detail. In the latter case, this is especially interesting in the context of angiogenesis. These experiments were conducted by incorporating substrates as used in the static TFM case into the microfluidic channel. In the case of Das et al. [17], the substrate was a continuous PDMS substrate containing fluorescent markers.
while Lam et al. \[57\] used micropost arrays made out of PDMS. Both approaches facilitated the bounding of the chambers by oxidising the PDMS with an oxygen plasma. Perrault et al. \[92\] and Hur et al. \[47\] incorporated continuous PAA gels into chambers held together externally. Jannat et al. \[50\] also used PAA gels but bound the glass slide with the substrate to the PDMS cast by plasma activation. However, protein coating of the substrate was done after binding by flushing the closed microfluidic systems.

For the TFM experiments conducted with endothelial cells, shear rates as found within veins were applied \[91, 99\]. Not only the traction forces were measured but also the alignment compared to the flow direction. As mentioned above, the cell body of attached cells was found to align to a parallel orientation \[57\] compared to the flow, contrary to the perpendicular direction which was reported for fibroblasts in three-dimensional tissue cultures \[85, 86\]. The traction forces measured exhibited a tendency to a perpendicular orientation, although large variations could be observed. Note that for all experiments, the endothelial cells were first left under static conditions to adhere to the substrates. While the combination of microfluidics and TFM has been used in the recent past as described above, none of them has tried to study the entire process of cellular attachment and force development. Neither did the conducted measurements include a high temporal resolution of small cells, a crucial requirement when observing the attachment and contraction process of platelets.
3

Theory

In this chapter, an overview of the physical background to the methods used in the presented work is given. This includes a brief overview of the principal concepts of elasticity theory (Section 3.1) including the Boussinesq solution applied for traction force microscopy. Next, we describe the physical quantity of a force dipole and its interpretation in terms of isotropic contraction (Section 3.2). As we also want to study our cells under flow conditions as mentioned previously, the basics of fluid dynamics and mass transport in fluids are established in Section 3.3. From the previously described physical concepts, we briefly discuss stresses acting on elastic objects found under flow conditions (Section 3.4). Further, a model is introduced that characterises the contraction of a cell or cell layer on an elastic substrate (Section 3.5).
3.1 Elasticity Theory

One of the major physical methods that is used in this work is the calculation of the traction forces exerted by a cell on an elastic substrate by measuring the displacement of fluorescent beads. To understand how one can translate displacements to forces, in the following, a brief description of the basic equations of elasticity theory is given. To start, assume we have a deformable body, e.g. an infinitesimal volume (see Fig. 3.1 A), on which an external force is applied. From here, let us introduce the concepts of strain and stress. For the following derivations, we always assume small displacements or deformations. This assumption allows us to linearise our equations.

Upon application of a force on the body, it will start to deform, i.e. elements within the body change their position. Let us regard two points at positions \( x \) and \( x + dx \). During deformation, they will change their position by \( u(x) \) and \( u(x + dx) \).
The squared distance between them in the deformed body is then given by

\[ d^2 = \sum_i (dx_i + u_i(x + dx) - u_i(x))^2 \]  

\[ = \{ \text{Taylor expansion} \} \]  

\[ = \sum_i dx_i^2 + 2 \sum_{i,j} dx_i \frac{\partial u_i}{\partial x_j} dx_j + \sum_{i,j,k} \frac{\partial u_i}{\partial x_j} dx_j \frac{\partial u_i}{\partial x_k} dx_k \]  

where the subscripts denote the \( i, j, k \)th component of the corresponding vector. Note that the first term is equal to the original distance between the points in the un-deformed body. Hence, the change within the body is only given by the latter two terms. We can then define the single components of the strain tensor \( \epsilon \) as

\[ \epsilon_{ij} = \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} + \sum_k \frac{\partial u_k}{\partial x_i} \frac{\partial u_k}{\partial x_j} \right) \]  

Thus, the strain describes the degree of deformation within a body. We can further see that the tensor is symmetric such that \( \epsilon_{ij} = \epsilon_{ji} \). Lastly, as we assume small displacements and hence small strains, this means that we can neglect the last term in Eq. (3.4) and reduce the strain to

\[ \epsilon_{ij} = \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) . \]  

Having now defined the strain of our body, let us consider the term stress. For an un-deformed body, it is said that the body is in mechanical equilibrium, \( i.e., \) the resultant force on any point in the body is zero. When the body is deformed, it leaves the equilibrium. This gives rise to internal forces that act towards the equilibrium state, the so called stresses. We can thus define the stress tensor \( \sigma \) (compare Fig. 3.1B) by

\[ \sigma_{ij} = \frac{F_i}{\partial x_j} . \]  

It was shown by Parodi and Pershan that there always exists a transformation such that it holds that \( \sigma_{ij} = \sigma'_{ji} \) (\[59\] §1.2). For isotropic materials under stress along one axis, the relation between the stress and the strain is given by

\[ E \cdot \epsilon = \sigma \]  

\[ \nu E = \epsilon_t \]
where $E$ denotes Young’s modulus in the unit of pressure, $\nu$ the Poisson’s ratio (dimensionless) and $\epsilon_t$ the transversal strain. The Young’s modulus as well as the Poisson’s ratio are material properties. $E$ describes the elastic stiffness of a material. As an example, the Young’s modulus for tissues found in the body is of the order of kPa while materials such as wood or metal are in the order of GPa. The Poisson’s ratio $\nu$ describes the ratio between transverse strain and axial strain. In other words, it compares the compression in one direction if the body is stretched in the perpendicular direction. For most materials, $\nu$ falls in the range between 0 and $\frac{1}{2}$. A material of Poisson’s ratio $\frac{1}{2}$ corresponds to an incompressible material.

The above relations between strain and stress (Eq. (3.8)) hold true for uni-axial stress. If one considers a linear elastic material under stress in all three dimensions, the single components are related such that

$$\epsilon = \frac{1 + \nu}{E} \sigma - \frac{\nu}{E} (\text{trace}(\sigma))$$  \hspace{1cm} (3.9)

which corresponds to Hook’s law. Here, $\text{trace}(\sigma)$ denotes the sum over all elements in $\sigma$ along the diagonal.

We have now introduced all physical quantities we will need to correlate displacements and forces applied to an elastic body. Let us first consider the body in equilibrium. We can express the equation in equilibrium as

$$\Delta u + \frac{1}{1 - 2\sigma} \nabla (\nabla \cdot u) = -\rho g \frac{2(1 + \sigma)}{E}$$  \hspace{1cm} (3.10)

with $\rho$ being the density of the body, $g$ the gravity and $u$ the displacement as before (Ref. [59], §1.7). In our specific case, we always study a body that is deformed by an external force applied to the surface. Then, Eq. (3.10) is rewritten as

$$(1 - 2\sigma) \Delta u + \nabla (\nabla \cdot u) = 0,$$  \hspace{1cm} (3.11)

where the force is only included in the boundary conditions (Ref. [59], §1.7).

In traction force microscopy, the problem is reduced to having a force or force distribution $f$ applied on an elastic substrate of a certain height, width and length. In particular, the height or thickness of the substrate is considerably larger than the observed displacements due to the contracting cell. So, again, we can use the assumption of small deformations. Moreover, the area occupied by the cell is much smaller than the substrate area such that there are no deformations near
the substrates boundary. Thus, we can consider the substrate to occupy an infinite half-space. This approach allows us to solve the elasticity equation (Eq. (3.11)) analytically leading to an integral equation connecting surface displacements and surface forces.

Let the substrate occupy the half-space \( \{ x = (x, y, z) \in R^3 | z > 0 \} \). So the \( x \)- and \( y \)-coordinates span the surface while \( z \) starts at the substrate surface and is pointing into it. For this situation, Boussinesq (compare Ref. [59], §1.8) has derived the solution

\[
\int_{R^3} G(x' - x) f(x') dx' = u(x).
\]

The Green’s function \( G \) is given by

\[
G(x) = \frac{1 + \nu}{2\pi E} \left( \frac{2(1-\nu)z^2}{r(r+z)} + \frac{2(\nu r+z)^2 z^2}{r^2 r^2} x^2 \right) \left( \frac{2r(\nu r+z)^2 z^2}{r^2 r^2} x y \right) \left( \frac{2r(\nu r+z)^2 z^2}{r^2 r^2} y \right)
\]

where \( r = \sqrt{x^2 + y^2 + z^2} \), \( E \) is the Young’s modulus and \( \nu \) is the Poisson’s ratio as previously defined.

In our application, we only observe displacements near the surface, that is, the displacement in \( z \)-direction is 0. Further, we can safely assume that the force field is parallel to the surface leading to \( f_z = 0 \). Therefore, the Boussinesq-solution simplifies to

\[
\int_{R^2} G(x' - x) f(x') dx' = u(x).
\]

where the Green’s function reduces to

\[
G(x) = \frac{1 + \nu}{\pi E^3} \left( \begin{array}{cc} (1 - \nu)r^2 + \nu x^2 & \nu x y \\ \nu x y & (1 - \nu)r^2 + \nu y^2 \end{array} \right)
\]

This is sufficient for our purposes because vertical displacements are not measured.

Later, instead of calculating the displacement or deformation of the substrate from the force, we measure the displacement to calculate the force distribution. In particular, the vectorial forces, given in units of Pa, are hence called traction forces.
Figure 3.2: Schematic examples of isotropically (A) and anisotropically (B) contracting cells. The orange circle denotes the cell outline and the green areas the force footprints (areas where forces are detected through deformation of the substrate). Here, all forces (black arrows) are assumed to be of equal magnitude. The patterns in A show a radially symmetric distribution, a sign for isotropy. The patterns in B are more polarised, a sign of anisotropy.

3.2 Force Dipole

Using the elasticity theory, we now derive a relation between the forces applied to an elastic substrate and the resulting displacements. As we are studying a two-dimensional problem, we can further define a force distribution, i.e. how the single forces are placed in space. Depending on the alignment between them, one can distinguish between isotropically and anisotropically contracting cells. An isotropic contraction here corresponds to a regular or symmetric force pattern such as a contractile ring or force spots of equal magnitude distributed on regular polygons (compare Fig. 3.2). Is it possible to define a physical quantity that describes the degree of isotropy?

Such a quantity can be derived by using the so called elastic or force dipole, in analogy to the electromagnetic dipole [56, 104, 126]. The dipole is defined as a tensor \( \mathbf{P} \) given by

\[
\mathbf{P} = \int \mathbf{x} \cdot f(\mathbf{x})d\mathbf{x}
\]  

where \( \mathbf{x} \) is a position vector and \( f(\mathbf{x}) \) is the corresponding force density at this position. In particular, the force density here is identical to the traction force at the given position. The existence of a monopole is not considered here for a reason. A monopole corresponds to the vector sum of all traction forces. However, as we
consider adherent, non-motile cells, the overall force is always zero. Hence, we only need to take the dipole into account.

Let us briefly consider the position vector. The vector describes the distance between the studied point and the origin of the system. At a first glance, it might appear as if the result of Eq. (3.14) depends on the choice of the coordinate system, in particular the choice of origin. So where should we define the origin in the image of a substrate deformed due to a contractile cell? Indeed, it can be shown that the choice of origin is irrelevant here. Due to the fact that we assume a net force of 0, the choice of origin does not play a role in the result. If it can be shown that this is not the case for a given data set, there must exist a monopole, i.e., the cell is moving.

In our case, we only consider a two-dimensional case, i.e., we assume a purely planar contraction. Hence, the tensor \( P \) is a 2-by-2 matrix. The integral in Eq. (3.14) can be approximated by the trapezoidal rule such that

\[
P = \begin{bmatrix} xF_x & xF_y \\ yF_x & yF_y \end{bmatrix}
\]

(3.15)

where \( F_i \) is the \( i \)-component of the force in Newton and \( iF_j \) in the matrix always denotes the sum over all components of the structure \( i \cdot F_j \). As can be seen, the unit of the dipole is J.

For a purely contractile cell that is not rotating or moving, \( P \) is symmetric and the eigenvectors determine the direction of the major and minor dipole axis. The corresponding eigenvalues give the magnitude of the major (\( D_1 \)) and minor (\( D_2 \)) dipole. In particular, negative eigenvalues describe a contracting system while positive eigenvalues are equivalent to a dilating system. Due to their mathematical definition, the axes of the dipoles are always perpendicular to each other. For an isotropic contraction, e.g., a perfect contractile circle, both axes have the same magnitude. For increasing anisotropy, the quotient or ratio between them progressively deviates from 1. Hence, coming back to our original question, the degree of isotropy can be defined by the ratio \( q_{\text{dipole}} \) given by

\[
q_{\text{dipole}} = \frac{D_1}{D_2}.
\]

(3.16)

Note that \( q \in [1, \infty) \).
3.3 Fluid Dynamics

For the second set of experiments, we include a fluid flow within a channel to the force measurements of the platelets. The analysis of the forces exerted by the cells is conducted with the theory described above. However, to be able to design our flow chamber, we first need to understand the physical concepts that are of relevance in our set-up. This means we have to understand the fluid motion within a channel as well as the mass transport and diffusion under flow. In particular, we here use the concepts of microfluidics, the study of flow on small length scales.

Briefly, for our specific problem, our microfluidic unit is a combination of two different channels connected in series, sketched in Fig. 3.3 A. In one channel, a substrate is embedded on which the platelets are able to attach and spread, enabling us to measure the exerted forces, compare Fig. 3.3 B and C. This chamber mimics the "blood vessel". In an additional channel preceding the measuring chamber, the platelets are mixed with the trigger substance thrombin in a controlled fashion. This helps to avoid pre-mature triggering within a shared syringe or delayed activation within the measuring chamber.

3.3.1 Fluid Flow in Microfluidic Channels

First, we study the fluid flow or fluid motion within an arbitrary channel. The fundamental equation describing the flow of incompressible Newtonian fluids is the so called Navier-Stokes equation given as

\[ \rho \left( \frac{\partial \mathbf{v}}{\partial t} + (\mathbf{v} \cdot \nabla) \mathbf{v} \right) = -\nabla p + \eta \nabla^2 \mathbf{v} + \mathbf{f}_{\text{ext}}, \] (3.17)

subject to the incompressibility condition \( \nabla \cdot \mathbf{v} = 0 \). Here, \( \rho \) denotes the density, \( p \) the pressure, \( \eta \) the viscosity, \( \mathbf{f}_{\text{ext}} \) the external forces and \( \mathbf{v} \) and \( t \) as previously the velocity and time, respectively. On the left hand side of the equation, the single terms correspond to the fluid acceleration and the convection, representing the inertial forces. On the right hand side, the terms correspond to the pressure gradient and the viscous forces.

Depending on whether the viscous or inertial forces dominate the flow process, different phenomena within the fluid are observed such as laminar flow or the presence of turbulences. The relationship between these forces is characterised by
the Reynolds number

\[ Re := \frac{\rho v D_H}{\eta}, \]  

(3.18)

where \( D_H \) denotes the hydraulic diameter. Note that the Reynolds number is dimensionless. For \( Re > 2300 \), turbulent flow may be observed while lower values indicate laminar flow [6].

From the velocity field of a Newtonian fluid, several other physical quantities can be derived. One of them is the shear rate, \( \gamma \), which describes how one layer of fluid passes over a neighbouring fluid layer. Hence, it is proportional to the gradient of the velocity \( \mathbf{v} \)

\[ \gamma = \nabla \mathbf{v} + (\nabla \mathbf{v})^T \]  

(3.19)

and is measured in reciprocal seconds, \( s^{-1} \) [44]. We define the scalar norm of the shear rate as \( \gamma = \sqrt{\frac{1}{2} \gamma : \gamma} \) such that \( \mathbf{a} : \mathbf{b} = \sum_n \sum_m a_{nm} b_{nm} \) [15]. Further, from the shear rate, we can calculate the shear stress, \( \tau \). The shear stress represents,
analogous to the shear rate, the frictional forces between fluid layers \[44\]. Simultaneously, if a body is inserted within the fluid flow, the shear stress results in a force acting on the body to deform it as depicted in Fig. 3.1 C. For Newtonian fluids, this corresponds to the linear relationship

\[
\tau = \eta \gamma.
\]  

(3.20)

For our specific case, we study a mixed solution of buffer, platelets and thrombin. From a fluid dynamics point of view, due to the relatively low content of all other substances, this mixture may be approximated by its major component, namely water. Water is considered a Newtonian fluid, meaning we can apply Eq. (3.17) to study its behaviour. At the same time, the concept of microfluidics is used, i.e. the study of flow on small length scales. Generally, the usage of microfluidics has two major advantages. First, only limited amounts of substance is needed to measure the desired properties of the species. Second, due to the small length scales, the Reynolds numbers are often so low that a laminar flow regime is observed \[6, 30\]. These facts are employed in the construction of our measuring devices. In particular, we later show that the chamber we design exhibits a Reynolds number of no more than 0.09 for the highest used flow rate during the experiments. While this is on the larger side of the Reynolds number usually associated with microfluidics (orders of \(10^{-2}\) or \(10^{-3}\)), it is still fairly low. Thus, we are well within the laminar flow regime.

### 3.3.2 Mass Transport in Microfluidic Channels

Next, let us consider the mass transport within our device. In particular, as mentioned above, we want to mix a cell solution with a trigger substance within another microfluidic device. Here, we use a three inlet, one outlet device. On one hand, this device mixes the solutions as controlled as possible. At the same time, the shear rate remains reasonable low as to not trigger platelet activation which is known to happen at high shear rates.

To study the mixing of the both substances, in addition to the fluid flow as described in the previous section, we also have to consider the transport of our chemicals within the channel. Here, two processes play a role; first the active mass transport or convection due to the fluid flow and secondly the diffusion within the solution. The convection-diffusion equation for mass transfer is generally given

by
\[ \frac{\partial c}{\partial t} = \nabla \cdot (D \nabla c) - \nabla \cdot (vc) + R, \] (3.21)
where \( c \) denotes the concentration of the studied substance, \( D \) its diffusion coefficient and \( R \) additional sources or sinks of \( c \), meaning if a substance is created or used up during the process ([113], Chapter 3). The velocity field \( v \) is in our case given by Eq. (3.17). Note that the lower the diffusion coefficient is, the more the convection part dominates the behaviour of the substance. The diffusion coefficient describes the movement of the particles in flow not driven by an active mass transport. It was previously stated by Einstein and Smoluchowski that it is given by
\[ D = \mu k_B T, \] (3.22)
where \( T \) is the temperature, \( k_B \) the Boltzmann constant and \( \mu \) is the mobility of the studied particle or molecule. At low Reynolds numbers, so in flow regimes as studied here, the mobility is proportional to the drag coefficient \( c_d \) such that \( \mu = c_d^{-1} \). If we further approximate the studied particles by small spheres, it was derived by Stokes that
\[ c_d = 6\pi \eta r_p, \] (3.23)
with \( r_p \) being the radius of our particle. Hence, it follows that
\[ D = \frac{k_B T}{6\pi \eta r_p}. \] (3.24)
For our experiments, we can directly see that the diffusion coefficient for the platelets is considerably larger than for thrombin due to their difference in size. In particular, the diffusion process of the platelets is so slow that an even concentration within the channel is not reached. For the thrombin, this is not the case and an its even distribution over the entire channel width is taken as the point of equal activation for the cells. The thorough characterisation of this process is found in the results, Section 7.3.1.
3.4 Stresses in a Cell

At a later time point in this work, we also consider the deformations of a cell within a flow field. This means, we wish to study the deformation of an elastic body exposed to an external force due to an applied flow field. We have previously introduced the concept of the shear stress, the stress in the flow due to the velocity gradient. At the same time, going back to Section 3.1, we saw that the stress is actually a tensor. For a three-dimensional body, the tensor is a 3-by-3 matrix. In particular, this tensor does not only contain shear stresses but also normal stresses. Note that the shear stress from the stress acting on the matrix is generally not equivalent with the shear stress within the fluid. If we now want to study the stress that deforms our body, or here, the cell, can we define a scalar stress quantity that describes the entire stress distribution? Especially, we want to use this scalar quantity to determine the positions of highest stress, i.e. the positions at which the connection between the cell and the substrate will first break.

Indeed, such a quantity exists, the so called von Mises stress. The von Mises stress originates from structural and material analysis where one is interested in whether an isotropic material will yield or break when exposed to an arbitrary load. Let us first define the hydrostatic stress \( \sigma_{\text{hyd}} \), which relates to the normal stresses such that

\[
\sigma_{\text{hyd}} = \frac{1}{3} \sum_i \sigma_{ii} = \frac{1}{3} \text{trace}(\sigma). \tag{3.25}
\]

The hydrostatic stress can be written as a diagonal matrix with the scalars as entries. The deviatoric stress \( \sigma_{\text{dev}} \) is the remaining stress tensor

\[
\sigma_{\text{dev}} = \sigma - \sigma_{\text{hyd}}. \tag{3.26}
\]

The same partition can be made for the strain tensor \( \epsilon \).

Let us now go back to Hook’s law, Eq. (3.9). In tensor form, the equation is given as

\[
\epsilon_{ij} = \frac{1}{E} \left( (1+\nu)\sigma_{ij} - \nu \delta_{ij}\sigma_{kk} \right). \tag{3.27}
\]

Further, it can be rewritten as

\[
\frac{1}{3} \delta_{ij} \epsilon_{kk} = \frac{1 - 2\nu}{3E} \delta_{ij} \sigma_{kk} \tag{3.28}
\]

which contains both the hydrostatic stress and strain terms. Combining Eq. (3.27)
and Eq. (3.28), we get

$$\epsilon_{ij} - \frac{1}{3} \delta_{ij} \epsilon_{kk} = \frac{1 + \nu}{E} \left( \sigma_{ij} - \frac{1}{3} \delta_{ij} \sigma_{kk} \right). \quad (3.29)$$

Thus, we are able to also relate the deviatoric stress and strain terms. The von Mises stress is now defined as

$$\sigma_{\text{Mises}} = \sqrt{\frac{3}{2} \sigma_{ij} \sigma_{ij} - \frac{1}{2} \sigma_{kk}^2} \quad (3.30)$$

or, in purely deviatoric terms,

$$\sigma_{\text{Mises}} = \sqrt{\frac{3}{2} \sigma_{\text{dev},ij} \sigma_{\text{dev},ij}} \quad (3.31)$$

Hence, the von Mises stress is related to the shear stress but a scalar quantity. As previously mentioned, the von Mises stress originates from material science. In particular, if we know the strength of our material, say an anchor protein of our cell to the substrate, we are able to determine at which external load our cell would detach.

3.5 Modelling a Contractile Cell

For the interpretation of our data, we model the contracting cell on the elastic substrate. In particular, we are interested in the interaction between the cell and the stiffness of the substrate. Here, different models exist, varying in complexity. For our specific problem, we employ the model introduced by Edwards et al. [26]. A sketch of the model can be found in Fig. 3.4. Unless declared otherwise, the same variable notation holds as used in Section 3.1. The entire derivation for our specific problem of a contractile blood platelet, i.e. the deviations from the original works by Edwards et al. [26], can be found in Hanke et al. [37].

The original model [26] was derived to analytically solve the problem of a cell layer contracting on a set of micro-pillars. Here, the micro-pillars are described as a set of springs with a given spring constant or stiffness. We, however, study a single platelet contracting on an elastic substrate. Thus, to mathematically describe the interactions between cell and substrate, we define an elastic string stiffness density

\[ I am indebted to D. Probst, U. Schwarz (University of Heidelberg) and A. Zemel (Hebrew University of Jerusalem) for providing these derivations. \]
Y to reflect both the stiffness of the substrate as well as the anchor proteins between cell body and substrate. Additionally, instead of studying a cell layer, our object is a single platelet approximated by a contractile disc situated on the springs.

Next, let us define a number of physical properties of the blood platelet. First, for the elastic platelet, we define the elastic modulus $E_c$ as well as a Poisson’s ratio $\nu_c$. Furthermore, as we approximate our platelet as a contractile disc, we set the radius to $r_c$ and the height to $h_c$. Lastly, the active stress of the platelet is set to $\sigma_0$.

The force balance is then given by

$$\nabla \sigma = \frac{Y}{h_c} u. \quad (3.32)$$

We again assume small displacements within the deformed layer as done previously in Section 3.1, which allows us to linearise the strain. Then, the single stress’ components take the form

$$h_c \sigma_{ij} = 2\epsilon_{ij} \frac{h_c E_c}{2(1+\nu_c)} + \left( \frac{h_c E_c \nu}{1-\nu_c} \right) \delta_{ij}, \quad (3.33)$$

where $i, j, k$ denote the three dimensions. Let us denote $\lambda = \frac{h_c E_c}{1-\nu_c}$ and $\mu = \frac{h_c E_c}{2(1+\nu_c)}$.

We can further simplify Eq. (3.33) if one assumes that the active stress within the platelet is constant at each point, hence, its derivative in space is 0. The force balance is now given by

$$h_c \frac{\partial \sigma_{ij}}{\partial x_j} = \lambda \frac{\partial u_k}{\partial x_{ki}} + \mu \left( \frac{\partial u_i}{\partial x_{ij}} + \frac{\partial u_j}{\partial x_{ij}} \right) = Yu_i. \quad (3.34)$$
We then define a localisation length $l_L$ such that

$$l_L = \sqrt{\frac{h_c E_c}{Y(1 - \nu_c^2)}}. \quad (3.35)$$

This length describes the decay of a point force as seen by the deformation of the substrate. If we now decouple the assembled spring constant $Y$ into its two components, namely the stiffness of the substrate as well as the protein bonds as previously demonstrated in Ref. [5], we re-write Eq. (3.35) as

$$l_L = \sqrt{\frac{h_c L^2 k_a}{k_a N_a} + \frac{h_c E_c}{2\pi h_s(1 + \nu_s)} + \frac{1}{L}}^{-1} \quad (3.36)$$

with $N_a/L^2$ being the ligand density and $k_a$ its stiffness, $E_s$ the elastic modulus of the substrate, $\nu_s$ its Poisson’s ratio and $h_s$ its height. We combine the properties of the adhesion region, i.e. the layer of the ligands, by setting $N_a k_a L^2$ as the so called adhesion layer stiffness density.

Let us now take a look at the displacement we observe in the substrate. As our cell is modelled as a circular disc of isotropic contraction, in mathematical terms, the problem is axially symmetric and the strain tensor is given in spherical coordinates as

$$r^2 \frac{d^2 u}{dr^2} + r \frac{du}{dr} - \left( 1 + \frac{r^2}{l_L^2} \right) u = 0, \quad (3.37)$$

with $u$ being the displacement as before. Note that due to the condition of isotropy, the angle does not play a role in this equation. We further have the boundary condition $u(r = 0) = 0$ and

$$\frac{\partial u}{\partial r} + \frac{\lambda}{\lambda + 2\mu} \frac{u}{r} = -\frac{\sigma_0}{\lambda + 2\mu} \quad (3.38)$$

at $r = r_0$. The solution is then given by

$$u(r) = -l_L \frac{\sigma_0}{\lambda + 2\mu} \cdot \frac{I_1 \left( \frac{r}{l_L} \right)}{I_0 \left( \frac{r}{l_L} \right) - \frac{2\mu}{\lambda + 2\mu} \frac{l_L}{l_1} I_1 \left( \frac{r}{l_1} \right)} \quad (3.39)$$

with $I_0$ and $I_1$ being the modified Bessel functions of first kind. The total force is given by

$$F = \int Y |u| dx. \quad (3.40)$$
Evaluating this integral, we obtain for the theoretical total force the expression

\[
F_{\text{theo}} = \pi^2 r_c h_c \sigma_0 \frac{I_1\left(\frac{r_c}{h_c} L_0\left(\frac{r_c}{h_c}\right) - I_0\left(\frac{r_c}{h_c}\right) L_1\left(\frac{r_c}{h_c}\right)\right)}{I_0\left(\frac{r_c}{h_c}\right) - (1 - \nu_c) \cdot \frac{l_L}{r_c} \cdot I_1\left(\frac{r_c}{h_c}\right)}. \tag{3.41}
\]

Here, \(L_n(x)\) denotes the modified Struve function. From this relation, we can determine the behaviour of the total force in its limiting cases. The first limit is the case of soft substrates. As \(L_0(0) = L_1(0) = 0\) and the localisation length increases towards infinity, the total force goes to 0. On stiff substrates, however, the localisation length decreases to its minimal value which in turn increases the total force to its maximal value. Note that the minimal localisation length is given by the expression \(l_{L, \text{min}} = \sqrt{\frac{h_c E_c L^2}{N a k_c}}\). Hence, \(l_L\) and thus the maximal theoretical total force is governed by two entities, one stemming from the cell properties \((E_c h_c)\) and one stemming from the adhesion layer \((\frac{N a k_c}{L^2})\).

Lastly, let us find a relationship between the total force and the cell radius. We approximate the Bessel functions given in Eq. (3.41) for \(x >> n\) by the expression \(I_n(x) \approx e^{x} \sqrt{\frac{2}{\pi x}}\). This yields for \(F_{\text{theo}}(r_c)\) that

\[
\frac{F_{\text{theo}}}{2\pi r_c} \approx \sigma_0 h_c \left(1 + \left(\frac{1}{2} - \nu_c\right) \frac{l_L}{r_c} + O\left(\frac{l_L}{r_c}\right)^2\right). \tag{3.42}
\]

From here, we can directly see that, if \(r_c \gg l_L\), it follows that \(\frac{F_{\text{theo}}}{2\pi r_c h_c} = \sigma_0\).
4

Materials and Methods

In the present chapter, all methods used for the experiments are summarised. In Section 4.1, the isolation of platelets from concentrates is described, followed by the fabrication of the PAA gels used in all experiments in Section 4.2. The assembly of the different microfluidic devices is outlined in Section 4.3. Finally, the recording of the data is explained in Section 4.4. Note that Sections 4.1, 4.2.1 and 4.4.2 are part of Hanke et al. [37] and Sections 4.2.2, 4.3 and 4.4.3 are part of Ref. [36].

All buffers and solutions mentioned in this chapter are listed in Table 4.1 along with their chemical composition. All commercial chemicals and tools used are found in Table 4.3 along with the corresponding supplier.
4.1 Platelet Isolation From Plasma Concentrates

The plasma isolation was done according to Ref. [107]. The platelets were isolated from plasma concentrates donated to the University Medical Center Göttingen but expired for clinical use. Thus, platelets were used 4 to 6 days after donation. All work described below was performed in a clean bench. Before starting the isolation, at least 30 min in advance, the tubes containing PSG (Pipes Saline Glucose) and HT buffer (Hepes-Tyrode buffer) were pre-heated in the incubator, slightly opened. This was done to ensure that the buffers exhibited similar conditions as found in vivo, namely 5% CO₂ content and a temperature of 37°C. When not used, the tubes were always stored in the incubator during the isolation process.

From the blood concentrates, the cap on the outlet was removed. The bag was still closed at this point as an additional, self-sealing rubber stopper was incorporated into the bag itself. A 2 mL syringe was connected to a needle of size 1 and carefully inserted into the rubber stopper without perforating the bag. Slowly, the syringe was filled, detached from the needle and discarded including the 2 mL of blood plasma. A 5 mL syringe was subsequently attached to the needle and filled with 4 mL of plasma. The syringe was again detached and the content transferred into a 15 mL reaction tube by slowly letting it run down the tube’s wall. 90 µL of PSG was mixed with 10 µL of PGE₁ (Prostaglandin E₁) and added into the 15 mL tube. Mixing it shortly by swirling it gently by hand, the tube was put into the centrifuge kept at 21°C. A counterbalance was inserted, the centrifuge was closed and set to 480 g for 20 min.

After centrifuging, a pellet consisting of platelets and red blood cells were found in the bottom of the tube. The supernatant was carefully removed and 4 mL of PSG was added. The cells were now brought back into suspension by gently pipetting the fluid up and down until no clumps of cells were observed anymore. It is important to note that the re-suspension was done very gently as to not stress the platelets unnecessarily.

Subsequently, 10 µL PGE₁ was mixed with 90 µL PSG and added to the platelet suspension. After swirling the tube, it was inserted into the centrifuge and put to the previous settings. In total, the cells including the PGE₁ were centrifuged and re-suspended in 4 mL PSG three times. During the centrifugation, in a separate reaction tube, BSA (bovine serum albumin) was added to the HT buffer to a final concentration of 5 mg/mL. After the last centrifugation step, the cells were re-suspended in 1 mL of HT-BSA buffer until the solution was a homogeneous, milky
Figure 4.1: A sketch of the process of cell counting. A capillary is filled with a suspension of platelets (yellow). The fluid upper surface should not exceed the red line at the top of the capillary. Leakage is prevented by sealing the capillary with clay at the bottom (brown). After centrifugation, the platelets are found directly above the clay. By aligning the capillary to a reader chart, the height from the upper clay surface to the upper boundary of the platelets yields the concentration of cells per millilitre.

mixture. 90 µL of the suspension was transferred into a small reaction tube while the larger tube was fastened into a smaller table rotator and kept in motion with 12 rpm. The cells on the rotator were later used for the experiments. To avoid aggregation due to stagnation of the solution, they were kept in constant motion.

The small amount of platelet suspension in the smaller tube was then used to determine the concentration of cells. The fluid was filled into a haematocrit capillary using capillary forces (Fig. 4.1). On the capillary, a small red ring was displayed around its circumference to mark the maximum fluid level which not to exceed. The filled capillary was sealed at the lower end using modelling clay, wrapped in a piece of low-lint tissue wipe (KimTech tissue, see Table 4.3) to avoid breakage and inserted into a 15 mL tube. The tube was put into the centrifuge and rotated at 1000 g at 21° for 10 min. The cells inside the capillary were then pelleted directly above the clay and, using a haematocrit reader chart, the total concentration of cells was determined. Typically, the concentration amounted to 4 \times 10^9 \text{ cells/mL} to 6 \times 10^9 \text{ cells/mL}. For the experiments, a final concentration of 2 \times 10^7 \text{ cells/mL} was used.

For the static experiments, the platelets were stained with a membrane dye, CellMask Deep Red dye, to identify the time point of attachment during recording. When staining the platelets, 0.5 µL of dye was mixed in 999.5 µL of HT-BSA buffer to a final concentration of 2.5 µg/mL until the solution’s colour was uniform. The platelets were then diluted to their final concentration in the dye containing buffer.
All following steps had to be made quickly as the platelets tended to take up the dye into the cytoplasma, thus reducing the time in which reliable detection is possible. In particular, between the first staining step and the start of recording, on average, 20 min elapsed. The tube with the stained platelets was incubated for 5 min at 37°C. Meanwhile, 10 µL PGE1 was mixed with 90 µL HT-BSA buffer. 25 µL of the diluted PGE1 was pipetted into the cell suspension before the tube was transferred into the centrifuge pre-set to 480g for 5 min. The supernatant was removed and the platelets re-suspended in 1 mL HT-BSA buffer for 8 min to 10 min. Note that the cell pellet was not visible anymore at this stage. The stained platelets were then directly used for recording.

Additionally to the above steps, two further aliquots had to be prepared. One aliquot of some millilitres of HT-BSA buffer solution was prepared for the later washing of the substrates. Furthermore, thrombin solution was prepared with a concentration of 40 u/mL by mixing 25 µL of the thrombin stock as denoted in Table 4.1 with 225 µL HT-BSA solution.

4.2 Fabrication of PAA Gels

For all tTFM measurements in this thesis, PAA gels were used whose production was to some extend based on Ref [107]. In general, the gels were all fabricated similar to each other, however, some aspects differ slightly depending on the later usage. Below, the polymerisation of the gels is first described for the static experiments, followed by changes needed when conducting flow experiments.

4.2.1 Substrates for Static Experiments

For the static experiments, we produced comparatively large gels to increase the probability of finding a spot where the platelets attach while the substrate remained as flat as possible at a certain height. We used two different glass slides for the polymerisation, a 24-by-24 mm square glass slide on which we bound the gel and a 18 mm round cover slip to shape the gel.

To start, all glass slides were cleaned with iso-propanol and dried with nitrogen gas. For all following steps, the cover slips were kept in cleaned petri-dishes for convenience. Furthermore, henceforth, all work was done underneath the fume hood for safety reasons as several of the following substances emitted toxic fumes.

To facilitate that the gel was able to bind covalently to the glass slide, the surface was pre-coated. The chemical reactions can be found in Fig. 4.2. To start,
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Table 4.1.: Composition of various buffers and solutions used during all experiments.

<table>
<thead>
<tr>
<th>Buffer / Solution</th>
<th>Chemical Composition</th>
</tr>
</thead>
<tbody>
<tr>
<td>APS working solution</td>
<td>10 mg APS in 100 µL MilliQ water</td>
</tr>
<tr>
<td>Fibrinogen</td>
<td>100 mg in 5 mL MilliQ water</td>
</tr>
<tr>
<td>Fibrinogen, Alexa 488 labelled</td>
<td>5 mg dissolved in 3.33 mL 0.1 M sodium bicarbonate, pH 8.3</td>
</tr>
<tr>
<td>fluorescent beads stock solution,</td>
<td>10 µL fluorescent beads, 5 % solids, in 240 µL MilliQ water</td>
</tr>
<tr>
<td>40 nm diameter, 505/515 nm excitation/</td>
<td></td>
</tr>
<tr>
<td>emission wavelength</td>
<td></td>
</tr>
<tr>
<td>fluorescent beads stock solution,</td>
<td>10 µL fluorescent beads, 2 % solids, in 90 µL MilliQ water</td>
</tr>
<tr>
<td>100 nm diameter, 660/680 nm excitation/</td>
<td></td>
</tr>
<tr>
<td>emission wavelength</td>
<td></td>
</tr>
<tr>
<td>fluorescent beads stock solution,</td>
<td>10 µL fluorescent beads, 2 % solids, in 90 µL MilliQ water</td>
</tr>
<tr>
<td>200 nm diameter, 660/680 nm excitation/</td>
<td></td>
</tr>
<tr>
<td>emission wavelength</td>
<td></td>
</tr>
<tr>
<td>Hepes buffer, 0.5 M, pH 8.0</td>
<td>119.15 g Hepes in 1 L sterile distilled water; working solution 50 mM</td>
</tr>
<tr>
<td>Hepes-Tyrode buffer, pH 7.4</td>
<td>134 mM NaCl, 12 mM NaHCO₃, 2.9 mM KCl, 1 mM MgCl₂, 5 mM HEPES, 5 mM glucose, 0.34 mM</td>
</tr>
<tr>
<td></td>
<td>Na₂HPO₄</td>
</tr>
<tr>
<td>PBS, 10X, pH 7.2</td>
<td>1.37 M NaCl, 27 mM KCl, 43 mM Na₂HPO₄·12H₂O, 14 mM KH₂PO₄; working solution 1X</td>
</tr>
<tr>
<td>PBS-Glutaraldehyde, 0.5 %</td>
<td>357 µL 70 % glutaraldehyde in 50 mL 1X PBS</td>
</tr>
<tr>
<td>Pipes Saline Glucose (PSG), pH 6.8</td>
<td>5 mM PIPES, 145 mM NaCl, 4 mM KCl, 1 mM MgCl₂·6H₂O, 5 mM glucose, 0.05 mM Na₂HPO₄</td>
</tr>
<tr>
<td>Prostaglandin E₁ [PGE₁]</td>
<td>1 mg [PGE₁] in 940 µL DMSO</td>
</tr>
<tr>
<td>Sulfo-SANPAH</td>
<td>50 mg in 250 ml of 50 mM Hepes buffer</td>
</tr>
<tr>
<td>Thrombin</td>
<td>1 mg thrombin (1kU/mL) in 2.5 mL BSA stock solution</td>
</tr>
</tbody>
</table>
Table 4.2: Chemical composition of 10 mL PAA pre-mixed solution. Remaining volume is filled up with 1X PBS. The elastic modulus was measured by rheology by A. Paknikar.

<table>
<thead>
<tr>
<th>Elastic Modulus [kPa]</th>
<th>40 % Acrylamide [mL]</th>
<th>2 % Bis-Acrylamide [mL]</th>
</tr>
</thead>
<tbody>
<tr>
<td>19.4 ± 0.5</td>
<td>2</td>
<td>0.7</td>
</tr>
<tr>
<td>29.3 ± 0.5</td>
<td>2.5</td>
<td>0.75</td>
</tr>
<tr>
<td>41.2 ± 0.9</td>
<td>2.5</td>
<td>1.3</td>
</tr>
<tr>
<td>54.1 ± 0.7</td>
<td>2.5</td>
<td>2.25</td>
</tr>
<tr>
<td>83.1 ± 0.3</td>
<td>3.75</td>
<td>1.5</td>
</tr>
</tbody>
</table>

The glass was wetted with 0.1 M NaOH using a cotton swap and left to dry. Subsequently, APTMS (3-aminopropyltrimethoxysilane) was applied, again with a cotton swap, and incubated for 5 min (panel A). Excess APTMS was washed away with MilliQ (purified) water until no white residual crystals were visible anymore. Larger remaining water droplets were removed with a low-lint wipe without touching the glass slide itself while the residual water was air dried. Due to the reaction of the silicon oxide in the glass and the silane, a Si-O-Si-bound was established on the glass surface, exposing a free amine group. Subsequently, 0.5 % PBS-glutaraldehyde (compare Table 4.1) was pipetted onto the glass slides and incubated for 30 min (panel B). The supernatant was aspirated, discarded separately and residual solution washed away with MilliQ water. The glutaraldehyde polymerised, leaving a carbon-hydroxide group of the glutaraldehyde free to react with the acrylamide (panel C). The coated side of the glass was then marked and air dried before usage.

In parallel, the round cover slips were treated to be hydrophobic as to avoid any sticking of the gel to the glass. Here, the glass slides were wetted on both sides with Plus One Repel Silane (compare Table 4.3) and incubated for 5 min. They were then washed with 70 % ethanol followed by MilliQ water and air dried until usage.

Subsequently, all solutions needed for the PAA gel were prepared. First, the acrylamide/bis-acrylamide solutions were mixed according to Table 4.2. The catalyst APS (ammonium persulfate) was prepared from powder and kept in the fridge until usage. The stock solution of the 40 nm diameter fluorescent beads (Table 4.1) was homogenised by inserting the bead containing tube into the ultrasonic bath for 10 min followed by vortexing. 485 µL pre-mixed PAA solution of the desired stiffness was mixed with 15 µL fluorescent beads.

The next step was the polymerisation of the PAA substrates. As the polymeri-
Figure 4.2: A sketch of the binding of the PAA substrate to the glass slide. A On the glass surface, free Si-O groups bind to the APTMS by building Si-O-Si bonds. B The glutaraldehyde further covalently binds to the NH group and polymerises. C Finally, the acrylamide binds to the CH group of the glutaraldehyde, facilitating the covalent attachment of the PAA substrate to the glass slide. The figure is based on Ref. [107].
Figure 4.3: A sketch of the assembly of the PAA substrate for static experiments. **A** On the circular coverslip, the acrylamide-bisacrylamide solution (brown) containing beads (green) is pipetted and gently flattened with the larger, rectangular glass slide. **B** The substrate is left to polymerise in an upside-down position on a flat surface (black).

The polymerisation reaction was initiated as soon as the catalysts are added to the solution, it was essential to work fast to reach a good gel quality. 0.5 $\mu$L TEMED (Tetramethylethylenediamine) and 5 $\mu$L APS were added into the PAA-bead-mixture and the solution mixed by pipetting up and down between each addition. Following, 7.5 $\mu$L of the final PAA solution was pipetted onto each circular coverslip. The square glass slide was carefully added onto the mixture with the coated surface facing towards the solution thus building a sandwich-like construction of glass-solution-glass (compare Fig. 4.3). The gel was polymerised for 1 h on a flat surface upside-down to ensure that as many beads as possible were found on the upper part of the finished gel. To avoid photo-bleaching of the beads during polymerisation, everything was covered with aluminium foil.

After polymerisation, the glass sandwiches were immersed into 1X PBS inside a petri-dish with the correct orientation, the circular glass slide facing up. The upper glass started to detach and was then be removed carefully with a pair of tweezers. The gels were then washed in PBS to remove residual, unpolymerised PAA solution. From this point onwards, the gels were kept moist at all times.

Lastly, the gels were coated with a layer of fibrinogen to facilitate the attachment of the platelets. This was done by first binding a cross-linker, Sulfo-SANPAH (Table 4.3), onto the substrate. As Sulfo-SANPAH is a cross-linker activated by UV light and light-sensitive, the following was done with as low room illumination as possible, avoiding direct light completely. The substrates were covered with Sulfo-SANPAH and incubated under UV light, wavelength 366 nm, for 8 min. Afterwards, the gels were washed in Hepes buffer. This procedure was then repeated once more before the fibrinogen was added onto the substrates. For all static experiments, unlabelled fibrinogen was used. Here, 5 $\mu$L fibrinogen was
mixed in 995 μL 1X PBS to a final concentration of 0.1 mg/mL and added to gels to cover them entirely. The substrates were incubated at 4°C over night. The following day, the gels were washed again in PBS and stored in PBS until usage. The finished gels were used for one week after which they started to lose their flat appearance.

4.2.2 Substrates for Flow Experiments

For the flow experiments, the geometry of the gel needed to be changed entirely. As we wanted to embed the gel within a microfluidic channel, we were now in need of a thin strip of PAA gel to fit within the channel structure. This accounted for the major differences in the substrate fabrication protocol compared to the above description.

For the glass slide to which the gel was bound, rectangular glass slides of a size 24-by-60 mm were chosen. For the glass slide which was used to flatten the substrate into its final shape, another 24-by-60 mm glass was cut with a diamond cutter into stripes of 3-by-24 mm size. The different glass slides were then treated as previously described, the larger slide with the APTMS-glutaraldehyde mixture, the smaller coverslip with Repel Silane.

As we were only interested in the influence of the shear stress on the platelets during the experiments, the stiffness of the substrates was kept constant. For all experiments, a stiffness of 41 kPa was chosen. This stiffness fell into the middle of the elasticity range we studied in the static case. At the same time, we were sure that the substrate was stiff enough so that deformations due to the fluid flow did not occur.

To ensure that the gels were of comparable height as the substrates used in the stationary case, only 2.16 μL of the finished PAA solution containing both catalysts was used. Due to the fact that the size difference between the glass slides used was comparably high, the polymerisation set-up in an upside-down manner on a flat surface as used previously did not work here. Using the previous approach, the non-polymerised solution ran a risk of being pressed out from between the glass slides, resulting in too thin substrates of about 10 μm or less in thickness. However, it was still necessary to polymerise the gel upside-down to guarantee that a densely seeded bead pattern was found at the upper layer. Thus, instead of laying the ensemble on a flat working desk, a stack of thick microscopy slides were arranged such that their distance was between 24 mm and 55 mm. The PAA solution was then pipetted onto the smaller coverslip and the larger glass slide
Figure 4.4.: The assembly of the glass-PAA-glass sandwich for flow experiments. A On the small glass stripe, the liquid PAA solution containing fluorescent beads is added. The larger glass slide is lowered carefully onto the fluid without pressing (black arrow). When the solution is spread entirely between the glass slides, the assembly is lifted up. B For the polymerisation, the assembly is left turned upside-down. To avoid pressure on the smaller glass slide, the glass sandwich is hung up between two thicker microscopy slides so the side of polymerisation is suspended in air.

with the coated side facing the smaller glass was brought into contact with the solution (Fig 4.4 A). Important at this step was to not let the larger glass fall onto the smaller glass slide but instead use capillary forces to distribute the fluid solution between both glass slides. The ensemble was then picked up and positioned on the microscopy slide stacks such that the area containing the substrate was hanging upside-down between the slides (Fig 4.4 B). In this position, the set-up polymerised for one hour under aluminium foil. Afterwards, the gels were again coated with fibrinogen as described above.

For some test experiments where the attachment of fibrinogen was studied, Alexa 488 labelled fibrinogen was used. To ensure the same concentration as in the unlabelled case, 66.66 μL labelled fibrinogen was mixed in 933.34 μL PBS and added to the substrates. As the emission spectrum of Alexa 488 was the same as that for the normally used green beads, red fluorescent beads of various sizes as found in Table 4.3 were added for orientation.
4.3 Assembly of Microfluidic Channels and Chambers

In the following, the construction of the microfluidic devices used in the flow experiments were described. As already shown in Fig. 3.3, the final set-up contained two different devices connected in series. The first one was the three inlet channel to mix the thrombin and platelet suspension to reach the desired concentrations for each substance as well as the final combined flow rate. This device is hence called mixing channel to distinguish it from the second device. The latter was used as the container in which the actual measurement is conducted and is hence called measuring chamber. The simulations conducted to characterise the devices are found in Section 7.3.1. For the following description of the fabrication and assembling of both devices, the reader is referred to Fig. 4.5.
4.3.1 Assembly of Mixing Channels

The silicon wavers used in this section were made by photo lithography [24, 76]. They were produced in the clean room of the Physics department by G. Brehm and E. Perego.

Here, we started out with the silicon wavers containing the negative of our desired three inlet channel structure (step 1). The wavers were cleaned by washing them with iso-propanol and blow drying them with nitrogen. Furthermore, glass slides with a diameter of 50 mm were also cleaned with iso-propanol and blown dry with nitrogen. To ensure that all liquid evaporated, the glass slides were then put on a heating plate at 90° C.

Subsequently, PDMS was mixed thoroughly with its cross-linker in a ratio of 10:1. The PDMS was then poured onto the wavers until an average height of about half a centimetre was reached. All filled wavers were put into a desiccator and degassed for about 15 min. If larger air bubbles remained, this procedure was repeated. Smaller bubbles were pushed away with a small pipette tip. It was important that no air remained directly on or near the channel structure. The PDMS was hardened into a rubber-like polymer by baking at 65° C for an hour (step 2).

Using a scalpel, the PDMS was carefully cut out from the waver to include the entire channel structure plus some additional bordering region for binding (step 3). To extract the final structure from the waver without damage, some iso-propanol was poured onto the PDMS to build a film of liquid between the waver and PDMS. It was then removed from the waver using a pair of blunt and bended tweezers. Excess PDMS was cut with the scalpel. The in- and outlets for the tubing (polyethylen tubing Table 4.3) through which any fluid was transported later, were punched using a 0.75 mm biopsy puncher (Table 4.3) at the marked positions in the structure. Finally, the PDMS was cleaned again using iso-propanol and dried using first nitrogen followed by the heating plate already holding the glass slides, structure facing up (step 4).

To bind the channel structure to the glass slides, both were put on an aluminium foil covered glass pane and inserted into a plasma cleaner connected to a pump. Again, the structure in the PDMS was facing up. The air from the plasma cleaner was extracted using the pump until the plasma ignited in a purple-pink shade. The pump was disconnected from the plasma cleaner but no air injected for another 20 s. Slowly, the air valve was opened, avoiding any strong air blasts as to not
move and break the glass slide. The glass pane was moved out from the plasma cleaner and the PDMS pressed onto the glass slide with the structure facing the glass (step 5). At this point, it was important to remove all remaining air between structure and glass slide, best done by pressing softly from the centre outswards. Finally, the finished structure was again put on the heating plate for a couple of minutes before the binding was tested. If no detaching area was observed, the channel was deemed ready to use.

4.3.2 Assembly of Measuring Chambers

The measuring chamber was assembled similar to the channels concerning the upper part made out of PDMS. The wavers were again fabricated in the clean room of the Physics department by E. Perego and C. Ranke.

The upper part of the channel structure was again cast from PDMS as described above (step 1 to 3). A photo is shown in Fig. 4.6 A. In- and outlets were punched with the previously used puncher of 0.75 mm width. Note that in this device, no mark was included as to where the holes were punched. They were however always positioned in the middle of the channel where the rectangular part of the channel transitioned into the circular closure. The PDMS was then cleaned again with iso-propanol and nitrogen and dried additionally on a heating plate at 90° C.

Now, the substrate containing glass slide was prepared. For all following steps, it was important to reduce any time periods at which the substrate was not in liquid or at least moist as the gel collapsed otherwise. The glass slide was taken out of the petri-dish containing PBS and gently washed with MilliQ water to remove residual salt crystals. All liquid on the glass slide was removed using a low-lint KimTech wipe leaving a layer of water on the substrate itself.

The glass slide was then placed onto the aluminium foil covered glass pane used inside the plasma cleaner. To protect the fibrinogen from direct exposure to the plasma and keeping the gel moist as long as possible, a thin stripe of PDMS with similar dimensions as the gel itself was gently placed onto the substrate (compare Fig. 4.6 B). Additionally, one PDMS device was put onto the glass pane with the structure facing up (step 4). The glass pane was inserted into the plasma cleaner which was then closed. To ensure that the plasma ignited even though the chamber contained small amounts of liquid, the chamber was very shortly ventilated when a pressure of about 10⁻² mbar was reached. As soon as the plasma ignited in a pink-purple light, the vacuum pump was switched off. After another 10 s, the chamber was carefully opened until it was again completely filled.
with air. The glass pane was taken out and the small PDMS stripe on the substrate was carefully removed with a pair of forceps.

At this point, the glass slide containing the substrate was briefly inspected. If too much PBS still remained on the glass slide, a white layer of fine salt was observed on the glass which prevented the covalent binding of the PDMS to the glass. If such a layer was seen, depending on the state of the gel, this glass slide was either discarded directly or left to soak in MilliQ water for at least 30 min before another attempt was made. In most cases, the border region of the gel which was not protected entirely exhibited small ruffles. As long as these were confined to the outermost part of the substrate, this did not have any influence
on the later measurement where only inner regions of the gel were considered. If these ruffles grew larger, parts of the gel would detach from the glass slide and could no longer be used. Lastly, if the gel became too dry in the plasma cleaner, it appeared opaque. If larger regions were affected the substrate was discarded as a full recovery of the gel was unlikely.

If the substrate and the glass slide were deemed satisfactory, the PDMS structure was swiftly placed over the gel and pressed onto the glass from the middle outwards, avoiding any part of the substrate to be under the PDMS itself (step 5). Tubing was inserted into the holes for the in- and outlets, each of a length between 15 cm and 20 cm. In some cases, during punching, small fissures arose where we ran the risk of leakage when the device was exposed to higher flow rates for several hours. To avoid leakage and ensuring that the tubing did not detach during measuring, small quantities of two component glue (UHU Plus, see Table 4.3) was added directly around the inlets and left to dry.

As the substrates were always kept moist, the entire chamber including the tubing was now filled with MilliQ water by using an automated pump system (syringe pump LA-30, Table 4.3) at 800 µL/h or an average velocity of 630 µm/s within the chamber. This was a higher flow rate compared to that used later on in the measurements to ensure that the devices also withstood the actual experiment. During the filling of the system, all air bubbles were avoided and they were reduced by gently pressing onto the chamber where air bubbles appeared. When the entire system was filled with water, the syringe pump was switched off and both tubing ends were closed by melting the tips and pressing them together. For short term storage of no more than 3 days, the devices were put into a high beaker, the tubing pointing up and stored at 4°C covered in aluminium foil. For longer storage of up to one week, the whole devices including tubing were immersed into a wide beaker filled with MilliQ water. As the PDMS devices tended to float in water, the devices were kept down by small weights. Again, this version of storage was kept at 4°C covered in aluminium foil until usage.
Chapter 4 | MATERIALS AND METHODS

4.4 Imaging of Contractile Platelets

4.4.1 Fluorescence Microscopy

All imaging performed within the scope of this work were conducted employing an epi-fluorescence microscope. To understand the description of the experimental set-up, let us briefly introduce the working principle of such a microscope.

The basis for fluorescence is the ability of certain substances to emit light after previously absorbing light. In particular, the substance, a so called fluorophore, absorbs a photon of wavelength $\lambda_{\text{excite}}$. Upon excitation, an electron within the fluorophore leaves its energetic ground state $S_0$ towards an energetically higher state, $S_1$, compare Fig. 4.7 A. Note that each energy state can have several vibrational levels, in the image denoted by 0 to 3. In the depicted case, the electron enters the vibrational level 2. The electron now relaxes again to an energetically lower level. This happens in several steps. The initial relaxation goes to the lowest vibrational level within the energy state it is currently found in, so level 0 in $S_1$. This process is called vibrational relaxation and results in a reduction of energy but does not yield radiation. Next, the electron further decreases to the next lower energy level, $S_0$. This transition also goes along with a reduction of energy which is now detected in terms of a photon. As the difference in energy in the second step is smaller than the energy that originally caused the excitation, the emitted photon does exhibit a longer wavelength, hence $\lambda_{\text{excite}} < \lambda_{\text{emit}}$. This phenomenon is known as the Stoke’s shift and the basis for all fluorescent imaging techniques.

The ability of substances to fluoresce is employed for microscopy by specifically binding the molecules to structures one wants to study. The imaging is then conducted with e.g. a microscope set-up as depicted in Fig. 4.7 B. The light emitted by the light source is filtered by a so called excitation filter to reduce the wavelength spectrum of the light. Subsequently, the light is reflected by a dichroic mirror. A dichroic mirror has the ability to reflect light of a given wavelength band while others pass through it. The excitation light is then focused on the sample by an objective. When the fluorescent substance within the sample, often a fluorescent dye, absorbs the light, it will emit light in another wavelength according to the principle described above. The emitted light passes back through the objective as well as the dichroic mirror. It is thus of importance that a mirror is chosen whose transition between reflecting and transmitting is set between the wavelength of the exciting and emitting light. The emitted light is then further filtered by an
emission filter, similar to the previous excitation filter. The light is again focused by a lens within an ocular before being recorded with a camera. Note that this is the set-up of an epi-fluorescent microscope. More advanced methods and set-ups do exist but are not used for the described experiments.

For all experiments, an Olympus IX81 inverted research microscope was used in combination with a 60X, 1.35 NA oil immersion objective and a Retiga 6000 CCD camera. For the fluorescence recordings, a FITC/Cy5 (Fluorescein isothiocyanate / Cyanine 5 dye) dual excitation and emission filters were used (compare Table 4.3). All fluorescent beads and dyes employed within this thesis were in either of these two channels and their excitation and emission spectra are found in Fig 4.8.

When imaging platelets, it was necessary to take into account that they are

**Figure 4.7.:** A The principle of fluorescence. An electron (violet) in ground state is excited to a higher energy level $S_1$ and vibrational level (here 2) by absorbing light at a given wavelength (blue). The electron relaxes to the lowest vibrational level within the higher energy level (grey). This relaxation is not detected by emitted visible light. When the electron relaxes back to the lower energy level $S_0$, light is emitted at a longer wavelength (green) as the one that was previously absorbed. B The set-up of a fluorescence microscope. The light emitted from a light source (yellow) is filtered by an excitation filter (blue bar) to reduce the spectrum of the light. The filtered light (here blue) is reflected at the dichroic mirror (black bar) to illuminate the fluorescent sample (green ellipse). The sample emits light in a different wavelength (green) according to the principle described in A. The emitted light passes through the dichroic mirror and is further filtered by the emission filter (green bar). Following, the light is focused by a lens or ocular (blue ellipse) and recorded by a detector (black line).
highly sensitive to light exposure. Too high light intensities or too long exposure times reduced first the amount of platelets spread followed closely by the decrease in the number of attached cells in the studied area. At the same time, an adequate amount of images per time needed to be taken to track the displacement of bead patters even on soft substrates as described in Section 5.2. Hence, an illumination set-up was chosen that allowed us to take a sufficient number of images per time while reducing the light exposure for the cells as much as possible. Depending on the conducted experiment, different illumination settings were taken which are summarised in the following subsections, separated according to the studied influencing factor.

4.4.2 tTFM With Various Substrate Stiffnesses

To ensure that all experiments were carried out as closely to physiological conditions as possible, an incubation chamber (INUG2EONICS, Table 4.3) was mounted onto the microscope stage and pre-heated to 37°C with a constant CO₂ level of 5%. In the chamber, the glass slide containing the gel was fastened using a customized sample holder.

The glass slide was taken out from the petri-dish and all fluid on both sides of the glass was removed carefully using a low-lint wipe. Comparing the dimensions of the substrate and the glass slide makes it obvious that not much glass was surrounding the gel. During imaging, this led to the problem that fluid left the substrate and flowed underneath the glass slide. As the objective was directly in contact with the sample, this resulted in platelet solution running onto the objective. To avoid this problem, after drying the glass, a hydrophobic pen (Mini Pap

![Figure 4.8: The excitation (dashed) and emission (filled) spectra of the green fluorescent beads (blue) as well as the CellMask deep red and red fluorescent beads (red).](image)
Pen, compare Table 4.3) was used to retrace the border of the substrate. Subsequently, the gel was gently washed with HT-BSA buffer using a pipette. The last round of buffer solution was kept on the substrate until usage to avoid drying out. The glass slide was now fastened in the chamber.

Using the FITC channel on the microscope, the lower and upper surface of the substrate was visualised by the two distinct bead layers found in these regions. The lower bead layer was characterised by a generally very high bead density with low background noise in the images. The upper layer normally showed a smaller amount of beads but overall high enough to be able to analyse the images as described in Section 5.2. The difference in the background signal stemmed from the fact that to image the upper bead layer, the light was focused through the gel, resulting in additional scattering within the sample. Noting the objective positions in height at the different bead layers, it was possible to approximate the thickness of the gel. Each gel was measured at least at five different positions on the substrate; one position in the middle and four positions distributed regularly over the border of the substrate. At the border positions, often multiple measurements were taken as the thickness gradient was extremely high for some substrates. The height range was noted for each gel. Overall, the average thickness of the substrates was found to be about 35 μm. For the recording, no positions was chosen at which the substrate was less than 20 μm high to ensure that the platelets did react to the stiffness of the gel and not the glass underneath. Furthermore, at about 15 μm thickness and below, the lower bead layer shone through to the upper layer, resulting in a very high background signal.

For the experiments, the remaining HT-BSA solution was carefully aspirated with a low-lint tissue without touching the gel itself. 291.6 μL of the stained platelets were added as well as 32.4 μL thrombin, resulting in a final concentration of 4 u/mL thrombin. The Cy5 channel of the microscope was switched on and an attaching cell was searched for. An attached cell appeared as a bright, round spot of about 3 μm in diameter (compare Fig. 6.1D). As soon as such a cell was discovered, the actual recording was started at this position.

For the recording, a compromise between image quality and influence of the energy input on the platelets was reached. As mentioned previously, platelets are light-sensitive and excessive light exposure was avoided by all means. At the same time, we needed a sufficiently high contrast between the beads and the background as well as a good time resolution. The lowest possible light exposure at which the beads were still distinguishable from the background by means of
computational filter algorithms was a combination of 23 % light intensity of the used xenon arc-lamp and an exposure of 50 ms each for both the beads and cells. As time resolution, a time step of 7.5 s was used. At shorter time steps, the cells were visibly affected compared to platelets situated at non-exposed positions. Longer time steps on the other hand resulted in too large deformations between images to still be analysable, especially when studying cells on softer gels. All recordings had a total length of 30 min.

4.4.3 tTFM in Combination With Microfluidics

For the microfluidics experiments, a larger set-up was needed, including a syringe pump unit (syringe pump neMESYS, Table 4.3) in addition to the microscope. The cells and thrombin solutions were prepared as previously at the same concentrations of $2 \times 10^7$ cells/mL and 40 u/mL, respectively. Note that for these experiments, the platelets were not stained as the membrane dye was not stable enough for all preparation steps and the following recording. Additionally, as previously, some millilitres of HT-BSA buffer was aliquoted for washing the gels.

To start, the measuring chamber and the mixing channel was connected. Here, three pieces of tubing were cut, each about 20 cm of length, and inserted in the three inlets of the mixing channel. In the outlet of the mixing channel, one of the already connected tubes of the measuring chamber was inserted. To be able to fasten the finished chamber device into the incubation chamber while the mixing device was mounted onto the microscopy stage, the connecting tube was cut to a length of about 12 cm. Hence, one tubing connected to the measuring device was cut to this length and then inserted into the outlet of the mixing channel. All newly inserted tubings were then glued with two-component glue.

As previously, the substrate was washed with HT-BSA buffer. Here, the entire device was flushed as done when assembling the measuring chamber device. The buffer solution was filled into a disposable 1 mL syringe (disposable syringe, Terumo Corporation, Table 4.3) without any air bubbles enclosed and mounted on a syringe driving unit. The outlet of the measuring chamber was opened and connected to the syringe so the entire device including all three inlets was flushed with the buffer. For the filling of the system, a flow rate of 800 $\mu$L/h was used. When the whole system was filled with buffer, all inlets and the outlet were again closed by melting the tubing. For this step, it was of utmost importance to avoid any kind of air pockets both in the tubing and the devices themselves as they remained during recording and disturbed or even blocked the fluid flow. A photo
of the final device can be seen in Fig. 4.9 A.

The platelets and thrombin were now filled into their respective syringes. Here, Hamilton gas tight glass syringes (Table 4.3) were used together with a cannula of 0.4 mm inner diameter (disposable hypodermic needle Sterican, Table 4.3). For the thrombin, two syringes each with a total volume of 250 µL where filled and all air bubbles removed. To avoid remaining air in the needles, the needles were then exchanged and re-filled with liquid. For the platelets, a syringe with a total volume of 2.5 mL was used. As the platelet-HT-BSA solution tended to produce large air bubbles when pulling the liquid into the syringe with the small cannula used for the other syringes, a larger needle was used with a diameter of 0.9 mm. This had the additional advantage of exerting less stress on the cells during filling. After the air from the syringe was removed, the cannula was exchanged to the smaller needle of 0.4 mm diameter. The syringes were now mounted onto the syringe pump on the fixed stage. The syringe pump was connected to the computer to be able to operate the flow rate dispensed from the syringes.

The measuring chamber was mounted into the incubation chamber using the customised sample holder. The mixing device was fastened to the microscopy stage using adhesive tape such that the outlet was pointing towards the incubation chamber without stretching the tubing. The inlets were pointed towards the syringes to keep the connecting tubes as short as possible. The outlet of the whole system was guided out of the incubation chamber into a reaction tube also fastened onto the stage with adhesive tape. This functioned as the waste collector. An image of the final set-up can be found in Fig. 4.9 B.

As with the static experiments, the substrate thickness was measured by focusing first on the lower bead layer followed by the upper bead layer and the height was calculated by the difference in objective position. To get an overview of the thickness of the whole gel, three sections were measured at multiple positions: the section near the inlet, a section at the central part and finally the section nearest to the outlet. Contrary to the static experiments, a ROI for recording was chosen before the attachment of any cell as the time-point of attachment varied greatly between experiments. Instead, a position was chosen that exhibited a thickness of at least 20 µm, a high bead density and was as little tilted as possible. Recordings were made in the middle along the width of the channel. The average substrate height was found to be 30 µm.

The syringes were started at an arbitrary flow rate to initially expel remaining air from the cannula. When a droplet of the fluid developed at the needle, the
Figure 4.9.: A The assembled microfluidic device. The left device (blue arrow) shows the measuring chamber with an inlet (right) and an outlet (left). Here, the tubings are already sealed with glue to avoid leakage. On the right, the mixing channel is connected to the chamber (red arrow). It has one outlet (left, connected to the measuring chamber) and three inlets (right). During filling of the system with HT-buffer, the fluid is flushed from left to right, during recording from right to left. Scale bar: 1 cm. B The entire set-up at the microscope. From right to left: The pumps (green arrow) supply the platelet solution (middle syringe) while the smaller outer syringes are filled with thrombin. The blending occurs within the mixing channel (red arrow) which is glued to the microscopy stage. From the channel, the fluid is transported into the measuring chamber located in the incubation chamber (blue arrow). On the outer left, the waste fluid leaves the chamber into the waste tube.
end of the corresponding tubing was cut open and connected to the syringe. Note that no air was allowed in the tubing when connecting to the syringes as this remained in the system during recording. The whole system was now filled with both substances until all had entered the mixing device. It was of importance that both thrombin streams had reached the mixing region of the mixing device as they continued later at a comparably low speed during recording. Simultaneously, the platelet flow rate for the filling was not set too high to avoid unnecessary stress to the cells.

For the recording, the final flow rates of 300 µL/h, 500 µL/h and 700 µL/h were used, corresponding to an average velocity in the measuring chamber of 236 µm/s, 393 µm/s and 550 µm/s, respectively. The final concentration of the platelet-thrombin mixture was set to be equal to that of the static experiments. Hence, after the initial filling of the mixing channel, the flow rates for the thrombin vs platelet syringes were set to a ratio of 1:18, i.e. for the 300 µL/h flow rate, the thrombin syringes delivered the solution at a flow rate of 15 µL/h each and the platelet syringe at 270 µL/h.

The recording was done using the FITC channel with the settings as previously described. The cells were imaged using the BF channel. The bright field lamp was set to 3.2 V and the exposure time to 500 ms. In total, the recording lasted for 1.5 h.

Table 4.3.: Chemical products and tools used for all experiments and their suppliers.

<table>
<thead>
<tr>
<th>Chemical / Tool</th>
<th>Supplier</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 % Bis-acrylamide</td>
<td>Bio-Rad Laboratories Inc., Hercules, CA, USA</td>
</tr>
<tr>
<td>40 % Acrylamide</td>
<td>Bio-Rad Laboratories Inc., Hercules, CA, USA</td>
</tr>
<tr>
<td>60X oil-immersion objective, UP-lanSApo, NA 1.35</td>
<td>Olympus, Hamburg, Germany</td>
</tr>
<tr>
<td>APS</td>
<td>Bio-Rad Laboratories Inc., Hercules, CA, USA</td>
</tr>
<tr>
<td>APTMS</td>
<td>Sigma-Aldrich, St. Louis, MO, USA</td>
</tr>
<tr>
<td>BSA Macs BSA stock solution</td>
<td>Milteny Biotech, Bergisch Gladbach, Germany</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Item</th>
<th>Supplier</th>
</tr>
</thead>
<tbody>
<tr>
<td>CellMask DeepRed, 649/66 nm</td>
<td>Thermo Fisher Scientific Inc., Waltham, MA, USA</td>
</tr>
<tr>
<td>Centrifuge 5810 R</td>
<td>Eppendorf AG, Hamburg, Germany</td>
</tr>
<tr>
<td>Disposable hypodermic needle Sterican, various sizes</td>
<td>B.Braun Melsungen AG, Melsungen, Germany</td>
</tr>
<tr>
<td>Fibrinogen</td>
<td>CalBiochem-Merck KGaA, Darmstadt, Germany</td>
</tr>
<tr>
<td>FITC/Cy5 dualband emission filter, 537 nm and 694 nm</td>
<td>AHF Analysetechnik AG, Tübingen, Germany</td>
</tr>
<tr>
<td>FITC/Cy5 dualband excitation filter, 470 nm and 628 nm</td>
<td>AHF Analysetechnik AG, Tübingen, Germany</td>
</tr>
<tr>
<td>FluoSpheres, carboxylate-modified microspheres, 40 nm diameter,</td>
<td>Thermo Fisher Scientific Inc., Waltham, MA, USA</td>
</tr>
<tr>
<td>yellow-green, 505/515 nm</td>
<td></td>
</tr>
<tr>
<td>FluoSpheres, carboxylate-modified microspheres, various sizes, red,</td>
<td>Thermo Fisher Scientific Inc., Waltham, MA, USA</td>
</tr>
<tr>
<td>660/680 nm</td>
<td></td>
</tr>
<tr>
<td>Glass cover slips, thickness No 1, various sizes</td>
<td>VWR, Radnor, PA, USA</td>
</tr>
<tr>
<td>Glutaraldehyde</td>
<td>Polysciences Inc., Warrington, PA, USA</td>
</tr>
<tr>
<td>Incubation chamber INUG2E-ONICS</td>
<td>Tokai Hit Ltd. Co., Shizuoka, Japan</td>
</tr>
<tr>
<td>Incubator HeraCell 150</td>
<td>Thermo Fisher Scientific Inc., Waltham, MA, USA</td>
</tr>
<tr>
<td>IX81 inverted microscope</td>
<td>Olympus, Hamburg, Germany</td>
</tr>
<tr>
<td>KimTech Science, low-lint precision wipes</td>
<td>Kimberly-Clark Corporation, Irving, TX, USA</td>
</tr>
<tr>
<td>Microscopy slides, cut edges</td>
<td>VWR, Radnor, PA, USA</td>
</tr>
<tr>
<td>Mini Pap Pen</td>
<td>Thermo Fisher Scientific Inc., Waltham, MA, USA</td>
</tr>
<tr>
<td>MT-ARC/Xe lamp</td>
<td>Olympus, Hamburg, Germany</td>
</tr>
<tr>
<td>Oven DryLine</td>
<td>VWR, Radnor, PA, USA</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Item</th>
<th>Supplier/Location</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plasma Cleaner PDC-32G</td>
<td>Harrick Plasma, Ithaca, NY, USA</td>
</tr>
<tr>
<td>Plus One Repel Silane</td>
<td>GE Healthcare, Little Chalfont, UK</td>
</tr>
<tr>
<td>Polyethylene tubing, 0.38 mm inner diameter</td>
<td>Becton, Dickinson and Company, Franklin Lakes, NJ, USA</td>
</tr>
<tr>
<td>Prostaglandin E&lt;sub&gt;1&lt;/sub&gt;</td>
<td>Cayman Chemical Company, Ann Arbor, MI, USA</td>
</tr>
<tr>
<td>Puncher, 0.75 mm</td>
<td>World Precision Instruments, Sarasota, FL, USA</td>
</tr>
<tr>
<td>QImaging Retiga 6000 CCD camera</td>
<td>QImaging, Surry, BC, Canada</td>
</tr>
<tr>
<td>Reaction tubes, various sizes</td>
<td>VWR, Radnor, PA, USA</td>
</tr>
<tr>
<td>Rotator, MACSmix Tube Rotator</td>
<td>Miltenyi Biotec GmbH, Bergisch Gladbach, Germany</td>
</tr>
<tr>
<td>Scalpels, Surgical Disposable Scalpels</td>
<td>B.Braun Melsungen AG, Melsungen, Germany</td>
</tr>
<tr>
<td>Sulfo-SANPAH</td>
<td>Thermo Fisher Scientific Inc., Waltham, MA, USA</td>
</tr>
<tr>
<td>Syringe, Hamilton gas-tight, Series 1000</td>
<td>Hamilton, Bonaduz, Switzerland</td>
</tr>
<tr>
<td>Syringe, disposable, 1 mL</td>
<td>Terumo Corporation, Tokyo, Japan</td>
</tr>
<tr>
<td>Syringe, disposable, BD Discardit, 2 mL and 5 mL</td>
<td>Becton, Dickinson and Company, Franklin Lakes, NJ, USA</td>
</tr>
<tr>
<td>Syringe pump neMESYS, used for Hamilton syringes</td>
<td>neMESYS, Centoni GmbH, Korbüßen, Germany</td>
</tr>
<tr>
<td>Syringe pump LA-30, used for disposable syringes</td>
<td>Landgraf Laborsysteme HLL GmbH, Langenhagen, Germany</td>
</tr>
<tr>
<td>TEMED</td>
<td>Bio-Rad Laboratories Inc., Hercules, CA, USA</td>
</tr>
<tr>
<td>Thrombin from human plasma</td>
<td>Sigma-Aldrich, St. Louis, MO, USA</td>
</tr>
<tr>
<td>UHU Plus Sofortfest 2-K-Epoxidkleber Transparent</td>
<td>OBI Group Holding SE and Co. KGaA, Wermelskirchen, Germany</td>
</tr>
</tbody>
</table>
Development of an Analysis Algorithm

In this chapter, the theoretical background for the data analysis as well as the interpretation is presented. Let us briefly recap the major point we derived in the previous chapter. The key mathematical tool is the relation between the forces exerted on an elastic medium and its resulting displacements. Under the experimental conditions used in the presented investigations, the Boussinesq solution to the equation of equilibrium of an elastic medium bounded by a plane provides a useful model (Ref. [59], §1.8, and Ref. [106], Section II.1.2):

\[
\int_{R^2} G(x' - x) f(x') dx' = u(x). \tag{5.1}
\]

This equation connects the surface forces \( f \) and the surface displacements \( u \) on an infinite elastic material. Letting \( x = (x, y) \), the Green’s function \( G \) is given by

\[
G(x) = \frac{1 + \nu}{\pi Er^3} \begin{pmatrix} (1 - \nu)r^2 + \nu x^2 & \nu xy \\ \nu xy & (1 - \nu)r^2 + \nu y^2 \end{pmatrix} \tag{5.2}
\]

where \( r = \sqrt{x^2 + y^2} \), \( E \) is the Young’s modulus and \( \nu \) is the Poisson’s ratio. We develop an algorithm tailored to the special situation of measuring the forces of very small cells which exert exceedingly high forces. We intend to emphasize
that the algorithm is rather general such that it can easily be adapted to similar situations.

The analysis algorithm to calculate the forces exerted of the platelets is divided into two parts: First, the PIV algorithm for determining the displacement field is described in Section 5.2 followed in Section 5.4 by a discussion of the regularisation procedure usually used during the FTTC algorithm for computing the force field. Here, we emphasise on the circumstances under which regularisation is needed or, in our case, not needed. Another method for determining the displacement field is the so called optical flow algorithm. It is described in detail in Section 5.3 and its properties are compared to the PIV-based algorithm. As part of the data interpretation, this is followed by the calculation the force dipole ratio of contracting cells derived in Section 5.5. Note that several parts of this chapter are part of Hanke et al. [37]. In particular, these include Sections 5.2, 5.3, 5.4.3, 5.4.4, 5.4.5 and 5.5.

The final algorithm becomes rather complex. For its construction and understanding it is useful to have a simplified example at hand. This allows us to demonstrate certain properties of the algorithmic components. Measured data could be used when one is interested in whether the algorithm is applicable to real data. However, when searching for possible errors or pitfalls, it is more feasible to use a data set where the answer is known. To this end, an artificial data set is constructed that shows behaviour similar to the recorded data of the contracting platelets but can be changed in its characteristics. It is described in Section 5.1.

5.1 Construction of Artificial Auxiliary Data Set

The test data set includes a number of images similar to the bead images recorded. Around a number of positions randomly sampled, a Gaussian intensity profile is assumed. Here, the intensity corresponds to different gray values within the image, mimicking the idealised images of the beads. Additionally, Gaussian noise is added to the images. Gaussian noise is a noise distribution associated with images recorded at, e.g. low intensities. An example of the constructed, noisy image can be found in Fig. 5.1, a recorded image in Fig. 6.2 A. From image to image, the beads are moved to emulate the contraction of a cell situated on the substrate.

The movement inside the images is constructed to be close to the actual expected bead movement. This behaviour is characterised both by the shape and velocity...
profiles of beads’ movement. Generally, on flat substrates, platelets have been shown to adopt a near elliptical shape. Thus, it is reasonable to approximate the area of contraction under the cell by that of a circle. Now, let us consider a simple representation of a velocity field which similarly can be observed beneath the cell.

For several cell types, among them platelets, it has been shown that the contraction is highest along the periphery of the cell. Thus, we can model the contraction in our auxiliary data set as being observed along the contour of the circle representing the cell. We further assume that the contraction is equal at each point. With respect to the time, we use the ansatz

\[ R(t) = R_0 e^{-\beta t} \]  

for the radius of the contraction pattern where \( \beta > 0 \) and \( R_0 \) is the initial radius. This is a simple model of a contracting circle with \( R(t) \to 0 \) for \( t \to \infty \).

For the velocity described by the artificial beads, we assume them to be embedded in a gel, hence, it holds that

- the largest velocity is found on the cell periphery;
- in the cell centre, the velocity is zero;
- far away from the cell, the velocity is zero;
- the velocity is always in the direction of the contractions, i.e. going towards the cell centre.

We assume that the gel is homogeneous, hence, the velocity field is radially symmetric. Setting the origin in the cell centre, we can describe the velocity as \( \mathbf{v} = (v_r, v_\theta) = \mathbf{v}(r) \) in spherical coordinates \((r, \theta)\). The ansatz for the velocity is then set to be

\[ v_r(r) = v_0 r^n e^{\gamma r}, \quad v_\theta = 0. \]  

Here, the exponent \( \gamma \) is chosen in such a way that the maximum in \( v \) is found at the current radius \( R(t) \). It follows that

\[ \gamma = \gamma(t) = -\frac{n}{R(t)}. \]  

The term \( r^n \) accounts for the fact that the velocity is 0 at the center of the cell. By the exponent \( n \) we can control the rate of decay against 0. The displacement of the
beads themselves is then given by

\[ r' = v_r(r, t), \quad (5.6) \]
\[ \theta' = 0 \quad (5.7) \]

in spherical coordinates.

For one data set, five images are created in which the circular cell contracts towards its centre, see Fig. 5.1 for an example. The same images are then inverted in time and added to the image stack. This creates the image sequence 1 → 5 → 5 → 1. This sequence is then repeated to a total of 10 contraction cycles. Several versions of the data set are created with changing bead density, cell radius, contraction speed as well as the level of image noise in order to confirm the robustness of the algorithm. In all data sets, the exponent \( n \) is taken to be 1.
5.2 PIV on Image Data of Small, Highly Contractile Cells

We must solve Boussinesq’s equation Eq. (5.1). To do so, we first need to determine the displacements of the beads before being able to calculate the forces. There exists a multitude of different algorithms to calculate the displacements from a given set of images as presented in Section 2.2.2. In the following, we employ the PIV algorithm [95] and adapt it for time-resolved TFM measurements.

5.2.1 Time-Resolved PIV

Let us first consider the general idea of PIV. The aim of PIV is to determine the deformation of the substrate between two images taken at time points \( t_i \) and \( t_j \), respectively. The deformation is made visible by a set of fluorescent beads which we assume to be fixed within the gel. Instead of direct bead-tracking as done in PTV, we now study the deformation of a gel patch, i.e. we track patterns of beads. The following steps are depicted in Fig. 5.2.

To track the movement of a bead pattern or group of beads, we first sub-divide the first image at \( t_i \) into sub-areas. This is done in a regular fashion such that each area, henceforth called sub-windows, is square, of equal size, equidistant and covers the entire image (compare step 1 in Fig. 5.2). The same sub-division is

![Figure 5.2: A simplified representation of the PIV algorithm used. In step 1, the bead image (underlying image) is subdivided into smaller sub-windows of equal size and spacing (orange). Taking an arbitrary sub-window, assume the white circles in step 2 describe the position of the beads at \( t = t_i \). At time point \( t_i + 1 \), all beads have moved slightly differently from each other but with a preferred direction. By cross-correlation of the images in step 2 and considering the time difference, the statistical mean velocity (purple) can be determined for the entire sub-window (step 3). The image is taken from Hanke et al. [37].](image-url)
done with the image recorded at \( t_j \).

Consider now two sub-windows at the same position within the different images (step 2). We assume that the sub-window is sufficiently small so only translation is seen but no rotation. Furthermore, the difference in displacement of the single beads between the time points are approximately the same. Then the displacement of the window is given by the cross-correlation where the peak in the correlation matrix corresponds to the most probable displacement. Note that this is equivalent to the statistical mean displacement of the window. This analysis is now performed for each sub-window pair in the images. It is important to keep in mind that deformations that result in beads leaving the windows or that changes the pattern considerably, lead to a failure to determine the peak in the cross-correlation matrix. This phenomenon is called loss-of-pairs.

In this work, we do not only consider two time points at which the bead positions are recorded but we plan to study a whole sequence of images taken over a longer time interval. While we still always compare two images with each other, this comparison must be performed with more image pairs. Especially, we intend to track the bead movement starting from an initial, relaxed position, which we set to be the time point of cell attachment. We have now two options: Either, we compare each image at time point \( t_i \) to the initial, relaxed state at time \( t_0 \), or we always compare two subsequent images at times \( t_i \) and \( t_{i+1} \) with each other. The former option has been used previously in other studies [3, 20, 46]. However, this approach has one major drawback in that it cannot account for larger deformations that may occur for longer recording times or for highly contractile cells.

To avoid the loss of information for larger deformations, the second approach is more suitable. Here, one only has to consider a sufficiently small time interval \( \Delta t \) between images but the total length of recording time becomes un-important. However, the question now arises how to determine the total deformation at a given time point \( t_i \) compared to \( t_0 \) if we only calculate the instantaneous displacement. Summing up the displacements within the static sub-windows does not yield the desired result as becomes clear if one considers a spatially highly fluctuating displacement field. In other words, we do not need the displacement \( u(x, t) \) but the displacement \( u(x(t), t) \).

As an alternative to summing up static sub-windows, another idea is to move the sub-windows forward over time with the current displacement. However, this means that over time, if we assume a monotonously contractile behaviour, areas containing no sub-windows appear. This leads to larger areas with no displace-
ment information being available.

We choose a third approach in this work. Here, we keep the grid of sub-windows static for all frames. In contrast to the previous approach, we introduce the concept of Lagrangian markers that are moved over time, starting at a known position at \( t_0 \). Effectively, this means that we decouple the determination of the local displacement field (done by using the physical beads) from the calculation of the global displacement fields where artificial Lagrangian markers are utilised.

After comparing two images taken at \( t_i \) and \( t_{i+1} \) and considering \( \Delta t \), the PIV algorithm provides a velocity field \( v_i = v_i(x) \) (compare step 3). For the tracking of Lagrangian markers later it is convenient to have the velocity field defined for all instances of time \( t \). The easiest method to do this is

\[
v(x, t) = v_i(x), \quad t_i \leq t < t_{i+1}. \tag{5.8}
\]

### 5.2.2 Recalculating the Displacement Fields - Tracking of Lagrangian Markers

To calculate the displacement of the beads in our substrate over time, let us consider a concept used in fluid mechanics of changing the frame of reference when studying a fluid flow [97]. In fluid mechanics, we can observe the flow of substance within an area of interest either from an Eulerian or a Lagrangian frame of reference. In the Eulerian specification of a flow field, we chose a static point of reference and study how the flow changes in this point. Specifically, this observation method is the foundation of the PIV algorithm described above where we study the changes inside a rigid sub-window between images. Contrary, in the Lagrangian specification of the flow field, we study particles inside the flow and observe their trajectory over time. These particles may be real physical particles. This is the idea behind the embedding of beads inside deformable polymers as done in TFM and, from a computational point of view, the direct tracking using PTV. However, the Lagrangian approach can also be used in a completely computational procedure as is done here. In the following, by introducing the concept of Lagrangian markers, we transform the Eulerian PIV algorithm into a Lagrangian approach. The description of the algorithm can be followed step by step in Fig. 5.3.

After the PIV calculation, we have a set of instantaneous velocity fields discrete in both time and space. For each sub-window, we know the statistical mean velocity for the entire area. Assuming that we interpolate the velocity field with respect to space, the setting of Eq. (5.8) provides then a velocity field \( v(x, t) \) defined for all points \( x \) in space and instances \( t \geq t_0 \) in time.
At this stage, consider the Lagrangian approach of studying a flow field. Were we to have some kind of particles in the continuous velocity field, we could observe their motion over time from one frame to another. A first idea is to use the physical beads even as markers. However, this is not an option due to their tendency of building clusters, making it difficult to track them. Instead, we utilise artificial particles. These particles are a completely synthetic set of positions across our frame without any physical properties such as mass or dimension. To distinguish them from the physical beads in our substrate, these particles are hence called Lagrangian markers.

Let $\bar{x}(t)$ denote the position of a Lagrangian marker at time $t$. This marker has the position $\bar{x}_0 = \bar{x}(t_0)$ at the start $t_0$ of the recording. Hence, its displacement $\bar{u}(t)$ at time $t$ is given by

$$\bar{u}(t) = \bar{x}(t) - \bar{x}(t_0).$$

In order to determine the displacement field, all we have to do is, therefore, to trace a sufficiently large set of markers. This is accomplished by solving the ordinary differential equation

$$\frac{d}{dt} \bar{x}(t) = \mathbf{v}(\bar{x}(t), t)$$

subject to the initial condition $\bar{x}(t_0) = \bar{x}_0$ for many arbitrary initial positions $\bar{x}_0$. 

---

**Figure 5.3:** The Lagrangian marker tracking algorithm. All velocity vectors (purple) are assigned to the mid-point of their corresponding sub-window (black dots, step 1). At time point $t_0$, Lagrangian markers are distributed over the image considered (pink dots, step 2). Note that the outer sub-windows are disregarded in this analysis, hence, the image is smaller in size (dark green grid). By interpolation, the velocity field is calculated at any given position (step 3) and, by tracking the movement of the markers, the displacement relative to the starting point can be calculated (step 4). The image is taken from Ref. [37].
Thus, it is essential to know the velocity at a given, arbitrary position at any time point. Here, we interpolate in such a way that the velocity value of each sub-window is assigned to the sub-window’s center (step 1).

A finite set of Lagrangian markers is now distributed on the first frame at time $t_0$ such that the domain is densely packed (step 2). They are each defined by their starting position $\bar{x}(t_0)$. For each position, we now determine the velocity according to our assumption made in Eq. (5.8) (step 3) and move the marker to the next frame. This procedure is repeated for all markers and all frames until the end. Giving their initial position, we can now re-calculate the total displacement according to Eq. (5.9) (step 4).

To ensure that no marker leaves the image frame that we study, additional Dirichlet boundary conditions are included at this point. As a consequence, we assume that the velocity at the boundary is zero everywhere and all markers reaching the boundary get an assigned velocity of zero, a so-called “sticky edge condition”. This assumption is justified by the fact that all studied cells are cut from the larger recording in such a way that no deformations are detected at the image edges.

Sections 5.2.1 and 5.2.2 describe the mathematical concept of the calculation of the displacement over time in an ROI. In the algorithm, several statistical and numerical methods and approximations are employed. This introduces errors and uncertainties to the calculations that cannot be avoided but reduced in their magnitude. In the following, these improvements are described.

5.2.3 Reduction of Errors - Double Comparisons and Symplectic Methods

Let us first consider the PIV algorithm. We determine the velocity vectors via cross-correlation which is a statistical method. We calculate here the statistical most probable mean velocity of our small sub-window. While we include tests to ensure that the main peak in the correlation space is really a certain, significantly higher peak than other peaks, the result still includes errors. These errors become apparent if we take a closer look at our contractile circle described above. In total, we only use five images which we first stack in one order followed by the inverse order. Theoretically, we should thus re-gain a displacement of 0 after 10 images. However, this is generally not the case. Instead, we note a slight off-set in the displacement due to small uncertainties in the PIV. In other words, the algorithm does not yield the same velocity magnitude at every point in space if a pair of images is first compared in one direction in time followed by the inverse order.
Chapter 5 | DEVELOPMENT OF AN ANALYSIS ALGORITHM

Figure 5.4.: Comparison of the first two frames of the contractile circle. A shows the comparison forward in time and B backwards in time. The displacement is given in pixels. The difference in displacement is displayed in C. As can be seen, the difference is not zero as would be expected from theory. D Using an Euler forward interpolation during marker tracking on ten consecutive contraction circles yields a positive off-set for the relaxed state. Additionally, a smaller decline can be seen at the point of maximum contraction.

An example can be see in Fig. 5.4 panels A to C.

To reduce the errors at this step, all images are always be compared in both directions, once forward and once backwards in time. The final velocity field is then given by the mean of both results where consideration is given to the direction of the corresponding vector fields. As an additional advantage, sub-windows where no velocity can be determined in one direction may yield a result when considering the reverse order, thus increasing the robustness of the method. Sub-images which are still missing any velocity vector are approximated by local Kriging interpolation [70]. Additionally, the sub-windows are in a following step reduced in size by halving the edge length. The same analysis as described before is done, taking the previously determined velocity vectors as guide lines for the new grid size.

Next, consider the tracking of the Lagrangian markers. To solve Eq. (5.10), a numerical method has to be chosen. The simplest and fastest way is an *forward*
Euler approach, which means we rewrite the equation as

\[ \ddot{x}(t_{i+1}) \approx \ddot{x}(t_i) + \Delta t \cdot \mathbf{v}(\ddot{x}(t_i), t_i) \quad (5.11) \]

for a given time point \( t_i \) and the corresponding velocity field. However, this yields an increasing positive off-set in the displacement. This approach adds onto the displacement as if we were adding energy to our system. The added displacement is noticeable when calculating the displacement at successive relaxed states in our example as shown in Fig. 5.4D. It would be advantageous to use energy-preserving methods, leading us to consider symplectic methods. One such method is the implicit mid-point method. The implicit mid-point method approximates Eq. (5.10) numerically by

\[ \ddot{x}(t_{i+1}) \approx \ddot{x}(t_i) + \Delta t \cdot \mathbf{v} \left( \frac{\ddot{x}(t_i) + \ddot{x}(t_{i+1})}{2}, t_i + \frac{\Delta t}{2} \right) \quad (5.12) \]

Besides being symplectical it has the advantage of being a second order method with respect to time thus potentially more accurate than the Euler methods.

The velocity field at time point \( t_i + \frac{\Delta t}{2} \) is simply given by Eq. (5.8). But which location should we consider? Where is \( \frac{(\ddot{x}(t_i) + \ddot{x}(t_{i+1}))}{2} \)? To determine the appropriate location, we employ an iterative method, for example the fixed-point iteration. The fixed-point iteration is given by

\[ \ddot{x}^{m+1} = F(\ddot{x}^m), \quad m = 0, 1, \cdots \quad (5.13) \]

where the current approximation \( \ddot{x}^{m+1} \) of the real solution \( \ddot{x}(t_{i+1}) \) is given by inserting the previous approximation \( \ddot{x}^m \) into the function \( F(\ddot{x}) \). Our function \( F \) is here given by the right hand side of Eq. (5.12) where \( \ddot{x}(t_{i+1}) \) is replaced by \( \ddot{x} \),

\[ F(\ddot{x}) = \ddot{x}(t_i) + \Delta t \cdot \mathbf{v} \left( \frac{\ddot{x}(t_i) + \ddots}{2}, t_i + \frac{\Delta t}{2} \right). \]

We need an initial guess \( x^0 \) for \( \ddot{x}(t_{i+1}) \) which we gain by using the forward Euler method as denoted in Eq. (5.11)

\[ \ddot{x}^0 = \ddot{x}(t_i) + \Delta t \cdot \mathbf{v}(\ddot{x}(t_i), t_i). \]

Subsequently, Eq. (5.13) is solved iteratively until the difference between successive approximations of \( \ddot{x}(t_{i+1}) \) is much smaller than the iterates \( \ddot{x}^m \) themselves. This
provides the result for the new position of the studied Lagrangian marker. In practice, it turns out that the number of iteration steps is usually not larger than 2 – 4. Given our set of displacements over time, we are now able to calculate the traction forces using FTTC.

5.3 Optical Flow

To later compare the results gained with the above described algorithm to another existing approach, an alternative analysis algorithm is used. We applied the aforementioned optical flow analysis. Contrary to the PIV approach, the optical flow does not track patterns formed by beads but instead so called ‘features’. In our case, this is equivalent with the beads or even smaller bead clusters. These features or beads must first be found within an image. Considering the illuminated image recorded of a bead, one expects a near Gaussian intensity profile for each of the beads. This change in intensity can be used to detect the needed features by the so called Shi-Tomasi corner tracking algorithm [109, 119]. The following algorithm was developed jointly with, and implemented by, D. Probst, University of Heidelberg.

In the Shi-Tomasi corner tracking, for each pixel position \((x, y)\), the nearest neighbourhood is considered. The neighbourhood is defined as a rectangular window of size \(a \times b\) around the given pixel. For simplicity, let us here assume that \(a = b\) thus defining a square region of interest. We are now searching for larger intensity changes in our image. Hence, consider what would happen if we were to change the position of our window around pixel \((x, y)\) by the translation vector \((\Delta x, \Delta y)\). The change in intensity can then be quantified as

\[
SSD(x, y) = \sum_{(u,v)} (I(u + \Delta x, v + \Delta y) - I(u, v))^2, \tag{5.14}
\]

where \(SSD\) denotes the sum of squared differences, \(I\) the intensity of a given pixel and the sum is taken over all pixels \((u, v)\) within our window \(a \times a\). Applying a Taylor expansion on the expression of the shifted intensity, we rewrite the previous equation as

\[
SSD(x, y) \approx \sum_{(u,v)} \left( \frac{\partial I(u,v)}{\partial u} \Delta x + \frac{\partial I(u,v)}{\partial v} \Delta y \right)^2. \tag{5.15}
\]
Next, we define the structure tensor $S(x, y)$ by

$$S(x, y) = \sum_{(u,v)} \left( \frac{\partial I(u,v)}{\partial u} \cdot \frac{\partial I(u,v)}{\partial u} \cdot \frac{\partial I(u,v)}{\partial v} \cdot \frac{\partial I(u,v)}{\partial v} \right). \quad (5.16)$$

Note that $S(x, y)$ is symmetric and positive semidefinite. Then, the problem of the intensity changes in our window during translation is approximated by

$$SSD(x, y) \approx (\Delta x \Delta y) S(x, y) \left( \frac{\Delta x}{\Delta y} \right). \quad (5.17)$$

It follows from our definition that large changes in intensity mean a localised bead where the degree of change is given by the eigenvalues of the structure tensor $S(x, y)$. Let now $R(x, y) = \min(\lambda_1(x, y), \lambda_2(x, y))$ be the smallest eigenvalue of $S(x, y)$. Then we define a threshold for the intensity change $q \cdot R_{\text{max}}$ such that $R_{\text{max}} = \max(x, y) R(x, y)$ and $q$ is a quality factor. Thus all pixels with $R(x, y)$ larger than the threshold are counted as a bead. The quality factor is used to reduce the influence of image noise. As this approach may still lead to errors due to larger bead clusters, detected features also need to show a minimum defined distance towards each other.

We have now found a set of detectable features as well as their starting position at $t_0$. The displacement of each feature is then tracked using the optical flow algorithm. Specifically, here, we use the pyramidal Kanade-Lucas-Tomasi (KLT) algorithm, see Refs. [8, 71]. For the reasons stated in Section 5.2.1, we again replace the commonly used strategy of image comparison at time-points $t_0$ and $t_i$ by the comparison of successive image. Let us denote the time difference between images $t_i$ and $t_{i+1}$ as $\Delta t$. For small intensity changes over time, we can approximate

$$I(x, y, t) \approx I(x + \Delta x, y + \Delta y, t + \Delta t) \quad (5.18)$$

if the studied bead moves by the vector $(\Delta x, \Delta y)$. If we assume that $\Delta t$ becomes infinitesimal small and approaches 0, this equation is well approximated by the optical flow equation

$$\frac{\partial I(x,y)}{\partial x} v_x + \frac{\partial I(x,y)}{\partial y} v_y + \frac{\partial I(x,y)}{\partial t} = 0. \quad (5.19)$$

As defined previously, $v = (v_x, v_y)$ is the velocity, here of our studied feature.
Given the calculated velocity vector of a given bead between two consecutive images, the displacement change is then be approximated by \( \mathbf{u} = \mathbf{v} \Delta t \), assuming the velocity is constant between images.

It should be noted that Eq. (5.19) is under-determined since it is a scalar equation for the two unknowns \( v_x \) and \( v_y \). We thus choose a similar approach as done with the PIV algorithm and define a square window around each bead (feature) of size \( s \times s \) and assume that pixels within this sub-window move in parallel to each other. Eq. (5.19) is then solved for each pixel within a sub-window in a least-square sense. Additionally, similar as the above described PIV algorithm, the edge length is halved after one pass of velocity calculation and the window area is reduced by a factor of 4. This marks the pyramidal part of the algorithm, where again the displacement of the coarser grid is used as an off-set for the finer grid calculation. The halving of the edge length is repeated until a certain defined stop criterion is reached. Note that contrary to the PIV algorithm where the positioning of the grid of sub-windows stays constant, in the optical flow described here, the sub-windows move with the beads over time, resulting in an irregular grid.

Given the same reasons as stated in Section 5.2.3, to reduce statistical noise, we again change standard procedures of image comparison to compare images both forward and backwards in time and average the resulting displacement vectors. However, contrary to the aforementioned implicit mid-point method, for simplicity, an explicit Euler method is used.

In the PIV algorithm, when tracking the Lagrangian markers, we explicitly set the velocity of our markers to 0 at the boundary by applying a Dirichlet boundary condition. As we do not employ any such tracking here, to ensure a 0 velocity at the edge of our ROI, we directly set all displacements near the border to 0. This is achieved by using a Tukey filter in two dimensions in real space \[123\] before continuing with the FTTC part of the analysis.

5.4 Regularisation in FTTC

5.4.1 Fourier Transforms in the Force Calculation

Given our continuous displacement field determined in Section 5.2 or alternatively Section 5.3, we now want to calculate the forces exerted on the gel. For this, we need to solve Eq. (5.1). As can be seen, this equation is a convolution. Mapping this into a two-dimensional periodic space, we can transform the equation into Fourier
space. This idea was first introduced by Butler et al. [10]. We briefly summarise their results with its mathematical derivation to provide a better understanding of the following section on the regularisation during FTTC.

If the transformation from real space into Fourier space is given by the operator $\mathcal{F}$, then it holds that

$$
\mathcal{F}(G \ast f) = \mathcal{F}(u),
$$
$$
\mathcal{F}(G) \cdot \mathcal{F}(f) = \mathcal{F}(u).
$$

The Fourier transform $\hat{G}$ of Green’s function in Eq. (5.2) for a wave vector $\mathbf{k} = (k_1, k_2)$ is given by

$$
\hat{G}(k_1, k_2) = \frac{2(1 + \nu)}{E \cdot k} \begin{pmatrix}
(1 - \nu)k^2 + \nu k_2^2 & -\nu k_1 k_2 \\
-\nu k_1 k_2 & (1 - \nu)k^2 + \nu k_1^2
\end{pmatrix}
$$

(5.20)

where $\nu$ is Poisson’s ratio, $E$ is the Young’s modulus and $k$ denotes the norm of $\mathbf{k}$, $k = |\mathbf{k}| = \sqrt{k_1^2 + k_2^2}$. We can see that for each given wave vector, the corresponding matrix is symmetric and real. Eq. (5.1) then translates to

$$
\hat{G}(k_1, k_2) \cdot \hat{f}(k_1, k_2) = \hat{u}(k_1, k_2).
$$

(5.21)

Note that the values of $(k_1, k_2)$ all have the form $k_i = \text{(scale factor)} \ast \text{integer}$, where the scale factor depends on the units used for measuring pixel distances (e.g. pixels units vs. SI units) while the integers are equal to or larger than 0 and thus form a regular grid. As an example, a square system of 4 nodes is given by

$$
\begin{pmatrix}
\hat{G}(0,0) & 0 & 0 & 0 \\
0 & \hat{G}(1,0) & 0 & 0 \\
0 & 0 & \hat{G}(0,1) & 0 \\
0 & 0 & 0 & \hat{G}(1,1)
\end{pmatrix}
\begin{pmatrix}
\hat{f}(0,0) \\
\hat{f}(1,0) \\
\hat{f}(0,1) \\
\hat{f}(1,1)
\end{pmatrix}
= 
\begin{pmatrix}
\hat{u}(0,0) \\
\hat{u}(1,0) \\
\hat{u}(0,1) \\
\hat{u}(1,1)
\end{pmatrix}.
$$

(5.22)

The most interesting observation is that $\hat{G}$ is a block diagonal matrix of $2 \times 2$-blocks where all blocks are symmetric and real. Therefore, it is convenient to solve Eq. (5.1) by the following steps:

1. $\hat{u} = \mathcal{F}(u)$;

2. Solve the block diagonal linear equation system $\hat{G} \cdot \hat{f} = \hat{u}$ for $\hat{f}$;
3. \( f = \mathcal{F}^{-1}(\hat{f}) \).

In our case, we have a discrete system, so \( \hat{G} \) is expressed as the matrix given in Eq. (5.22) and \( \mathbf{u} \) and \( f \) as a vector each. This approach is called Fourier Transform Traction Cytometry or short FTTC. In general, FTTC is considered an ill-posed problem and thus, regularisation is used [98]. However, in the following, it is shown that regularisation is not needed in our case when using PIV.

5.4.2 On the Need of Regularisation in FTTC

Some Facts on Ill-Posed Problems

In the following, the used definitions and derivations are based on the Refs. [27] and [53]. Regularisation to solve a problem is needed if the problem is ill-posed. So if we want to see if regularisation is necessary in our application of PIV, marker tracking and FTTC, we need to answer the question whether our problem is well-posed or not. When do we consider a problem as being well-posed?

The equation we intend to solve is of the form

\[
Tx = y
\]  

(5.23)

where \( T \) is an operator from space \( X \) to space \( Y \) so that \( x \in X \) and \( y \in Y \). This problem is said to be well-posed if the following is true:

**Definition.** Let \( X \) and \( Y \) be normed spaces and \( T : X \to Y \) a mapping. Then \( Tx = y \) is well-posed if:

1. for each \( y \), there exists a solution (that is, \( T \) is surjective);
2. the solution \( x \) for every \( y \) is unique (that is, \( T \) is injective);
3. the solution \( x \) depends continuously on \( y \) (that is, \( T^{-1} \) is continuous).

It is important to note that for each problem, multiple spaces \( X \) and \( Y \) may exist that can be used and contain all elements \( x \) and \( y \), respectively. Additionally, each of these spaces can furthermore have multiple norms that are meaningful. However, given that our data \( y \) is disturbed by an error denoted by \( \delta y \), the space \( Y \) has to be chosen in such a way that also \( \delta y \in Y \) holds true.

We later plan to solve the Boussinesq equation which has the form of an integral equation

\[
\int_{\Omega} K(t,s)x(s)ds = y(t) = Tx(t).
\]  

(5.24)
Depending on the structure of $K$, this equation is often ill-posed if one allows all kinds of errors on $y$. However, if choosing a suitable sub-space $Y_0$ with a corresponding norm, the ill-posedness may be avoided. Again, note that this sub-space has to include not only $y$ but also $y + \delta y$.

**FTTC and Ill-Posedness**

Until now, we have not had any restriction on the data and errors. However, if we can assume any kind of a-priori knowledge about the data, it may be possible to construct a suitable space $Y_0$ (comp. examples in [27], p.12ff and [53], p. 11 and 14ff). But do we have any a-priori information? And does this information need to be in real space or could it be in Fourier space? Given that we do not know the ’real’ displacement or the structure of the error, we could potentially find such information in Fourier space.

In order to simplify the notation let us assume that both $x$ and $y$ in Eq. (5.24) are only one-dimensional functions (and not two-dimensional as in Eq. (5.1)). Assume further that our spaces $X$ and $Y$ are $L^2(-\pi, \pi)$. Considering our errors in the data, we rewrite Eq. (5.23) as

\[ T(x + \delta x) = y + \delta y \]  

Applying the Fourier transform, we have

\[ \hat{T}(\hat{x} + \hat{\delta x}) = \hat{y} + \hat{\delta y} \]  

with the corresponding spaces $\hat{X} = \hat{Y} = l^2$. The corresponding norm for the Fourier space is given by Parseval’s identity,

\[ \|x\|^2 = 2\pi \sum_{k=-\infty}^{\infty} |\hat{x}_k|^2 = 2\pi \|\hat{x}\|^2_{l^2}. \]  

We know that a linear operator is continuous if it is bounded. The norm of a linear operator $A : X \to Y$ is defined as

\[ ||A|| = \sup_{x \neq 0} \frac{||Ax||_Y}{||x||_X} \]  

It follows that

\[ ||T^{-1}|| = ||\hat{T}^{-1}|| \]  

Thus, if $T^{-1}$ is continuous, $\hat{T}^{-1}$ is so, too, and vice versa. Furthermore, we can
conclude that the problem is equally well-/ill-posed in Fourier space as in real space. Hence, we continue to study our problem in Fourier space.

We know that our operator $T$ in Fourier space is given as a real, (block-)diagonal matrix, namely $\hat{G}$. Thus, the eigenvalues of our matrix correspond to the singular values, here called $\lambda_k$ with $k_i, i = 1, 2$ being the modes $\pm 1, \pm 2$. Note that $k = 0$ is excluded as we assume that we do not observe any rigid body motion.

A quantitative measure of the sensitivity of the solution of a linear system of equations is the condition number. Consider the linear system

$$Gf = u$$

(5.30)

with a non-singular square matrix $G$. The condition number of $G$, $\text{cond}(G)$, is then defined by ([12], Chapter 2)

$$\text{cond}(G) = \|G\| \cdot \|G^{-1}\|.$$  

Then, we have the bound

$$\frac{\|\delta f\|}{\|f\|} \leq \text{cond}(G) \frac{\|\delta u\|}{\|u\|},$$

where $Gf = u$ and $G(f + \delta f) = u + \delta u$. Note that it always holds that $\text{cond}(G) \geq 1$.

$\hat{G}$ is a normal matrix and the condition number is calculated by determining the largest and smallest eigenvalue ([12], Chapter 3). It can be shown that for each block, the eigenvalues are given by

$$\lambda_k = \frac{2(1 + \nu)}{E \cdot k} \cdot \begin{cases} (1 - \nu) \\ 1 \end{cases}$$

(5.31)

$$\Rightarrow \text{cond}(\hat{G}(k_1, k_2)) = \frac{1}{1 - \nu} = \{\nu = 0.3\} \approx 1.43$$

(5.32)

Note that $\nu$ describes the Poisson’s ratio of the substrate, here taken to be 0.3 according to Ref. [64]. Hence, the condition number of $\hat{G}(k_1, k_2)$ is close to 1 and independent of the modes. This shows that each individual block is insensitive to errors in the data. In order to find the condition number of $\hat{G}$, we must divide the
largest by the smallest eigenvalue providing us with
\[
\text{cond}(\hat{G}) = \frac{1}{1 - \nu k}. \tag{5.33}
\]
Thus, our problem is only weakly ill-posed.

The block-diagonal structure of the matrix $\hat{G}$ allows us also to define an effective condition number. It is obtained if modes $k$ are neglected, e.g., if the corresponding right-hand side $\hat{u}(k_1, k_2)$ is 0. If $\hat{u}(k_1, k_2) = 0$ for $|k| > k_{\text{max}}$, then
\[
\text{cond}_{\text{eff}}(\hat{G}) = \frac{1}{1 - \nu k_{\text{max}}}. \tag{5.34}
\]
Further below we will see that this is a very good approximation with a small $k_{\text{max}}$ in our application.

In the regularised FTTC algorithm described by Sabass et al. [98], the system is nevertheless regularised by the Tikhonov regularisation of 0th order. What would happen to our system if we were to regularise with 0th order Tikhonov regularisation?

For a 0th order regularisation, the corresponding regularisation kernel is the identity matrix. The Fourier transform of the identity matrix is given by $\mathcal{F}(I) = \hat{I} = I$. Our regularised problem thus corresponds to (with $\alpha > 0$ being the regularisation parameter)
\[
\hat{f}_{\text{approx}} = (\hat{G}^T \hat{G} + \alpha I)^{-1} \cdot \hat{G}^T \cdot \hat{u}. \tag{5.35}
\]
The eigenvalues $\lambda^*$ of $(\hat{G}^T \hat{G} + \alpha I)^{-1} \cdot \hat{G}^T$ are given by
\[
\lambda^* = \frac{\lambda}{\lambda^2 + \alpha} \sim \frac{1}{1 + \alpha k} = \frac{1}{1 + \alpha k^*}. \tag{5.36}
\]
So for $\alpha = 0$ we have the original ones of $\hat{G}^{-1}$ back. Observe that they behave like $Ck$.

To study the influence of $\alpha$ on the eigenvalues, let us consider the limiting cases of Eq. (5.36). For easier understanding, let us simplify our problem to the one-dimensional one as before. This means, we assume that all block entries in $\hat{G}$ are one-by-one matrices instead of two-by-two. It then follows that our problem reads
\[
\hat{G}(k_1, k_2) \cdot \hat{f}(k_1, k_2) = \lambda(k_1, k_2) \cdot \hat{f}(k_1, k_2) = \hat{u}(k_1, k_2),
\]
such that

\[ \hat{f} = \frac{1}{\lambda} \cdot \hat{u} \quad \text{for all } k_1, k_2. \]

Note that by our definition above, for the regularised case, \( \lambda^* \) replaces \( 1/\lambda \) from the un-regularised case. Thus, the solution for \( \hat{f} \) (and \( f \)) scales with a scalar unit, the corresponding eigenvalue. The limit cases of the equation system is then given by the limits of \( \lambda^* \) which in turn is given by the limits of the \( \lambda \)'s of the un-regularised case as well as \( \alpha \).

Considering Eq. (5.36), we can directly see that, for very large \( \alpha \) compared to \( \lambda^2 \), the regularisation dominates the solution. Furthermore, we observe that the influence of \( \alpha \geq 0 \) is most notable for larger \( k \)'s. Let us have a more detailed look at what this entails.

First, let us define the exact values of \((k_1, k_2)\). The single components of the wave vectors in the Fourier transform are calculated to be

\[
\begin{align*}
  k_1 &= n_{\text{scal}} \cdot l, \quad -\frac{n}{2} + 1 \leq l \leq \frac{n}{2}, \\
  k_2 &= m_{\text{scal}} \cdot l, \quad -\frac{m}{2} + 1 \leq l \leq \frac{m}{2},
\end{align*}
\]

where \((n,m)\) gives the number of modes in each direction and \((n_{\text{scal}}, m_{\text{scal}})\) are scale factors given as \(2\pi/d\), \(d\) being the interval length in the corresponding dimension (e.g. in our case, the width and height of our images, respectively, measured in the chosen pixel or SI units). It follows that the minimum and maximum values for each component are

\[
\begin{align*}
  k_{1,\text{min}} &= 1 \cdot n_{\text{scal}}, \quad k_{1,\text{max}} = \frac{n}{2} \cdot n_{\text{scal}}, \\
  k_{2,\text{min}} &= 1 \cdot m_{\text{scal}}, \quad k_{2,\text{max}} = \frac{m}{2} \cdot m_{\text{scal}}.
\end{align*}
\]

We directly observe that the vectors scale with the chosen units, i.e. we obtain different wave vectors for the same set of data depending on if we use pixel units or our actual SI-units, here \(75.65 \cdot 10^{-9} \text{ m/pixel}\). The same is true for \( \hat{G} \). However, the condition number is independent of the chosen units.

We now further conclude that the smallest and largest eigenvalues of \( \hat{G} \) are given by

\[
\begin{align*}
  \lambda_{\text{min}} &= \frac{2(1 - \nu)(1 + \nu)}{E \sqrt{n^2 n_{\text{scal}}^2 / 4 + m^2 m_{\text{scal}}^2 / 4}}, \\
  \lambda_{\text{max}} &= \frac{2(1 + \nu)}{E \sqrt{n^2_{\text{scal}} + m^2_{\text{scal}}^2}}. \quad (5.37)
\end{align*}
\]
Next, let us have a look at how the inclusion of $\alpha$ changes our solution for $f$. We see that according to Eq. (5.36), all eigenvalues to our problem are modified by the regularisation parameter. However, as our original system is only weakly ill-posed to begin with, we do not expect any notable changes in the result for sufficiently small $\alpha$. Let us now examine what values of $\alpha$ can be considered as small.

For $\alpha \to 0$, $\lambda^* \approx 1/\lambda$. Thus, for a well-conditioned problem, we can set $\alpha = 0$ and regain our original problem. The same result is seen if $\lambda$ is large compared to $\alpha$.

The next limit case to consider is the case where $\lambda \to 0$. Here, $\lambda^* \to 0$, contrary to the un-regularised case where $\lambda \to \infty$. This indicates that small $\lambda$ (i.e. large $k$'s) are damped. Thus, the choice of $\alpha$ determines which $k$-values are damped. However, the damped $k$-values will always correspond to high-frequency noise. For too large choices of $\alpha$ compared to $\lambda$, the features that we plan to study are filtered and we loose information. We can hence determine an upper limit for $\alpha$ such that

$$\alpha < \lambda^2_{\text{max}}.$$  

(5.38)

To test our theory, let us study our artificial data set of a contracting circle as described in Section 5.1. For five images, the circle contracts towards its centre before relaxing again via the same path to its original state (compare Fig. 5.1). We first calculate the velocity fields in units of pixel/s using PIV and then start the Lagrangian marker tracking, followed by the (regularised) FTTC calculation. To compare the results in dependence of $\alpha$, we always determine the maximum force during contraction, meaning the force detected at frame 5. These calculations are done twice, once without any scaling (i.e. using pixel units) and once with the correct scaling to SI-units as given in our actual experiments. The results can be found in Tab. 5.1 and Tab. 5.2 respectively.

For our scaled system of the contracting circle, our upper limit for the choice of $\alpha$ implies that $\alpha < 1.6 \cdot 10^{-19}$ is a reasonable choice. This is exactly what we observe in Tab. 5.2 where we regain the same order of magnitude as the un-regularised case at $\alpha = 10^{-19}$ and similar values from $\alpha \approx 10^{-22}$. For the un-scaled system, the corresponding value is $\alpha < 2.7 \cdot 10^{-5}$ which is in good agreement with the listed results in Tab. 5.1. The smaller values found for larger values of $\alpha$ denote the smoothing effect of a calculation where $\alpha$ dominates compared to $\lambda$.

$^1E = 19$ kPa, $\nu = 0.3$, 256x256 nodes, $75.65 \cdot 10^{-9}$ m/pixel
The tables show another important phenomenon: The values for the forces stay bounded even if \( \alpha = 0 \). Since our original problem is (weakly) ill-posed, we would expect that a regularisation, that is \( \alpha > 0 \), is needed for reasonable results. So what is the explanation for the fact that no regularisation is needed?

In Fig. 5.5, the displacement is plotted against the absolute value of \( k \) for each component in Fourier space, one frame of the previously used data set. We observe that for higher \( k \)-modes, the displacement values are rapidly decaying. We can model the decay by

\[
\hat{u} = c \cdot k^{-p}
\]

for a rough approximation of the speed of decay. Here, \( c \) is a constant and \( p \) is the decaying coefficient. We find for both examples a decaying coefficient of about 3.

Most interesting in the figure is the order of magnitude of \( |\hat{u}_x| \) for high \( |k| \) values. We see that the size of \( |\hat{u}_x| \) for high frequencies is three orders of magnitude lower than the values for the dominant, lower frequencies. We can thus conclude that the influence of data stemming from noise is so small that regularisation is not necessary as we have seen previously and indicates that the previous steps of the algorithm are not amplifying noise unnecessarily. This can even be explained by a more detailed analysis of our problem. In fact, we have been able to show mathematically by construction a suitable space \( Y_0 \) that, for our algorithm, no regularisation is necessary. This is in contrast to the algorithm proposed in [98].
Table 5.2: The maximal force determined for the data set of a contracting circle, calculated in SI-units, conversion factor from pixels to SI-units is $75.65 \cdot 10^{-9}$ m/pixel. $E = 19$ kPa, $\Delta t = 1$ s, 256x256 nodes.

<table>
<thead>
<tr>
<th>Regularisation parameter $\alpha$</th>
<th>Maximal Force [$10^{-9}$N]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{-1}$</td>
<td>$6.47 \cdot 10^{-17}$</td>
</tr>
<tr>
<td>$10^{-2}$</td>
<td>$6.49 \cdot 10^{-16}$</td>
</tr>
<tr>
<td>$10^{-3}$</td>
<td>$6.48 \cdot 10^{-15}$</td>
</tr>
<tr>
<td>$10^{-4}$</td>
<td>$6.48 \cdot 10^{-14}$</td>
</tr>
<tr>
<td>$10^{-5}$</td>
<td>$6.49 \cdot 10^{-13}$</td>
</tr>
<tr>
<td>$10^{-6}$</td>
<td>$6.47 \cdot 10^{-12}$</td>
</tr>
<tr>
<td>$10^{-7}$</td>
<td>$6.48 \cdot 10^{-11}$</td>
</tr>
<tr>
<td>$10^{-8}$</td>
<td>$6.48 \cdot 10^{-10}$</td>
</tr>
<tr>
<td>$10^{-9}$</td>
<td>$6.47 \cdot 10^{-9}$</td>
</tr>
<tr>
<td>$10^{-10}$</td>
<td>$6.48 \cdot 10^{-8}$</td>
</tr>
<tr>
<td>$10^{-11}$</td>
<td>$6.48 \cdot 10^{-7}$</td>
</tr>
<tr>
<td>$10^{-12}$</td>
<td>$6.48 \cdot 10^{-6}$</td>
</tr>
<tr>
<td>$10^{-13}$</td>
<td>$6.48 \cdot 10^{-5}$</td>
</tr>
<tr>
<td>$10^{-14}$</td>
<td>$6.49 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>$10^{-15}$</td>
<td>$6.47 \cdot 10^{-3}$</td>
</tr>
<tr>
<td>$10^{-16}$</td>
<td>$6.47 \cdot 10^{-2}$</td>
</tr>
<tr>
<td>$10^{-17}$</td>
<td>$6.39 \cdot 10^{-1}$</td>
</tr>
<tr>
<td>$10^{-18}$</td>
<td>5.67</td>
</tr>
<tr>
<td>$10^{-19}$</td>
<td>27.11</td>
</tr>
<tr>
<td>$10^{-20}$</td>
<td>49.25</td>
</tr>
<tr>
<td>$10^{-21}$</td>
<td>64.11</td>
</tr>
<tr>
<td>$10^{-22}$</td>
<td>75.61</td>
</tr>
<tr>
<td>$10^{-23}$</td>
<td>78.91</td>
</tr>
<tr>
<td>$10^{-24}$</td>
<td>79.12</td>
</tr>
<tr>
<td>$10^{-25}$</td>
<td>79.16</td>
</tr>
<tr>
<td>0</td>
<td>79.16</td>
</tr>
</tbody>
</table>

Details of the proof are found in the appendix, Section [A.1]

5.4.3 Reduction of Image Noise

We have now shown that regularisation is not necessary in the FTTC part of our algorithm after using PIV for the velocity field. Note that this holds true for any given data set of finite size which does not exceed a given information size (e. g. PIV windows). However, as demonstrated, even data sets as large as our artificial data set which, on average, contains up to four times the area than our real data
sets of contracting blood cells, does not need any regularisation during FTTC.

This does not mean that we do not see image artefacts in the final traction force maps. Indeed, our results may, depending on the observed force pattern, show signs of Gibb’s phenomenon. Fundamentally, the problem stems from the fact that for the Fourier transform done during FTTC, we assume a periodicity in the data which in fact is not present. To avoid the artefacts due to the non-periodicity, we choose a different interpolation method when determining the local velocity at our markers’ positions. Several different methods are tested, such as linear interpolation, Kriging interpolation [70], cubic interpolation and cubic spline interpolation. Examples of the result of different interpolation methods on real data can be found in Fig. 5.6. As the artefacts are due to spatially fast changing displacement field, here, the data of a platelet is taken instead of the continuous contracting circle.

As expected, linear interpolation works for areas of small changes. But, due to the discontinuity at the end points of the linear segments, this method fails for data sets which are highly variable in space. Kriging interpolation does not fail for any tested data set, however, studying the traction force magnitude maps in more detail, we observe some regular increases in force outside the actual contraction pattern. This is due to the fast decrease and increase of the underlying function that is used between neighbouring data points in Kriging interpolation. Measuring the distance between ‘grid nodes’ in the phantom force pattern shows that these nodes are located at the mid-points of the original PIV sub-windows. Similar effects are observed, to a lesser extend, in the cubic interpolation.
Lastly, cubic splines are tested. While these work well within the inner part of our observed region of interest, boundary regions may cause problems as high noise forces are produced. These influence in particular the Fourier transform as we assume here that the data are continuous and periodically in space, particularly near the border regions. To avoid this problem, let us continue our PIV windows periodically in all directions, compare Fig. 5.7. We use the three first and last columns and rows and assume them repeated at the corresponding opposite boundary of the image. The sub-windows at the corners are averaged over all four corners. Applying a cubic spline algorithm now yields largely undisturbed traction force data. We will hence call this interpolation method periodic cubic splines interpolation.

It is important to note that no matter which interpolation method is used at this stage, the overall force contained in the force map does not change its magnitude. The choice of interpolation method only reduces image artefacts.
5.4.4 Total Force and Error Estimation

In the end, we intend to compare different contractile cells to each other. This does not only include the spatial contraction behaviour as can be see in the traction force map but also their dynamics over time. To facilitate the direct comparison of different cells, we introduce the scalar entity total force, $F_{\text{tot}}(t)$ with the unit Newton defined as

$$F_{\text{tot}}(t) = \int_{\text{ROI}} |T(x, t)| dA \quad (5.40)$$

where $T(x, t)$ denotes the traction force at position $x$ at the given time point $t$ within a defined region of interest, ROI. The ROI is positioned in such a way that all traction forces which can be associated to the actual contraction are included within while areas which are governed by noise of any kind are excluded. An alternative to the total force to compare cells to each other in a temporal fashion is the energy. Previously, the energy has been used to this end by, e.g. Oakes et al. [89]. The energy is given by

$$E = \int T \cdot u \, dx. \quad (5.41)$$
We are not employing the energy here as we could show that the angle between the calculated displacement vector $\mathbf{u}$ and the traction force $\mathbf{T}$ at regions with low forces was not 0 but in severe cases up to $180^\circ$ (Fig. 5.8 A and B). This observation was independent of the used algorithm to calculate the displacements and hence traction forces. While the energy in the end is not expected to yield a different result than the total force in terms of, e.g. stiffness dependency, we here employ the total force instead.

As already mentioned in the previous sections, all mathematical methods used here include uncertainties which add onto the inherent error due to the noise in the original images. It is impossible to measure each error and uncertainty by itself, however, the final cumulative error can be estimated. Theoretically, for non-motile contractile cells, the vectorial sum of all traction forces should be zero. However, this is not the case in our computations for the mentioned reasons. Though, the deviation from zero is utilised as an estimate for the error, $e(t)$, in the entire
recording and analysis process by setting
\[ e(t) = \frac{\sum_{ROI} |T(x,t)|}{\sum_{ROI} |T(x,t)|} \] (5.42)

Note that the denominator is the numerical approximation of Eq. (5.40). We can now use the error estimate in Eq. (5.42) as a criterion of exclusion of which data to include in our further analysis. All cells over a defined error bound here are excluded.

5.4.5 FTTC Using the Optical Flow Algorithm

For the approach using the optical flow, a regular grid of displacements is needed again. Here, the irregular displacement field is interpolated onto a 2-by-2 pixel grid by using bivariate cubic splines. Contrary to the previously described algorithm based on PIV, for this algorithm, regularisation is necessary during the FTTC. Here, it is done by the so called Tikhonov regularisation of 0th order as proposed in Ref. [98]. To determine the regularisation parameter \( \alpha \), the L-curve criterion used there does not yield reliable results in our application. Hence, Strong Robust Generalised Cross Validation (S\textsuperscript{RGCV}) is used [72]. Lastly, the total force is calculated as described in Section 5.4.4. As for the optical flow algorithm above, this was implemented by D. Probst, University of Heidelberg.

5.5 Force Dipole

5.5.1 Force Dipole Calculation

We have previously (Section 3.2) introduced the concept of the elastic or force dipole \( \mathbf{P} \) with the eigenvalues in two dimensions denoted as \( D_1 \) and \( D_2 \). We saw that for purely contracting cells with no forward movement, \( \mathbf{P} \) is a symmetric matrix and the resulting dipole axes (= eigenvectors) perpendicular to each other. Here, we assume that our platelets do, indeed, not move in space. While this is a legitimate assumption, it does not follow that the calculated dipole matrix from the force data is always symmetric for any given time point. As already seen in previous sections, additional to any measurement noise, we introduce calculation noise during the evaluation. Thus, we often have some divergence from symmetry due to noisy vectors. To calculate the dipoles, we only consider the symmetric part...
of the calculated dipole matrix $A$,

$$A = 0.5 \cdot (P + P^T) \quad (5.43)$$

Then, we employ the approximation

$$q = \frac{|\lambda_{\text{max}}(A)|}{|\lambda_{\text{min}}(A)|}$$

for $q_{\text{dipole}}$ as defined in Eq. (5.16).

Note that the dipole orientation and magnitude may still vary over time even if the traction force field remains stable overall due to the inherent noise level. Larger noise spots can be avoided by choosing a region of interest containing the cell in which to determine the dipole instead of regarding the entire, ideally infinite area. However, some noise remains, especially notable at time points where no clear force field is observed or just emerging. To avoid these time points, one can average the ‘true’ dipole quotient where appropriate. The question directly arises how one chooses the correct interval to average. In the following, two approaches are described.

### 5.5.2 Dipole Quotient Averaging and Error Estimation

To determine the average of the dipole quotient $q$, we have to exclude values of $q$ that are dominated by noise. This can be achieved either by calculating a weighted average using an error estimate or by using the variance of the quotient over time as a criterion of exclusion. Let us consider these approaches in detail.

#### Weighted Average by Error Estimation

To determine a weighted average of the dipole quotient, we use an estimation of the error as a weight. Here, the weight is given by the inverse error so values with higher error are counted less important than values of lower error. This approach has the advantage that we do not need to estimate which values to actually include in our calculation. But how do we estimate the error to be expected in our quotient?

Let us start by considering the dipole matrix $P$. Ideally, $P$ should be symmetric, however, due to noise, we do know that this is often not the case. But for any given matrix, we can divide it into two parts, a symmetric part and a skew symmetric part. The symmetric matrix is what we use to calculate the dipole as described in
The skew symmetric part is given by
\[ \tilde{A} = 0.5 \cdot (P - P^T) \] (5.44)

However, the matrices \( A \) and \( \tilde{A} \) are also disturbed by the error already contained in \( P \). Let us denote the exact unperturbed matrix by \( A^* \) (which is of course symmetric) and the error by \( \epsilon \) between the matrices and thus the perturbation from the “real” result can be assumed to be
\[ \|A - A^*\|_2 \approx \|\tilde{A}\|_2 = \epsilon \] (5.45)

where \( \| \cdot \|_2 \) denotes the Euclidean norm. Here we simply assume that the size of the skew-symmetric part of the matrix \( P \) is an error indicator for the measurements.

How does that error influence the quotient \( q \)? The quotient is defined as given in Eq. (3.16) where the major dipole axis is given by the largest eigenvalue of \( A \), \( \lambda_{\text{max}} \), and the minor dipole axis by the smallest eigenvalue, \( \lambda_{\text{min}} \). We do know that \( A \) contains some disturbance. The true quotient, \( q^* \), is given by
\[ q^* = \left| \frac{\lambda_{\text{max}}(A^*)}{\lambda_{\text{min}}(A^*)} \right| \]

Let the difference between \( q \) and \( q^* \) be given by
\[ \delta = |q - q^*|. \] (5.46)

We can draw two conclusions whose mathematical proof is given in the appendix, Section A.2:

- Under the condition that \( \lambda_{\text{min}}(A) > \epsilon \), the error can be estimated by
\[ \hat{\delta} \leq \delta = \frac{\epsilon (\lambda_{\text{max}}(A) + \lambda_{\text{min}}(A))}{\lambda_{\text{min}}(A)} \frac{1}{\lambda_{\text{min}}(A) - \epsilon} \]

- In the contrary case of \( \lambda_{\text{min}}(A) \leq \epsilon \), the error \( \delta \) may become arbitrarily large.

Hence, \( \hat{\delta} \) gives an upper bound estimate of the real error in the dipole quotient. Note that the expression for \( \hat{\delta} \) includes only computable quantities. If we now calculate \( \hat{\delta} \) for each quotient over time, the inverse can be taken as a weight when averaging all values.
Average Determined via the Variance

As an alternative to the weighted average, we can also use the variance between consecutive values of the dipole quotient. Here, we use the knowledge that for $q_{\text{dipole}}$ values dominated by noise as is seen at very low forces yield highly fluctuating results within short time intervals. Thus, instead of taking all values and determine their influence on the average by their error, we exclude values where a high error is expected.

To determine the variance of the dipole quotient, the variance is calculated inside a moving window of a defined size. Afterwards, only values under a certain bound are included for the averaging. So we first have to determine an upper bound for the allowed variance in the dipole ratio. The most intuitive way is to estimate the error we expect in the variance. Thus, will it be possible to find a number of points where we can assume that the variance is mostly governed by noise, independent of the data set? Indeed, given our time resolution and an assumption that within the first few recorded time points, the forces are close to zero, we can define such a group of values. We here only include values of the ratio where the variance falls under a bound defined by the first variance values.

However, as we discussed above, there exist dipole values which inherently contains such a large error that the ratio does not yield any realistic result. To ensure that these values are discounted from our analysis, we identify them in such a way that all values where $\lambda_{\text{min}} < \epsilon$ are excluded. $\epsilon$ is defined as given in Eq. (5.45). The variance is then only calculated over the remaining ratios.
In the following, the details of the data analysis are given. In Section 6.1, the analysis starting from the bead movies to the final force data is described. It is followed by the description of different methods used during post-processing interpretation in Section 6.2. Note that unless explicitly stated differently, all analysis was done using MATLAB R2009b and MATLAB R2017b.

6.1 Calculation of Force Data from Bead Movies

6.1.1 Analysis Using the PIV Algorithm

For the following analysis, the corresponding Matlab programmes are found in Appendix B. How the bead patterns are transformed into the traction force maps can be followed in Fig. 6.1. The starting point is given by the deformed substrate as noted in panel A. For the same cell, the images of the membrane are depicted for three time points in panel D.

Before the evaluation process, the data sets were inspected for out-of-focus images. During recording, changes in focus were observed that in the most severe...
cases reached up to about 1 µm between successive images. While those were immediately counteracted on the microscope by modifying the focus, larger jumps resulted in an unusable, blurry image of the beads. As the used algorithm relied on the information of successive images, an alternative was included at these time points where direct comparison was not possible. To still hold up the time sequence, the blurry image was exchanged by a single black frame. These frames were handled differently from the other frames as will be described later.

To start out, as mentioned in Section 4.4 due to the fact that platelets are very light sensitive, only minimal illumination was used. This resulted in bead images of comparably low contrast although the beads themselves were photo-stable over time. To facilitate the PIV analysis, the contrast of all images was increased by applying a non-linear contrast enhancer (compare Appendix B.2). The entire filtering procedure is depicted step-by-step in Fig. 6.2 starting with the original image of high noise level (A).

For the non-linear enhancer, the histogram of each image was remapped to the interval \([0,1]\) such that the lowest intensity was assigned 0 and the highest measured intensity in each image was assigned to 1 (Fig. 6.2 B). Subsequently, the new intensity distribution was redefined such that \(s \rightarrow s'^p\) for \(s \in [0,1]\) where

\[s'^p = \left|\frac{s}{\max(s)}\right|^p\]
Figure 6.2.: The filtering process step-by-step. On the left hand side, the current image of the fluorescent beads is shown, on the right hand side the corresponding histogram. A The unfiltered image recorded in 16 bit. As can be seen by the noisiness in the image and the narrow and low intensity spectrum, the image has both a low intensity and contrast. B The unfiltered image is mapped onto the interval \([0,1]\) and adjusted to span the entire spectrum. C The intensity distribution is scaled with the exponent \(p = 1.7\). This greatly increases the contrast between background and beads. D Lastly, a Wiener filter is applied and the image is mapped back onto 16 bit. Scale bar: 5 \(\mu\)m.
\( p > 1 \) (Fig. 6.2 C). As a result of the exponentiation, values close to 0 and thus interpreted as noise were repressed while values close to 1 and thus seen as signal were enhanced. At the same time, the lower and upper boundary of 0 and 1 remained constant. \( p \) had to be chosen individually for each data set depending on the perceived contrast in the movie. The higher the noise level, the higher \( p \) had to be chosen. Overall, analysable data sets had a \( p \) value between 1.7 and 2.8. To remove remaining noise, a Wiener filter of size 3-by-3 pixels was applied. Lastly, the images were converted back to 16 bit (Fig. 6.2 D). Apart from the focus shifts mentioned earlier, small changes in [FOV] could also be observed over time. They were corrected by cross-correlation in Fourier space as described in Ref. [33] (compare Appendix B.3).

Following the image de-noising and contrast enhancing part, the PIV algorithm was used as described previously in Section 5.2.1, using the MATLAB toolbox mPIV\(^{ii}\) (compare Appendix B.4). Specifically, first, a coarser grid of windows was used with an edge size 32 pixels or 40 pixels and kept fixed for the entire recording. Given the objective magnification as well as the camera pixel size, this corresponded to a window area of 5.9 \( \mu \text{m}^2 \) to 9.2 \( \mu \text{m}^2 \). The choice of starting grid size was made by studying the degree of displacement of the beads; for larger displacements between successive images, a larger window size was chosen. Note that neighbouring windows overlapped by 50\%. After the first round of velocity field approximations at the coarser grid, the edge length of each window was halved and the PIV algorithm was repeated on this finer grid, taking the first estimation as a guideline for the expected velocity values. Using a median filter, velocity vectors differing considerably from neighbouring vectors, were removed and replaced by local interpolation using Kriging interpolation. Furthermore, windows without unique definable velocity were also interpolated using the neighbouring windows. Whether a velocity was considered a unique definable velocity was here determined by comparing the highest and second highest peaks in the cross-correlation matrix during PIV. They had to differ significantly from each other for the velocity of the highest peak to be considered correct within the considered window. Using this approach, it was possible to gain a spatial resolution in the velocity field of down to 600 nm. Here, the spatial resolution was not defined as a visual resolution between resolvable features but as the distance of neighbouring PIV windows as used earlier in e.g. Ref. [98]. This means that we considered the spatial resolution to be a resolution of resolvable velocity information.

\(^{ii}\)http://www.oceanwave.jp/software/mpiv
As mentioned previously, blurred images of the beads were replaced by single black frames. Assuming that this was the case at time point $t_j$, a comparison between the image pairs $t_{j-1}$ and $t_j$ as well as $t_j$ and $t_{j+1}$ using differential PIV was not possible to carry out. Instead, the velocity within this time interval was assumed to not differ significantly from the previous time point where a measurement was possible. Thus, the velocity field in the time interval of interest was set to be the velocity calculated between $t_{j-2}$ and $t_{j-1}$. Note that this approximation was only valid at time points where either no velocity was detected or very little variation over time could be observed.

Before continuing with the Lagrangian marker tracking as derived in Section 5.2.2 (compare Appendix B.5), we adapted our velocity fields slightly. In some instances, the PIV algorithm caused erratic velocity vectors at the borders of the studied frame. As we later interpolated the velocity fields using periodic cubic splines, the existence of such vectors meant that we included randomly oriented vectors in our calculation close to the boundaries. Furthermore, considering our drift correction given above, for larger drifts in FOV, beads appeared on one side of the image that previously were located at the opposite border. Hence, the first row and column of PIV windows were discarded for the static experiments.

For the flow experiments with trice the observation time, the drift in FOV was more dramatic than in the static case. Here, much larger ROIs were chosen from the movie to later be able to cut the first two rows and columns or, in a few rare cases, even the first three rows and columns. Note that this did not influence whether a data set was analysable or not. One had only to choose platelets with a sufficiently large distance to its closest neighbour and enlarge the ROI accordingly. For the set of Lagrangian markers, a regular grid of 2-by-2 pixels was chosen which was also directly employed for the transformation into Fourier space in the FTTC later on. An example of such a displacement field is found in Fig. 6.1B. For the FTTC, a Poisson’s ratio of $\nu = 0.3$ was used \[64\]. The resulting traction force map is exemplary depicted in Fig. 6.1C.

Lastly, after the calculation of the traction force field, a ROI was chosen to determine the total force over time as given by Eq. (5.40). Simultaneously, the error in the force was estimated in the same ROI as defined in Eq. (5.42). As can be seen in Fig. 6.3 in the fully contracted state, the relative error fluctuated around a near constant value, exhibiting a stable level of error. During initial contraction, the relative error stabilised while it increased again during relaxation. Only contraction data where the relative error after initial contraction was maximum 10 %
were included in the further analysis. Note that this corresponded to an absolute error of a few nN, as seen in the bottom graphs in Fig. 6.3.

6.1.2 Analysis Using the Optical Flow Approach

The optical flow algorithm was programmed in Python 2.7.13 using the existing optical flow routines from OpenCV\textsuperscript{iii iv}. Before the analysis, the movies were down-sampled from the recorded 16 bit to 8 bit images. To correct for the drift in FOV, a box of 50-by-50 pixels was placed within a corner where no displacement due to cell contraction was observed. All calculated bead displacements within this corner were then subtracted from the entire displacement field. The analysis was conducted as described in Section 5.3. Between beads, a minimum distance of 3 pixels was assumed and a maximum of 1000 features were tracked. For the sub-windows around the beads, an initial size of 64-by-64 pixels were used. As mentioned previously, displacements near the image border were set to 0 by using a Tukey filter with an constant $\beta = 0.2$. Furthermore, for the regularisation during FTTC using $\mathcal{R} GCV$, the tuning parameter was chosen to be $\gamma = 0.95$. The total force was calculated as previously done for the PIV algorithm.

6.2 Post-processing Analysis

6.2.1 Determination of Final Spread Area

Each contracting platelet was not only analysed towards their exerted force but also for their fully spread area. For the static experiments, as mentioned in Section 4.1, the membrane dye CellMask Deep Red was used. However, it was observed that this dye is not photostable over longer times as shown in the decreasing contrast in the image sequence in Fig. 6.1 D. While this was taken into account during isolation and the staining by keeping those times as short as possible without effecting the actual experiment, the dye still grew steadily fainter during recording. Furthermore, some dye remained in the solution thus yielding an additional fluorescent background signal that disturbed the image quality, especially as the light exposure was comparably low. On the other hand, the middle part of the cell where the granules clustered together gave off a much higher signal than the remaining membrane. This made the determination of the platelet size

\textsuperscript{iii}Open Source Computer Vision Library, https://github.com/itseez/opencv
\textsuperscript{iv}The programme was implemented by D. Probst, University of Heidelberg.
Figure 6.3.: Total force development of two platelets over time with the corresponding estimated errors. In panel A, an oscillating platelet is shown. The relative error stabilises in the contracted state at about 700 s as seen in the second row graph (turquoise). In panel B, the same stabilisation of the relative error is seen, starting at about 400 s. During relaxation, the error increases again. The overall absolute error shown in last row (purple) stays at a few nN. The figure is taken from Ref. [37]. Both cells were recorded on 19 kPa substrates.
difficult. Automatic algorithms such as e.g. the Canny edge detection were tried as it had been shown to work on similar images \[102\]. However, the contrast between background and membrane was found to be too low for these algorithms to be usable.

For cells that did not bleach too fast, a semi-automated analysis using logarithmic images of the cells in Fourier space was employed. An example for this approach can be found in Figure 6.4. The image of the platelet was noisy and in the upper left corner, another stained cell was floating by when the snapshot was taken. Studying this particular image in Fourier space showed large variations in the Fourier coefficients, spanning six orders of magnitude. Transferring the Fourier spectrum of the image into a logarithmic scale revealed a sharp peak in the low frequencies but no indication of clear borders. Hence, high frequencies were cut to avoid the noise. This, however, resulted in blurry, smeared out images as seen in panel B. This mask was too large but was used as a guideline for the overall outline. Slightly shrinking the contour obtained by the logarithmic image and addition of filopodia and smaller details by hand using ImageJ yielded a suitable mask for the spread platelet.

Yet, this approach did only work for images of platelets were the membrane dye was not noticeable bleached and some contrast was observed by eye. This was generally not the case and while the membrane was seen by eye inspection, even semi-automated algorithms failed. On the other hand, it was observed that the membrane exhibited only very minor changes in the later time points after initial spreading. Thus, to determine the final spread area for all cells, the outline was drawn by hand in ImageJ for one of the last five cell images and then compared to the remaining four snapshots for possible minor adjustments. The area was directly calculated given the known conversion rate between pixel size and physical length. This procedure was repeated multiple times for the same image to reduce human error.

For the flow experiments, the platelets were not stained due to the short life time of the dye. Instead, bright-field images were taken. As the fully spread cells were very thin especially towards the outer borders, the full membrane was mostly seen with a bright halo around it, making edge detection algorithms again not suitable. Hence, again, the hand-drawn version was used as done for the stained platelets.
Figure 6.4.: A shows an original snapshot of a stained platelet membrane after about 20 min of recording. The brighter spot in the upper left corner is another cell floating by. In panel B, the filtered, logarithmic image is depicted. A heat map was chosen to better visualise the differences in intensity. The edge was then be detected where sharp changes between light blue and dark blue was seen when the upper cell was ignored. The calculated cell contour overlayed with the original cell image is given in panel C. The darker image is due to auto-contrast. The final platelet outline is shown in panel D. Here, the contour from C was shrunk and filopodia added in accordance to the image of the cell membrane. Scale bar: 5 µm.

6.2.2 Determination of Primary Oscillating Frequency

To be able to distinguish oscillatory contractile behaviour from other behaviours, a Fourier analysis was used. Here, we distinguished between two to three time intervals of contraction: the initial contraction, the contracted state and, in some cases, the force relaxation. The initial contraction was defined as the time interval in which the force rapidly increased after adhesion. Taking the examples in Fig. 6.5, first row, this would correspond to the time between approximately 350 s and 500 s for the platelet depicted in panel A and, for the platelet of panel B, the time between about 200 s and 500 s. The contracted state followed directly after the initial contraction. Some cells, as e.g. the platelet in panel B, showed a third interval of relaxation, here starting at about 1000 s. In some few cases not shown here, only the first and third time interval were observed. Oscillations occurred in the second contraction interval and occasionally the third interval.

Given that the interesting part showing oscillations was found after initial con-
Figure 6.5.: Two examples to demonstrate the analysis process to determine the primary oscillatory frequency. In A, an oscillating platelet is shown, in B a non-oscillating cell. From the total force (upper row), the interesting time interval is determined and the relative force calculated (middle row). For both cells, the time interval was taken to start at about 500 s. From the Fourier spectrum (lower row), the dominate frequency, denoted by the highest peak in the spectrum, is derived. Both platelets were recorded on 19 kPa substrates.

traction, the Fourier analysis was only conducted on this later interval. In cases where a second force plateau was reached after relaxation, the second plateau was excluded. To ensure that the study of oscillation frequency was not biased towards the mean in force, the total force was first divided by the mean force, compare Fig. 6.5 second row. This ensured that oscillations of 10 nN amplitude...
were not treated equally for platelets reaching forces of, e.g., 50 nN and 200 nN.

Next, frequencies not corresponding to physical oscillations were filtered by a digital filter. These frequencies included very low frequencies representing the average force development as well as very high frequencies corresponding to noise. It could be shown that a Butterworth band-pass filter suppressing all frequencies below 10 mHz as well as all above 35 mHz worked well towards these specific requirements. These boundaries were chosen by estimating the oscillating frequency of clearly classified platelets and allowing for a broad spectrum of frequencies around this estimate. The remaining force graph was then transformed into Fourier space by Fast Fourier Transform (third row). The dominant frequency of each data set was then defined as the frequency displaying the largest relative amplitude in the spectrum (for $A$ about 13 mHz and $B$ 27 mHz). In general, an oscillating platelet was expected to exhibit a considerable higher amplitude at the dominant frequency then a non-oscillating cell.

### 6.2.3 Determination of Force Dipole Moment Orientation and Magnitude

For all force experiments, both static and in flow, the force dipole moment was calculated. The definition of the force dipole may be found in Refs. [56, 104, 126] and the specific mathematical derivation used in this thesis in Section 5.5. The following analysis discription is depicted in Fig. 6.6.

As previously done for the calculation of the total force, an ROI was chosen in which the force dipole was determined according to Eq. (3.14). The choice of the ROI was important as the theory behind the force dipole assumes an infinitely large area over which to integrate containing a force field that converges towards zero. However, statistical noise was observed in the force fields. To avoid this noise, the ROI were chosen as small as possible, contradicting to some extend the assumption of a infinitely large area. A compromise had to be found here. To help the decision on a reasonable size and position of the ROI, several criteria were checked.

The ROI was chosen on the traction force map with the highest single value of traction force magnitude. Here, it was easiest to estimate the largest expansion of the traction forces and the possible position of noise. Sometimes, the position of noise was seen better on the last image of the data stack, and was additionally consulted. In total, at least 10 different sizes and positions were tested per data set to study the deviation between them. Generally, the calculated result of the dipole quotient $q$ determined as given in Eq. (3.16) did not vary largely between similar
Figure 6.6.: A An example of the orientation of the major (red) and minor (yellow) dipole axis. Underlying the axis is the corresponding traction force pattern. The orientation of the major dipole axis is governed by the hot-spots in the traction force. Note that the lengths of the axes are scaled according to their magnitude. The corresponding dipole magnitudes over time can be seen in panel B. The dipole moments develop largely in synchrony. The quotient $q$ between major ($D_1$) and minor ($D_2$) dipole moment is depicted in panel C. As soon as a noticeable dipole moment develops ($t \approx 400$ s), the quotient stabilises. Simultaneously, the quotient between the norm of the symmetric dipole matrix $A$ and the real dipole matrix $P$ stagnates close to 1. A value of 1 here corresponds to a real, symmetric matrix, thus no disturbance of the dipole due to noise. E By calculating the variance over $q$, the time interval can be determined at which the quotient is stable. Note that this interval corresponds to the time at which a clear dipole moment is observed in panel B. The quotient $q$ at the calculated time interval is shown in panel F. As can be seen, the changes in $q$ are comparatively small. The averaged quotient for this example was calculated to be 1.49. The images are partially taken from Ref. [37].
ROIs. Large differences at this point suggested either a too large ROI including noise, or too small excluding single traction forces.

Next, the deviation of the dipole matrix from symmetry was studied (Fig. 6.6 D). As mentioned previously, we only considered the symmetric part of the dipole matrix as no movement during contraction was observed. This meant of course that the calculated dipole moments and their corresponding quotient were determined under the assumption of a slightly different force field. Hence, it was of interest to study the difference between the computed matrix and its symmetric part. To this end, the quotient of the matrix norms was calculated. Here, a quotient of 1 equalled to the calculated matrix being symmetric. Both the highest value of this quotient as well as the mean were kept as close as possible to 1. Indeed, for all data later presented, the highest value was always 1 and the mean quotient did not deviate more than 2.5 %.

Another interesting measure for the choice of the ROI were the actually included values in the averaging of the dipole quotient (Fig. 6.6 E). This quotient was used as a measure for isotropy and represents a physical characteristic which was used to compare cells to each other. As described in detail in Section 5.5.2, if the forces were very low, the noise dominated the quotient, making an exclusion measure essential. Two different versions were already presented in Section 5.5.2. Both measures yielded the same results in the averaged dipole quotient. Here, the approach of the moving variance including the estimation of stability was chosen. Values denoted as unstable by the criterion $\lambda_{\text{min}} < \epsilon$, $\epsilon$ as defined in Eq. (5.45), were set to NaN and disregarded in the following analysis. This had the advantage that we were able to visualise all values of low enough error that were considered in the averaging and used this as another aid to determine a good ROI. No values of $q$ were excluded where a definite force was observed while values with no force were excluded. Choices of ROI where this was violated were not considered. For this analysis step, a moving window for the variance with a size of 17 values was taken. In the beginning and end of data sets where less then 17 values were available, less values were used and the variance calculated accordingly. To establish a boundary as to when to exclude values due to too high variance, the variance of the first three time points was considered. During this time, equivalent to the first 15 s after attachment, generally, no force was detected. Thus, the variances determined here represented an expected bound for the variance for images of pure noise. Time points of variances of less or equal to 10 % of this bound were considered.
Lastly, the orientation of the dipole moments compared to the corresponding force fields were inspected (Fig. 6.6 A). Generally, a low number of spots of very high force were observed. These dominated the orientation of the force dipole. Thus, plotting the dipole axes over the force field showed the major axis acting as a connection line between these spots, especially well seen on highly polarised platelets with only two force maxima. This agreement of the major dipole axis orientation to the force maxima was also taken under consideration for the choice of a reasonable ROI. The minor dipole axis was always perpendicular to the major axis due to our assumption of a symmetric dipole matrix.

### 6.2.4 Angle of Flow Direction vs Angle of Major Dipole Axis

For the flow experiments, it was also studied how the platelets adapted their contraction to the external shear stress. Here, not only the actual exerted force was considered but also the direction of contraction. The direction of contraction was defined as the preferred axis of contraction. This corresponded, as already discussed above, to the orientation of the major dipole axis. Thus, the angle between the major dipole axis and the direction of flow was determined.

To determine the direction of flow, classically, tracer particles such as fluorescent beads are used. However, this was not feasible in this case. Beads showed a tendency to stick to the gel or already attached platelets, disturbing the measurements. As we wanted to observe the flow at the position where the platelets attached and also simultaneously to the attachment, another method was employed. Additional cells were always delivered with the buffer flow but not necessarily attaching to the gel at the observed position or even before that. Thus, a constant set of traces of platelets passing by were seen in the BF images. This traces were used to determine the direction of the flow.

From the entire recording, a spot was selected where no cell attached or the flow was disturbed by cell clusters. This area was chosen as large as possible to increase the probability of passing platelets. The underlying beads in the gel were used to calculate the drift in the FOV as previously done (see Section 6.1). Next, in each image, a trace of a by-passing cell was marked if one was detected. Note that as seen in Fig. 6.7 A, the trace had a given width, resulting in variations when tracing them by hand. Automatic tracing was however not possible due to the background noise and the halos surrounding the traces. By measuring the width and length of representative traces, the error in angle determination in both directions was estimated to not exceed 5 %. This analysis was conducted.
for the entire movie (compare Fig. 6.7 B) and all calculated angles averaged. The averaging was justified by the fact that changes in the flow direction were only possible as a result from air bubbles or other obstacles in the chamber and those data sets were not considered during analysis.

Next, the angle between the major dipole axis and the direction of flow was determined. The dipole axis was calculated as described above in detail. For the following part, the reader is referred to Fig. 6.8 for the visualisation of the reasoning. The angle $\phi$ between the flow and the dipole axis was defined as shown in panel A. Due to the nature of the dipole axis, the angles $\phi$ and $\phi + 180^\circ$ are identical (panel B), describing the same eigenvector with opposite sign. Furthermore, consider the arbitrary angle shown in panel A, if we assume that we observe the system from above the platelet and the gel. Due to the wide chamber structure, the flow profile perpendicular to the flow, so from one vertical wall to the other, was constant over the gel. This implies that angles of $\phi$ and $180^\circ - \phi$ (panel C) as well as $360^\circ - \phi$ (panel D) also are considered identical. The only difference towards the original orientation is which ‘end’ of the platelet points towards the inlet. Thus, all calculated angles were found between $0^\circ$ and $90^\circ$.

Note that there exists one case where this way of analysis yields an inconclusive result. This is the case of isotropy. To illustrate, let us assume that the axis of the dipole moments remain constant over time. Here, we now have to find the axis with larger magnitude. At isotropy, this decision can either not be made at all or is governed by noise. Consequently, the axis of larger magnitude may change...
between each time point. This results in jumps in the angle $\phi$ of 90° from one frame to the other. During analysis, this was considered and taken into account if such a case was discovered.

\[ \phi' = \phi + 180° \]
\[ \phi'' = 180° - \phi \]
\[ \phi''' = 360° - \phi \]

Figure 6.8.: Angles between flow direction and major dipole axis that are considered the same. The platelet is here symbolised as an orange ellipse, the red line denoting the major dipole axis. Here, the flow (blue arrows) goes along the positive x-axis. The light blue cross marks the position of the determined dipole vector pointing inwards towards the centre of the cell. The image is adapted from Ref. [36].
In this chapter, the results are presented. First, in Section 7.1, the results of the different algorithms, PIV and optical flow, are compared to each other to validate the applicability of the algorithm of choice. Next, using the chosen algorithm, the observation during first the static experiments (Section 7.2) followed of the flow experiments (Section 7.3), are described. Here, the traction force spatial distribution, the temporal development of the total force and the force dipoles are considered. In particular, possible cues to an adaptation of the contractile behaviour of the platelets in dependency of the external conditions are studied. For the flow experiments, the specially designed flow chamber is characterised both mathematically and experimentally.

Note that Sections 7.1 and 7.2 are part of Hanke et al. [37] and Section 7.3 is part of Ref. [36].
Chapter 7 | RESULTS

7.1 Comparison PIV and Optical Flow Algorithms

Let us briefly recapitulate the two analysis versions we derived in Chapter 5. On one hand, we designed a new version of the commonly used PIV algorithm that accounted for the small size of the platelets as well as the high and dynamic forces exerted by them. This was achieved by including a technique for comparing successive images at time points $t_i$ and $t_{i+1}$. To re-calculate the displacement fields compared to the reference frame at $t_0$, we introduced the concept of Lagrangian markers. Subsequently, we demonstrated that for this algorithm, no regularisation during FTTC was necessary. Hence we employed an unregularised FTTC to determine the forces. Alternatively, an optical flow method was used. As with the previous approach, a comparison of successive images was applied to account for the force dynamics. Here, the re-calculation of the displacement fields was straightforward due to the moving set of sub-windows. However, for the FTTC part, regularisation was of essence. The reason for the need of regularisation in the latter algorithm as opposed to the former one is the level of noise present in the displacement data. In the PIV version, we interpolate the velocity field before tracking the Lagrangian markers, using cubic splines. This reduces the local noise level such that the actual displacements are several orders of magnitudes larger than the noise. In this sense, the interpolation has a slightly smoothing effect. As this interpolation step is missing in the optical flow method, the inherent noise from the image data and the analysis process remains. Hence, regularisation cannot be avoided.

Before starting the actual analysis process, the two different algorithms, namely PIV and optical flow, were compared to guarantee that the Lagrangian marker tracking version of the PIV works as expected. Both the PIV algorithm as well as the optical flow algorithm have previously been shown to work well for larger cells. Here, we studied very small cells exerting comparatively high forces and thus both algorithms had to be adapted to our specific situation. The optical flow approach includes only small changes compared to previously reported versions [45] and was thus taken as a calibration method for the PIV algorithm. This does not mean that the optical flow algorithm was taken as ground truth but instead both algorithms were calibrated to each other by studying the differences in their results. Here, we postulated that the results from both algorithms have to be equal with respect to the computed traction forces since the result needs to be independent of the analysis algorithm used to obtain them.
In Chapter 5, we derived the adaptations we had to implement to be able to analyse the recorded data sets taken over half an hour. While from a mathematical point of view the analysis algorithms were sound, they now were tested on the real data. Here, we intended to calibrate both algorithms to each other and demonstrate their practical applicability to our data. Hence, we first tested whether the algorithms failed to perform for any recorded platelet as previously observed when directly comparing images at time point $t_i$ with the reference frame at $t_0$. Taking this conventional version of both algorithms, within a few minutes, no reliable velocity field could be determined anymore. Thus, taking different data sets, it was tested if both algorithms yielded a result until the end of recording and if the forces calculated coincided between both approaches. An example of such a data set on a substrate of 19 kPa stiffness is found in Fig. 7.1. Each of the traction force magnitude maps shows the last time point of recording. The white contour denotes the outline of the cell while the black arrows show the direction of the traction force vector. We first observed that the spatial distribution of the traction forces was not identical between both approaches although the location of the force maxima remained the same as well as the direction of contraction. For the PIV algorithm, the traction forces were more confined in space while reaching higher magnitudes than the optical flow method. However, taking a look at the total force over time as seen in the lower panels, calculated according to Eq. (5.40), the differences levelled out during integration. We were thus able to conclude that the ‘force information’ contained within the traction force maps were similar for both algorithms, only differing in their spatial distribution.

Seeing as both algorithms did perform similarly, one analysis programme had to be chosen over the other. Given that the PIV algorithm was specifically designed for the studied cells here, including several mathematical alternative methods compared to standard procedures such as symplectic numerical methods, this approach was taken. Hence, all following results were obtained using the PIV algorithm.
7.2 Contractile Behaviour on Substrata of Different Stiffness

7.2.1 Traction Force Distribution in Relation to the Cell's Spread Area

Analysing the bead movies as previously described in Chapter 5, the distribution of the traction forces was studied at each given time point. This enabled us to investigate the distribution of the traction forces and their location in comparison to the spread cell. Four examples of the cell outline of a fully spread platelet on the corresponding traction force map can be found in Fig. 7.2. As can be seen, the forces exerted by the cell were always found either on or close to the periphery of the platelet. None of the platelets contracted around its centre.

At the same time, the contraction was not uniformly distributed around the cell outline but instead exhibited a small number of spatially separated maxima. These maxima varied in number but generally showed two to three, sometimes also four, hot spots. Between the maxima, the traction forces were reduced dramatically to a force level close to 0. In rarer cases, like the platelet shown in Fig. 7.1, the single spots could also nearly span the entire periphery but a completely closed pattern...
Contractile Behaviour on Substrata of Different Stiffness

7.2

Figure 7.2: Four examples of the traction force distribution pattern compared to the spreading area of the platelet. The cell’s outline is shown as the white curve in each image. Scale bar: 5 µm. Some of the traction force maps are part of Ref. [37].

was never observed.

7.2.2 Temporal Evolution of the Contraction

Next, let us take a look at the evolution of the total force over time. Before going more into detail of the actual force levels exerted by the platelets on their surrounding, let us take a look at the general temporal behaviour of the cells.

In Fig. 7.3A, three examples of different contractile behaviours are shown. All cells here were recorded on substrates of stiffness 54 kPa. In general, we distinguished between three different behaviours. The first group of platelets, seen in cyan, contracted towards a force plateau. The second group relaxed again after an initial contraction period as shown in green. The last group exhibited a rather dynamic contractile behaviour in that they started to oscillate after an initial increase in force (magenta). These behaviours were found on substrates of all stiffnesses and thus not linked to the elasticity of the surrounding material. Furthermore, combinations of the different behaviours did occur. Note that due to the finite recording time, it was not possible to exclude that some cells showing either a force plateau or oscillations would not relax later. On the contrary, one can safely assume that all cells relaxed again after a sufficiently long time interval when
all internal energy storage was used up. Interestingly, the contractile behaviour was not reflected in the dynamics of the spread area, also depicted in Figure 7.3 A. Another example of an oscillating platelet is also shown in Fig. 7.3 B, here recorded on 19 kPa. Independent on the contractile behaviour, the platelet spread towards a final area and stabilised. This does not mean that no changes in the membrane were observed but that, given the resolution of our set-up, no quantifiable area fluctuations were seen. Additionally, as can be already estimated from these examples, the area stabilised faster than the total force. The area reached its maximal area within the first 3 to 5 minutes while the force lacked behind some minutes. However, the initial contraction was concluded within the first 10 min after adhesion.

Determining whether a platelet was contracting in an oscillating fashion proved to be not as straightforward as one would expect. First, the total force curves were inspected if a continuous increasing and decreasing behaviour after initial contraction could be observed. If such a behaviour was visible, the underlying bead movies were inspected closely. If a clear in-and-out movement of the beads were seen, indicating a continuous contraction and relaxation of the platelets, the cells were deemed oscillatory. In total, 39 % of all studied platelets under static conditions were thus classified as oscillating. Here, we only distinguished between oscillating and non-oscillating cells. Dividing the cells into all three categories, the percentages were 32 %, 18 % and 49 % for oscillating, relaxing and plateauing platelets, respectively. The missing percentage was due to rounding. Note that for this division, double-counting of single platelets was possible if a combination of two behaviours was observed.

One could argue that a Fourier analysis would give a clearer criterion on the question whether a cell was oscillating or not. Indeed, this was also tested. Here, the initial contraction was disregarded for the analysis as we were only interested in the behaviour afterwards. The force data at the later time points was then analysed as described in Section 6.2.2. Note that we studied the oscillatory frequency of the relative force to ensure that the magnitude of the mean force in this interval did not influence the result. As an example, 10 nN variation on a cell that contracted up to 40 nN was then deemed to be oscillating while 10 nN variation on a 200 nN contracting platelet most likely was not considered as such. All platelets underwent this analysis and the result can be seen in Fig. 7.3 D, where the colour of each marker denotes the classification made previously by eye as described before. We clearly see that non-oscillating cells tended to have lower amplitudes in
Figure 7.3.: A Three examples of the general temporal contraction behaviour over time. All three cells were recorded on a substrate of 54 kPa. In cyan, a platelet is shown that reaches a force plateau. In green, a cell relaxes again after initial contraction. In magenta, a more dynamic platelet is displayed that starts to oscillate after the first contraction. For all three cells, their area development is added in the dashed lines. Here, every third cell image was taken for analysis. B Another example for the spread area with error vs total force development, this platelet recorded on a 19 kPa substrate. As can be observed, the platelets spread faster towards its final area than the force completes the initial contraction period. Also, no synchronisation between the oscillations in area and the force was detected given the resolution and contrast. C The averaged total force curves according to the substrate stiffness. The bold lines denote the averaged force until the time point at which half of the included cells do no longer contribute to the mean. The transparent areas in the same colour show the corresponding standard error. The stiffness varies from 19 kPa in deep blue to 83 kPa in red. D The dominant frequency of all data determined by Fourier analysis. Only the part after the initial contraction was considered. Furthermore, the Fourier analysis was made over the relative changes in force by dividing the analysable force by their mean value. To exclude too low or high frequencies, a Butterworth band-pass filter was applied to only allow frequencies between 10 mHz and 35 mHz. Panels A, C and D are taken from Ref. [37].

Fourier space as well as reached higher frequencies, a clear distinction from the oscillating cells was, however, not possible. Both groups overlapped in a band of amplitudes around $7 \times 10^{-3}$. While this analysis points towards the correct classification of the eye subdivision, an unique assignment to one behaviour using a Fourier analysis approach was not possible. On the other hand, this analysis
allowed us to determine the average oscillatory frequency of the platelets which amounted to 13.5 mHz.

7.2.3 Dependency of the Force on the Substrate Stiffness

Having now studied the behaviour of single platelets over time, let us take a look at the average force over time in relation to the underlying substrate. As mentioned previously, we intended to determine the influence of the stiffness of the surrounding on the force development over time of the platelets. Studies on other cell types such as endothelial cells, fibroblasts as well as numerous cancerous cells \[12, 35, 55, 69\] showed that an adaptation to the external elasticity occurs in those cells. Especially, it was demonstrated that they exert higher forces the stiffer the surrounding is. Is this also the case for the much thinner and smaller platelets?

Here, for each substrate stiffness, on average, 32 platelets were analysed, sampled from 5 independent experimental days, as described in the previous chapter, including the given error bound. Following, all force data were averaged per stiffness to gain insight to the general behaviour of platelets in this particular setting. Here, all total force graphs were shifted in time such that the time point of attachment of each cell was set to \( t = 0 \), irrespective of the actual time point in the recording. Keep in mind, that all force data graphs had different length’ as the time point \( t_0 \) was chosen individually for each cell. This suggests that the longer the time interval over which was averaged, fewer and fewer platelets were included. To still be able to reach a reliable mean force curve, averaging was stopped at such a time at which half of the platelets stopped contributing to the force. The result can be seen in Fig. 7.3 in the bold lines. The softest substrate is given in dark blue, the stiffest one in red. Additionally, the standard error for each mean force graph is given as a transparent area in the same colour as the corresponding bold line. Note that we do not show the standard deviation of the averaged force curves. The standard deviation was considerably larger than the standard error such that a clear graphical representation proved difficult. As the standard error, however, is directly related to the standard deviation, we chose to show the error instead.

It was observed from Fig. 7.3 that the force does not depend on the stiffness of the environment. Instead of showing lower force values for the 19 kPa curve than for the 83 kPa curve, they both reach about the same force level. Including the large variations between the single platelets in the analysis, no distinction between the different force developments can be made. In other words, given an arbitrary
force graph, it would be impossible to relate the platelet to a certain tissue stiffness within the range we studied. The adaptation process observed for other cells did not seem to exist for the given conditions.

Still, given the large variations noted in Fig. 7.3, there must exist a difference between different platelets concerning the force development. If the force exerted by the platelet is not governed by the stiffness of the substrate, what other quantity does influence the contraction?

7.2.4 Dependency of the Maximum Force on the Platelet Size

To answer the above question, the final spread area of each platelet determined as described in Section 6.2.1 was studied. As the platelets are produced by a budding-off process from the megakaryocytes, we expected a variation in size to be seen. Indeed, taking a look at the distribution of the final spread area of each cell as seen in Fig. 7.4 A, the size varied between 17 µm² to nearly 100 µm². On average, the analysed platelets exhibited a size of about 40 µm².

Next, the maximal force each platelet exerted on the substrate within the 30 min of recording time was determined. This was generally not the last time point of recording but was often reached beforehand, especially for relaxing cells. Plotting the maximal exerted total force of each platelet vs. the final spread area resulted in the scatter plot shown in Fig. 7.4 A. Again, as previously noted concerning the total force development with regard to the gel elasticity, no difference was seen between the different substrate stiffnesses. At the same time, a clear increase in maximum force was seen with growing area. However, the growing variance in force with larger area, made a linear fit as done in Refs. [12, 35] infeasible.

Instead of a linear fit, the model introduced in Section 3.5 (compare also [37]) was used. Here, we modelled the platelet as a thin, circular disc coupled to an elastic substrate by a set of springs (compare Fig. 7.4 B). Briefly, the platelet was characterised by its elastic modulus $E_c$, its Poisson’s ratio $\nu_c$, its height $h_c$ and radius $r_c$. We further defined the substrate stiffness as $E_s$, its Poisson ratio $\nu_s$ and its height $h_s$. The adhesion layer between both elastic layers was characterised by the adhesion layer stiffness density $N_a k_a L$, where $N_a$ denotes the number of anchor proteins, $k_a$ their stiffness and $L$ the platelet size. The combined stiffness density of the platelet and the substrate is given by $Y$. The contraction was lastly characterised by two quantities, the localisation length $l_L$ for the traction force decay in space and $\sigma_0$ as the active contractile stress of the cell. Given the previously described model using the here defined physical quantities, an expression for the
Figure 7.4.: A The maximal reached force within 30 min of recording vs. the final spread area. A general increase in force is seen with increasing area of the spread platelet. B A sketch of the two-dimensional model used to fit the data shown in A. In panels C and D, the graph depicted in panel A is separated into oscillating and non-oscillating, respectively. As can be seen, no difference between the groups could be observed. The figure is partially taken from [37].

Theoretical forces was derived, compare Eq. (3.41). We fitted the latter equation to the maximal force vs area data given the estimates for the different parameters found in Table 7.1. To find the best fit, the sum of residuals was reduced by finding the best combination of the free fitting parameters $\sigma_0$ and $l_L$. The best estimate is included in Fig. 7.4 A. For the fitting parameters, the best estimates were found to be $\sigma_0 = 162$ kPa and $l_L = 1.8 \, \mu m$. We included all data here, not separating between oscillating and non-oscillating platelets as both groups did not differ from each other to warrant such a separation, compare Fig. 7.4 C and D.

---

1The model fitting was done by D. Probst, University of Heidelberg.
Table 7.1: Values used for the model fitting described in Section 3.5 and depicted in Fig. 7.4. A.

<table>
<thead>
<tr>
<th>Physical Quantity</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Platelet Young’s modulus [58]</td>
<td>$E_c$</td>
<td>5 kPa</td>
</tr>
<tr>
<td>Platelet Poisson ratio [121]</td>
<td>$\nu_c$</td>
<td>0.3</td>
</tr>
<tr>
<td>Platelet height [2]</td>
<td>$h_c$</td>
<td>100 nm</td>
</tr>
<tr>
<td>Platelet size</td>
<td>$L_c$</td>
<td>10 $\mu$m</td>
</tr>
<tr>
<td>Adhesion layer stiffness density</td>
<td>$N_{k_h}$</td>
<td>$0.3$ nN/$\mu$m$^3$</td>
</tr>
<tr>
<td>Substrate Young’s modulus</td>
<td>$E_s$</td>
<td>19 - 83 kPa</td>
</tr>
<tr>
<td>Substrate height</td>
<td>$h_s$</td>
<td>50 $\mu$m</td>
</tr>
<tr>
<td>Substrate Poisson’s ratio [64]</td>
<td>$\nu_s$</td>
<td>0.3</td>
</tr>
</tbody>
</table>

During the model fitting, we defined two free parameters, namely the localisation length $l_L$ and the active contractile stress $\sigma_0$. The former of these can also directly be estimated from the traction force maps for each platelet. As mentioned previously, the localisation length denotes a measure on how fast an applied force on the substrate decays in space. Hence, we studied the traction force profiles in space to extract an approximation of the physical value for $l_L$. We already touched on the fact that a large variation between platelets was observed in terms of force and area. To compare the physical $l_L$ to the estimated value, we thus chose platelets close to the fitted graph. An example of such cell is depicted in Fig. 7.1 with a final spread area of 21 $\mu$m$^2$ and a maximal force of 103 nN. The value for $l_L$ was determined by first defining the start point of the traction force profiles in the centre of the cell and secondly, automatically finding the force hot spots within the traction force map. For this particular platelet, the lines at which the traction force profiles were considered are shown in the inset of Fig. 7.5 A. The traction force along each line was calculated and normalised by its maximal force. All normalised traction forces were then averaged and fitted to the function

$$\frac{T(r)}{T_{max}} = \frac{I_1 \left( \frac{r}{l_L} \right)}{I_1 \left( \frac{r}{l_L} \right)}.$$  \hspace{1cm} (7.1)

For the platelet depicted in Fig. 7.5 A, a value of 1.3 $\mu$m was found, in good agreement with the value estimated from the fit to all data. We thus concluded that the estimates from the theoretical model very well describe the actual measurements. In the following, we used the value for $l_L$ as derived from the model. The reason for this choice was the variation found for the $l_L$ values between the platelets.
close and farther away the fitted graph. As we knew that the graph was a good
representation of all data, we continued with this value.

Figure 7.5.: A The localisation length can be determined from the traction force maps as shown here. For the traction force map depicted in the inset, the connection lines between the cell centre and the force maxima are determined (red lines). Along these lines, the relative traction force is calculated (dashed lines) and from the averaged curve (bold). \( l_L \) is determined via fitting (black) according to Eq. 7.1. For this particular cell, the total force was 103 nN, the area 21 \( \mu m \) and the localisation length 1.3 \( \mu m \). B From the model and the estimation of the localisation length, the dependency of the total force on the substrate stiffness can be estimated. This is depicted here for different cell heights and adhesion layer stiffness density. The bold lines denote a stiffness density of 0.3 nN/\( \mu m^3 \) and the dashed lines 1 nN/\( \mu m^3 \). The images are taken from Hanke et al. [37].

Let us briefly go back to the model fit in Fig. 7.4. A. Here, we observe that no point of saturation at larger areas was reached. From Eq. (3.42), assuming that \( r_c \gg l_L \), we derived that a saturation in force was reached such that \( F_{\text{theo}} = 2\pi h_c r_c \sigma_0 \) described its asymptotic maximum value. Given the set values of the cell and substrate characteristics as well as the estimates for the free fitting parameters, a saturation was calculated to be found at a platelet radius of approximately 30 \( \mu m \), corresponding to an area of 2800 \( \mu m^2 \), a size two orders of magnitude larger than the real platelet size. Continuing along this line, we derived in Section 3.5 that the total force depends on cell properties \( E_c h_c \) and on the adhesion layer stiffness density \( N_a k_a \). We previously observed that no influence of the substrate stiffness on the total force was measurable. This was further explored by considering the definition of \( l_L \) as given in Eq. (3.36) and the relation between the force and the localisation length. For different heights of the cell itself as well as different adhesion layer stiffness densities, the approximations shown in Fig. 7.5. B. were derived. In our specific case of platelets, we know from literature that the
actual height was 100 nm or below. Within this regime, the stiffness density did
not influence the result significantly. Most interestingly, we noted that a saturation
in the force was detected below a substrate stiffness of 10 kPa, suggesting that all
stiffnesses higher than 10 kPa result in a maximal force response in the platelet.
In other words, given the physical properties of the platelets, especially their size,
and our data, we were able to show that platelets are unable to sense a difference
in the stiffness range studied here in terms of total force.

Until now, we saw that platelets contracted near their periphery, exhibited three
distinct behaviours or a combination of these and did not adapt to the stiffness of
their surrounding in the studied range of elasticity. The exerted maximum force,
however, was dependent on the size of the cells. Using the model of a contractile
circular disc with an elastic coupling to the substrate, it became clear that the size
of the platelets played an important role in the elasticity insensitivity. In particular,
from our data, we predicted that due to their small height, a saturation in total
force would not be detected for reasonable platelet sizes and an insensitivity exists
to substrates of stiffnesses over 10 kPa. However, that still does not explain the
different behaviours observed. Hence, another physical measure was explored as
to explain the different behaviours.

As we could already see in Fig. 7.4, panel C and D, neither the final spread
area nor the maximal total force was correlated with the individual contractile
behaviour of each platelet. Could the behaviour then correspond to an internal
structure? As was shown previously in Ref. [25, 48, 90], the actin cytoskeleton
may adapt several different shapes such as a pointy ellipse with dense end points
or a triangular shape. Let us assume that the major transfer of force from the
cytoskeleton to the substrate is done at the pointed ends of the inner actin struc-
ture. Then a triangular actin network generally would yield to a more isotropic
contraction pattern compared to an elliptical structure. In particular, a triangular
actin network does then correlated to, e.g., three distinct hot spots in the traction
force distribution as seen above. Can we explain the observed oscillations by a
different inner actin architecture? To study this possible aspect, the force dipole
was calculated as described in Sections 5.5.1 and 6.2.3. To determine the deviation
from the isotropic contraction, the dipole quotient $q$ was determined as given in
Section 5.5.2 using the error estimation via variance calculation approach.

---

The calculations depicted in Fig. 7.5 were conducted by A. Zemel, Hebrew University of
Jerusalem.
7.2.5 Force Dipole Distribution

For all traction force data sets, the force dipole was determined. One example of the force dipole can be found in Fig. 7.6, another in Fig. 6.6. The dipole was calculated in orientation and magnitude for each given time point apart from those images where no traction force was detected. Hence, a distinguishable dipole magnitude was only observed if an actual force existed (comp. Fig. 6.6 B to the corresponding force curve in Fig. 7.1 C).

Taking a closer look at panel B in Fig. 6.6, a very synchronised behaviour between the major and minor dipole moments was observed. This behaviour was seen in most cells with the exception of highly polarised cells. Here, the minor dipole moment often remained close to 0 J or developed partially independently from the major dipole moment as seen in Fig. 7.6 B at about 500 s. Note that always the (absolute) magnitudes in dipole are shown. As the considered traction forces were contractile, the actual eigenvalues were negative.

To determine the degree of isotropy, the dipole quotient $q$ was calculated as described previously in Sections 5.5 and 6.2.3. An example is depicted in Fig. 6.6 C for a synchronised behaviour and in Fig. 7.6 C for an unsynchronised behaviour. Clearly, during the time interval before initial contraction at which the dipole magnitudes were dominated by noise in the images (synchronised case, approximately the first 400 s; unsynchronised case, about 100 s), the $q$ changed quickly between neighbouring time points. During the interval of distinct dipole moments, this variation decreased, leading to a more stable quotient. Only this time interval was considered during averaging. In the synchronised example, this included all data after initial contraction as indicated in panels E and F. Contrary, the dipole quotient in Fig. 7.6 C, only showed a smaller time interval of little variance between about 200 s and 700 s, after which the noise increased due to the relaxing and slightly asynchrony in behaviour of the platelet. Here, accordingly, a shorter interval for averaging was used. Interestingly, the synchronised behaviour of the majority of platelets directly indicates that the force pattern and thus the force transmitting network is established during the initial stages of spreading and does not change upon contraction within the first half an hour.

As we were first interested in whether the dipole ratio varied with the behaviour, we first divided all platelets into two groups, oscillating vs non-oscillating. Subsequently, the dipole quotient $q$ was calculated for each platelet and assigned to its corresponding group. The accumulated averaged quotients $q$ are shown in panel

128
D. We directly saw that, on average, platelets in both groups deviated slightly from isotropy. The median of both groups was 2.2 and 2.3 for the oscillating and non-oscillating platelets, respectively. Due to the non-normal distribution in $q$ in each group, a Wilcoxon rank sum test was applied to test for significant differences between them. No such difference was detected, suggesting that the oscillating behaviour did not coincide with a different cytoskeletal structure.

Figure 7.6: Force dipole of a contracting platelet. A Example of major (red) and minor (yellow) dipole axis on a magnitude traction force map. The length of each axis is scaled to the actual norm of the corresponding vectors. B The temporal evolution of the dipole moments in magnitude. C The dipole quotient $q$ calculated from the dipoles shown in panel B. D Box plot for all average dipole quotients $q$ partitioned into two groups of platelets, oscillating and non-oscillating. The median of the groups are 2.2 and 2.3, respectively.

Additionally to studying the dipole quotient in the context of the temporal contractile behaviour, we also investigated the dependency of $q$ on the substrate stiffness. We previously demonstrated that the total force did not depend on the stiffness due to the small size of the platelet. If the ratio was to change with respect to the substrate stiffness, this would indicate that although the force was not adapted, the force transmitting system was. Calculating the dipole quotient as be-
fore, the accumulated data is found in Fig. 7.7 C. At a first glance, the differences were not large between the single stiffnesses, however, a significant difference between the distributions of 19 kPa and 83 kPa as well as 29 kPa and 83 kPa was observed ($p < 0.1$). Thus, an increasing trend in the anisotropy was established, indicating a higher degree of polarisation on stiffer substrates than on softer.

Lastly, let us take a look at the actual values of $q$ that we derived. Independent of the partition of the data we investigated, the median of the distributions was always found between 2 and 3. Pooling all data together, irrespective of the platelet’s temporal contractile behaviour or the corresponding substrate stiffness, the median was calculated to be 2.2 and the mean 2.5. We simulated 500 different point force patterns to gain an insight into what dipole ratio distributions we were to expect of a random distribution. Here, a total of 8 point forces were set around the periphery of a circle, in agreement to the traction force patterns described above. The first seven forces were all of equal magnitude, pointing towards the centre of the circle and randomly allotted. The eighth force was situated in such a way that the vectorial sum of all traction forces was 0 within the simulation. Three examples of such distributions are found in Fig. 7.7 A iii. For each of the 500 force patterns, the dipole quotient was calculated. The entire distribution in terms of $q$ is found in Fig. 7.7 B, along with the distribution calculated from the measured data. The distributions are in good agreement with each other. The same result is seen in the box plot in Fig. 7.7 C, where the simulated ratios exhibited an equivalent median to the distributions on the different substrate stiffnesses. Note that we only included 30 randomly sampled $q$ values, in accordance to the number of platelets included in the other groups depicted here. Hence, we conclude that the slight force anisotropy seen in the platelets is equivalent to a random distribution in force along a circular circumference.

To briefly summarise, for the static experiments, we first calibrated both algorithms against each other, demonstrating that both approaches led to the same results in terms of total force. In the following analysis, we always used the PIV algorithm as it was specifically tailored to fit our problem. We showed that platelets contract along their periphery at a distinct number of spots. Platelets could be subdivided into three different categories concerning their temporal contractile behaviour; they either reached a force plateau, relaxed after initial contraction or started to oscillate after contraction with an average frequency of 13.5 mHz. Combinations between these behaviours were observed. The different contrac-

iiiThe simulation was performed by D. Probst, University of Heidelberg.
tile developments were not reflected in the spread area evolution. The cells spread rapidly towards a final area, stabilising faster than their corresponding total forces. Additionally, we experimentally demonstrated that the total force of the platelets is independent within the studied stiffness range. This was due to the small size of the platelets as we derived theoretically by modelling the cells as elastic, circular discs coupled to the substrates. Here, we predicted that platelets were only mechano-sensitive in a stiffness range well below 10 kPa. An adaptation in the total force was observed in correspondence with the spread area, where larger cells exerted a higher force than their smaller equivalents. Lastly, we showed that the contraction of platelets is slightly anisotropic. The degree of anisotropy did not change with the temporal contractile development but possessed an increasing trend with increasing substrate stiffness, suggesting a higher polarisation within the force transmitting network on stiffer substrates. The observed anisotropy, on average, was reproducible by simulating 8 random point forces along a circle's circumference.

Figure 7.7.: A Three examples of randomised point force patterns containing 8 point forces. All forces are set on the circumference of a circle and their net vector force is 0. B The dipole ratio distribution of the simulated ratios (orange) fit well with the determined distributions from the experiments (blue). C The agreement between the simulation and experiments is also seen when separating the dipole quotients according to the substrate stiffness. For the simulation, out of 500 different force patterns, 30 were randomly sampled for this figure. A slight increasing trend is observed with increasing elasticity of the substrate, where the distributions for 19 kPa and 29 kPa are significantly different from that of 83 kPa ($p < 0.1$). The figure is taken from [37].
Table 7.2: The mean velocity and corresponding Reynolds number found within the measuring chamber for the different tested flow rates.

<table>
<thead>
<tr>
<th>Flow rate [µL/h]</th>
<th>Mean velocity [µm/s]</th>
<th>Reynolds number</th>
</tr>
</thead>
<tbody>
<tr>
<td>300</td>
<td>236</td>
<td>0.04</td>
</tr>
<tr>
<td>500</td>
<td>393</td>
<td>0.07</td>
</tr>
<tr>
<td>700</td>
<td>550</td>
<td>0.09</td>
</tr>
<tr>
<td>1000</td>
<td>786</td>
<td>0.13</td>
</tr>
</tbody>
</table>

circumference, indicating a generally random force spot distribution.

7.3 Blood Platelets Under Flow Conditions

7.3.1 Device Characterisation by Simulation

To start the characterisation of the our microfluidic device, both the measuring chamber as well as the mixing channel were simulated using COMSOL Multiphysics®. For the geometry of the combined device, the reader is referred back to Fig. 3.3. The measuring chamber was investigated towards its velocity profile and the expected shear rates above the gel. This shear rate was then taken as the shear rate experienced by the platelet during the experiments and the goal here was to be in a shear rate regime as found in larger human veins. Later on, the experiments were conducted using three different flow rates, namely 300 µL/h, 500 µL/h and 700 µL/h. Another flow rate, 1000 µL/h, was tested concerning the attachment rate but not employed during experiments. In Table 7.2 the analytically calculated mean velocities within the measuring chamber are given for all four tested flow rates. Here, we assumed that the gel was 3 mm wide and 30 µm high while the chamber itself was 4 mm wide and 110 µm high, which corresponds to the average dimensions of both the substrate as well as the chamber. For the same dimensions, the Reynolds number is included in the table.

®COMSOL AB, Stockholm, Sweden
Simulation of the Velocities and Shear Rates Inside the Measuring Chamber

To be able to calculate the velocity profile, the Navier-Stokes equation (Eq. (3.17)) was solved using the finite element method. Given the analytically calculated Reynolds numbers, we expected the flow profile to be laminar, i.e. resembling that of a parabola. As the substrate did not span the entire chamber, two different profiles were anticipated, one between the substrate’s surface and the chamber ceiling and another between the glass slide and the ceiling. For simplicity, we assumed that the substrate was completely centred inside the chamber’s channel. This resulted in the geometry to become symmetric with respect to a vertical plane through the chamber’s middle. Hence, only half of the chamber had to be simulated, compare Fig 7.8 A. For all simulations, we assumed that the platelet-thrombin-buffer solution, from a fluid dynamics point of view, behaved as water with its corresponding viscosity and density. This was justified by the fact that water was the major component of the liquid. Note that water is a Newtonian fluid. For the simulations, the physical properties of the chamber and substrate are found in Table 7.3. We assumed a rectangular chamber, disregarding the rounded endings of the actual chamber. As these endings were avoided during assembly of the chamber to reduce the chance of the substrate being positioned underneath the PDMS cast, this simplification was warrantable. Overall, the geometry of the ending had no influence on the flow profiles at the measuring site in the middle of the chamber.

<table>
<thead>
<tr>
<th>Physical Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chamber height</td>
<td>110 µm</td>
</tr>
<tr>
<td>Chamber width</td>
<td>4 mm</td>
</tr>
<tr>
<td>Chamber length</td>
<td>29 mm</td>
</tr>
<tr>
<td>Substrate height</td>
<td>30 µm</td>
</tr>
<tr>
<td>Substrate width</td>
<td>3 mm</td>
</tr>
<tr>
<td>Substrate length</td>
<td>24 µm</td>
</tr>
<tr>
<td>Inlet radius</td>
<td>0.19 mm</td>
</tr>
</tbody>
</table>

Solving the Navier-Stokes equation for our geometry, we did indeed observe a laminar flow regime. For the flow rate of 700 µL/h, the flow profile around the border of the substrate is depicted in Fig. 7.8 B. The laminar flow is seen both before the substrate as well as above it. As we already noted in Table 7.2, the
velocity scales linearly with the flow rate. Hence, all velocities scale accordingly in the flow profiles and are thus not shown here. From the velocity profiles, the shear rate was directly derived according to Eq. (3.19). For the lowest and highest flow rate utilised during the measurements, the shear rates directly above the gel are shown in Fig. 7.8 C and D, respectively. The shear rate was taken along the length of the entire chamber, from one narrow side to the other. The dimensions from the substrates are noted by the inner high peaks in the graphs, from 2.5 mm to 26.5 mm. From the simulations, the shear rates are calculated to be approximately between $14 \text{ s}^{-1}$ and $33 \text{ s}^{-1}$ for the flow rates of $300 \mu \text{L/h}$ and $700 \mu \text{L/h}$, respectively. Again, the shear rate scales linearly with the flow rate.
Previously, the shear rates in larger veins have been reported to start at values of 5 s\(^{-1}\) to 10 s\(^{-1}\) \[91, 99\]. Hence, the chamber dimensions and the chosen flow rates allowed us to mimic the flow situation found in human veins. At the same time, the size of the substrate was large enough to guarantee that spots for recording of attached platelets were found.

Simulation of the Diffusion and Transport Processes Inside the Mixing Channel

We have now shown that the measuring chamber we designed fulfilled our physical criteria such as the desired flow rate. Its practical application is presented in the following section. Before the actual experiments, the mixing device was also characterised. The mixing channel was introduced into the set-up to satisfy two purposes. On one hand, within the device, the thrombin was mixed with the platelet solution such that the end concentrations were the same as used for the static experiments. On the other hand, by mixing the substances in an external device in lieu of the syringe ensured that the reaction time between them was of the order of minutes instead of hours. Due to the controlled mixing process, all platelets recorded at a given place on the substrate had about the same amount of time to interact with the thrombin, independent at which time point they were recorded. Here, we defined the time from the complete mixing of the substances to the entrance of the measuring chamber as the reaction time. Due to the chosen flow rates and the needed length of tubing to connect both devices, the reaction time was estimated to be under 5 min for all flow rates. In particular, given the inner radius of the connecting tubing as stated in Table 7.3 and length of about 12 cm needed to link the devices on the microscope stage, the dwell time was estimated to be about 2.7 min for the slowest flow velocity at 300 \(\mu\)L/h. The dwell time in the mixing channel (the dimensions are noted in Table 7.4) after complete mixing was in the order of a few seconds. The reaction time created with this set-up correlated with the time difference we observed in the static experiments between the mixing of thrombin and platelets and the first attached cells on the substrate.

To simulate the mixing process within the mixing channel, we combined the Navier-Stokes equation with the convection-diffusion equation \(3.21\). All combined flow rates from the side inlets and the central inlet summed up to the flow rates used during the experiments. The thrombin solution injected into the side inlets was set to a concentration of 40 u/mL while the platelets were added at a concentration of \(2 \times 10^7\) cells/mL, similar to the static case. Hence, to regain the
original mixing concentrations of 4 u/mL thrombin in the platelets solution, the ratio between the flow rates of the single inlet was set to 1:18, i.e. a ratio of 35-630-35 µL/h for the highest flow rate used in the experiments. All physical quantities needed for the diffusion process, such as the diffusion coefficients, inlet concentrations and the assumed radius of an un-spread platelet, are found in Table 7.4.

The results of such a simulation can be found in Fig. 7.9. A sketch of the geometry is found in A. Again, the problem was symmetric along the the central plane in length. As the channel is comparatively long, only a part was simulated as marked in the figure. First, we intended to ensure that the platelets were not exposed to such a high shear stress within the channel as to get activated without the addition of thrombin. The most critical flow rate here was the highest one, namely 700 µL/h. For the first part of the channel, around the position of the side inlet, the shear rate was studied as depicted in panel B. We observed that the maximal shear rate did not exceed 300 s\(^{-1}\). This is a shear rate expected in smaller veins [77] and well below the shear rates found in healthy arteries by an order of magnitude. We thus concluded that an activation by pure shear stress was unlikely. Thus, we investigated the mixing process. We remarked earlier that we expect the platelets to diffuse from the central line towards the outer wall much slower than the thrombin for the reverse direction due to their difference in size. This was well seen in the simulations, compare panel C. While the thrombin
Figure 7.9.: A The general structure of the mixing channel. The thrombin solutions enter from the side inlets, the platelets from the central inlet. We have again a symmetric problem, the symmetry line being along the length of the channel. The geometry is reduced for the simulations to the central part denoted with the dashed rectangle, sufficiently long to see complete mixture from the thrombin. B The shear rate distribution for the highest flow rate of 700 µL/h. The shear rate does not exceed 300 s⁻¹. We thus assume no activation due to shear stresses in the mixing channel. C The concentration distribution of thrombin (upper part) and the platelets (lower part) for the first few millimetres. While the thrombin solutiondiffuses fast, the platelets do not show any noticeable diffusion. D The concentration of thrombin along the central line of the channel. The stabilising concentration marks the even distribution of thrombin within the entire channel. All figures are taken for a flow rate of 700 µL/h. The image is adapted from [36].

rapidly changes its concentration locally, the platelet solution does not. We thus define the point of complete mixture as the point where the thrombin concentration stabilises along the central line of the channel. As shown in Fig. 7.9 D for the highest flow rate, this point is always reached within the first centimetre after the position of the side inlet. Hence, we can conclude that the solutions are always mixed completely inside the channel before entering the connecting tubing.
7.3.2 Testing for Usability of the Flow Chamber

After mathematically characterising the measuring chamber to demonstrate the compliance to our desired physical requirements in terms of flow profile and shear rate, the chamber was tested in its practical use. First, keep in mind that the finished PAA substrate completed with the fibrinogen coating was treated with an oxygen plasma to facilitate the covalent binding between the glass and PDMS cast. Consequently, it was tested whether both the hydrogel as well as the fibrinogen coating were able to endure this process. Next, our flow chamber needed to be capable to withstand a constant flow over at least 1.5 h of measuring time additionally to the time that was needed to fill the entire system with fluid three times: first the flushing with MilliQ water for storage, next the washing before recording with HT-BSA-buffer and lastly the filling of the system with the platelet-thrombin-buffer solution directly before measurements were started. Lastly, in Section 7.3.1 we determined that a laminar flow profile was to be expected in the flow chamber, corresponding to a velocity profile in height of a parabola. From the flow profiles, other physical quantities such as the shear rates were then derived. Thus, we examined whether the actual flow profile resembled the theoretical profile.

Starting, let us have a look at the fibrinogen coating. From the experiments under static conditions as well as other reported literature (see e.g. [107]), we know that platelets attach to the PAA gels if those are coated with fibrinogen. To ensure that the fibrinogen coating was not destroyed during plasma treatment, the following substrates were prepared for control experiments:

- a PAA substrate with neither coating nor plasma treatment;
- a substrate with fibrinogen coating done after plasma treatment;
- a substrate with fibrinogen coating done before plasma treatment.

For the two latter substrate types, during plasma treatment, a thin PDMS stripe was used to cover and protect the hydrogel as described in Section 4.3.2. Note that the upper part of the chamber, the cast made from PDMS, was not bound to the glass at this stage. As we wanted to check the state of the fibrinogen coating, a labelled fibrinogen was used alongside red fluorescent beads as described in Section 4.2.2.

We first investigated the coverage of the fibrinogen on the substrates. Here, we employed labelled fibrinogen. In the FITC channel, we were able to record a signal, but the intensity distribution within the pictures did show a similar spectrum.
as substrates without any coating at all. An example for all tested variations is found in Fig. 7.10. Here, A denotes a substrate without protein coating, B a gel which was first coated with fibrinogen before undergoing plasma treatment and C first underwent plasma treatment before the protein coating. Despite the non-significant changes in the intensity between the different substrates, small patterns were observable on gels that had been in contact with fibrinogen, suggesting that some fibrinogen still was attached to the substrate. To ensure that this signal was not originating from single fluorophores attached to the gel, platelets and thrombin were added to the substrate as done during static experiments. While the cells did not spread and indeed were hardly attaching to the gel if no fibrinogen was present, they did spread on substrates that had undergone plasma treatment (compare lowest row in Fig. 7.10). Thus, we concluded that the protein coating was not destroyed during plasma treatment. Furthermore, while spots of uneven surface were found in the bright-field channel, indicating a partial drying during plasma exposure, those were few and easily detectable. During experiments, these were avoided if seen. In the following, due to its easier handling and the reduced stress on the fibrinogen, the approach of using the plasma cleaner after the fibrinogen coating was chosen.

To reduce the possibility of damage to the substrates during storage, the complete chamber was always stored filled with water as described in Section 4.3.2. The water was injected into the chamber by the inlet tubing using a syringe, also filling the outlet tubing. Both the filling as well as all washing steps were conducted at a higher flow rate of 800 µL/h as described previously. During the filling of the tubing and mixing device with the platelets and thrombin directly before the measurement, a lower flow rate was chosen to avoid unnecessary stress onto the cells or even trigger spreading before reaching the measuring chamber. We observed that devices withstanding both flushing procedures at the higher flow rate and the re-filling at lower velocity did not start to leak during the recording. The tubing at all inlets and outlets on both devices were glued onto the devices to ensure a tight fitting.

Next, to check the flow profiles, the same set-up as for the normal flow experiments was used, including the mixing device. All pumps were driven as during actual experiments with the corresponding flow rates. Instead of platelets and thrombin, the syringes were filled with a solution containing 500 nm red fluorescent beads in HT-BSA buffer at a mixing ratio of 1:1999. The beads in the solution were employed to visualise the flow inside the flow chamber. They travelled with
Figure 7.10.: Testing for the coverage of fibrinogen with plasma treatment. The following substrates are shown: a gel with no fibrinogen coating (A), a gel first coated with fibrinogen before plasma treatment (B) and a gel which was first inserted into the plasma cleaner before the fibrinogen was applied (C). The first row shows examples of the fibrinogen coverage, below the corresponding intensity distribution. In the last row, for the same spot, the platelet coverage is shown. Spread platelets are marked with red arrows. The bright white spots with black borders are round cells near the surface but not attached. Scale bar: 10 µm.

The liquid and, by illuminating them sufficiently long, described small traces along their pathway. These traces were analysed to determine the velocity of each particle and hence the flow velocity at that point. A spot on the gel was chosen and fixed for all following tests. Two different kinds of tests were conducted, one to determine the horizontal flow profile directly above the substrate, compare the sketch in Fig. 7.11 A, and one to determine the profile vertically to the substrate, see Fig. 7.12 A. Thus, for all three flow rates, both multiple scans directly on the gel surface as well as a scan in height were recorded. Due to the software of the microscope, the exposure time could not be adjusted during the height scan but was kept constant. Consequently, an exposure time was chosen that was sufficiently long to visualise the bead traces directly above the gel while being short.
enough for faster flowing particles to not leave the FOV during exposure. Here, we used 100 % of the lamp intensity with 200 ms of exposure time. As a result, these scans were restricted to 20 µm above the gel but were always conducted at least twice to increase the sample size within the measured interval. Directly above the substrate, to evaluate the flow laterally to the surface, at least 50 images were taken. The following analysis was carried out by hand using ImageJ.

We started out by investigating the velocity profile horizontally above the gel, compare Fig. 7.11 A. Along the length of the substrate, no change in velocity did occur for an undisturbed flow, hence, we only considered the velocity profile perpendicular to the flow. To begin with, the recording was divided into three equally sized parts parallel to the flow direction as depicted in Fig 7.11 B. Both the upper part and the lower part of the recording were analysed separately from each other. From the theoretical examinations made previously, we did not expect a difference in velocity between these two sections. If this was proven to be true, we could safely assume in the following that the flow around the platelet at the time point of attachment as well as full spreading was equal on both sides. Otherwise, a closer look at the profile had to be taken. In Fig. 7.11, the estimated velocities above the gel for both 300 µL/h (panel C) and 700 µL/h (panel D) are shown, each corresponding to a recording of 50 single frames with approximately 200 traces in total. Although a noticeable variation did exist between the single traces, the distributions of the velocities between the upper part of the image and the lower part were similar, confirmed by a Wilcoxon rank sum test. This held true for all tested flow rates. We thus concluded that, as expected from theory, the velocity profile horizontally to the gel was constant.

Subsequently, we evaluated the traces recorded during the height scans. The scans were conducted according to the sketch found in Fig. 7.12 A. Before recording, the substrate’s height was measured to be 25 µm. From theory, we did expect a parabolic velocity profile. As we were not able to reliably record the entire profile in height, we added an additional data point at the ceiling of the chamber, namely a velocity of 0. Note that for this particular measurement, a PDMS cast was utilised which had a total chamber height of 129 µm, a bit higher than the average chamber. At the same time, the gel was slightly lower than the average substrate used for the simulations in Section 7.3.1. Hence, we anticipated a slightly lower maximal velocity than shown in Fig. 7.8 for the corresponding flow rate. The results for 300 µL/h and 700 µL/h are depicted in Fig. 7.12 B and C, respectively. In the upper panels, the actual measured velocities are depicted. We used the
average velocities at each measured height as well as the additional velocity at the ceiling to fit a parabola using Matlab. From the fits, we extracted both the maximal velocity as well as estimated the shear rate directly above the substrate. The results can be found in Table 7.5. Following, we repeated the simulations presented above to accommodate the changed geometry for this particular experiment to evaluate the theoretical flow profile. To facilitate the direct comparison between the velocity parabolas, the discreet values were extracted from Comsol and fitted with Matlab. The resulting fits are found in the lower panels and the estimated maximal velocities as well as shear rates in Table 7.5. Both from the graphical representation in Fig. 7.12 as well as the values listed in Table 7.5, it became clear that the flow within the chamber corresponded very well to the theoretically predicted one. The maximal velocities differed less than 5% for both cases. The same was true for the shear rates, which was the most interesting physical quantity in our experiments. Additionally, if we compare the estimated shear rates of this
Table 7.5: The measured and simulated maximal velocities for the flow profile shown in Fig. 7.12. From the parabolic fits calculated using Matlab, the shear rates above the substrates were derived.

<table>
<thead>
<tr>
<th></th>
<th>300 µL/h</th>
<th>700 µL/h</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measured maximal velocity</td>
<td>252 µm/s</td>
<td>568 µm/s</td>
</tr>
<tr>
<td>Simulated maximal velocity</td>
<td>254 µm/s</td>
<td>593 µm/s</td>
</tr>
<tr>
<td>Measured shear rate</td>
<td>13.9 s⁻¹</td>
<td>32.3 s⁻¹</td>
</tr>
<tr>
<td>Simulated shear rate</td>
<td>14.5 s⁻¹</td>
<td>33.8 s⁻¹</td>
</tr>
</tbody>
</table>

particular experiments with the given geometry to the average experiments simulated previously, we found that the difference was well under 5%. Hence, it was concluded that even if smaller changes in the geometry occurred during the experiments, the shear rate did not differ by much. Note that most substrates used did exhibited a height of 25 µm to 35 µm, the variations in the chamber height being of the same scale. We concluded that the theoretical predicted shear rates were in excellent agreement with the actually found shear rates, even including variations in the physical heights of the single components. Additionally, the expected flow profiles both horizontally as well as perpendicular to the gel surface were met in practice.

The experiments so far demonstrated the practical usability of the set-up with respect to the flow characteristics. The next step consisted of testing whether the platelets attached to the substrate. One has to keep in mind that our system was much simplified from a biological point of view. Under physiological conditions, more proteins are involved in the entire process than just fibrinogen and thrombin. Thus, we tested if these two proteins were sufficient to facilitate an attachment within our system.

7.3.3 Attachment of Platelets During Flow

To test the adhesion of the platelets to the substrate under flow, the experiment was conducted with the flow rates and concentrations as later used during the measurements. The attachment and possible contraction was monitored over 1.5 h. At the end of each recording, the last image of the attached platelets was taken and all spread cells were evaluated as to their time point of attachment and whether they contracted. This analysis gave answers to three important questions:

1. Do the platelets attach under flow?
2. If so, when do they attach?
Figure 7.12: Starting at the gel surface at 25 µm, 28 images in height were taken according to the sketch in A. The first image was taken directly on the surface (red solid line) and then varied in height to produce equidistant images (red dashed lines). The results for 300 µL/h (B) and 700 µL/h (C) are shown here. The first row denotes the actual measured velocity values with their median. Subsequently, for each height, the mean velocity was calculated. From the measured, averaged values (crosses), a parabola was fitted (red line) using Matlab, shown in the middle row. The theoretical velocity profile determined with Comsol can be seen in the lower row. Here, the crosses mark the actually calculated values by Comsol and the red parabola fit was determined with Matlab. The difference in the maximal velocity between the simulated and measured velocity is less than 5 %. The image is taken from Hanke et al. [36].
3. Do the platelets that attach also contract?

The second question was eminent to decide whether a recording time of 1.5 h was reasonable or had to be shortened or lengthened.

In Fig. 7.13A, an example of an attachment test is seen. For this particular example, the flow rate was set to 300 µL/h and the last image of the recording is shown. All platelets that adhered and contracted were put into three categories: cells that attached as clusters, platelets that adhered separately but had other cells attaching to them at a later time point, thus forming clusters, and platelets that remained single during the entire recording process. For the measurements to determine the contraction force of a platelet, the first group was discarded, cells in the second group were only analysable until another cell attached to the original platelet while the last group was analysable in its entirety. Additionally, for this test, the approximate time of attachment was noted for all platelets. The example presented here corresponds to an average situation observed in terms of the attachment rate. While all tests conducted for flow rates between 300 µL/h and 700 µL/h saw some degree of adhesion, the rate varies greatly, from 4 to nearly 40 cells or cell clusters after 1.5 h of recording. At the same time, as can already be assessed from this example, out of all adhered platelets, the amount of clustering platelets were equally as often observed as single, contracting platelets. In Fig. 7.13B, the relative attachment rate according to the time point of adhesion for all experiments is shown, a total of 202 platelets and platelet clusters taken from 5 independent experiment days. We observed that the majority of platelets attached between 5 min and 35 min after recording started. In the following 15 min interval, the attachment rate remained near constant before decaying further. To ensure that the bulk of platelets were recorded for about 30 min, a recording time of an hour was sufficient. We still chose to record for 1.5 h. The reason here was the aforementioned partially low attachment rate. By increasing the recording time for another 30 min, we increased the probability to record more platelets as we also included the group adhering at the small plateau found between 35 min and 50 min in case of a reduced attachment rate.

Apart from the already mentioned flow rates, a higher flow rate of 1000 µL/h was also tested. All of the lower flow rates worked well concerning the attachment and contraction as presented above, however, the highest flow rate did not show any adhesion. The only attachment observed was found if an air bubble developed near the recording site which redirected the flow, effectively reducing the velocity. An example of the attachment due to the change in flow direction is shown in
Figure 7.13.: A An example of an attachment test taken with a flow rate of 300 µL/h. Green boxes mark platelets that attach and contract as a single cell. Blue boxes are platelets that attach as single cells and contract before other platelets attach to them. Red boxes denote contracting clots. All cells are marked as to their attachment time point relative to the start of recording. The streaks within the image are bypassing cells. The total recording time were 1.5 h. B The time points of attachments of all experiments combined. Most platelets attached between 5 min and 35 min after recording started. Between 35 min and 50 min, the attachment rate remains the same before decaying further.
**7.3 Contractile Behaviour Under Shear Flow**

The contractile behaviour of the blood platelets under flow conditions was investigated for the same physical properties as previously reported for the static experiments. These included the temporal force development, the traction force distribution, the maximal force compared to the spread area as well as the force dipoles. All data shown and discussed in this section are always presented together with the results from the static case with the same substrate stiffness of 41 kPa for direct comparison. For the flow experiments, on average 22 platelets were recorded for each flow rate, sampled over 3 independent experimental days.

The temporal force development exhibited similar behaviours as reported for static conditions. Platelets featured either a force plateau, relaxed after initial contraction or started to oscillate after contraction, as seen in Fig. 7.15 A. Combination of all behaviours were again observed. However, pro rata, more cells started to relax than in the static case with a percentage of 45 %, 30 % and 25 % for plateauing, relaxing and oscillating platelets, respectively, including double counting (static case: 49 %, 18 % and 32 %). A possible reason for this phenomenon was the prolonged observation time which increased by a factor of three. Additionally, although oscillations were well distinguishable in the force curves as well as in the single recordings, these oscillations were more repressed compared to a non-flow environment. Performing the Fourier analysis as described in Section 6.2.2 to
determine the dominant oscillatory frequency showed a considerably lower relative amplitude in the frequency spectrum (Fig. 7.15 B) compared to the static case depicted in Fig. 7.3 D. As the data contained in the Fourier analysis for the static conditions only amounted to, at max, 30 min of recording, the corresponding analysis for the flow experiments also only included, at most, 30 min of the force data after initial contraction of each platelet. Note that the total percentage of oscillating vs non-oscillating platelets was determined to be 34 % and 66 %, respectively. This marked a reduction from the static case where we reported a percentage of 39 % vs 61 %.

To compare the exerted forces of the platelets for different flow rates to each other, the total force curves were averaged. For each flow rate, the time point of attachment of each cell was set to $t = 0$ and all data averaged until half of the platelets did no longer contribute to the force. The averaged forces with their corresponding standard error, including the static case, are shown in Fig. 7.16 A. Taking the standard error around each graph into account, the magnitude of the shear rate acting on the platelets did not influence their total force. This became particularly clear if solely the first 30 min were investigated in greater detail (panel B). Keep in mind that the cells under static condition were only recorded for half an hour which made this time interval the most interesting for our considerations. Furthermore, a similar behaviour in the total force was observed when examining the maximal total force compared to the final spread area as seen in Fig. 7.16 C. As reported previously, with increasing spread area of the platelet, the maximal exerted force also increased monotonously without any difference between the
different flow rates. Alongside the rising force, a larger variance was observed.

Up until this point, we have only investigated the total force curves. Let us now take a look at the traction force distribution for any possible adaptation to the shear rate. First, we observed that as previously shown in the static experiments, the traction forces were again concentrated at the periphery of the cell outline (compare Fig. 7.17). The number of force hot spots were not observed to be as discrete as previously reported when no shear flow was applied but more smoothed out in space. Still, no platelet contracting along the entire circumference were noted.

Next, the force dipoles were calculated as given in Section 6.2.3. An example is depicted in Fig. 7.18. We started by investigating the behaviour and relationship between the dipole moments over time. The dipole moment magnitudes were determined to develop largely synchronised to each other as reported before (see...
Figure 7.17: Four examples of the traction force distribution and the platelets spread area. The cell outline is shown in white. The flow direction is denoted with the blue arrow. Scale bar: 5 µm. The images are partially taken from Ref. [36].

panel B and C) apart from some highly polarised cells. We concluded that the final structure of the force transmitting network was established at the time point of attachment and did not vary during the time of recording. Next, we compared the dipole quotients \( q \) between the different flow rates. The ratio for each platelet was averaged according to their variance as described in Section 5.5.2. Here, we did not detect any significant difference between the single flow rates. This indicated that no adaptation to the shear flow in the cytoskeletal structure in terms of organisation did occur. Note that due to their low number and the previously demonstrated equality in the average dipole quotient, oscillating platelets were treated the same as non-oscillating platelets. All statistical tests here were conducted by the Wilcoxon rank sum test.

As we were not able to discern any difference in the aforementioned characteristics, we investigated whether the platelets adapted on another scale. It has previously been demonstrated that endothelial cells adapt to external shear flow by orienting their direction of contraction with the flow, although different angles have been reported at this stage [7]. Thus, let us have a look at the contraction direction of our platelets and if they vary their orientation according to the flow direction.
Figure 7.18.: An example for the development of the dipole moments for an oscillating platelet. In panel A, an overlay of the traction force magnitude and the dipole axes is shown. The major dipole axis is depicted in red, the minor dipole axis in yellow. The length of the axes are scaled according to their magnitude. The magnitude of the dipole moments over time can be seen in panel B and their quotient \( q \) in C. The averaged dipole quotients of all platelets divided according to the flow rates are depicted in panel D. As can be seen, no difference between them could be observed. Panel D is part of Ref. [36].

7.3.5 Adaptation of Force Orientation to the Shear Stress

Let us first define the direction or orientation of contraction. From our previous considerations, we saw that the traction force distribution did not exhibit one single force orientation, i.e. two point forces directed towards each other, but contracted along the periphery into the centre of the cell. So the direction of contraction was defined as the preferred orientation of contraction in terms of an axis through the traction force distribution along which the majority of the forces concentrated. This essentially corresponds to the major axis of the dipole moment as defined by Eq. (3.14). Hence, the angle between the platelet contraction and the flow was defined as the angle between the major dipole axis and the direction of the flow. They were determined as described in detail in Sections 6.2.3 and 6.2.4 respectively.
To start with, consider the angle of the flow within the studied frame. During our analysis, we assumed that the flow was constant in direction and velocity over time. Larger changes in the orientation of the flow indicated an obstacle in the flow such as air bubbles. Data sets that actually displayed this kind of behaviour were excluded from analysis. However, from the data sets that were utilised for analysis, it was demonstrated that the flow over time was stable in direction as seen in the example depicted in Fig. 6.7. The deviations in the calculated angles over the entire recording time of 1.5 h were less than 10 % and stem from the noticeable thickness of the cell traces in the bright-field images. For this and all following analyses, we set 0° along the positive x-axis, i.e., the right edge of the image. The flow was always directed towards the negative x-axis, i.e., the flow direction was generally about 180°.

Next, the angle of the major dipole axis was calculated and, subsequently, the angle between flow and dipole axis. We previously argued in Section 6.2.4 that due to the constant velocity profile in horizontal direction, all angles were mapped to the interval between 0° and 90°. In Section 7.3.2 we also proved that the velocity really was, in fact, equal parallel to the substrate surface. Calculating the opening angles between the major dipole axis and the flow direction for all flow rates yielded the results depicted in Fig. 7.19 B to D. Interestingly, contrary to all other aspects we investigated, an adaptation to the shear rate was observed. Especially, while the angle at the two lower flow rates demonstrated a preferred angle around 45°, at the higher flow velocity, this changed to an angle close to 90°. The increase in angle was determined to be significant, \( p < 0.03 \), using the Wilcoxon rank sum test. Furthermore, we showed that the reported effect did not depend on the averaging over time as the angle was near constant over the entire recording time as shown in Fig. 7.19 A. In the averaging, we only included angles that coincided with dipole ratios that were also considered in the dipole averaging to guarantee a reliable result.

As mentioned in Section 6.2.4, we still had to keep in mind that isotropic contraction could cause a jumping angle over time. However, as can already be assessed from a closer inspection of Fig. 7.18 D, platelets exhibiting an entirely isotropic contractile behaviour were not observed. Hence, the analysis approach chosen worked well for our study.

To investigate the reason for the changes in the angle of the dipole axis, we simulated the stresses acting on the platelet when attached to the substrate as well as the stresses found within the cell. As the angle of the dipole towards the flow
Figure 7.19.: A An example of the calculated angle between flow direction and the major dipole axis, measured at 300 µL/h. As can be observed, the angle is comparably stable over time. The rose histograms of the angles for the flow rates 300 µL/h, 500 µL/h and 700 µL/h are shown in panels B, C and D, respectively. The figure is taken from Hanke et al. [36].

was near constant over time, we assumed that the stress distribution at the time of attachment determined the degree of adaptation. Hence, the geometry for the simulation contained an un-spread platelet within the channel. The un-spread cell was approximated by a spherical cap with a height of 1 µm and a radius of 1.5 µm. Note that the platelet is very small compared to the dimensions of the entire channel as listed in Table. 7.3 Thus, the geometry was shortened in length to a total length of 200 µm which was sufficiently long to establish a laminar flow profile before encountering the cell. In width, the entire chamber of 4 mm was considered to gain a complete picture of the stresses around the cell. Keep in mind that asymmetries in the stress distributions are very implausible due to the symmetry of the flow profile as shown and discussed above.

At the time point of adhesion, the platelet still exhibits a spherical shape. Although not exceedingly high, it locally changes the flow profile and thus the fluid shear stress distribution. Due to its elasticity, the platelet deforms in accordance to
the stresses it is exposed to, compare the sketch in Fig. 7.20 A. Hence, for a reliable simulation of the stresses acting on the cell, we chose to include the elastic deformations of the platelet under flow. The Young’s modulus and Poisson’s ratio were taken as noted in Table 7.1; its density was set to $1.1 \times 10^3$ kg/m$^3$, slightly higher than the density of water. Note that we did not include the elastic reaction of the substrate itself, which we assumed to be a solid wall. The following results gained from the simulations are depicted in Fig. 7.20, once for a flow rate of 300 µL/h (B) and once for 700 µL/h (C) to allow for direct comparison. We always show the area directly around the cell, viewed from above. The included grid cross marks the centre of the platelet for orientation.

Figure 7.20: A Upon exposure to shear flow (blue), the adherent, un-spread platelet (orange) deforms elastically. For the flow rates of 300 µL/h (B) and 700 µL/h (C), the shear stresses are shown in the upper row. The area around the cell is depicted as a top view. The highest shear stress is found on top of cell while at the adhesion site, the shear stress is close to 0. In the lower panels, the corresponding deformation displacement is depicted. The deformation is in the picometer range and thus not visible in the simulations. The direction of the flow is added as a black arrow. Panel C is partially taken from Ref. [36].
In Fig. 7.20 B and C, we show in the upper panels the shear stresses of the fluid acting both on the cell and the substrate. Directly at the lower periphery of the cell, the shear stress is close to 0 and increases towards the top. The highest shear stress exerted on the platelet was estimated to 0.05 Pa and 0.12 Pa for the lowest and highest flow rate, respectively. From the shear stress distribution detected around the surface, we expected to find the highest displacement on the top of the cell. This was proven to be true as shown in the second row. The total displacement or deformation of the cell was, however, very small. Even for the highest flow rate, the deformation did not exceed 60 pm. Most interestingly for our problem, namely the different contraction angles observed during flow, is the fact that we did not detect any difference in shear stress around the lower circumference of the platelet. A preferred contraction angle of 45° or even 90° could not be explained just by the shear stress.

To further investigate the stresses acting on the platelet under shear flow, let us consider the platelets as a elastic body connected to the substrate via small anchors, here the integrin proteins. These proteins act both as connectors as well as transmitters of the inner forces to the substrate. We only considered the preferred direction of contraction of our cells. Hence, we simplified the cell to an elastic body contracting along an axis and connected to its substrate at the endpoints of the axis (compare Fig. 7.21 A). If the force or stress on the proteins becomes too high, the connection fails and the cell detaches. In material science, to study possible failure, one calculates the von Mises stress as defined in Eq. (3.31). We performed this analysis on our attached platelet. Its results are shown in Fig. 7.21 B and C. Contrary to the shear stresses of the fluid, we now detected a break in symmetry from the front part to the back part of the cell. The difference in the stress distribution was a result of a discontinuity in the stress at the cell boundary. In particular, the highest stress, i.e. the point of most probable failure of the anchor proteins, was now found on the site directed towards the flow. The highest calculated von Mises stress was 0.36 Pa for 700 µL/h. The lowest stress was found slightly behind the middle line stretching from 90° to 270°. Note that the stress distribution of both flow rates shown did not differ, only their corresponding magnitudes. Going back to our simplification of the elastic geometry, to expose the anchors to the lowest stresses, both had to be placed behind the middle line. However, as our contraction was directed towards the centre of the platelet, the anchor points had to exhibit an angle of 180° between them. Hence, a position around 90° and 270° still kept the stresses comparatively low and, addi-
tionally, equal on both sides. This explained the perpendicular orientation of the contraction at the higher flow rate. For the lower flow rate, the absolute stresses as well as the stress difference along the circumference was lower. We argue here that both the magnitude and magnitude difference of the von Mises stress was not sufficient to force an adaptation of the platelet to the flow. To ensure that our estimates were reasonable, we integrated the stress on the cell surface both parallel and perpendicular to the flow. For the highest flow rate, they amounted to 0.69 pN and 0.65 pN, respectively. This is two to three orders of magnitudes lower than the previously reported detachment force between integrin and fibrinogen [66]. Hence, from the simulations, we expected no detachment to occur which we also observed in practice.

To summarise, we designed a microfluidic system, comprised out of two different devices, to investigate the contraction of blood platelets under flow. The first device facilitated the mixing of the platelets with its trigger substance thrombin in a controlled manner towards a desired concentration ratio between them. The second device was the measuring chamber containing the PAA substrate to enable the

Figure 7.21.: A A sketch of our simplified contraction model, considering only the preferred direction of contraction. The cell (orange) is connected to the substrate (black) by anchor proteins (green). Between the anchors, a force is transmitted along a single axis (red). The model is depicted both from the side (left) and from the top (right). The calculated von Mises stress is shown in B and C for a flow rate of 300 µL/h and 700 µL/h, respectively, in a top view. The direction of the flow is indicated by the black arrow. The highest stress is found at the front of the platelet, the lowest stresses in the back half of the cell, directly behind the middle section. The image is partially taken from Hanke et al. [36].
observation of the contraction. We characterised both devices both theoretically as well as experimentally and found them to be in good agreement. Additionally, we tested the chambers practical usability in terms of platelet adhesion and contraction. For the actual experiments, we employed flow rates that mimicked the low shear rates found in larger veins. We found that the platelets behaved similarly to their counterparts under static conditions in terms of total force, traction force distribution and the relationship between total force and final spread area. Interestingly, we detected an adaptation in the direction of contraction towards the flow. For the lower shear rates, the contraction exhibited an average angle towards the flow direction of about 45°, at the highest shear rate, we saw an angle of about 90°. By calculating the von Mises stresses, we found that the best position of the anchor proteins for our simplified contraction system was at close to 90° in terms of lowest possible stress exposure. We concluded that this dictated the orientation of the contraction at higher shear rates while it did not influence the cells as much at lower shear rates.
In this chapter, we take a closer look at the results we described in the previous part. Here, we briefly consider the analysis algorithm we developed to be able to determine the forces exerted by the platelets and its impact on the calculated force (Section 8.1). Subsequently, the design of the microfluidic device is compared to previously reported chambers and its advantages discussed (Section 8.2). In Section 8.3 we first consider some general results concerning the contraction of platelets and their implications from both experiments before evaluating the observations of the oscillatory contraction (Section 8.4) and the force dipole orientation in a flow field (Section 8.5) in more detail.

8.1 Analysis Algorithm

In this thesis, we intended to measure the temporal evolution of human blood platelets when exposed to different external environments. We observed that these forces were not only fast changing over time but also large in magnitude while confined to the small area of the fully spread cell. Hence, we first had to construct an analysis algorithm that allowed us to evaluate recordings of the contractile cells. As described in Chapters 5 and 6, we derived a carefully tailored
algorithm based on differential PIV to calculate the highly dynamic traction forces of platelets. We also compared the PIV approach to a differential optical flow method. Both PIV and optical flow have been used before to study cellular traction forces [3, 45, 46, 87, 110] but were mostly used for larger cells, often with lower forces and, in several cases, not time-resolved. These approaches however failed for our application due to the high, spatially confined forces. To illustrate this point, consider two different primary cells, namely endothelial cells and dictyostelium cells. Endothelial cells have been shown to exhibit about the same total forces as we reported here for the platelets while being one to two orders of magnitude larger in area [12, 35]. Dictyostelium cells on the other hand have roughly the same size as platelets but only exert a total force of about a tenth of platelets [20].

As both algorithms used had to be adapted to a differential approach, they were calibrated against each other to exclude an algorithm-dependent result. We demonstrated that both algorithms yield similar results within the total force although the traction force maps differed slightly between them. While the traction forces were more confined in space but higher in magnitude when employing the PIV method, the traction forces calculated with the optical flow method were more smoothed in space and lower in magnitude. In Holenstein et al. [45], it was previously observed that PIV approaches yield lower traction forces compared to the optical flow method when investigating considerably larger cells than used here. However, we demonstrated in Section 5.4 that the need for regularisation is highly dependent on the kind of data one wishes to analyse, i.e. the behaviour of the wave vectors. It thus stands to reason that the differences in the results of the different algorithms vary largely with the resolution and physical size of the problem under investigation. Note that in our case, despite their local differences, the overall pattern in the traction forces were still comparable. In particular, the positions of the force maxima remained the same independent of the algorithm utilised.

While both algorithms have been proven to yield the same results in terms of total force, the results were higher than the values of previously reported forces. In Schwarz Henriques et al. [107], platelets were recorded on 4 kPa PAA substrates and the forces measured to be about 40 nN. Here, PTV was employed to track the deformations in the gel over time. In the current work, such direct tracking was not possible due to much higher bead density. Indeed, comparing the resolution due to the number of beads per area, in the present work, we have at
least one order of magnitude more information in terms of moving particles than in Ref. [107]. Thus, it is well possible that forces were underestimated using the lower resolution. Note that the chemical set-up of the experiments conducted by Schwarz Henriques also differed in some aspects. The chemical aspects of this and other experiments and their influence on the contraction are discussed separately further down.

In another approach of using atomic force microscopy, Lam et al. [58] also reported lower forces of, on average, 20 nN. Here, a one-dimensional approach was chosen by letting the platelet attach to a substrate on one side and to the tip of the cantilever on the other. The contractile force was then measured by the deflection of the cantilever from its resting point. As we observed in the previous chapter, however, the forces of the contraction of a fully spread platelet were distributed along the entire periphery. The two-dimensionality in the contraction was not considered in the approach using the atomic force microscope and thus might lead to an underestimation of the actual forces.

Similar to the previous study, Myers et al. [81] measured the forces of platelets when spreading on fibrinogen patterned substrates. Here, the forces of the platelets were calculated by letting them adhere between two fibrinogen patches and observing the deflection of these spots. As with the approach using atomic force microscopy, this reduced the problem to a uni-axial problem which may not capture all details found in two-dimensions. Using this method, they determined a total force of up to 70 nN on average in dependency of the stiffness and thrombin concentration.

To estimate whether our reported forces were unreasonably high, we approximated the maximal expected total force by the amount of acting myosin motors and the force each of them can exert. According to Ref. [54], it was measured that a single myosin motor produces a power stroke of up to 10 pN. Previously, it was estimated that a single platelet contains about 12000 myosin motors [77]. This yields an upper bound of 120 nN if all motors moved synchronised. While this force is in the same order of magnitude as we reported here, it is slightly lower than what we measured. Did we then overestimating the force? This is not necessarily the case. To determine the number of myosin motors per platelet, the molecules were extracted from a larger platelet clot to be estimated. Two problems with this approach need to be considered. First, the total number of single cells within the clot had to be estimated correctly. Additionally, the clot included cells of various size. In this work, we observed an average fully spread area of
about 40 \( \mu m^2 \). Previously, on harder PDMS substrates, an area of 30 \( \mu m^2 \) was reported. If we take this into account and the knowledge that generally, on very hard substrates the spread area tends to increase rather than decrease, we can conclude that on average, contracting platelets are larger than the mean over all platelets. Thus, it is well reasonable that the cells observed here contain a higher number of myosin motors than the average platelet. Additionally, a force is also exerted when actin is polymerised as observed during platelet spreading.

It was previously reported for other cells that the type of cell determines the influence of the myosin-driven contraction vs the actin-polymerisation-driven contraction. How large the influence of the single components on the contraction is for human blood platelets has not been investigated yet. But to assume that at least part of the observed force stems from the actin polymerisation is well justified. A measured force higher than the approximated 120 nN hence does not indicate an overestimation of the force.

### 8.2 Design of Microfluidic Device

A major part of this work was the development of a microfluidic chamber that allowed us to study the traction forces exerted by the platelets under flow conditions. Here, we chose to embed a protein-coated PAA gel into a PDMS channel using a plasma binding technique. In particular, the PAA substrate was coated with fibrinogen before it was treated in the plasma cleaner. To avoid damage to the protein and gel, during plasma exposure, the substrate was covered by a thin PDMS stripe. After bonding, the channel and the connecting tubings were filled with water for storage. Depending on the storage technique, we were able to store the devices up to one week.

While the measurement of forces under flow conditions is still an emerging subject in research, some microfluidic chambers have already been described in literature. None of them were constructed similar to the one we used here although some come closer to our construction than others. Let us here have a look at other devices and illustrate why we chose the approach we did. The most interesting questions to ask are concerning the combination of substrate and PDMS channel as well as the choice of method for the protein-coating. We are also shortly discussing the usage of an external mixing device versus alternative approaches.

For combining the substrate and the channel device, we chose a method where we first produced the PAA substrate similar to the static experiments and sep-
arately cast a PDMS device as often done for different microfluidic devices and measurements. By employing a similar substrate than we had used prior for the static experiments, we were able to use already derived analysis methods as well as directly compare the results from both experiments to each other. The PDMS casting from a silicon wafer we utilised to create the channel had the advantage that we were able to produce several copies of the channel with identical geometry by reusing the corresponding wafer. These were fabricated in-house in a clean room. Here, the height of the wafers was controlled by different production protocols thus rendering the set-up potentially quite flexible. As an alternative, as done by Steward et al. [112], we could have incorporated the substrate into a commercial available microfluidic platform. However, this diminishes the variability of the geometry we achieved by fabricating the devices ourselves and the idea was thus discarded. Devices constructed by binding a glass slide to a self-made PDMS cast have been employed in other studies by Perrault et al. [92], Das et al. [17], Hur et al. [47], Myers et al. [81] and Lembong et al. [63]. For the binding, they either only oxidised the PDMS cast and press bonded the device [17], used customised holders to hold the chamber together [47, 92], silicon adhesives [81] or bound the glass slide and PDMS before the PAA substrate was polymerised [63]. For a precursor of our chamber, we also tried to just activate the PDMS by plasma treatment [96]. However, these chambers proved to not be entirely leak-proof and generally did not sustain for the entire preparation and experimental time of several hours. Our alternative to prepare all components beforehand and oxidising both the glass and the PDMS cast while protecting critical regions proved to be much more reliable. Indeed, as long as no air pockets remained between PDMS and glass and no part of the substrate was underneath the PDMS, no problem with leakage was observed. At the same time, this procedure did not require any additional tools to facilitate binding. Moreover, an extra layer of adhesive would inadvertently change the height of the whole channel, changing the flow conditions within.

The microfluidic device that came closest to our device is the one designed in terms of the assembly process by Lam et al. [57]. Here, they incorporated a micropost array in a PDMS device. In particular, they coated the array with adhesion proteins before plasma treatment of both the glass containing the array and the PDMS cast. During plasma treatment, similar to us, the proteins on the posts were protected by a piece of PDMS which was removed before binding. The prominent difference between their technique and our method was the use of the
force measurement method. As we mentioned previously, the disadvantage of a micro-post array is that data may only be collected at discrete points in space contrary to continuous substrates. While this works well for larger cells which still adhere to a sufficient number of posts, this does not hold true for the smaller platelets. An additional effect to consider is the distortion of the flow field. As they simulated for their device, it was shown that the flow field along the posts was not constant in space in contrast to our device. They demonstrated that the shear stress was considerably higher on the posts than in between them. For our device, the flow field along the gel was constant, guaranteeing that attached platelet experienced the same shear stress along its entire circumference only distorted by its own geometry. Hence, we argue that our flow regime resembles more the actual conditions within the body than a shear stress system of larger unevenness as seen in micro-post arrays. For comparison, their chamber had the same height as our chamber (100 µm) while their posts were 9 µm high.

The next question to consider is why we chose to add the protein before the plasma treatment instead of after the binding of the chamber. Indeed, for the binding of fibrinogen to the substrate, it did not matter whether the gel underwent plasma treatment first or not. In literature, both approaches exist, either first coating the substrate with protein or first assembling the chamber. The former method was mostly used in the chambers that we described previously containing some type of substrate or micro-contact patterning [18, 39] while the latter method was mostly utilised when handling plain glass slides [34, 82]. The most important reason to not coat the substrate with fibrinogen after the binding was that fibrinogen reacts to high shear forces. When exposed to high forces, fibrinogen elongates and changes its elastic properties [4, 68], an effect which does not reverse directly after force reduction. After binding, to fill the chamber with protein solution, the solution had to be injected via a thin tubing, considerably thinner than the actual chamber. Hence, the shear stresses within the tubing are higher than what we simulated for the chamber. We could thus not exclude that the fibrinogen would react to the high shear stress within the tubing. To avoid any unnecessary stresses, all fibrinogen solutions were handled with utmost care. This included the usage of as large pipettes as possible, no vortexing during mixing and no flow through thin tubes. Hence, coating before the plasma treatment was chosen. This also resulted in an easier handling of the coating step.

When we investigated the adhesion of the platelets to the substrates, we ob-
served that the platelets did not attach when choosing a flow rate of 1000 µL/h, corresponding to a shear rate of about 50 s\(^{-1}\). The same effect was reported by Ranke [96], where the flow had to be stopped to facilitate adhesion. Once the platelets were attached, the flow did not detach the platelets again. The same observation was done by Myers et al. [81], where a shear rate of 100 s\(^{-1}\) did not effect the platelets as long as they were already attached before the start of the flow. According to previous experiments [34, 103], at this flow rate, the reaction to fibrinogen predominates the adhesion. Indeed, Van de Walle et al. [18] studied the attachment to spaced fibrinogen patches under a shear rate of 100 s\(^{-1}\). This raises the question why the platelets did not attach when exposed to a lower shear rate. Several aspects need to be considered here which all influences the experiments. First, the reaction between fibrinogen and the integrin \(\alpha_{IIb}\beta_3\) is a comparably slow reaction (in the order of ms to s for stable binding [67]). Hence, to facilitate attachment, sufficient time has to be given for the reaction in terms of dwelling time. In the human body, it has been shown by experiment [1] and simulation [118] that the attachment is aided by the red blood cells actively pressing the platelets to the vessel wall and arresting them there. In our experiments, no such particles were included. Previous studies to the adhesion under flow, apart from Ranke [96], all used whole blood samples instead of purified blood plasma as we did here. Furthermore, all devices used in these works employed hard glass surfaces instead of softer substrates. As has been shown in other studies [93], platelets react much stronger to glass surfaces than softer substrates in terms of adhesion rate and spreading area. Softer substrates may well reduce the chances of attachment. While the natural environment in the human body is softer by nature than glass, other mechanisms help the attachment along here. As the platelets still attached to the substrates when we used a lower flow rate or stopped the flow, the problem did not lay in the protein coating.

Before continuing to our results, let us briefly remark on our choice of an external mixing device to combine the thrombin and platelets. We chose to activate the platelets by introducing thrombin into our experiments. To be able to compare our two different experiments, the concentrations between the components were kept constant. Hence, we had to inject the thrombin at the correct concentration into the platelet solution. This could be done by either using one syringe with the complete mixture, mixing before the measuring chamber or mixing within the device itself. The first approach was used by Ranke [96] and seemed to work quite well. However, the platelets were essentially already activated within the syringe,
making it difficult to approximate the exact time between activation and attachment or start of the experiment. Additionally, the reaction time between the cells and trigger substance statistically increased with increasing recording time, \textit{i.e.} platelets entering the chamber at a later time point were exposed longer to thrombin. For our static experiments, this time could actually be set to about 2 min plus some time for the diffusion of thrombin and platelet within the liquid. Mixing within the measuring chamber lead to the effect that platelets become activated and directly flushed out of the system. Hence, an external mixing device was chosen. This had the advantage that the reaction time between the two components was well approximated and controllable by the length of the connecting tubing between the mixing device and the chamber.

\subsection*{8.3 General Observation on Platelet Contraction}

Independent on the experiment we conducted, several aspects in terms of force development remained the same. One such aspect was the temporal development of the contraction over time where we distinguished between three trends: some platelets reached a force plateau, some relaxed after contraction and some started to oscillate after initial contraction. Further, the total force over time did not change if the environment changed in terms of substrate stiffness or shear rate within the studied ranges. In fact, the total force seemed to only depend on the size of the platelet. For the spatial distribution of the traction forces, we demonstrated that the force was transmitted at the periphery of the platelet. This transmission was generally not spread evenly over the cell’s outline but often focused into two to four ‘hot spots’.

To start, consider first the contractile behaviour over time. The oscillatory behaviour is discussed separately in a later section. To understand the other behaviours of a force plateau and the relaxation, let us go back to the mechanics of platelet contraction. As described previously in Section 2.1, when the platelet is activated, \textit{e.g.} by thrombin, an increase in intracellular calcium is observed. This not only activates the $\alpha_{IIb}\beta_3$ integrin to facilitate further adhesion but also triggers the contraction. In particular, the myosin binds to the polymerised actin filaments and the platelet contracts. Hence, calcium is an important player in the signalling cascade of contraction. But how can the platelet increase its intracellular calcium concentration? On one hand, calcium is stored within the dense granules. On the other hand, \textit{in vivo}, calcium is found in the blood. It has previously been observed
that calcium flux occurs during activation and contraction \cite{84,128}. Additionally, ATP is needed for the actual power stroke of the myosin motor. ATP is also stored in the granules. Consider now our actual experiments. Going back to the compositions of the buffers (Table 4.1) we used for the platelets during isolation as well as recording, they contained neither calcium nor ATP. Hence, our investigated platelets had to rely on their own storages of the necessary molecules. While an exchange of calcium among the cells was well possible, the total amount of energy-giving molecules within the system was finite. We can thus interpret the force plateau as a platelet that first activated its myosin motors and then kept its calcium level constant and hydrolysed the available ATP at a steady rate over time. The relaxing platelets on the other hand did in all likelihood not contain enough molecules to exhibit prolonged contraction. Given this argumentation, one can conclude that all platelets sooner or later start to relax. For longer observation times, there are hints that this is true. If we for example consider the longer recording time of the flow experiments, the percentage of relaxing platelets increased compared to the static case. This was best assessable in the averaged force curve of the flow rate 500 µL/h (Fig. 7.16 A), where the decrease was observable even after averaging. Indeed, a similar result was observed by Zhang et al. \cite{128} under similar, static conditions where an abrupt decrease in the integrin tension was observed after 30 min to 50 min which was interpreted as a loss of contraction.

Next, we observed that the external environment did not seem to influence the force exerted by the single platelets. While the influence of an increasing shear rate on the total force has as of yet not been studied in detail, the substrate stiffness dependency has been investigated in depth. From cells such as fibroblasts \cite{69}, Jurkat T-cells \cite{46}, neutrophils \cite{88} and endothelial cells \cite{12}, it is known that they do adapt their forces to the substrate rigidity underneath such that higher forces are measured on harder substrates. Here, instead, we did not detect any such kind of adaptation, neither in force nor area. A first thought was that platelets are not mechano-sensitive in the studied elasticity range. However, in Lam et al. \cite{58}, an adaptation in the force was observed when measuring the contraction with an AFM. Additionally, Qui et al. \cite{93} saw an adaptation in the spread area according to the stiffness. However, taking a closer look at the latter publication, reveals that a plateau in area was observed on substrate between 50 kPa and 100 kPa. A further increase in area was not observed until the cells were plated on glass. For the first paper, we already discussed the draw-backs of an uni-axial analysis in a previous
section. Also here, the largest increase in force was detected on an infinite stiff cantilever and a smaller increase in force between 12 kPa and 29 kPa. An interesting point is that both experiments were conducted using different concentrations of fibrinogen and thrombin. Qui et al. [93] employed a fibrinogen concentration of 20 µg/mL and no thrombin exposure while Lam et al. [58] chose a fibrinogen concentration of 3 µg/mL and a thrombin concentration of 1 u/mL. Note that we used a concentration of 100 µg/mL and 4 u/mL for fibrinogen and thrombin, respectively. Qui repeated the experiments for a fibrinogen concentration of 100 µg/mL and found a stagnation in area and adhesion rate. At higher fibrinogen concentrations, the sensitivity to the substrate stiffness seems diminished which explains the constant force over all tested elasticities. If, however, the concentration of the adhesion protein plays a larger role in the force adaptation than the mechanical environment, we also need to consider the concentration of the trigger substance. We used thrombin to activate the platelets as is also found within the body upon injury. The concentration in the human body can vary greatly from some picomolar to micromolar. The concentration we used here corresponds to some nanomolar, so well within the physiological range. It has been shown in previous works that the activation effect of thrombin changes with the dosage but plateaus at about 3.5 u/mL for the reaction in the force measurements [65] and about 1 u/mL for the dynamics in the outer membrane [108]. Hence, we were within the saturation region in terms of thrombin concentration and assume that we activated the platelets to exert the highest force they were physically able to. Additionally, note that Schwarz Henriques et al. [107] also only employed 1 u/mL in the experiments which can be another reason why we saw a higher force than they did. The question than arises, whether the activation due to chemical cues does not override the adaptation to mechanical cues. Corresponding experiments have not been conducted within the scope of this work.

What we did observe was the dependency of the maximal exerted force on the final spread area. We demonstrated that with increasing area, the maximal exerted force also increased. A similar phenomenon was previously reported for endothelial cells [12 35]. Here, a linear dependency between the force and area was observed. For our data, a linear fit could not be used with good reliability. Instead, the model proposed by Edwards et al. [26] was found to give a better description of the dependency. From this model, we derived that within our stiffness range, the exerted force of platelets steadily increases until an approximately size of about 3000 µm², an unrealistic large area for platelets. Hence, such a stagnation
of force is indicated to not exist from the model. An interesting point at this stage is, why the platelets scale their force with area but not with the stiffness of the underlying substrate. In contrast, endothelial cells do both. This can be explained by the presently most used model of the development of platelets (27, Chapter 2). As we stated previously (Section 2.1.1), platelets form by a budding-off process from larger megakaryocytes. This process, while regulated, is governed by statistical processes. On one hand, the size between platelets varies greatly as we saw in Figs. 7.4 A and 7.16 C. On the other hand, this allows for a large diversity in chemical set-ups within the platelets, i.e. the amount of the single components such as myosin motors. A hint to this large variation can be assessed from the previously mentioned figures where the differences in exerted force by cells of equal size increased with increasing area. We thus argue that the increased force exerted by larger platelets is, among others, explained by their tendency to store more myosin motors and molecules needed for contraction. Another effect was derived from the model of the contractile elastic disc mentioned earlier. From the dependency of the force on the spread area reported here and the model, we determined the development of the maximal force in dependency of the substrate stiffness, cell height and the adhesion layer characteristics. Given the very limited thickness of about 100 nm of platelets, we demonstrated that a saturation in force is expected for a substrate stiffness of well below 10 kPa. Changing the adhesion layer characteristics did not influence the force noticeably, indicating that in this regime, the height of the cell dominates the force development. Thus, we demonstrated that the mechano-sensitivity of platelets in terms of total force development is lacking within our stiffness regime due to their thin size.

Let us continue on the spatial distribution of the traction forces. Similar to other cells [3,46], we observed that the forces from the platelets are transmitted near the periphery. This is in accordance with the previous study conducted by Schwarz Henriques et al. [107]. In particular, we found that most platelets exhibited two to four force spots. We have previously established that the contractile force within the platelet is maintained by myosin bound to filamentous actin. Moreover, the platelets are bound to the substrate. Hence, we assume that the force pattern we observed are due to the internal structure of the acto-myosin network and its direct connection to the substrate. In fact, it is known that the actin cytoskeleton exhibits different structures on flat substrates, especially of the thicker actin bundles [48,90]. These bundles come in shapes of pointy ellipsoids, triangles or rings. Most recently, a tension sensor binding to the integrin was developed and
it could be shown that the high contraction force within a platelet is transferred at two to three spots at the outline of the platelet \[125\]. The force transmitting network within a platelet can then be simplified to structures as seen in Fig. 8.1. Thus, we argue that the observed force patterns correspond very well with the literature and is a direct result from the internal cytoskeletal structure. This is an interesting result when investigating the dipole ratio in dependency of the substrate elasticity. We reported that the dipole quotient, or the degree of isotropy, exhibited a slightly increasing trend for harder substrates. Connecting this to the cytoskeletal organisation, we deducted that the polarity increases moderately with the stiffness.
8.4 Oscillatory Contractions

We have now considered some general aspects we observed during the experiments. Let us now have a look at some features that are of special interest. In particular, let us discuss the oscillatory contraction behaviour more in detail. This includes the study of the isotropy of the force patterns. Subsequently, we will take a closer look at the contraction under flow conditions, especially the orientation of the major dipole axis.

As shown in Sections 7.2.2 and 7.3.4, platelets could exhibit different contractile behaviour over time; they reached a force plateau, relaxed over time or started to oscillate. Combinations of these behaviours did occur. We have previously commented on the plateauing and relaxing contraction. Hence, we will now consider the most interesting behaviour of the three, the oscillations.

We observed in the previous chapter that the oscillation frequency of the platelets is, on average, around 13 mHz. For the static case, using a Fourier analysis, we demonstrated that the relative amplitude of the oscillations was generally higher than for the non-oscillatory case but no clear distinction was possible (Fig. 7.3D). Instead, it seemed as though the transition between oscillating and non-oscillating was a gradual one. For the case of an external flow field, the oscillations reduced both in number of platelets exhibiting them and in the relative amplitude detected in Fourier space. Thus, we can first conclude that the mechanism that governs the appearance of oscillations is repressed by the flow.

In the previous section, we made two observations of the force development in platelets. The first was regarding the internal actin structure that transmits the force through the platelet. Second, we observed that previous work demonstrated that calcium is essential for the activation of the platelet and calcium flux across the membrane has been detected. In this work, we indirectly studied the first aspect, the internal actin structure as a possible reason of the oscillations. We noted previously that the force patterns arose from the acto-myosin network within the platelet. Hence, if the internal structure is a reason for the contractile behaviour, this would translate into the isotropy or anisotropy of the force pattern. We thus investigated the force dipole quotient as a measure of the degree of anisotropy. However, as seen in Fig. 7.6D, no significant difference in the ratio was detected. We thus conclude that the structure of the actin cytoskeleton is not the reason behind the oscillatory behaviour.

Let us consider the second point we made, the level of intracellular calcium.
While it was previously shown that calcium oscillations exist and are important during adhesion, the corresponding experiments were conducted by using VWF. The oscillations resulting from the interaction of VWF, the glycoprotein Ib-V-IX and the integrin αIIbβ3 were measured with a frequency of about one order of magnitude higher than our oscillations [84]. However, we did not include VWF in our system but fibrinogen. Also, these oscillations were shown to be of importance to stabilise the adhesion. Instead, let us consider a study on fibroblasts. In Lem-bong et al. [63], they investigated the calcium oscillations in fibroblast cultures on PAA gels. Several interesting observations were made. On substrates of different stiffnesses, calcium oscillations occurred at a frequency of about 10 mHz, independent of the stiffness. Instead, the oscillations seemed to depend on the state of the cytoskeleton where stabilised actin networks resulted in less oscillating cells. Blocking the myosin motors yielded the same results. It was thus argued that oscillations in calcium are dependent on the stability of the actin network and play a role in the force generation. Using this knowledge, we deduce that not the actin structure itself but instead the stability of the network determines whether or not we observe oscillations. Similar to their results, we did not detect any dependency of the stiffness. Instead, the oscillations were reduced by the application of external stress due to flow. First, by adding an external stress to the cell, we argue that a more stable actin network is needed for the cell to withstand the applied force. Additionally, let us consider the fact that we did not add any external calcium in the buffers. Hence, all calcium intake done by the platelets was only possible if another platelet previously released the calcium. Due to the continued flow, free molecules were constantly washed away. Thus, the chances of repeated uptake of calcium were reduced. This explains the phenomena that we observed.

To be able to find a proof for our hypothesis, we need to be able to image the actin cytoskeleton and the calcium flux at high resolution. Imaging of the actin structure while simultaneously recording the forces were tried. Here, we chose to use the live actin-dye SiR-Actin [73] as it had been shown to work on platelets on glass [90]. However, due to the added scattering in the substrate, no clear images could be recorded to support our hypothesis.

Before continuing with the next aspect, let us consider another oscillation that was reported in the context of platelet spreading. In Ref. [108], it was observed using scanning ion conductance microscopy that a platelet being activated by thrombin exhibits dynamic changes in the plasma membrane. These wave-like changes in the plasma membrane were proven to be due to an interaction between
dynein and the actin cytoskeleton. Interestingly, the velocity of the waves in the outer membrane also oscillated and was estimated to be in the same frequency spectrum as the oscillations measured in the force presented here. Note that contrary to the forces, the observations on the spreading dynamics were made on polystyrene culture dishes instead of our softer gels. By contrast, in Sandmann et al. [101], using PDMS substrates of an intermediate stiffness between the PAA gels and the culture dishes, such changes were not observed, instead reporting a rapidly stabilising platelet contour. The latter experiments were made under similar conditions as the static experiments reported here. While we detected some changes in the intensity of the labelled membrane, given our low contrast and resolution compared to Ref. [108], it was not possible to identify them as actual membrane waves or just slight changes in the intensity in the rapidly bleaching dye. Nor were these changes in intensity restricted to oscillating cells. To be able to definitely determine a possible correlation between the membrane waves and the oscillatory behaviour, a super-resolved TFM method needs to be employed. An interesting point to consider here is an observation made by Wang et al. [125] using the integrative tension sensors. During adhesion and spreading, they reported two different tension regimes. One occurred during the adhesion and earlier spreading period and was characterised by a lower tension and ring-like distribution. At a later time point, a higher tension at two to three discrete locations were observed during the latter stages of spreading and during stabilisation of the area. As the initial spreading is driven by actin polymerisation, one can assume that the first tension regime corresponds to this process. However, as we reported here, the contractile forces measured here start later than the spreading (Fig. 7.3A), the higher tension regime is probably due to the actomyosin interaction. Hence, the oscillations in the membrane contour solely due to actin polymerisation needs to be decoupled from the oscillations of the contractile force.

8.5 Force Orientation Within Flow Field

While platelets did not adapt to the stiffness of the surrounding apart from a slight increase in anisotropy, under shear flow, an adaptation in contraction orientation was observed. As soon as the forces started to develop, the angle between the major dipole axis and flow direction stayed roughly the same over the remaining recording time. Hence, we concluded that the time interval determining the orientation of the cell in terms of the contractile force is the time between attachment
and force development as already suggested by Myers et al. [81].

Our simulation of the fluid shear stresses during attachment demonstrated that for the highest flow rate, a maximal shear stress of 0.12 Pa was observed on top of the platelet and a maximal shear stress at the surface of the substrate of about 0.04 Pa. Simultaneously, if we study the von Mises stresses experienced by the elastic, un-spread platelet, we observed a higher stress of over 0.3 Pa at the area of attachment at the front of the cell. Hence, from a material analysis point of view, at this position, the detachment was most likely to occur. Note that the actual deformation of the platelet was in the order of picometers. The stress distributions and deformations of the attached cell remained similar over all shear rates, only scaling according to the flow velocity. Interestingly, however, the angle between dipole axis and flow direction did change. For the lower shear rates, the angle averaged around 45° while at the highest flow rate, the angle was close to 90°.

Let us first take a closer look at the analysis itself. From Chapter 3.2, we know that the dipole is the integral over the product of the distance and traction force. The major dipole axis then describes the axis of preferred contraction in a purely contractile cell. We have previously argued that the force patterns we observed were due to the structure of the thicker actin bundles anchored to the substrate, building structures of ellipsoids, triangles or circles. If we now only consider the major dipole axis to model the direction of contraction, we reduce the two-dimensional contraction to the problem a uni-axial contraction which is characteristic to an ellipsoidal actin network as sketched in Fig. 8.1 upper part. This is of course a simplification of the actual situation but to understand our data, let us continue with this model. The reduction in dimensionality for a triangular actin network is included in Fig. 8.1 by the dashed line of the major dipole axis for illustration. As we only expect angle values from 0° to 90° (compare Section 6.2.4), these two values mark our limiting cases. The corresponding actin models are depicted in Fig. 8.2 including the direction of the flow. Consider first the case of 0° (Fig. 8.2 A). Here, one of the main anchor points, i.e. the points that transmit the force signal, is located at the place of highest von Mises stress (dark red arc). However, as we noted before, this is the point where our material, here our cell, first yields if the stress becomes too high. Taking our simplified platelet structure, this would be the point where the integrins would first break. While the force we exposed the platelet to was distinctly less than the measured detachment force of the αIIbβ3 integrin from fibrinogen (<1 pN vs 60 pN to 100 pN measured by Litvinov et al. [66]), it is still a critical point. For the case of a 90° orientation (Fig. 8.2
Figure 8.2.: The limits of orientation of the actin network (red) compared to the flow (blue). Here, we assume a contraction along a line, thus an ellipse-like actin bundle structure (compare Fig. 8.1). In A, the actin alignment is parallel to the flow direction, the force transmitting anchors pointing towards the flow and away of it. In B, the alignment is perpendicular to the flow direction. The force is generated by the interaction between the actin filaments and the myosin motors (pink). The approximate positions of the highest and lowest von Mises stress are included by the dark red and dark blue arcs, respectively. The figure is adapted from Hanke et al. [36].

B), the integrin clusters are found at places close to the lowest von Mises stress (dark blue arcs). Hence, the second configuration is considerably more stable in terms of withstanding an external applied force. In conclusion, from a mechanical point of view, a perpendicular alignment to the flow is the most reasonable.

This raises the question whether this alignment to the flow direction has been investigated and reported before. While only few works exist that study the force orientation under flow conditions, this has proven to be an interesting point in the process of angiogenesis [7], i.e. the formation of new blood vessels. Like the attachment of blood platelets, this phenomenon occurs during blood flow. Hence, similar experiments were conducted using layers of already attached endothelial cells [47, 57, 92]. For different shear stresses ranging from 0.014 Pa to 2 Pa and different geometries, the preferred direction of contraction with respect to the flow was determined. While all mentioned works showed a large variance in the angle, a general tendency towards 90° was observed, comparable to our results. The variance in angle suggests that this response is not an ‘all-or-nothing’ process but the cells adapt gradually to the shear stress.

The gradual adaptation to external stress is an interesting result. From the purely mechanical analysis as done in our simulations, this cannot be directly concluded. Let us instead consider a different kind of experiment. In Kaunas et al. [51], endothelial cells were cultured on elastic substrates which were afterwards stretched in a cyclic manner. They did show that the actin stress fibres oriented in a perpendicular direction to the stretch direction. Most importantly, the orientation was dependent on the magnitude of the substrate deformation such that a
threshold had to be exceeded to align all actin fibres in a perpendicular direction. Below this threshold, larger variations in orientation were seen, indicating that the alignment is a gradual process. This corresponds very well with our results here. Additionally, the orientation of the contraction concerning stretching of the cell was previously predicted by Schwarz et al. [104] when theoretically investigating the energy and force dipoles in elastic layers of cells. Here, a stretching of the cell layer was determined to yield a force orientation perpendicular to the deformation. One could now argue that we in our set-up did not actually stretch our platelets. However, given that the platelets are firmly attached to the substrate and pressed backwards by the flow, effectively, the membrane is stretched, making it possible to still use this argument.
Summary and Conclusion

The aim of this work was to study the contractile behaviour of platelets under different external conditions. In particular, we were interested in if and how the force exerted by the platelets changes when exposed to different elastic environments or flow conditions. The investigation was divided into four parts, namely

- the development of an analysis algorithm for the traction force data,
- the measurements of the contractile forces when changing the stiffness of the underlying substrate,
- the development of a microfluidic chamber to use for TFM and
- the measurement of the contractile forces under various flow conditions.

Here, we chose to use the technique of TFM to measure the spatio-temporal evolution of the contractile forces. We observed that platelets, although only small cell fragments, exert forces of the same order of magnitude as considerably larger endothelial cells. Simultaneously, these forces were highly dynamic in time. Due to the resulting large deformations within very confined areas, previously reported algorithms using time-resolved, non-differential PIV, PTV or optical flow methods did fail to perform. We thus developed a differential PIV algorithm that, while
specifically tailored to our specific problem, is easily adaptable to be utilised on TFM data of various kind. In general, as long as the time interval between successive images is sufficiently small, the analysis is independent of the recording time and the recorded total forces. To evaluate the functionality of our algorithm, we adapted an optical flow method similarly as the PIV approach to be able to analyse the same data. After calibrating both algorithms to each other, we demonstrated that both approaches yield the same total force for the data of contractile platelets. For the subsequent evaluation, the PIV algorithm was used as we proved that the need for regularisation is not present in this case, contrary to the optical flow method.

For the experiments including fluid flow, we first designed a microfluidic chamber that on one hand allowed us to mimic physiological conditions while simultaneously measure the traction forces of the platelets. Here, we developed a chamber design and manufacturing routine that fulfilled these criteria as well as produced near identical, leak-tight copies of the device. Our chamber recreated an environment similar to that found in larger veins in terms of the shear rate. Within the chamber, a PAA substrate was embedded for the force measurements. We demonstrated that the flow velocities calculated from simulations fit very well with the real observed velocities of the fluid flow within the device. Hence, the device is usable even for different flow velocities to mimic situations in other blood vessels than used here. All components were fabricated in-house, allowing for changes in the geometries without varying the manufacturing protocol. For the better comparison of the static and flow experiments, we kept the chemical set-up of the fluids consistent between them. To this end, we included an external mixing device to combine the platelets and thrombin before the actual measuring chamber. The reaction time, i.e. the time between complete mixing of the fluids and them entering the chamber, was controlled by the length of their connecting tube as well as the flow rate of the thrombin solutions. An external mixing device had the additional advantage that the experiment can be adapted to also introduce other substances into the system in a controlled fashion. In conclusion, the developed device system was shown to be reliable to construct, well characterisable and highly variable if one intends to study the influence of different molecules on the platelet contraction.

During the experiments, we observed that the platelets contracted along their periphery in a discrete pattern with generally two to four maxima in force. This corresponds well with the previously reported actin structures within a platelet
that often show geometries of pointy ellipsoids, triangles or more roundish shapes \cite{48, 90}. Simultaneously, it was shown by Wang et al. \cite{125} that the force transmission occurs at two to three distinct places near the platelet’s periphery. To bring these observations together and to demonstrate a dependency of the spatial force distributions on the actin cytoskeleton and following the force transmission, the development of the actin network during force exertion needs to be investigated. Here, a live actin stain could be combined with the used TFM protocols. Special care has to be taken here for the imaging of the actin as scattering within the substrate reduces the image quality.

Further, it was noted that the total force was independent of the external conditions but dependent on the size of the platelet. As such, the stiffness of the substrates as well as the shear rate does not influence the total force in the studied range. For the dependency of the contraction of the substrate elasticity, we determined from our data that stiffnesses of well below 10 kPa are needed to observe an effect due to small thickness of the platelets. To test this theory, softer substrates have to be considered under equal conditions. As we pointed out before, the deformations in softer gels meant that beads were pressed out of focus during recording. Hence, to further the understanding of the mechano-sensitivity of platelets, the imaging technique first has to be adjusted to become three-dimensional, \textit{e.g.} to the usage of a confocal microscope. Note that such a change in the imaging also influences the light exposure, time interval between images and the analysis algorithm. Alternatively, we also argued that the concentrations of fibrinogen and thrombin overrides any mechano-sensitive behaviour. Here, we used a comparatively high fibrinogen concentration where it was previously shown that area effects are diminished \cite{93}. Moreover, we chose a thrombin concentration where both actin dynamics as well as forces are suspected to have reached their maximum \cite{65, 108}. It is thus of interest to change the concentrations of both substances to lower values to possibly regain the mechano-sensitivity if this was the cause. Here, one has to consider the influence of both the individual molecules as well as the combined effect of both.

As mentioned above, we also did not observe any dependency on the shear rate. This was either be due to a lack in sensitivity, an over-stimulation by the trigger molecules or due to the comparatively low shear rates tested here. In the human body, shear rates of much higher values are found which platelets have to withstand. While at much higher shear rates, the interaction between fibrinogen and the integrin $\alpha$II$\beta$3 does not drive the adhesion, they are still the driving
reaction at shear rates of 100 s$^{-1}$ or slightly above. Thus, it would be interesting to also study the contraction at higher shear stresses than used here. Before that, one first has to establish why a pure platelet solution did not show any adhesion at shear rates of about 50 s$^{-1}$. As it was previously shown that adhesion can be facilitated when taking whole blood [18, 34, 103], it could be tested whether the usage of whole blood yields different results in our device. Alternatively, as the adhesion of platelets in the human body is driven by red blood cells [1, 118], an alternative approach is the introduction of beads into the system to mimic the effect of the red blood cells.

Apart from the very strong contractile behaviour, we also observed that platelets exhibited three different contractile behaviours: a force plateau, relaxation after initial contraction as well as oscillations. We argued previously that the behaviour is dependent on the amount of chemical components present at the side of adhesion as well as inside the internal storages of the platelets. One important point we made was that with the current set-up, platelet contraction was maintained by relying on the molecular storages of the cells themselves. Adding molecules such as calcium or ATP into the buffer may thus dramatically change the behaviours observed here. In particular, as we argued that the relaxation seen was due to depletion of contraction triggering substances, an addition of said molecules would result in a reduction of relaxing cells. Instead of changing the buffer itself, the inclusion of these molecules in a controlled fashion is possible by using our mixing device, thus actively influencing the platelets’ contractile behaviour. At the same time, the imaging of the flux of calcium during the contraction may answer the question whether this causes the oscillations in contraction. The latter experiment needs to be conducted either at static conditions or lower flow rates than used here as the oscillations were repressed during our flow measurements.

Lastly, we reported that the orientation of the major dipole axis to the flow direction changed with increasing shear rate. For lower fluid shear stress, on average, the angle was about 45° while it increased to nearly 90° at the highest shear stress. We argued that this corresponds to a gradual adaptation to the external force field and a perpendicular orientation of the actin cytoskeleton is more stable from a mechanical point of view. To confirm this hypothesis, both higher as well as lower shear rates have to be studied. For lower shear rates, the angle is than predicted to become more evenly distributed between 0° and 90° as expected under static conditions. Higher shear rates on the other hand would result in a clear preference of a perpendicular direction. As we build our argumentation on the assumption
that the actin cytoskeleton followed the angle observed here, a live imaging of the actin network would further illustrate the effect of the flow on the contraction.

From this work, we conclude that platelets, small cell fragments lacking any transcription apparatus, are not mechano-sensitive to a wide range of tissues found in the human body, including muscle tissue. Instead, the magnitude of their response in terms of contractile force is governed by their size and exposure to trigger substances or adhesion proteins. On one hand, the size determines the amount of \textit{i.a.} active proteins and ions contained within the cell. On the other hand, their height determines the stiffness range to which they are able to adapt their force to. In particular, this stiffness range is found to be well below 10 kPa, given sufficiently high chemical stimulus. Hence, a blood clot contracts consistently and largely independently of its position in the body. The crucial part for the contraction orientation is the external stress distribution around the platelet at the time point of attachment. This determines the internal orientation of the cell in terms of the force transmitting network in the sense that the stress acting on the network is reduced to an optimum. Thus, for small and thin blood platelets, the temporal contraction development is governed by the concentration of trigger substances and its size while its spatial force distribution is determined by the active external stress.
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Appendix: Mathematical Proofs

In this appendix, we provide some more details about mathematical derivations which have been omitted in the main text.

A.1 Regularisation Using PIV and Lagrangian Markers

In the experiments in Section 5.4.2, we observed that in the FTTC method using the Lagrangian marker approach, the regularisation parameter $\alpha$ could be set to zero without obtaining diverging approximations to the force field. At a first glance, this behaviour is counter-intuitive since the Boussinesq equation (5.1) is an ill-posed problem. In this section, we provide mathematical reasons why regularisation is not needed in this special case.

Earlier, we have shown that the eigenvalues of $\hat{G}$ are given by $\beta(1-\nu)|k|^{-1}$ and $\beta|k|^{-1}$, where $\beta = \frac{2(1+\nu)}{E}$. For simplicity, let us only assume the case of $\lambda_k = \beta|k|^{-1}$. We now see that for each $k$, the problem $Tx = y$ reduces to

$$\hat{x}_k = \lambda_k^{-1}\hat{y}_k. \quad (A.1)$$

Additionally, we observed that the use of PIV and marker tracking results in a
decay of the displacement in Fourier space as

\[ |\hat{y}_k + \hat{\delta y}_k| \leq c_y |k|^{-3} \quad (A.2) \]

Here, this decay also includes the errors. So the *a-priori* assumption is that both \(\hat{y}_k\) and \(\hat{\delta y}_k\) decay as \(|k|^{-3}\) individually. So can we now construct a space which includes all \(\hat{y}_k\) with their corresponding errors? One such space is

\[ \hat{Y}_0 = \{ \hat{y} \in \hat{\mathbb{Y}} | \sum_{k=-\infty}^{\infty} k^2 |\hat{y}_k|^2 < \infty \} \quad (A.3) \]

since all sequences \(\hat{y}_k\) with a decay like \(|k|^{-3}\) belong to this space. We then set \(Y_0 = \mathcal{F}^{-1}(\hat{Y}_0)\) where \(\mathcal{F}^{-1}\) denotes the inverse Fourier transform. Further, we define a norm so that

\[ \|y\|_Y = \left( \frac{2\pi}{\infty} \sum_{k=-\infty}^{\infty} k^2 |\hat{y}_k|^2 \right)^{1/2} \quad (A.4) \]

This subspace fulfils our requirements for a space containing our data. Formally, this can be sketched in the following diagram:

\[
\begin{array}{ccc}
X & \xrightarrow{T} & Y \\
\mathcal{F} & \downarrow & \mathcal{F} \\
\hat{X} & \xrightarrow{\mathcal{T}} & \hat{Y} \\
\downarrow & & \downarrow \\
\hat{X}_0 & \xrightarrow{\mathcal{T}} & \hat{Y}_0 \\
\mathcal{F}^{-1} & \downarrow & \mathcal{F}^{-1} \\
X_0 & \xrightarrow{T} & Y_0
\end{array}
\]

However, if we want to show that \(Tx = y\) is well-posed, we still need to show that \(T\) is bounded in the norms of these spaces. We know that \(\hat{x} = \lambda_k^{-1} \hat{y}_k\). Hence,

\[
\|x\|^2 = 2\pi \sum_{k=-\infty}^{\infty} |\hat{x}_k|^2 = 2\pi \sum_{k=-\infty}^{\infty} |\lambda_k|^{-2} |\hat{y}_k|^2 \leq \gamma^2 2\pi \sum_{k=-\infty}^{\infty} k^2 |\hat{y}_k|^2 \leq \gamma^2 \|\hat{y}\|_{\hat{Y}_0} \quad (A.5)
\]
where $\gamma = 1/(\beta(1-\nu))$. Thus, it follows that

$$||\tilde{T}_0^{-1}|| \leq \gamma$$

(A.7)

Hence, the operator is bounded within our sub-space, both in Fourier space as well as in real space.

For our specific application, we will use the discrete Fourier transform. This means that the infinite amount of modes $k$ will be reduced to a finite number corresponding to the amount of finite grid-points $N$ used in the transform. However, the derivations above will still hold true. In particular, the operator $\tilde{T}_{0,N}$ will still be bound by $\gamma$ which is independent of $N$.

**Conclusion.** Using the *a-priori* information of the Fourier coefficients, we can construct a sub-space containing all our data such that the operator $T$ becomes bounded thus continuous by a given constant. This means that our problem becomes well-posed. This also holds true in the discrete case.

### A.2 An Error Estimation for the Dipole Quotient Averaging

As we only consider absolute values of the eigenvalues, we can assume that $0 < \lambda_{\min}(A) \leq \lambda_{\max}(A)$. Can we find a relationship between the norms of the matrices and the corresponding eigenvalues to determine an estimation of $\delta$? We have the following perturbation theorem for eigenvalues (Ref. [9], Theorem 6.9.7).

**Theorem.** Assume $B$ is a normal matrix and $C$ is any matrix. Then, for any given eigenvalue $\lambda(C)$ there is an eigenvalue $\lambda(B)$ such that

$$|\lambda(B) - \lambda(C)| \leq \|B - C\|_2.$$  

(A.8)

We apply this theorem with $B = A^*$ and $C = A$ as well as with the estimate Eq. (5.45). Hence, that if $\lambda_{\min}(A) \leq \epsilon = |\tilde{A}|$, then $\lambda_{\min}(A) - \epsilon \leq 0 < \lambda_{\min}(A) + \epsilon$. Furthermore, we see that $\lambda_{\min}(A) - \epsilon \leq \lambda_{\min}(A^*) \leq \lambda_{\min}(A) + \epsilon$. It follows that $\lambda_{\min}(A^*)$ can be arbitrarily small such that $q^*$ and hence $\delta$ will increase unboundedly.

Let us now assume that $\epsilon < \lambda_{\min}$. Then there exist $\mu$ and $\nu$ with $|\mu|, |\nu| \leq \epsilon$ such that $\lambda_{\max}(A^*) = \lambda_{\max}(A) + \nu$ and $\lambda_{\min}(A^*) = \lambda_{\min}(A) + \mu$. Then we can estimate
δ by

\[
\delta = |q - q^*| \\
= \left| \frac{\lambda_{\text{max}}(A) - \lambda_{\text{max}}(A^*)}{\lambda_{\text{min}}(A) - \lambda_{\text{min}}(A^*)} \right| \\
= \left| \frac{\lambda_{\text{max}}(A)\lambda_{\text{min}}(A^*) - \lambda_{\text{max}}(A^*)\lambda_{\text{min}}(A)}{\lambda_{\text{min}}(A)\lambda_{\text{min}}(A^*)} \right| \\
= \left| \frac{\lambda_{\text{max}}(A) \cdot (\lambda_{\text{min}}(A) + \mu) - \lambda_{\text{min}}(A) \cdot (\lambda_{\text{max}}(A) + \nu)}{\lambda_{\text{min}}(A) \cdot (\lambda_{\text{min}}(A) + \mu)} \right| \\
= \{ -\mu \geq -\epsilon; |\mu|, |\nu| \leq \epsilon; 0 < \lambda_{\text{min}}(A) \leq \lambda_{\text{max}}(A) \} \\
\leq \frac{|\mu\lambda_{\text{max}}(A)| + |\nu\lambda_{\text{min}}(A)|}{\lambda_{\text{min}}(A)(\lambda_{\text{min}}(A) + \mu)} \\
\leq \frac{\epsilon(\lambda_{\text{max}}(A) + \lambda_{\text{min}}(A))}{\lambda_{\text{min}}(A)(\lambda_{\text{min}}(A) - \epsilon)} \\
:= \hat{\delta}. 
\]
Appendix: Matlab Programmes

B.1 Main Programme

The programme Traction_Main.m denotes the main programme and calls all sub-functions for the analysis.

```matlab
%%Main programme for traction force force calculation
%Copyright ©2018 Jana Hanke, Version 23rd February
close all
clear all

st_time=cputime;
st_tic=tic;

%% Define file and set path
%specify path and file for output
fmt = 'tif';
[FileName, FilePath]=uigetfile('*.tif',... 'Choose Bead Images to Import',pwd,... 'MultiSelect','off');
if FilePath(1) == 0
```

```matlab
215
```
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```matlab
warndlg('No file selected!','No File','modal');
end
c = fix(clock);
outdir = [FileName(1:end-4), '_', '-trfttc6-periodic', '_', ...
date, '_', ...
um2str(c(4),'%02u'), '_', num2str(c(5),'%02u'), '_', ...
um2str(c(6),'%02u')];
[succ,mess] = mkdir(filePath,outdir);
newdir = strcat(filePath, outdir);

[FileName2, FilePath2] = uigetfile('*.tif', ...
'Choose Cell Images to Import',pwd,...
'MultiSelect','off');
if FilePath2(1) == 0
warndlg('No file selected!','No File','modal');
end

%% Define parameters
% get information about stacksize and nr of frames
P_File=[FilePath FileName];
File_info=imfinfo(P_File);
Nr_frames=size(File_info,1);
NPIXY = max([File_info.Height]);
NPIXX = max([File_info.Width]);

C_File=[FilePath2 FileName2];
CFile_info=imfinfo(C_File);
CNr_frames=size(CFile_info,1);
CNPIXY = max([CFile_info.Height]);
CNPIXX = max([CFile_info.Width]);
C_Stack=zeros([CNPIXY,CNPIXX,CNr_frames],'double');
Cell_dft = zeros([CNPIXY,CNPIXX,CNr_frames],'uint16');

% define analysis paramter
p = 2.0; % exponent contrast enhancer
window_size = 40; % coarse subwindow size
overlap = 0.5; % window overlap
time_int = 7.5; % time interval between images
recur = 2; % recurssion
thresh_err = 2.0;
pix2nm = 75.65e-9; % conversion rate pixels to nm
```
Main Programme

E = 19e3; % Young's modulus in Pa
nu = 0.3; % Poisson ratio
nfft= 2; % node distance FTTC
mfft= nfft;
delta=0; % regularisation parameter
tol=1e-12; % tolerance for marker tracking

data_filedata = [newdir '\PIVData.mat'];
save(data_filedata, 'p', 'window_size', 'overlap', 'time_int', 'recur', ...
     'thresh_err','E','nu','delta','tol','nfft','mfft')

%% Main Programme
% Filter the images (non-linear filter, contrast enhancer, Wiener de-noiser)
disp('1) Calculating denoised images:');
disp('---------------------------');

[Filtered] = backgr_corr(P_File,p,NPIXX,NPIXY,Nr_frames);

filt_name = '\Filtered';
filt_dir = strcat(newdir, filt_name);
[succ,mess] = mkdir(filt_dir);
Filt_filename = 'FilteredBeads';
Filt_File=[filt_dir '\' Filt_filename '.' fmt];
for f = 1:Nr_frames
    imwrite(Filtered(:,:,f),Filt_File,'WriteMode','append',...
     'Compression','none');
end

% Correct the images for drift (correlate the images to t0)
disp('2) Calculating drift in images:');
disp('-------------------');

[Drifted,row_shift,col_shift] = drift_corr(Filtered);

drift_name = '\Drifted';
 drift_dir = strcat(newdir, drift_name);
[succ,mess] = mkdir(drift_dir);
Drift_filename = 'DriftedBeads';
Drift_File=[drift_dir '\' Drift_filename '.' fmt];
Shift_filename = 'ShiftVectors.mat';
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Shift_File=[drift_dir '\ Shift_filename];
save(Shift_File, 'row_shift', 'col_shift')
for d = 1:Nr_frames
    imwrite(Drifter(:,:,d),Drift_File,'WriteMode','append',...
        'Compression','none');
end

cell_name = '\Drift_Cell';
cell_dir = strcat(newdir, cell_name);
[succ,mess] = mkdir(cell_dir);
Cell_filename = 'DriftedCell';
Cell_File=[cell_dir '\ Cell_filename '.' fmt];
for c = 1:CNr_frames
    C_Stack(:,:,c) = im2double(imread(C_File,c));
    C_Stack(:,:,c)=abs(ifft2(shiftimage(fft2(C_Stack(:,:,c)),...
        row_shift(c),-
        col_shift(c))));
    Cell_dft(:,:,c) = im2uint16(C_Stack(:,:,c));
    imwrite(Cell_dft(:,:,c),Cell_File,'WriteMode','append',...
        'Compression','none');
end

% Calculate discrete velocity field (mPIV)
disp('3) Calculating discrete velocity fields:');
disp('−−−−−−−−−−−−−−−−');
[xi,yi,u_piv,v_piv] = piv_calc(Drifter,Nr_frames, time_int,window_size,...
    recur,overlap,thresh_err);
piv_name = '\PIVData';
piv_dir = strcat(newdir, piv_name);
[succ,mess] = mkdir(piv_dir);
piv_file = [piv_dir '\DisplacementData.mat'];
save(piv_file, 'xi', 'yi', 'u_piv', 'v_piv')
C_last = C_Stack(:,:,CNr_frames);
C_last_cut = im2uint16(imadjst(C_last(floor(yi(2)):floor(yi(end-1)),...
    floor(xi(2)):floor(xi(end-1))));
last_cell_file = [newdir '\cellmask_cut.tif'];
imwrite(C_last_cut, last_cell_file, 'WriteMode','append','Compression','none');

% Set and track Lagrangian markers and calculate traction forces
```

218
disp('4) Calculating continuous displacement fields and traction forces:');
disp('------------------');

[coor,dist,forces] = trfttc6(xi,yi,u_piv,v_piv,time_int,'periodic',...
    delta,nfft,mfft,tol,E,nu,pix2nm);

marker_name = '\MarkerData';
marker_dir = strcat(newdir, marker_name);
[succ,mess] = mkdir(marker_dir);
marker_file = [marker_dir '\disp.mat'];
save(marker_file, 'coor', 'dist')

% Calculate traction force magnitude maps
max_max = 0;
ind_max_max = 0;
Mag_Stack = zeros(length(forces(:,:,1,1)),length(forces(:,:,1,1)),Nr_frames);
for k=1:Nr_frames
    Mag_Stack(:,:,k) = sqrt(((forces(:,:,1,k)).^2)+...  
                        ((forces(:,:,2,k)).^2));
    max_all = max(max(Mag_Stack(:,:,k)));
    if max_all > max_max
        max_max = max_all;
        ind_max_max = k;
    end
end

fttc_name = '\ForceData';
fttc_dir = strcat(newdir, fttc_name);
[succ,mess] = mkdir(fttc_dir);
fttc_file = [fttc_dir '\force.mat'];
save(fttc_file, 'forces')
magfttc_file = [fttc_dir '\magforce.mat'];
save(magfttc_file, 'Mag_Stack')

% Calculate total force, energy and error
figure(1)
imagesc(Mag_Stack(:,:,ind_max_max));
caxis([0, 8000])
h = imrect;
position = wait(h);
BW = createMask(h);
dx = round(position(3));
dy = round(position(4));
hx = nfft*pix2nm;
hy = mfft*pix2nm;
forcesx = zeros(size(Mag_Stack));
forcesy = zeros(size(Mag_Stack));
energ_matrix_x = zeros(size(Mag_Stack));
energ_matrix_y = zeros(size(Mag_Stack));
vec_f = [];
max_max = 0;
ind_max_max = 0;
for l=1:Nr_frames
    forcesx(:,:,l) = BW.*forces(:,:,1,l)';
    forcesy(:,:,l) = BW.*forces(:,:,2,l)';
    f_xi = sum(sum(forcesx(:,:,l))).*hx*hy;
    f_yi = sum(sum(forcesy(:,:,l))).*hx*hy;
    vec_f = [vec_f sqrt(f_xi^2+f_yi^2)];
    max_all = max(max(BW.*Mag_Stack(:,:,l)));
    if max_all > max_max
        max_max = max_all;
        ind_max_max = l;
    end
    energ_matrix_x(:,:,l) = forcesx(:,:,l).*(BW.*dist(:,:,1,l)');
    energ_matrix_y(:,:,l) = forcesy(:,:,l).*(BW.*dist(:,:,2,l)');
end
F = ftot(forcesx,forcesy,hx,hy);
E = energytot(energ_matrix_x,energ_matrix_y,hx,hy);
t = 0:time_int:time_int*(Nr_frames-1);
tfm.name = '\TFM_images';
tfm.dir = strcat(newdir, tfm.name);
[succ,mess] = mkdir(tfm.dir);
for p=1:Nr_frames
    figure(1);
    imagesc(Mag_Stack(:,:,p));
    axis image
    caxis([0, max_max + mod(-max_max, 100)])
    colorbar;
    axis image
    cb = colorbar('vert');
zlab = get(cb,'ylabel');
set(zlab,'String','Magnitude');
ylabel('Magnitude');
frame=getframe(h);
imwrite(frame.cdata,fullfile(tfm_dir, ['Amplitudenplot',num2str(p),'.tif']));

end
figure(1)
plot(t,F.*1e9)
title('Total Force')
xlabel('Time [s]')
ylabel('F_{tot} [nN]')
figure(2)
plot(t,vec_f./F)
title('Relative Error in Force')
xlabel('Time [s]')
ylabel('F_{vec}/F_{tot}')
figure(3)
plot(t,E)
title('Energy')
xlabel('Time [s]')
ylabel('Energy [J]')

%% The End

e_time=cputime-st_time;
t_elapsed=toc(st_tic);
fprintf('CPU calculation time: %6.1g s
',e_time);
fprintf('Run time: %i min %i s
',round(t_elapsed/60),round(rem(t_elapsed,60)));

B.2 Image Contrast Enhancer

The programme backgr_corr.m increases the contrast in the recorded images as well as reduces the noise level.

% Function to filter bead images
% Copyright ©2018 Jana Hanke, Version 23rd February
function [Filtered] = backgr_corr(P_File,p,NPIXX,NPIXY,Nr_frames)

% Input parameters
% P_File — images
% p — exponent contrast enhancer
% NPIXX — number of pixels in x
% NPIXY — number of pixels in y
% Nr_frames — number of frames
% Output parameters
% Filtered — filtered images

PImStack=zeros([NPIXY,NPIXX,Nr_frames],’double’);
FImStack=zeros([NPIXY,NPIXX,Nr_frames],’double’);
GImStack=zeros([NPIXY,NPIXX,Nr_frames],’double’);
Filtered = zeros([NPIXY,NPIXX,Nr_frames],’uint16’);

% Enhance contrast and de-noise
for im=1:Nr_frames
    PImStack(:,:,im) = im2double(imread(P_File,im));
    Im_Adjusted = imadjust(PImStack(:,:,im));
    FImStack(:,:,im) = Im_Adjusted.^p;
    GImStack(:,:,im) = wiener2(FImStack(:,:,im),[3 3]);
    Filtered(:,:,im) = im2uint16(GImStack(:,:,im));
end

clear im

B.3 Drift Correction

drift_corr.m corrects the drift in the recording based on the filtered images.

% Function to drift correct images
% Copyright ©2018 Jana Hanke, Version 23rd February
function [dftimage, row_shift, col_shift] = drift_corr(Filtered);

% Input parameters
% Filtered — filtered images
% Output parameters
% dftimage — drift corrected images
% row_shift — shift in row
% col_shift — shift in column

rawimage = Filtered; % input – image
dftimage = rawimage; % output – image; initialized with rawimage
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pixelacc = 100; % upsampling factor -> subpixel accuracy

% determine drift in Fourier space and correct
for i = 2:size(rawimage,3)
    sum_int = sum(dftimage(:,:,i));
    if sum_int == 0
        row_shift(i,1) = 0;
        col_shift(i,1) = 0;
    else
        output = dftregistration(fft2(dftimage(:,:,1)),...
            fft2(dftimage(:,:,i)),pixelacc);
        row_shift(i,1)=output(3);
        col_shift(i,1)=output(4); % caution with .*(-1)
        dftimage(:,:,i)=abs(ifft2(shiftimage(fft2(dftimage(:,:,i)),...
            row_shift(i),-col_shift(i))));
    end
end
clear i

B.4 Calculate Velocity Fields

piv_calc.m determines the discrete velocity fields using PIV.

% Function to calculate velocity fields
% Copyright ©2018 Jana Hanke, Version 23rd February
function [xi,yi,u_piv,v_piv]=piv_calc(Drifted,Nr_frames,time_int,...
    window_size,recur,overlap,thresh_err)

% Input parameters
% Drifted       - drift corrected images
% Nr_frames     - number of frames
% time_int     - time interval
% window_size  - subwindow size
% recur        - recursion steps
% overlap      - window overlap
% thresh_err   - error threshold
% Output parameters
% xi           - x-coordinates of velocity mesh
% yi           - y-coordinates of velocity mesh
% u_piv        - x-coordinate of velocity field
% v_piv        - y-coordinate of velocity field
% Velocity field at t=0
[xi, yi, iu, iv] = mpiv(Drifted(:,:,1), Drifted(:,:,1), window_size,...
    window_size, overlap, overlap, 0, 0, time_int, 'cor', recur, 0);
[iu_filt, iv_filt, iu_interp, iv_interp] = mpiv_filter(iu, iv, 2,...
    thresh_err, 3, 0);
[iu_smooth, iv_smooth] = mpiv_smooth(iu_interp, iv_interp, 0);
dim = size(iu);
u_piv = zeros(dim(1),dim(2),Nr_frames-1);
v_piv = zeros(dim(1),dim(2),Nr_frames-1);
u_piv(:,:,1) = u_smooth;
v_piv(:,:,1) = v_smooth;

% Determine velocity fields
im = 1;
while im <= (Nr_frames - 1)
    dt = time_int;
    im1 = Drifted(:,:,im);
    im_next = im + 1;
    im2 = Drifted(:,:,im_next));

    % Handle empty frames
    while sum(im2) == 0
        u_piv(:,:,im_next) = Inf(size(u_piv(:,:,1)));
        v_piv(:,:,im_next) = Inf(size(v_piv(:,:,1)));
        im_next = im_next + 1;
        im2 = Drifted(:,:,im_next));
        dt = dt + time_int;
    end

    % Compare forwards and backwards and average
    disp(int2str(im))
    [xi, yi, iu1, iv1] = mpiv(im1, im2, window_size, window_size,...
        overlap, overlap, 0, 0, dt, 'cor', recur, 0);
    [iu_filt1, iv_filt1, iu_interp1, iv_interp1] = mpiv_filter(iu1, iv1, 2,...
        thresh_err, 3, 0);
    [xi, yi, iu2, iv2] = mpiv(im2, im1, window_size, window_size,...
        overlap, overlap, 0, 0, dt, 'cor', recur, 0);
    [iu_filt2, iv_filt2, iu_interp2, iv_interp2] = mpiv_filter(iu2, iv2, 2,...
        thresh_err, 3, 0);
    u_piv(:,:,im_next) = 0.5.*(iu_interp1-iu_interp2);
B.5 Calculate Displacements and Traction Forces

The function trfttc6.m calculates both the displacements by Lagrangian marker tracking as well as the traction forces using FTTC. The sub-functions used for the FTTC part are given below, called initfttc.m and sfttc.m.

% Function to calculate displacements and forces
% Copyright ©2018 Jana Hanke, Version 23rd February
function [coord, dist, forces] = trfttc6(xi,yi,u_piv,v_piv,dt,imeth,lambda, nfft,mfft,tol,E,nu,pix2nm)

% Input parameters
% xi — x-coordinates of velocity mesh
% yi — y-coordinates of velocity mesh
% u_piv — x-coordinate of velocity field
% v_piv — y-coordinate of velocity field
% dt — time step between two frames
% imeth — interpolation method: cubic or kriging
% lambda — regularisation parameter
% n — number of gridpoints for x, fastest if a power of 2
% m — number of gridpoints for y, fastest if a power of 2
% tol — iteration accuracy in implicit midpoint rule
% Output parameters
% coord — x- and y-coordinates for dist and forces grid
% dist — dist(:,:,1:2,i) distances for i-th frame
% forces — forces(:,:,1:2,i) forces for i-th frame

% Integration parameters: To be adapted!!
rhomax = 0.5; % maximal allowed contraction rate
Mmax = 10; % maximal number of iterations
secfac = 0.9; % security factor for iteration error estimate
abstol = 1e-2; % security factor relative error (in pixels!)
meth = 0; % L^2 regularisation, H^meth regularisation
Kc = 0; % parameter for corner cutting
pshift = 1.5; % tracking border
% Reassign coordinate system
firstx = xi(1);
firsty = yi(1);
lastx = xi(end);
lasty = yi(end);

xi = xi - firstx;
yi = yi - firsty;

% Prepare for continuing the velocity fields
u_piv(1,2:(end-1),:) = 0.5*(u_piv(1,2:(end-1),:)+u_piv(end,2:(end-1),:));
endu_piv(1,2:(end-1),:) = u_piv(1,2:(end-1),:);
endu_piv(2:(end-1),1,:) = 0.5*(u_piv(2:(end-1),1,:)+u_piv(2:(end-1),end,:));
endu_piv(2:(end-1),end,:) = u_piv(2:(end-1),1,:); %Obs: Corners badly handled!
v_piv(1,2:(end-1),:) = 0.5*(v_piv(1,2:(end-1),:)+v_piv(end,2:(end-1),:));
ev_piv(end,2:(end-1),:) = v_piv(1,2:(end-1),:);
ev_piv(2:(end-1),1,:) = 0.5*(v_piv(2:(end-1),1,:)+v_piv(2:(end-1),end,:));
ev_piv(2:(end-1),end,:) = v_piv(2:(end-1),1,:); %Obs: Corners badly handled!

corner_u=0.25*(u_piv(1,1,:)+u_piv(1,end,:)+u_piv(end,1,:)+u_piv(end,end,:));
corner_v=0.25*(v_piv(1,1,:)+v_piv(1,end,:)+v_piv(end,1,:)+v_piv(end,end,:));
u_piv(1,1,:)= corner_u;
u_piv(1,end,:)= corner_u;
u_piv(end,1,:)= corner_u;
u_piv(end,end,:)= corner_u;
v_piv(1,1,:)= corner_v;
v_piv(1,end,:)= corner_v;
v_piv(end,1,:)= corner_v;
v_piv(end,end,:)= corner_v;

NrFrames = size(u_piv,3);

% Make regular marker positions:
startx = pshift*xi(2);
endx = pshift*xi(end-1)+(1-pshift)*xi(end);
starty = pshift*yi(2);
endy = pshift*yi(end-1) + (1-pshift)*yi(end);

nscale = endx/startx + (1-pshift)*yi(end);
mscal = endy/starty + (1-pshift)*pix2nm);

x_interval = endx-startx;
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\[ y_{\text{interval}} = \text{endy} - \text{starty}; \]
\[ n = \text{round}(x_{\text{interval}}/nfft); \]
\[ m = \text{round}(y_{\text{interval}}/mfft); \]
\[ \text{if } \text{mod}(n,2) == 1 \]
\[ n = n+1; \]
\[ \text{end} \]
\[ \text{if } \text{mod}(m,2) == 1 \]
\[ m = m+1; \]
\[ \text{end} \]
\[ xcoords = \text{linspace(startx,endx,n)}.*\text{pix2nm}; \]
\[ ycoords = \text{linspace(starty,endy,m)}.*\text{pix2nm}; \]
\[ \text{coord.x} = xcoords; \]
\[ \text{coord.y} = ycoords; \]
\[ [yc,xc] = \text{meshgrid(ycoords,xcoords)}; \]
\[ nm = n*m; \]
\[ x\_curr = xc(:); \]
\[ y\_curr = yc(:); \]

\% Preparation of interpolation.
\[ \text{if strcmp(imeth,'periodic')} \]
\[ \% Create an "almost" periodic spline \]
\[ xi = [xi(end-3:end-1)-xi(end),xi,xi(2:4)+xi(end)]; \]
\[ yi = [yi(end-3:end-1)-yi(end),yi,yi(2:4)+yi(end)]; \]
\[ [nn,mm,NrFrames] = \text{size(u.piv)}; \]
\[ u\_tmp = u\_piv; \]
\[ v\_tmp = v\_piv; \]
\[ u\_piv = \text{zeros(nn+6,mm+6,NrFrames)}; \]
\[ v\_piv = \text{zeros(nn+6,mm+6,NrFrames)}; \]
\[ \text{for } i = 1:\text{NrFrames} \]
\[ u\_piv(:,:,i) = [\text{zeros(3)}, u\_tmp(end-3:end-1,:,i), \text{zeros(3)}]; \]
\[ u\_tmp(:,end-3:end-1,i) = u\_tmp(:,2:4,i); \]
\[ u\_piv(end-2:end,1:3,i) = u\_piv(end-2:end,end-5:end-3,i); \]
\[ v\_piv(:,1:3,i) = v\_piv(:,3:end-2:end-3,i); \]
\[ v\_tmp(:,end-3:end-1,i) = v\_tmp(:,2:4,i); \]
\[ v\_piv(1:3,1:3,i) = v\_piv(1:3,end-5:end-3,i); \]
v_piv(1:3,end-2:end,i) = v_piv(1:3,4:6,i);
v_piv(end-2:end,1:3,i) = v_piv(end-2:end,end-5:end-3,i);
v_piv(end-2:end,end-2:end,i) = v_piv(end-2:end,end,4:6,i);
end
clear u_tmp v_tmp

imeth = 'cubic';
end

xi = xi.*pix2nm;
yi = yi.*pix2nm;
u_piv = u_piv.*pix2nm;
v_piv = v_piv.*pix2nm;
[xg,yg] = meshgrid(xi,yi);

% Preparation of the FTTC algorithm
[G,GsG,RsR] = initfttc(n,m,nscal,mscal,meth,E,nu);
dist = zeros(n,m,2,NrFrames);
forces = zeros(n,m,2,NrFrames);

% Initialize fixed point iterations
deltaxo = zeros(nm,1);
deltayo = zeros(nm,1);

for i = 1:NrFrames
    switch imeth
        case 'cubic'
            if mean(mean(u_piv(:,:,i))) == Inf
                k = i-1; %OBS!!!
                u_piv(:,:,i) = u_piv(:,:,k);
                v_piv(:,:,i) = v_piv(:,:,k);
            end
            u_curr = interp2(xg,yg,u_piv(:,:,i)',x_curr,y_curr,'spline',0);
            v_curr = interp2(xg,yg,v_piv(:,:,i)',x_curr,y_curr,'spline',0);
        case 'kriging'
            if mean(mean(u_piv(:,:,i))) == Inf
                k = i-1; %OBS!!!
                u_piv(:,:,i) = u_piv(:,:,k);
                v_piv(:,:,i) = v_piv(:,:,k);
            end
            [u_curr,v_curr] = methkrig(xg,yg,u_piv(:,:,i)',v_piv(:,:,i)', ...
                                        x_curr,y_curr);
other wise
    warning(‘Unknown interpolation method’);
end
hu = dt*u_curr;
hv = dt*v_curr;

% Fixed point iteration
% Predict
x_pred = x_curr + hu;
y_pred = y_curr + hv;
cxterm = x_curr+x_pred;
cyterm = y_curr+y_pred;
nfac = secfac/max(max(norm(x_pred),norm(y_pred)),abstol);
fprintf(‘
*** Frame: %2d
’,i);
miter = 1;
acc = true;
while (miter <= Mmax) && acc
    switch imeth
    case ‘cubic’
        u_new = interp2(xg,yg,u_piv(:,:,i)’, ...
        0.5*(deltaxo+cxterm),0.5*(deltayo+cyterm),’spline’,0);
v_new = interp2(xg,yg,v_piv(:,:,i)’, ...
        0.5*(deltaxo+cxterm),0.5*(deltayo+cyterm),’spline’,0);
    case ‘kriging’
        [u_new,v_new] = methkrig(xg,yg,u_piv(:,:,i)’, ...
        v_piv(:,:,i)’,0.5*(deltaxo+cxterm),0.5*(deltayo+cyterm));
    otherwise
        warning(‘Unknown interpolation method’);
    end
deltax = dt+u_new-hu;
deltay = dt+v_new-hv;
defnew = max(norm(deltax-deltaxo),norm(deltay-deltayo));
if defnew == 0
    acc = false;
else
    if miter > 1
        rhohat = defnew/defold;
        if rhohat > rhomax
            fprintf(‘Insufficient convergence speed! Divergence? Rho = %e\n’,rhohat);
            return
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end
iterr = rhohat*nfac*defnew/(1-rhohat);
acc = (iterr > tol);
fprintf('Iter: %2d, iterr = %e\n',miter,iterr);
end
end
deltaxo = deltax;
deltayo = deltay;
defold = defnew;
miter = miter+1;
end

% Update solution and print error estimation
x_new = x_pred+deltaxo;
y_new = y_pred+deltayo;
fprintf('+++ Discretization error estimate: %e\n', max(norm(deltaxo),norm(deltayo)));

% Stop marker at boundary
index_x = find(x_curr < 0 | x_curr > (lastx-firstx));
index_y = find(y_curr < 0 | y_curr > (lasty-firsty));
x_new(index_x) = x_curr(index_x);
x_new(index_y) = x_curr(index_y);
y_new(index_x) = y_curr(index_x);
y_new(index_y) = y_curr(index_y);
x_curr = x_new;
y_curr = y_new;
dist(:,:,1,i) = reshape(x_curr-xc(:),n,m);
dist(:,:,2,i) = reshape(y_curr-yc(:),n,m);

% Compute forces: FTTC.
forces(:,:,1,i) = sfttc(G,GsG,RsR,dist(:,:,1,i), ...
    dist(:,:,2,i),nscal,mscal,lambda,i);

% Warning: Instability detected!
error = sqrt(dist(:,:,1,i).^2 + dist(:,:,2,i).^2);
boundary = max(max(error));
% OBS: end of i<->i+1
if boundary > 1000
    disp('OBS!!!
        disp(int2str(i))
        disp(num2str(boundary))
end
end
% Function to prepare matrices for FTTC
% Copyright ©2018 Jana Hanke, Version 23rd February
function [G,GsG,RsR] = initfttc(n,m,nscal,mscal,meth,E,nu)

% Input parameters
% nscal — normalised x size
% mscal — normalised y size
% meth — regularisation operator: H^meth

% Preparation of parameters
kx = ifftshift(nscal*(-n/2:n/2-1));
ky = ifftshift(mscal*(-m/2:m/2-1));
Dx = (1i*kx).^meth;
Dy = (1i*ky).^meth;
Efac = 2*(1+nu)/E;
G = zeros(2,2,n,m);
GsG = zeros(2,2,n,m);
RsR = zeros(2,2,n,m);
% Compute matrices
for k1 = 1:n
    for k2 = 1:m
        % the following assumes that both n and m are even
        if ~(k1 == 1) && (k2 == 1)
            kx1 = kx(k1);
            ky2 = ky(k2);
            ks = kx1^2+ky2^2;
            G(:,:,k1,k2) = [(1-nu)*ks+nu*ky2^2, -nu*kx1*ky2; ...
                            -nu*kx1*ky2, (1-nu)*ks+nu*kx1^2] ...
                         * (Efac/sqrt(ks)^3);
            GsG(:,:,k1,k2) = G(:,:,k1,k2)'*G(:,:,k1,k2);
        end
    end
% Regularise G
nmin = norm(G(:,:,round(n/2),round(m/2)));
G(:,:,1,1) = nmin*eye(2);
GsG(:,:,1,1) = nmin^2*eye(2);
% Penalty term
RsR(:,:,k1,k2) = [Dx(k1), 0; 0, Dy(k2)]; % Pure diagonal.
RsR(:,:,k1,k2) = RsR(:,:,k1,k2)'*RsR(:,:,k1,k2);

% Function to for FTTC
% Copyright ©2018 Jana Hanke, Version 23rd February
function forces = sfttc(G,GsG,RsR,x,y,nscal,mscal,lambda,i)

% Input parameters
% nscal − normalised x size
% mscal − normalised y size
% x − x displacements
% y − y displacements
% lambda − regularisation parameter
%
% Output parameters
% forces − forces(n,m,2)
%
% Preparation of parameters
[n,m] = size(x);
xhat = fft2(x);
yhat = fft2(y);
% Visualisation of absolute values of the Fourier coefficients
if i==5
    compplt(xhat,yhat,nscal,mscal);
    pause
end
%
% Correction for offsets
xhat(1,1) = 0;
yhat(1,1) = 0;
xlam = zeros(n,m,2);
for k1 = 1:n
    for k2 = 1:m
        b = [xhat(k1,k2);yhat(k1,k2)];
xlam(k1,k2,:) = (GsG(:,:,k1,k2)+lambda*RsR(:,:,k1,k2))\ ...
            (G(:,:,k1,k2)'*b);
    end
end
forces = ifft2(xlam,'symmetric'); % Take care of rounding errors!