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## Chapter 1

## Preface

Estimating the size of objects of interest is one of many key themes in analytic number theory. A particular type of inequalities is summarised under the label of "large sieves", which provides upper bounds for certain sums. Indeed in the context of large sieve inequalities we aim to bound for a finite collection of functions $u \in \mathcal{U}$, usually referred to as the harmonics, the sum

$$
\begin{equation*}
\sum_{u \in \mathcal{U}}\left|\sum_{M<m \leq 2 M} a_{m} \theta_{u}(m)\right|^{2} \tag{1.1}
\end{equation*}
$$

where to every harmonic $u$ we attach a complex vector $\Theta(u)=\left(\theta_{u}(m)\right)_{m \in \mathbb{N}}$. As we range over the whole of $\mathcal{U}$, we assume that the $\mathrm{m}^{\text {th }}$ entries of the vectors $\Theta(u)$ may be estimated from above on average by a constant. In the above sum the entries of $\Theta(u)$ are summed against the corresponding entries of an arbitrary vector $\alpha$ of complex numbers, that has support in the interval $(M, 2 M]$, for an $M \geq 1$. For the latter we are going to denote the set of all such vectors by

$$
\mathbb{C}_{M}^{\infty}:=\left\{\alpha=\left(a_{m}\right)_{m \in \mathbb{N}} \in \mathbb{C}^{\infty} \mid \operatorname{supp}(\alpha) \subseteq(M, 2 M]\right\}
$$

When we arrive at a bound for the sum in (1.1), we want to be able to judge the quality of the estimate obtained. In some sense a large upper bound is obtained by an application of the Cauchy Schwarz inequality, which yields

$$
\begin{equation*}
\sum_{u \in \mathcal{U}}\left|\sum_{M<m \leq 2 M} a_{m} \theta_{u}(m)\right|^{2} \ll\|\alpha\|_{\infty}^{2} M^{2} \# \mathcal{U} \tag{1.2}
\end{equation*}
$$

with the vector $\alpha$ being estimated by the infinity norm ${ }^{(1)}$ defined by

$$
\|\alpha\|_{\infty}:=\max _{M<m \leq 2 M}\left|a_{m}\right| .
$$

However in general we hope to do much better than the Cauchy Schwarz bound. After opening the square in (1.1) we may identify the diagonal terms of the resulting $m, n$-summations, for which we cannot expect any cancellation, to see that a sum of this type does not exceed

$$
\begin{equation*}
\|\alpha\|_{\infty}^{2} M \# \mathcal{U}+\text { off-diagonal terms. } \tag{1.3}
\end{equation*}
$$

[^0]Then for the off-diagonal terms in the latter we hope for square root cancellation in the $m, n$-summation, so that the diagonal terms in (1.3) dominate. Furthermore when we investigate the sum in (1.1) we desire a possible bound to be valid for every vector $\alpha \in \mathbb{C}_{M}^{\infty}$, in particular it therefore should hold for the specific choice

$$
\alpha\left(u^{*}\right)=\left(\overline{\theta_{u^{*}}(m)}\right)_{M<m \leq 2 M}
$$

as well, where we single out one element $u^{*}$ from the set of harmonics $\mathcal{U}$. Then, facilitated by the Cauchy Schwarz inequality, we easily find that an upper bound for the sum in (1.1) should be at least

$$
\|\alpha\|_{\infty}^{2} M^{2}+\text { additional terms }
$$

for every $\alpha \in \mathbb{C}_{M}^{\infty}$ and with the "additional terms" here being dominated by 1.3. Hence combining our considerations and assuming square root cancellation in the off-diagonal terms in (1.3), we expect an estimate

$$
\begin{equation*}
\sum_{u \in \mathcal{U}}\left|\sum_{M<m \leq 2 M} a_{m} \theta_{u}(m)\right|^{2} \ll(\# \mathcal{U}+M)\|\alpha\|_{\infty}^{2} M \tag{1.4}
\end{equation*}
$$

This bound is clearly much more desirable that the Cauchy Schwarz bound introduced in (1.2), which, excluding trivial scenarios, will always dominate the bound 1.4 . In conclusion in the context of large sieves we always hope to achieve an upper bound of the latter type and indeed in many instances an estimate of comparable quality as in (1.4) may be established.

As we will frequently employ it, we state an example in which the harmonics are a set of exponentials $e(*):=\exp (2 \pi \mathrm{i} *)$. Since those are periodic on $\mathbb{Z}$, it is clear that it suffices to split up the unit interval $\mathbb{R} / \mathbb{Z}$ in order to characterise the family of harmonics in this case. We do this by using Farey fractions with a denominator not exceeding $Y \geq 1$. Then we see easily that there are at most $\ll Y^{2}$ harmonics and from [14, Theorem 7.11] we know that in the context of our setup we have

$$
\sum_{y \leq Y} \sum_{h \bmod y}^{*}\left|\sum_{M<m \leq 2 M} a_{m} e\left(\frac{h m}{y}\right)\right|^{2} \ll\left(Y^{2}+M\right)\|\alpha\|_{\infty}^{2} M
$$

for every vector $\alpha \in \mathbb{C}_{M}^{\infty}$. The latter large sieve inequality for the described particular family of exponentials, which we will in the following sometimes interpret as additive characters on the integers, is of the quality we hoped for in (1.4). There are many more examples for large sieves in many different contexts, which we will not focus on here and refer to [14, Chapter 7, p.169-195] for a more extended overview.

We will now discuss large sieves in relation to modular forms and state results for holomorphic- and for Maaß cusp forms. In both scenarios we begin by considering an orthonormal basis for the spaces of such function for a Dirichlet character $\chi$ of modulus $N$ for the Hecke congruence subgroup

$$
\Gamma_{0}(N):=\left\{\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \left\lvert\, \quad\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in S L_{2}(\mathbb{Z}) \& c \equiv 0(\bmod N)\right.\right\}
$$

of $S L_{2}(\mathbb{Z})$ of level $N$. After that we are going to enlarge the number of harmonics by averaging over certain Dirichlet characters as well. To each such function we associate the vector having as entries the corresponding Fourier coefficient from the Fourier expansion of the particular harmonid (II)

[^1]We begin by considering holomorphic modular forms. The space $S_{k}\left(\Gamma_{0}(N) \backslash \mathbb{H} ; \chi\right)$ contains the holomorphic cusp forms of weight $k>2$ for the Hecke congruence subgroup of level $N$, and for the Dirichlet character $\chi$ of modulus $N$. Since these are periodic functions, at the cusp $\mathfrak{a} \sim \infty$ we can express them in terms of the Fourier expansion

$$
u(z)=\sum_{m \in \mathbb{N}} \psi_{u}(m) e(m z)
$$

where we rescale the arising coefficients via

$$
\psi_{u}^{*}(m):=\psi_{u}(m)\left(\frac{\Gamma(k-1) N}{(4 \pi m)^{k-1}}\right)^{1 / 2}
$$

These renormalised Fourier coefficients are assumed to be bounded by a constant on average over the whole family. For the space $S_{k}\left(\Gamma_{0}(N) \backslash \mathbb{H} ; \chi\right)$ we will consider any orthonormal basis and denote it by $\mathcal{U}_{\chi}^{\mathrm{hol}}$, which is going to be the set of harmonics in this context. Now to each member of this basis we associate a vector having the normalised Fourier coefficient $\psi_{u}^{*}(m)$ as the $\mathrm{m}^{\text {th }}$ entry and sum them against the corresponding places of any chosen $\alpha \in \mathbb{C}_{M}^{\infty}$ in the style of 1.1 . Then for instance for the trivial character $\chi \equiv 1^{(\text {III) })}$ we know from [14, Theorem 7.26] that

$$
\begin{equation*}
\sum_{\substack{u \in \mathcal{U}_{\chi=1}^{\text {hol }}}}\left|\sum_{M<m \leq 2 M} a_{m} \psi_{u}^{*}(m)\right|^{2} \ll(N+M)\|\alpha\|_{\infty}^{2} M, \tag{1.5}
\end{equation*}
$$

where the bound holds for any $\alpha \in \mathbb{C}_{M}^{\infty}$. Now we would like to know how many elements the set of functions in question roughly contains. Indeed for a basis of holomorphic cusp forms for a Dirichlet character $\chi$ of modulus $N$ one may establish for instance from [5], Théorème 1, p.71], that for large enough weight $k$ we have

$$
\begin{equation*}
\# \mathcal{U}_{\chi}^{\mathrm{hol}} \asymp N k \prod_{p \mid N}\left(1+\frac{1}{p}\right) \tag{1.6}
\end{equation*}
$$

which we interpret in the way that we average over about $N$ different harmonics. With this in mind we observe that indeed the bound in (1.5) is of the desired quality as in (1.4). As described we will now turn our attention to an enlarged set of harmonics. To do this we additionally average the left had side of (1.5) over the Dirichlet characters of modulus $N$, that satisfy $\chi(-1)=(-1)^{k}$, in order to avoid spaces only containing the zero function. As a result we may now think about a large sieve inequality with respect to the set of harmonics being

$$
\mathcal{U}^{\mathrm{hol}}:=\bigcup_{\substack{\chi \bmod N \\ \chi(-1)=(-1)^{k}}} \mathcal{U}_{\chi}^{\mathrm{hol}},
$$

which is much larger than the previously considered single $\mathcal{U}_{\chi}^{\text {hol }}$, since summing 1.6 over the relevant characters shows that we should expect about $N^{2}$ functions in $\mathcal{U}^{\text {hol }}$. Indeed in [15] Iwaniec and Li establish a large sieve for precisely this family. Adapting their result [15, Corollary 12.1] to our notation, they show with the latter for prime level $N$ with $M \geq N$ that

$$
\begin{equation*}
\sum_{u \in \mathcal{U}^{\text {hol }}}\left|\sum_{M<m \leq 2 M} a_{m} \psi_{u}^{*}(m)\right|^{2} \ll\left(\left(N^{3} M\right)^{1 / 2}+M\right)\|\alpha\|_{\infty}^{2} M^{1+\varepsilon} \tag{1.7}
\end{equation*}
$$

[^2]for every $\alpha \in \mathbb{C}_{M}^{\infty}$. This result is in a way unexpected. When we increased the size of the set of harmonics, we average over more objects, which we expect to behave independent of each other. Stronger cancellation effects should be the consequence. However the upper bound in (1.7) does not fall in line with this prediction. In fact it fails to achieve the quality we hope for in the context of large sieves as stated in (1.4), as we would expect a factor $\left(N^{2}+M\right)$ in the estimate rather than the always larger $\left(\left(N^{3} M\right)^{1 / 2}+M\right)$ (IV)

In a next step we are now going to compare the holomorphic case with the scenario of Maaß cusp forms. To this end we start again by looking at the space of such forms for the Hecke congruence subgroup of level $N$ and for the Dirichlet character $\chi$ of modulus $N$, which we denote by $\mathcal{C}_{1 / 2+\mathrm{i} t}\left(\Gamma_{0}(N) \backslash \mathbb{H} ; \chi\right)$. Any function $u$ in the latter space is an eigenfunction of the hyperbolic Laplace operator

$$
\Delta_{\text {Laplace }}:=-y^{2}\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right)
$$

with Laplace eigenvalue $\lambda_{u}=1 / 4+t_{u}^{2}$, for some $t_{u} \in(-i / 2, i / 2) \cup \mathbb{R}$. An orthonormal basis of the space $\mathcal{C}\left(\Gamma_{0}(N) \backslash \mathbb{H} ; \chi\right)$ is described by $\mathcal{U}_{\chi}^{\text {Maaß }}$. Maaß cusp forms are periodic functions and at the cusp $\mathfrak{a} \sim \infty$ therefore admit the Fourier expansion

$$
\begin{equation*}
u(z)=y^{1 / 2} \sum_{m \in \mathbb{Z} \backslash\{0\}} \rho_{u}(m) K_{\mathrm{i} t_{u}}(2 \pi|m| y) e(m x), \tag{1.8}
\end{equation*}
$$

where we renormalise the Fourier coefficients by defining

$$
\rho_{u}^{*}(m):=\rho_{u}(m)\left(\frac{2 N}{\cosh \left(\pi t_{u}\right)}\right)^{1 / 2}
$$

for which we believe that they are on average bounded above by a constant. We define the set of Maaß cusp forms with a spectral parameter $t \in[0, T]$ by

$$
\mathcal{U}_{T}^{\text {Maaß }}:=\left\{u \in \mathcal{U}_{\chi}^{\text {Maaß }} \mid t \in[0, T] \& \chi \equiv 1\right\} .
$$

Then by Weyl's law we expect roughly $\# \mathcal{U}_{T}^{\mathrm{Maaß}} \approx N T^{2}$ (cp. [13, (11.5), p.176] or [14] p.391]). Now, again adapting the result to our setup, we have from [14, Theorem 7.24] the inequality

$$
\begin{equation*}
\sum_{u \in \mathcal{U}_{T}^{\text {Maaß }}}\left|\sum_{M<m \leq 2 M} a_{m} \rho_{u}^{*}(m)\right|^{2} \ll\left(N T^{2}+M \log M\right)\|\alpha\|_{\infty}^{2} M, \tag{1.9}
\end{equation*}
$$

for all $\alpha \in \mathbb{C}_{M}^{\infty}{ }^{(\mathrm{V})}$ With the comments made earlier about the rough size of $\mathcal{U}_{T}^{\mathrm{Maaß}}$ this large sieve provides an upper bound again essentially of the optimal quality as in the spirit of (1.4). The latter is only missed by a factor of $\log M$, which we consider to be not significant in this context. As before in the case of holomorphic modular forms we now want to investigate the situation that arises provided we consider a larger family of Maaß cusp forms. To this end we deal with the set

$$
\mathcal{U}^{\text {Maaß }}:=\bigcup_{\substack{\chi \text { modN } \\ \chi(-1)=1}} \mathcal{U}_{\chi}^{\text {Maaß }},
$$

[^3]where we sum of such Dirichlet characters of modulus $N$, for which the corresponding spaces do not solely contain the zero function. The subject of this thesis is to establish a large sieve inequality for the family of harmonics being $\mathcal{U}^{\text {Maaß }}$, in some sense weighted with some function $h$, to be specified in due course. Indeed we will provide a full proof for the following result.

Theorem 1.1. Suppose the Riemann hypothesis (in the form: The Riemann hypothesis 2.7; see Section 2.5) is true. Let h be a Schwartz function satisfying the assumptions made in Section 2.4. We assume the Hecke congruence subgroup has odd prime level $N$. Then for every vector $\alpha \in \mathbb{C}_{M}^{\infty}$, with $M>N$, we have

$$
\begin{equation*}
\sum_{u \in \mathcal{U}^{\mathrm{MaaB}}}\left|\sum_{M<m \leq 2 M} a_{m} \rho_{u}^{*}(m)\right|^{2} h\left(t_{u}\right) \ll\left(\left(N^{3} M\right)^{1 / 2}+M\right)\|\alpha\|_{\infty}^{2} M^{1+\varepsilon}, \tag{1.10}
\end{equation*}
$$

for any small $\varepsilon>0$. The implied constant depends on the Schwartz function $h$.
As before we want to discuss the quality of the obtained upper bound. To be able to do this we need to have an approximate understanding of the number of harmonics weighted by the function $h$, over which we average. In fact again facilitated by Weyl's law (again cp. [13, (11.5), p.176] or [14, p.391]) we infer for $N$ a prime that

$$
\begin{equation*}
\sum_{u \in \mathcal{U}^{\text {Maaß }}} h\left(t_{u}\right) \approx N^{2} \int_{0}^{\infty} x h(x) d x \tag{1.11}
\end{equation*}
$$

where the involved integral converges, since we assume decay properties for the function $h$ as specified in Section 2.4 As the implied constant in the inequality in 1.10) is allowed to be a function of the Schwartz function $h$, the integral in 1.11 may be absorbed thereof and we would hope for the factor $\left(N^{2}+M\right)$. Instead we establish the larger $\left(\left(N^{3} M\right)^{1 / 2}+M\right)$, since we operate under the assumption that $M>N$; in particular if $M$ and the level $N$ of the group are not of the same size, the bound we find might significantly exceed the expectation from the general setup of the large sieve, as explained earlier. This somewhat unexpected phenomenon resembles similar observations, as made in the holomorphic scenario by Iwaniec and Li in [15] and indeed a related speculation as therein (cp. [15] 1. Introduction; p. 543]) may hint towards an explanation for it. The inner sum on the left hand side in 1.10), which is

$$
\begin{equation*}
\sum_{M<m \leq 2 M} a_{m} \rho_{u}^{*}(m), \tag{1.12}
\end{equation*}
$$

can be interpreted as the inner product of the two vectors $\alpha$ and $\Theta^{\mathrm{Maaß}}(u)=\left(\rho_{u}^{*}(m)\right)$ associated to each member $u \in \mathcal{U}^{\mathrm{Maaß}}$ of the family of harmonics that we consider. The inner product measures in some sense the extent to which these two vectors are orthogonal and parallel respectively to each other. Precisely the closer they are to being parallel the larger the product is, with a maximum when they are perfectly parallel, and on the other hand the closer they are to being orthogonal the smaller the product is, with it attaining the value zero for them being perfectly orthogonal. If the vectors $\left\{\Theta^{\mathrm{Maaß}}(u) \mid u \in \mathcal{U}^{\mathrm{Maaß}}\right\}$ were to point into different directions arbitrarily, no matter how an $\alpha$ is chosen, the absolute value of the inner product 1.12 can only be large for a small number of vectors from this family, as $\alpha$ can only resemble the direction of a few of them at the same time. For most of the vectors in $\left\{\Theta^{\text {Maaß }}(u) \mid u \in \mathcal{U}^{\text {Maaß }}\right\}$ the vector $\alpha$ should then be to some extent orthogonal to them, resulting in each case in a smaller absolute contribution from the inner product (1.12). Such a random distribution of the directions in which the vectors from the family $\left\{\Theta^{\mathrm{Maaß}}(u) \mid u \in \mathcal{U}^{\mathrm{Maaß}}\right\}$ point, would therefore make it plausible that on average over $\mathcal{U}^{\text {Maaß }}$ the total contribution from all the possible inner products, that is essentially what we aim to bound on the left hand side in $\sqrt{1.10}$, should not be too large. Hence it may be reasonable to hope for an upper
bound in the inequality in Theorem 1.1 of the same quality as the theoretical setup of the large sieve predicts.
However, the larger bound we obtain in reality in Theorem 1.1 suggests that we in fact encounter a slightly different situation. The inequality stated therein is supposed to hold for any choice of $\alpha \in \mathbb{C}_{M}^{\infty}$. In particular if the vectors $\left\{\Theta^{\mathrm{Maaß}}(u) \mid u \in \mathcal{U}^{\mathrm{Maaß}}\right\}$ were to favour a common direction the bound in 1.10 has to hold for vectors $\alpha$ aligning with it as well. This would result in the absolute value of the inner product (1.12) for such an $\alpha$ to be relatively large for many $u \in \mathcal{U}^{\mathrm{Maa}}$ at the same time, which has to be accounted for in the estimate in (1.10), potentially resulting in it being larger than the expectation. Since this is in fact the case here, the inequality in Theorem 1.1 seems to indicate that the vectors $\left\{\Theta^{\mathrm{Maaß}}(u) \mid u \in \mathcal{U}^{\mathrm{Maaß}}\right\}$ do not point in different directions completely randomly, but are rather slightly oriented toward a mutual one.
Remark 1.2 (Structure of the proof). The argument we present in this thesis in support of Theorem 1.1 follows largely the structure and layout of the proof given by Iwaniec and Li in $[15]$ to establish their equivalent results in the context of holomorphic modular forms (cp. (1.7) and [15] Corollary 12.1]). A number of the strategies and methods employed in [15] can be adapted to our situation of Maaß cusp forms. However a few aspects are also quite different and require additional attention.

Instead of the Petersson formula (cp. [14 Proposition 14.5]) in the holomorphic case the starting point, upon which the whole proof of Theorem 1.1 is built on, is the Bruggeman-Kuznetsov formula (see Section 2.3. In Chapter 3 the arithmetic side of the Bruggeman-Kuznetsov formula is developed into an asymptotic formula. After an application of Poisson summation the resulting integral is translated via Lemma 7.6 . depending on the values of one parameter involved, into integrals over various Bessel functions and the Schwartz function h (cp. Section 2.4) arising from the use of the Bruggeman-Kuznetsov formula. For the case of this particular parameter being equal to zero, Lemma 7.6 provides an integral of particular interest, those role we are going to interpret in due course. The transformation of terms facilitated by Lemma 7.6 is a key step in order to be able to obtain estimates for the corresponding terms of the desired quality. Although the same approach is used in [15], the resulting terms after the transformation are really quite different in our case. Not only do the terms corresponding to the holomorphic case look different, but also there is a whole range of nontrivial terms in the Maaß case that vanishes, once we operate in the context of holomorphic modular cusp forms. These additional terms are consequently featured in the results of the remaining chapters, derived from the material in Chapter 3] and require some careful treatment.

The Bruggeman-Kuznetsov formula equates to the arithmetic side a combination of two groups of terms on the spectral side. Those are terms containing the Fourier coefficients of Maaß cusp forms summed together with terms featuring the Fourier coefficients of Eisenstein series. These two parts of the spectral side are reminiscent respectively of the discrete and the continuous spectrum, resulting from spectral decomposition of the space $L^{2}\left(\Gamma_{0}(N) \backslash \mathbb{H} ; \chi\right)$ (cp. for primitive characters with the combination of [7] Proposition 4.1]) and [7] Proposition 4.2]) and with (14] Theorem 15.5] in case of the principal character $\chi_{0}$ ) with respect to the hyperbolic Laplace operator $\Delta_{\text {Laplace }}$, being a key ingredient in establishing the Bruggeman-Kuznetsov formula. The terms coming from the discrete spectrum are ultimately the object of our investigations. However the part being the representative of the continuous spectrum slightly gets in the way. It has a corresponding term on the arithmetic side of the formula, which is the one featuring the integral given by Lemma 7.6 for one of the parameters being equal to zero. Both terms on either side of the BruggemanKuznetsov formula can be shown to coincide up to an error term of acceptable magnitude for our purposes. Establishing this link between the two terms is essentially subject of Chapter 5 and has no correspondence whatsoever with the procedure used in the holomorphic case in [15], since the Petersson formula (cp. [14] Proposition 14.5]) being the staring point in the latter scenario does not feature any terms resembling the ones containing Fourier coefficients of Eisenstein series as the Bruggeman-Kuznetsov formula does.

Finally in Chapter 6 we establish an asymptotic formula for terms containing the Fourier coefficients of

Maa $\beta$ cusp forms. The particular asymptotic expansion we derive therein has its correspondence in the holomorphic case in [15]. Theorem 1.1]. Both results share the same feature that the number of terms in the main term may be increased or decreases according to the choice of some parameter, causing respectively a smaller/larger error term. Following the same strategy as in [15], from the asymptotic expansion we show in Chapter 6 we immediately conclude the large sieve inequality stated in Theorem 1.1. the main result of this thesis.

Remark 1.3 (The Riemann hypothesis). In the proof of Theorem 1.1 we rely at a certain point on the validity of the Riemann hypothesis $(R H)$ in the form we are going to specify in two equivalent formulations in Section 2.5. As this famous conjecture is unproven, our result is therefore conditional thereof. However since it is widely assumed for the statement to hold up eventually, we go forward employing it without proof, as it has become common practice in the field. It is probably worth pointing out that even in the absence of the Riemann hypothesis most of the arguments presented in this thesis remain true. It is only in Chapter 5 that we give arguments that employ RH. Since this chapter is an integral part in the process of deriving our main result, Theorem 1.1] all subsequent conclusions relying on this part of the thesis thus depend on the conjecture.

## Chapter 2

## Introductory remarks

This chapter does not contain any original work of us. Its purpose is merely to introduce some notation, conventions, and obvious observations, which we will use frequently throughout this thesis and to collect some standard facts about certain objects from the literature. Furthermore we are also going to introduce the Bruggeman-Kuznetsov formula (cp. Section 2.3). A result of this type was first established by Kuznetsov and independently by Bruggeman, the mathematicians the formula is named after. This formula is a standard result from the literature, on which our considerations in subsequent chapters entirely hinge on. We conclude this chapter with some remarks about the famous and so far unproven Riemann hypothesis.

### 2.1 Notational conventions

In this thesis we will follow in general the standard notational conventions common in analytic number theory. However in this section we will highlight few points of particular importance in our context. A sum over residue classes with an asterisk as superscript, i.e. for instance

$$
\sum_{x \bmod t}^{*}
$$

denotes the summation over such residue classes, which are invertible with respect to the indicated modulus. When we sum Dirichlet characters of modulus $N$, by writing

$$
\sum_{\chi \bmod N}^{+}
$$

with a plus as superscript we only consider those that satisfy $\chi(-1)=1$. We write

$$
\mathbb{R}_{>0}:=\{x \in \mathbb{R} \mid x>0\} .
$$

Similar notation is meant to be understood with a definition in the same spirit in mind. Quite frequently we will make use of the symbols $\varepsilon, \delta$ or alterations thereof. These will, even if not explicitly indicated, denote arbitrarily small numbers in $\mathbb{R}_{>0}$. Occasionally we will also implicitly assume that such $\varepsilon$ or $\delta$ are in fact small enough for our purposes, in order to ensure the validity of the claimed calculations. Of particular importance is furthermore the fact that the actual value, which such $\varepsilon$ or $\delta$ represent might not be the same from one appearance to the next. In our estimates the implicit constants often depend on $\varepsilon$ or $\delta$, which we omit to point out when this is the case. The $\delta$ introduced above should not be confused however with the

Kronecker delta, which is defined by

$$
\delta_{m, n}:= \begin{cases}1, & \text { if } m=n \\ 0, & \text { if } m \neq n\end{cases}
$$

unless explicitly specified otherwise in a particular context. In quite a few instances we are going to talk about the support of certain objects. If we consider a complex vector $\alpha=\left(a_{m}\right)_{m \in \mathbb{N}} \in \mathbb{C}^{\infty}$ we define its support by

$$
\operatorname{supp}(\alpha):=\left\{m \in \mathbb{N} \mid a_{m} \neq 0\right\}
$$

On the other hand we understand the support of a function $f: \mathbb{R} \rightarrow \mathbb{R}$ to be

$$
\operatorname{supp}(f):=\overline{\{f(x) \in \mathbb{R} \mid f(x) \neq 0\}}
$$

For functions mapping different domains (other than $\mathbb{R}$ ) into some other space (again not necessarily $\mathbb{R}$ ), its support is given accordingly in a similar fashion.

### 2.2 Maaß forms

The object of this thesis is to establish Theorem 1.1. It provides an upper bound for sums involving the Fourier coefficients of a certain family of Maaß cusp forms. In order to put this into perspective we are going to give in this section a brief exposition of these functions. This is fairly standard in the literature and we follow to some extent the layout of the presentation chosen in [13, Chapter 3] and [14, Chapter 15] (cp. the latter two sources for additional details, extending beyond the scope of the exposition given here). Although the setup to follow could be in principle done for any Fuchsian group of the first kind, for the relevance to this thesis we restrict to considering the Hecke congruence subgroup of level $N$, given by

$$
\left.\Gamma_{0}(N)=\left\{\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)|\quad| \begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in S L_{2}(\mathbb{Z}) \& c \equiv 0(\bmod N)\right\},
$$

only. The group $S L_{2}(\mathbb{R})$, and therefore any subgroup thereof, acts on the upper half plane $\mathbb{H}=\{z=$ $x+\mathrm{i} y \mid x+\mathrm{i} y \in \mathbb{C} \& y>0\}$ by Möbius transformations, described by

$$
\gamma z:=\frac{a z+b}{c z+d}, \text { for any } \gamma=\left(\begin{array}{ll}
a & b  \tag{2.1}\\
c & d
\end{array}\right) \in S L_{2}(\mathbb{R}) .
$$

A point $\mathfrak{a}$ on the boundary of $\mathbb{H}$, that satisfies $\gamma \mathfrak{a}=\mathfrak{a}$ for some parabolic element $\gamma \in \Gamma_{0}(N)$, is defined to be a cusp of the Hecke congruence subgroup, with the stabiliser of any such cusp being given by the cyclic group $\Gamma_{\mathfrak{a}}:=\left\{\gamma \in \Gamma_{0}(N) \mid \gamma \mathfrak{a}=\mathfrak{a}\right\}$. Two cusps are said to be equivalent, denoted by $\mathfrak{a} \sim \mathfrak{b}$, if for some $\gamma \in \Gamma_{0}(N)$ we have $\gamma \mathfrak{a}=\mathfrak{b}$, which gives rise to the matter of identifying the equivalence classes of cusps for this group. In order to do so we define the set $L(k)$, for every $k$ dividing the level $N$ of the group, in the following manner: First it needs to be a subset of $\mathbb{N} \cup\{0\}$, for which all of its elements $l$ satisfy $\operatorname{gcd}(l, k)=1$. Secondly this set has to precisely stand for the residue classes $\{0,1,2, \ldots, \operatorname{gcd}(k, N / k)-1\}$ of the modulus $\operatorname{gcd}(k, N / k)$. With this notation in place, the Hecke congruence subgroup of level $N$ possesses the set

$$
\{l / k|k| N \& l \in L(k)\}
$$

of representatives of inequivalent cusps, which means there are

$$
\sum_{k \mid N} \varphi((k, N / k))
$$

many equivalence classes of inequivalent cusps for $\Gamma_{0}(N)$, where $\varphi$ denotes the Euler function (for details about the cusps of $\Gamma_{0}(N) \mathrm{cp}$. for instance [2], 5. Proof of Lemma 1, p. 64] and also [6, Lemma 2.3]). Now in the context of the Hecke congruence subgroup we may define the space of automorphic functions to be

$$
\mathcal{A}\left(\Gamma_{0}(N) \backslash \mathbb{H} ; \chi\right):=\left\{\begin{array}{l|l}
u: \mathbb{H} \rightarrow \mathbb{C} & \begin{array}{c}
u(\gamma z)=\chi(\gamma) u(z), \text { for every } \gamma \in \Gamma_{0}(N) \\
\& u(z)=o(\exp (2 \pi \Im(z))), \text { as } \Im(z) \rightarrow \infty
\end{array}
\end{array}\right\}
$$

where we define for any Dirichlet character of modulus $N$ that $\chi(\gamma):=\chi(d)$, with $\gamma \in \Gamma_{0}(N)$ having entries as in 2.1). We highlight the fact that since $-\mathrm{I} \in \Gamma_{0}(N)$ the space $\mathcal{A}\left(\Gamma_{0}(N) \backslash \mathbb{H} ; \chi\right)$ only contains the zero function in case of $\chi(-1)=-1$. Hence for the remainder of this thesis we will exclude this trivial case and only consider Maaß forms satisfying a transformation behaviour with a character having the correct parity, i.e Dirichlet characters that admit $\chi(-1)=1$. We want to consider eigenfunctions of the hyperbolic Laplace operator

$$
\Delta_{\text {Laplace }}=-y^{2}\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right)
$$

for with we define the space of (automorphic) Maaß forms given by

$$
\mathcal{A}_{s}\left(\Gamma_{0}(N) \backslash \mathbb{H} ; \chi\right):=\left\{u \in \mathcal{A}\left(\Gamma_{0}(N) \backslash \mathbb{H} ; \chi\right) \mid \Delta_{\text {Laplace }} u=s(1-s) u\right\}
$$

for some $s \in \mathbb{C}$. Then for instance from [13] Proposition 1.5] we know that any $u \in \mathcal{A}_{s}\left(\Gamma_{0}(N) \backslash \mathbb{H} ; \chi\right)$ we have the Fourier expansion

$$
\begin{equation*}
u(z)=c_{1} y^{s}+c_{2}\left(y^{1-s}+\delta_{s, 1 / 2} \cdot y^{1 / 2} \log y\right)+y^{1 / 2} \sum_{m \in \mathbb{Z} \backslash\{0\}} \rho_{u}(m) K_{s-1 / 2}(2 \pi|m| y) e(m x) \tag{2.2}
\end{equation*}
$$

for $c_{1}, c_{2} \in \mathbb{C}$ and where $K$ denotes the $K$-Bessel function (cp. [13, (1.26)]). For automorphic functions, such that the following integral makes sense, we introduce the inner product

$$
\langle f, g\rangle:=\int_{\Gamma_{0}(N) \backslash \mathbb{H}} f(z) \overline{g(z)} d \mu(z),
$$

for the $S L_{2}(\mathbb{R})$, and therefore also $\Gamma_{0}(N)$, invariant measure $d \mu(z):=d x d y / y^{2}$. Based on the latter inner product we now define the Hilbert space

$$
L^{2}\left(\Gamma_{0}(N) \backslash \mathbb{H} ; \chi\right):=\left\{u \in \mathcal{A}\left(\Gamma_{0}(N) \backslash \mathbb{H} ; \chi\right) \mid\|u\|:=\langle u, u\rangle^{1 / 2}<\infty\right\}
$$

Now if $\mathfrak{a}$ is any cusp of the Hecke congruence subgroup, we may find a scaling matrix $\sigma_{\mathfrak{a}} \in S L_{2}(\mathbb{R})$, defined as the matrix admitting $\sigma_{\mathfrak{a}} \infty=\mathfrak{a}$ as well as the conjugation $\sigma_{\mathfrak{a}}^{-1} \Gamma_{\mathfrak{a}} \sigma_{\mathfrak{a}}=\Gamma_{\infty}{ }^{(1)}$. From these definitions we observe immediately that for any $u \in \mathcal{A}_{s}\left(\Gamma_{0}(N) \backslash \mathbb{H} ; \chi\right)$ the function $u_{\mathfrak{a}}(z):=u\left(\sigma_{\mathfrak{a}} z\right)$ satisfies $u_{\mathfrak{a}}(z+h)=u_{\mathfrak{a}}(z)$, for any $h \in \mathbb{N}$, and therefore has a Fourier expansion

$$
\begin{equation*}
u_{\mathfrak{a}}(z)=\sum_{m \in \mathbb{Z}} \rho_{u, m}(y ; \mathfrak{a}) e(m x) . \tag{2.3}
\end{equation*}
$$

Finally, we are in a position to give the definition of the objects we are mainly interested in. Indeed we denote the space of Maaß cusp forms with a Laplace eigenvalue $\lambda=s(1-s)$ by

$$
\mathcal{C}_{s}\left(\Gamma_{0}(N) \backslash \mathbb{H} ; \chi\right):=\left\{u \in L^{2}\left(\Gamma_{0}(N) \backslash \mathbb{H} ; \chi\right) \cap \mathcal{A}_{s}\left(\Gamma_{0}(N) \backslash \mathbb{H} ; \chi\right) \mid \rho_{u, 0}(y ; \mathfrak{a})=0 \text { for all cusps } \mathfrak{a}\right\}
$$

where $\rho_{u, 0}(y ; \mathfrak{a})$ are the zeroth coefficients in the Fourier expansion as in 2.3 for any cusp $\mathfrak{a}$ of $\Gamma_{0}(N)$. The space of all Maaß cusp forms in $L^{2}\left(\Gamma_{0}(N) \backslash \mathbb{H} ; \chi\right)$ is defined to be $\mathcal{C}\left(\Gamma_{0}(N) \backslash \mathbb{H} ; \chi\right)$, which is a countable and disjoint union of spaces $\mathcal{C}_{s}\left(\Gamma_{0}(N) \backslash \mathbb{H} ; \chi\right)$, as just introduced.

[^4]Remark 2.1. From this point onwards, for the remainder of this thesis, we are going to assume that the level $N$ of the Hecke congruence subgroup $\Gamma_{0}(N)$ is always an odd prime number. An important consequence of this assumption is that it immediately implies that all Dirichlet characters of modulus $N$, with the exception of the principal character $\chi_{0}$, are primitive.

There is one particular type of Maaß form that will also play an important role in the course of our investigations of this thesis. These functions are called Eisenstein series and are defined as

$$
\begin{equation*}
E_{\mathfrak{a}}(z, s):=\sum_{\gamma \in \Gamma_{\mathfrak{a}} \backslash \Gamma_{0}(N)} \overline{\chi(\gamma)}\left(\Im\left(\sigma_{\mathfrak{a}}^{-1} \gamma z\right)\right)^{s}, \text { for } \Re(s)>1 \tag{2.4}
\end{equation*}
$$

In the described half plane the series defining $E_{\mathfrak{a}}(z, s)$ converges absolutely. The Eisenstein series $E_{\mathfrak{a}}(z, s)$ is seen to be an element of $\mathcal{A}_{s}\left(\Gamma_{0}(N) \backslash \mathbb{H} ; \chi\right)$ and admits a meromorphic continuation to $\mathbb{C}$, which may be seen from [12] Theorem 11.6, p.128] and the generalisation of the theorem just quoted, from its treatment of groups with one cusp to the case of any finite number of cusps, given on [12] p.295-296]. The Eisenstein series does not possess any poles on the line $\Re(s)=1 / 2$ (cp. [12, Theorem 11.8, p.130]), for groups with one cusp, in combination with its generalisation to group with any finite number of cusp, given on [12, p.296-298]). Furthermore it may be developed into a Fourier expansior (II) of the type

$$
\begin{equation*}
E_{\mathfrak{a}}(z, s)=\delta_{\mathfrak{a}, \infty} y^{s}+\tau_{\mathfrak{a}, \chi}^{0}(s) y^{1-s}+y^{1 / 2} \sum_{m \in \mathbb{Z} \backslash\{0\}} \tau_{\mathfrak{a}, \chi}(m, s) K_{s-1 / 2}(2 \pi|m| y) e(m x) \tag{2.5}
\end{equation*}
$$

with the complex Fourier coefficients $\tau_{\mathfrak{a}, \chi}^{0}(s), \tau_{\mathfrak{a}, \chi}(m, s) \in \mathbb{C}$. For $s=1 / 2$ the expansion in 2.5p, as well as similar expressions in the remainder of this thesis, are to be interpreted as the limit as $s \rightarrow 1 / 2$.

### 2.3 The Bruggeman-Kuznetsov formula

In this section we are going to present a version of the well known Bruggeman-Kuznetsov formula. Broadly speaking it provides a link between a spectral side, featuring the Fourier coefficients of Eisenstein series, taken for instance from the expansion

$$
E_{\mathfrak{a}}(z, s)=\delta_{\mathfrak{a}, \infty} y^{s}+\tau_{\mathfrak{a}, \chi}^{0}(s) y^{1-s}+y^{1 / 2} \sum_{m \in \mathbb{Z} \backslash\{0\}} \tau_{\mathfrak{a}, \chi}(m, s) K_{s-1 / 2}(2 \pi|m| y) e(m x),
$$

as stated in 2.5, and the Fourier coefficients of Maaß cusp forms, from the space $\mathcal{C}\left(\Gamma_{0}(N) \backslash \mathbb{H} ; \chi\right)$, and an arithmetic side, essentially consisting of a sum over Kloosterman sums. For elements of the space of Maaß cusps forms, we may write their Laplace eigenvalue as $\lambda=(1-s) s$, for a complex $s=1 / 2+\mathrm{i} t$ with $t \in \mathbb{R} \cup(-\mathrm{i} / 2, \mathrm{i} / 2)$. Let $\mathcal{U}_{\chi}^{\mathrm{Maa} \mathrm{\beta}}$ be an orthonormal basis for the space $\mathcal{C}\left(\Gamma_{0}(N) \backslash \mathbb{H} ; \chi\right)$, where every member thereof admits a Fourier expansion of the type

$$
u(z)=y^{1 / 2} \sum_{m \in \mathbb{Z} \backslash\{0\}} \rho_{u}(m) K_{\mathrm{i} t_{u}}(2 \pi|m| y) e(m x)
$$

(cp. (1.8) and (2.2)). A formula in the described spirit, connecting such a spectral side in the context of Maaß forms and an arithmetic side, was originally shown by Kuznetsov (cp. [16]) and independently Bruggeman (cp. [4]) for the first time. Over the years the Bruggeman-Kuznetsov formula has become very standard and in fact has been adapted to many different scenarios such as for instance different groups, mixed equivalence classes of cusps or general weight. The versions of the Bruggeman-Kuznetsov formula, that we are going to employ in this thesis, will be stated in the following.

[^5]Theorem 2.2 (Bruggeman-Kuznetsov formula). Let $h: \mathbb{C} \rightarrow \mathbb{C}$ be an even function which

1. admits at least the bound $h(z) \ll(1+|z|)^{-(2+\varepsilon)}$ and
2. is holomorphic in the strip $|\Im(z)| \leq 1 / 2+\varepsilon$.

For all positive integers $m, n \in \mathbb{Z}_{>0}$ it is true that

$$
\begin{equation*}
\Xi_{\chi}^{\mathrm{disc}}(m, n)+\Xi_{\chi}^{\text {cont }}(m, n)=\delta_{m, n} \int_{\mathbb{R}} h(w) d_{\mathrm{spec}} w+\phi_{\chi}(m, n) \tag{2.6}
\end{equation*}
$$

where we consider the integration with respect to the spectral measure defined as $d_{\text {spec }} w:=w \tanh (\pi w) d w / \pi^{2}$. The two terms $\Xi_{\chi}^{\text {disc }}(m, n)$ and $\Xi_{\chi}^{\text {cont }}(m, n)$ on the spectral side of the formula denote respectively

$$
\sum_{u \in \mathcal{U}_{\chi}^{\text {Maaß }}} \frac{\bar{\rho}_{u}(m) \rho_{u}(n)}{\cosh \left(\pi t_{u}\right)} h\left(t_{u}\right) \quad \text { and } \quad \sum_{\mathfrak{a}} \frac{1}{4 \pi} \int_{\mathbb{R}} \frac{\bar{\tau}_{\mathfrak{a}, \chi}(m, w) \tau_{\mathfrak{a}, \chi}(n, w)}{\cosh (\pi w)} h(w) d w
$$

and on the arithmetic side of the formula we define

$$
\phi_{\chi}(m, n):=\sum_{c \equiv 0 \bmod N} \frac{S_{\chi}(m, n ; c)}{c} \mathscr{J}\left(\frac{4 \pi \sqrt{m n}}{c}\right)
$$

In the latter term we sum the integral transform

$$
\begin{equation*}
\mathscr{J}(x):=2 \pi \mathrm{i} \int_{\mathbb{R}} \frac{J_{2 \mathrm{i} w}(x)}{\sinh (\pi w)} h(w) d_{\mathrm{spec}} w \tag{2.7}
\end{equation*}
$$

where we integrate the product of the function $h$, a hyperbolic sine and the J-Bessel function, against the Kloosterman sum defined by

$$
S_{\chi}(m, n ; c):=\sum_{a \bmod c}^{*} \chi(a) e\left(\frac{a m+\bar{a} n}{c}\right)
$$

for a Dirichlet character $\chi$ of modulus $N$.
Proof. The following argument is mainly a collection of results from the literature, that upon combining will give a proof in support of the theorem. Since we assume that the level $N$ of the Hecke congruence subgroup, with respect to which we consider the Maaß forms in this context, is an odd prime number, as stated before any Dirichlet character modulo $N$ is thus primitive, unless we deal with the principal character. We will therefore treat in the following these two different cases separately, i.e. distinguishing whether the Dirichlet character $\chi$ is the principal character or a primitive one.

We start by dealing with the principal character $\chi_{0}$ first. In this case it is not hard to show that for any $\gamma \in \Gamma_{0}(N)$ we have that $\chi_{0}(\gamma)=1$. Also we see easily that for any invertible residue class $a(\bmod N l)$, for some $l \in \mathbb{Z}_{>0}$, we calculate that $\chi_{0}(a)=1$. Thus for the character $\chi_{0}$ the statement of Theorem 2.2 is the same as for the character $\chi \equiv 1$ and hence [14, Theorem 16.3] gives the statement of Theorem 2.2]in this case.

We are left to consider the case of the Dirichlet character $\chi$ being primitive. Form [10, 8.332.3] we know that $|\Gamma(1-\mathrm{i} x)|^{2}=\pi x / \sinh (\pi x)$, for $x \in \mathbb{R}$. Using the latter identity we quickly infer from [7] Proposition
5.2] that for all $x \in \mathbb{R}$, all $m, n \in \mathbb{Z}_{>0}$, and every primitive Dirichlet character $\chi$ of odd prime modulus $N$ we have for weight $k=0$ that

$$
\begin{align*}
& \sum_{u \in \mathcal{U}_{\chi}^{\text {Maaß }}} \frac{\bar{\rho}_{u}(m) \rho_{u}(n)}{\cosh \left(\pi\left(x-t_{u}\right)\right) \cosh \left(\pi\left(x+t_{u}\right)\right)}+\sum_{\mathfrak{a}} \frac{1}{4 \pi} \int_{\mathbb{R}} \frac{\bar{\tau}_{\mathfrak{a}, \chi}(m, w) \tau_{\mathfrak{a}, \chi}(n, w)}{\cosh (\pi(x-w)) \cosh (\pi(x+w))} d w \\
& =\frac{x}{\pi^{2} \sinh (\pi x)}\left(\delta_{m, n}+8 \mathrm{i} \pi \sqrt{m n} \sum_{c \equiv 0 \bmod N} \frac{S_{\chi}(m, n ; c)}{c^{2}} \int_{\mathscr{C}} K_{2 \mathrm{i} x}\left(\frac{4 \pi \sqrt{m n}}{c} \cdot t\right) \frac{d t}{t}\right) \tag{2.8}
\end{align*}
$$

where we integrate in the clockwise direction along the contour $\mathscr{C}$, which connects with a circle of radius one centred at the origin the points -i and i and where $K$ denotes the corresponding Bessel function. In order to obtain (2.8) from [7, Proposition 5.2] we have employed Lemma 7.10 to be able to renormalise the Fourier coefficients of the Maaß cusp forms and the Eisenstein series to our setup as introduced in Section 2.2 (cp. [7] (5.1) and (5.3)] with (1.8) and (2.5) respectively). Thus we now arrive at Theorem 2.2 with the same argument given in support of [14] Theorem 16.3; see p. 409 for the statement and p.409-410 for its proof], where we use 2.8 instead of [14, (16.32)]. Upon merging the two described cases we obtain the result.

In the introduction we announced that in this thesis we will consider a family of Maaß cusp forms with more elements than in an orthonormal basis for $\mathcal{C}\left(\Gamma_{0}(N) \backslash \mathbb{H} ; \chi\right)$. We do this by dealing with several of these spaces for different Dirichlet characters $\chi$ simultaneously. In particular our new enlarged family is going to be

$$
\mathcal{U}^{\text {Maaß }}:=\bigcup_{\substack{\chi \text { mod } \\ \chi(-1)=1}} \mathcal{U}_{\chi}^{\text {Maaß }} .
$$

We point out that the condition that we only consider even characters prevents us from taking into account such spaces that merely contain the zero function. For the set of harmonics $\mathcal{U}^{\mathrm{Maaß}}$ we need a suitable version of the Bruggeman-Kuznetsov formula. The following presentation is a direct consequence of Theorem 2.2, derived by simply summing 2.6 over all even characters and then normalising both sides by dividing by their total number, which is $\varphi(N) / 2$.

Theorem 2.3. Let $h: \mathbb{C} \rightarrow \mathbb{C}$ be a function satisfying the same conditions as imposed on it in Theorem 2.2 . Then again for $m, n \in \mathbb{Z}_{>0}$ we find that

$$
\begin{equation*}
\Xi^{\mathrm{disc}}(m, n)+\Xi^{\mathrm{cont}}(m, n)=\delta_{m, n} \int_{\mathbb{R}} h(w) d_{\mathrm{spec}} w+\phi(m, n) \tag{2.9}
\end{equation*}
$$

In this context the spectral side of the formula features the two components $\Xi^{\mathrm{disc}}(m, n)$ and $\Xi^{\mathrm{cont}}(m, n)$ representing respectively the two sums

$$
\frac{2}{\varphi(N)} \sum_{u \in \mathcal{U}^{\mathrm{Maaß}}} \frac{\bar{\rho}_{u}(m) \rho_{u}(n)}{\cosh \left(\pi t_{u}\right)} h\left(t_{u}\right) \quad \text { and } \quad \frac{2}{\varphi(N)} \sum_{\chi \bmod N}^{+} \sum_{\mathfrak{a}} \frac{1}{4 \pi} \int_{\mathbb{R}} \frac{\bar{\tau}_{\mathfrak{a}, \chi}(m, w) \tau_{\mathfrak{a}, \chi}(n, w)}{\cosh (\pi w)} h(w) d w
$$

whereas on the arithmetic side we encounter now the term

$$
\begin{equation*}
\phi(m, n):=\sum_{c \equiv 0 \bmod N} \frac{\mathcal{S}(m, n ; c)}{c} \mathscr{J}\left(\frac{4 \pi \sqrt{m n}}{c}\right) \tag{2.10}
\end{equation*}
$$

In the latter sum the integral transform $\mathscr{J}$ is just as in (2.7), which is in this case summed against a Kloosterman sum, containing more terms than before and that we define by

$$
\begin{equation*}
\mathcal{S}(m, n ; c):=\frac{2}{\varphi(N)} \sum_{\chi \bmod N}^{+} S_{\chi}(m, n ; c) \tag{2.11}
\end{equation*}
$$

The latter result given as Theorem 2.3 is the staring point of our considerations in the upcoming chapters, upon which all of our results hinge. We remark that there is a set of requirements the functions $h$, as introduced in Theorem 2.2, has to fulfil in order for the two theorems given in this section to be valid, we are in fact going to refine the class of functions we will work with in subsequent chapters. Giving a precise description of this particular family of functions is going to be the subject of the next section.

### 2.4 Schwartz functions

From now on in this thesis we will consider only such functions $h: \mathbb{C} \rightarrow \mathbb{C}$, required by the BruggemanKuznetsov formulae as introduced in Section 2.3, that are of the form

$$
h(z)=\left(z^{2}+1 / 4\right) h^{*}(z), \text { where } h^{*} \in \mathcal{S}(\mathbb{C})
$$

is a Schwartz function, such that

1. $h$ is holomorphic in the strip $|\Im(z)| \leq 1 / 2+\varepsilon$, for $\varepsilon>0$,
2. $h$ satisfies $\left.h\right|_{\mathbb{R}}=\left.\bar{h}\right|_{\mathbb{R}}$
3. $h$ is an even function
4. and we have a bound $h(z) \ll \exp (-100|z|)$.

Thus in particular we have that the function $h \in \mathcal{S}(\mathbb{C})$ is also a Schwartz function and clearly fulfils the requirements demanded for functions in the Bruggeman-Kuznetsov formulae, specified in Theorem 2.2 .

Remark 2.4. We point out that since $h$ is a Schwartz function, as specified above, shifting the contour of integration in the integral (2.7), the decay properties of the function ensure that for $x \in \mathbb{R}_{>0}$ we may always write

$$
\mathscr{J}(x)=\frac{2 \mathrm{i}}{\pi} \int_{\mathbb{R}} \frac{J_{2 \mathrm{i} z \pm c}(x)(z \pm \mathrm{i} c / 2)}{\cosh (\pi(z \pm \mathrm{i} c / 2))} h(z \pm \mathrm{i} c / 2) d z
$$

where we shifted the contour to $|\Im(z)|=c / 2$, for some $0 \leq c<1+2 \varepsilon$.
Remark 2.5. Furthermore in particular the bound demanded above for the function $h$ guarantees that an integral of the form

$$
\int_{\mathbb{R}} \exp (C|z|)|h(z)| d z \ll 1
$$

converges absolutely, for any fixed choice of a constant $0<C<100$. The implied constant of course depends always on the function $h$ itself.

### 2.5 The Riemann hypothesis

We are briefly going to discuss the Riemann hypothesis (RH) for the Riemann zeta function and Dirichlet $L$-functions. The Riemann zeta function is defined by

$$
\zeta(s)=\sum_{n=1}^{\infty} \frac{1}{n^{s}}, \text { for } \Re(s)>1
$$

For instance from [14, Theorem 4.15] we know that the Riemann zeta function admits a meromorphic continuation to $\mathbb{C}$ and possesses at $s=1$ a pole of order one. It does not have any further poles. For any Dirichlet character $\chi$ of modulus $N$ we define the Dirichlet $L$-function corresponding to it by

$$
\begin{equation*}
L(s, \chi)=\sum_{n=1}^{\infty} \frac{\chi(n)}{n^{s}}, \text { for } \Re(s)>1 \tag{2.12}
\end{equation*}
$$

Now if we consider the principal character $\chi_{0}$ of modulus $N$, then, again for $\Re(s)>1$, we have the relationship

$$
\begin{equation*}
L\left(s, \chi_{0}\right)=\zeta(s) \prod_{p \mid N}\left(1-\frac{1}{p^{s}}\right) \tag{2.13}
\end{equation*}
$$

between the corresponding $L$-function and the Riemann zeta function (cp. [3, p.35]). Since the finite product in 2.13 is an entire function of the variable $s$, from the meromorphic continuation of $\zeta$ to $\mathbb{C}$, we have that $L\left(s, \chi_{0}\right)$ has also meromorphic continuation to the complex plane, with the same pole as the Riemann zeta function. Now if we exclude the principal character, i.e $\chi \neq \chi_{0}$, we further know for instance with [3] Satz 1.6.1] that the corresponding Dirichlet $L$-functions defined by the series in (2.12) converges even for $\Re(s)>0$. A typical formulation of the RH makes a prediction about the location of zeros of the functions $L(s, \chi)$ and $\zeta(s)$ in the strip $0<\Re(s)<1$.

The Riemann hypothesis $\mathbf{2 . 6}$ (Version I). Let $\zeta(s)$ be the Riemann zeta function and $L(s, \chi)$ be a Dirichlet series for any Dirichlet character $\chi$ of modulus $N$. If we encounter that in the strip $0<\Re(s)<1$ any of the two functions has a zero, i.e.

$$
\zeta\left(s^{*}\right)=0 \quad \text { or } \quad L\left(s^{*}, \chi\right)=0
$$

then this implies that $\Re\left(s^{*}\right)=1 / 2$.
By a standard Perron style argument one can show that Version I of the RH is in fact equivalent to the following formulation.

The Riemann hypothesis 2.7 (Version II). Let $\chi$ be any Dirichlet character of modulus $N$ and $\mu$ denotes the Möbius function. Then we have the bounds

$$
\sum_{k \leq X} \mu(k) \ll X^{1 / 2+\varepsilon} \quad \text { and } \quad \sum_{k \leq X} \mu(k) \chi(k) \ll N^{\varepsilon} X^{1 / 2+\varepsilon}
$$

for any $\varepsilon>0$.
Up to this day the Riemann hypothesis remains unproven. However it is widely believed to be true.

## Chapter 3

## An asymptotic expansion for the Bruggeman-Kuznetsov formula

### 3.1 The main theorem

The goal of this chapter is to develop an asymptotic formula for the sum of $\Xi^{\text {disc }}(m, n)$ and $\Xi^{\text {cont }}(m, n)$ as introduced in Theorem 2.3 To this end will investigate the term $\phi(m, n)$ and split it into appropriate main and error term. As a result the following theorem will be established.

Theorem 3.1. Assume $N$ is an odd prime. Let $m, n \in \mathbb{N}$ and $\Xi^{(\ldots)}(m, n)$ be as in Theorem 2.3 . Furthermore consider any smooth even function $f: \mathbb{R} \rightarrow \mathbb{R}_{\geq 0}$ with $\operatorname{supp}(f) \subseteq[-2,2]$, which equals one on $[-1,1]$. Now for any choice of $\theta \in[0,1)$ we have

$$
\Xi^{\mathrm{disc}}(m, n)+\Xi^{\mathrm{cont}}(m, n)=\delta_{m, n} \int_{\mathbb{R}} h(w) d_{\mathrm{spec}} w+\phi_{f}(m, n)-\phi_{f}^{0}(m, n)+\mathcal{O}\left(\frac{1}{N}\left(\frac{N}{m+n}\right)^{\theta}\right)
$$

with the two main terms being defined respectively as

$$
\phi_{f}(m, n):=\frac{1}{N} \sum_{t=1}^{\infty} \frac{1}{t^{2}} \sum_{h=-\infty}^{\infty} f\left(\frac{h}{H}\right) \sum_{\substack{a \bmod t \\ a N \equiv h \bmod t}} S(a, m, t) S(a, n, t) \mathscr{I}\left(\frac{m}{N t}, \frac{n}{N t}, \frac{h}{t}\right)
$$

and

$$
\phi_{f}^{0}(m, n):=\frac{1}{N} \sum_{t=1}^{\infty} \frac{S(0, m-n, t)}{t^{2}} \int_{\mathbb{R}} f\left(\frac{y}{H}\right) \mathscr{I}\left(\frac{m}{N t}, \frac{n}{N t}, \frac{y}{t}\right) d y .
$$

In the latter two main terms the cut-off parameter $H$, which we use in the smooth truncation of the $h$ summation and the $y$ integral respectively, is considered to be a function of the summation variable $t$. Furthermore we require for it that $H \geq \max \left\{2 t+81(m+n) / N, t^{B}\right\}$, for a $B>3 /(1-\theta)$. The function $\mathscr{I}$ is defined as follows. Let its first and second argument be as is the statement above and assume the third argument is $r / t$, for any $r \in \mathbb{R}$. Then in the case of $r>0$ the function $\mathscr{I}$ is

$$
-\mathrm{i} \int_{\mathbb{R}} \frac{4 \pi^{2} h(x)}{\sinh ^{2}(\pi x)} J_{2 \mathrm{i} x}\left(\frac{4 \pi}{t} \sqrt{\frac{r m}{N}}\right) \Im\left(J_{2 \mathrm{ix} x}\left(\frac{4 \pi}{t} \sqrt{\frac{r n}{N}}\right)\right) d_{\mathrm{spec}} x .
$$
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If in the third variable we encounter $r<0$, it is

$$
\mathrm{i} \int_{\mathbb{R}} \frac{8 \pi h(x)}{\tanh (\pi x)} Y_{2 \mathrm{i} x}\left(\frac{4 \pi}{t} \sqrt{\frac{|r| \max \{m, n\}}{N}}\right) K_{2 \mathrm{i} x}\left(\frac{4 \pi}{t} \sqrt{\frac{|r| \min \{m, n\}}{N}}\right) d_{\mathrm{spec}} x
$$

and if the last variable equals zero, i.e. $r=0$, then $\mathscr{I}$ becomes

$$
\frac{2}{\pi} \int_{\mathbb{R}} h(x)\left(\frac{\sqrt{m n}}{\max \{m, n\}}\right)^{2 \mathrm{i} x} d x
$$

Here we denote by J, Y and $K$ the corresponding Bessel functions. We highlight the fact that the function $h$ is assumed to admit the conditions as introduced in Section 2.4
The theorem provides in some sense an asymptotic Kuznestov formula for a larger family of Maaß cusp forms. Theorem 3.1 is the non-holomorphic equivalent of [15, Theorem 3.1] and indeed both results share some similarities. The main terms in both theorems are in fact fairly similar in style, however mild differences occur due to the fact that we are working with the non-holomorphic set up of the BruggemanKuznetsov formula that equates the sum of sums over Fourier coefficients of a family of Maaß forms and Fourier coefficients of Eisenstein series to a sum over Kloosterman sums. Before we turn our attention in the following chapters towards developing an asymptotic expansion further in the context of quadratic forms, we will devote the rest of this chapter to giving a proof of the result just stated. As a byproduct of these considerations we will also develop a preliminary result, Theorem 3.2, which is going to turn out to be very useful and in fact our arguments in subsequent chapters will hinge on this theorem. On the other hand the sole purpose of Theorem 3.1 is to give a description of the Bruggeman-Kuznetsov formula, however we won't have to rely on it showing the results of the following chapters.

### 3.2 Proof of the main theorem

In the remainder of this chapter we are going to give a proof of Theorem 3.1. Our whole argument follows closely the details and structure of the argument presented in [15, Chapters $2 \& 3$ (p. 543-550)], however for the sake of a coherent account of our results in this thesis and maybe more importantly the fact that we have to adapt the argument slightly to our situation in the context of Maaß cusp forms we retrace the steps of the proof here carefully.
For the remainder of this chapter we assume that $N$ is an odd prime number. In order to establish Theorem 3.1. we begin by considering the right hand side of (2.9) in the Bruggeman-Kuznetsov formula as given in Theorem 2.3. In particular we will start to manipulate

$$
\begin{equation*}
\phi(m, n)=\sum_{c \equiv 0 \bmod N} \frac{\mathcal{S}(m, n ; c)}{c} \mathscr{J}\left(\frac{4 \pi \sqrt{m n}}{c}\right) \tag{3.1}
\end{equation*}
$$

the sum over Kloosterman sums, and develop it into an asymptotic expansion. We want to simplify the notation and thus introduce the operator $\mathrm{P}(g)=2 \Re(g)$, acting on functions $g: \mathbb{C} \rightarrow \mathbb{C}$, which immediately allows us to express the Kloosterman sum in (2.11) as

$$
\begin{equation*}
\mathcal{S}(m, n ; c)=\mathrm{P} \sum_{\substack{a \bmod c \\ a \equiv 1 \bmod N}}^{*} e\left(\frac{a m+\bar{a} n}{c}\right) . \tag{3.2}
\end{equation*}
$$

We highlight the fact that we only sum over such residue classes for which $a \equiv 1(\bmod N)$, which resonates the orthogonality condition

$$
\sum_{\chi \bmod N} \chi(a)= \begin{cases}\varphi(N), & \text { if } a \equiv 1(\bmod N) \\ 0, & \text { otherwise }\end{cases}
$$
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for Dirichlet characters $\chi$ of modulus $N$, that we used to obtain the Kloosterman sum in the described form. We proceed by rewriting the summation over the residue classes in 3.2. The resulting description will be more feasible to work with and is exactly the same as introduced in [15, Chapter 2: A trace formula for the Fourier coefficients of cusp forms, p.545]: To this end let $c=N r, a=1+N q$, where $q$ is a residue class of modulus $r$ and call $\operatorname{gcd}(q, r)=y$ and $r=y t$, for an appropriate $t$. Then for a residue class $x$ of modulus $t$ we arrive at the formulation $a=1+N y x$ with $\operatorname{gcd}(x(1+N y x), t)=1$. The latter gcd condition is satisfied since we consider only invertible residue classes $a$ of modulus $c$ to begin with. We define the exponential sum

$$
\begin{equation*}
\mathscr{S}_{N y}(m, n, t):=\sum_{\substack{x \bmod t \\(x(1+N y x), t)=1}} e\left(\frac{\bar{x} m-n \overline{(x+N y)}}{t}\right) \tag{3.3}
\end{equation*}
$$

and then, using the new formulation just introduced, the Kloosterman sum becomes

$$
\mathcal{S}(m, n ; c)=\mathrm{P}\left(e\left(\frac{m+n}{c}\right) \sum_{N y t=c} \mathscr{S}_{N y}(m, n, t)\right)
$$

By a change of variables we see that the integral in 3.1 satisfies $\left.\mathscr{J}\right|_{\mathbb{R}}=\left.\overline{\mathcal{J}}\right|_{\mathbb{R}}$. This enables us to move it past the operator P , for which we highlight the simple observation that by its definition it admits $\mathrm{P}(r g)=r \mathrm{P}(g)$, whenever $r \in \mathbb{R}$. Thus inserting the latest formulation of the Kloosterman sum into 3.1) gives us

$$
\begin{equation*}
\phi(m, n)=\mathrm{P} \sum_{y=1}^{\infty} \sum_{t=1}^{\infty} \frac{\mathscr{S}_{N y}(m, n, t)}{N y t} e\left(\frac{m+n}{N y t}\right) \mathscr{J}\left(\frac{4 \pi \sqrt{m n}}{N y t}\right) \tag{3.4}
\end{equation*}
$$

This is an important formulation that will be useful in certain situations in upcoming chapters to estimate parts of $\phi(m, n)$. At this point however we simplify the notation slightly further and continue our considerations by first treating the sums without the $t$-summation. To this end we let

$$
\begin{equation*}
\phi(m, n)=\sum_{t=1}^{\infty} \frac{\phi(m, n, t)}{N t} \tag{3.5}
\end{equation*}
$$

with the definition

$$
\begin{equation*}
\phi(m, n, t):=\mathrm{P} \sum_{y=1}^{\infty} \frac{\mathscr{S}_{N y}(m, n, t)}{y} e\left(\frac{m+n}{N y t}\right) \mathscr{J}\left(\frac{4 \pi \sqrt{m n}}{N y t}\right) . \tag{3.6}
\end{equation*}
$$

Keeping the split in 3.5 for $\phi(m, n)$ in mind, we at once establish Theorem 3.1 upon combining the Bruggeman-Kuznestov formula as stated in Theorem 2.3 with the following result.
Theorem 3.2. Let $m, n \in \mathbb{N}$. For a cut-off parameter $H \geq 2 t+81(m+n) / N$, for $N$ an odd prime, we find that

$$
\phi(m, n, t)=\phi_{f}(m, n, t)-\phi_{f}^{0}(m, n, t)+\phi_{\text {error }}(m, n, t)
$$

where the two main terms are given respectively by

$$
\phi_{f}(m, n, t):=\frac{1}{t} \sum_{h=-\infty}^{\infty} f\left(\frac{h}{H}\right) \sum_{\substack{a \text { modt } t \\ a N \equiv h \bmod t}} S(a, m, t) S(a, n, t) \mathscr{I}\left(\frac{m}{N t}, \frac{n}{N t}, \frac{h}{t}\right)
$$

and

$$
\phi_{f}^{0}(m, n, t):=\frac{S(0, m-n, t)}{t} \int_{\mathbb{R}} f\left(\frac{y}{H}\right) \mathscr{I}\left(\frac{m}{N t}, \frac{n}{N t}, \frac{y}{t}\right) d y
$$

In both terms $f: \mathbb{R} \rightarrow \mathbb{R}_{\geq 0}$ is any smooth even cut-off function with $\operatorname{supp}(f) \subseteq[-2,2]$, that takes the value one on the interval $[-1,1]$. The error term satisfies

$$
\phi_{\text {error }}(m, n, t) \ll t H\left(\frac{t}{H}\right)^{j}
$$

for any $j \geq 2$. For completeness we highlight that the function $\mathscr{I}$ is just as specified in Theorem 3.1, varying significantly in its shape depending on the values of third variable.

The result we just introduced will also prove useful later, since by the split in (3.5) the theorem provides in some sense almost an asymptotic for the term $\phi(m, n)$, however without yet taking the $t$-summation into consideration. This particular feature will allow for the necessary flexibility in Chapter 4 where we are going to estimate the terms for certain ranges of the $t$-summation. The remainder of this chapter is devoted to proving Theorem 3.2, which in turn will then directly settle Theorem 3.1. upon employing the inequality

$$
\max \{A, B\} \geq A^{1-\theta} B^{\theta}
$$

for any $A, B \in \mathbb{R}_{>0}$ and any $\theta \in[0,1]$, to lower bound the cut-off parameter $H$, when establishing the error term. The argument supporting Theorem 3.2 will essentially be divided into two parts. First we are going to cut smoothly the $h$-summation, corresponding to the $y$ sum in (3.6). This will give rise to a main term, essentially containing the terms for which the values of $h$ are in a way small, and an error term for large $h$. The error term resulting from separating the $h$-summation already reflects the right magnitude as the bound for $\phi_{\text {error }}(m, n, t)$ in Theorem 3.2. In a second step we will then modify the main term we encounter for small $h$. Removing a smoothing function, introduced for technical reasons, we are going to end up with two main terms finally resulting in $\phi_{f}(m, n, t)$ and $\phi_{f}^{0}(m, n, t)$, as given in the theorem. We will now execute this strategy in more detail in the following.

### 3.2.1 A preliminary asymptotic

As previously described in the plan for the rest of the argument for Theorem 3.2, in this subsection we are going to establish a first asymptotic for $\phi(m, n, t)$ and then specify the size of its error term. The starting point here is of course 3.6. We introduce a smooth function $\varrho: \mathbb{R}_{>0} \rightarrow[0,1]$, with $\operatorname{supp}(\varrho) \subseteq[1 / 3, \infty)$ and that equals one on $(1 / 2, \infty)$, which, with argument $y$, we simply insert into 3.6 without changing $\phi(m, n, t)$ in any way. We observe that the exponential $\operatorname{sum} \mathscr{S}_{N y}(m, n, t)$ depends in the $y$ variable only on residue classes of modulus $t$. Thus reordering the $y$-summation in $\phi(m, n, t)$ into such residue classes, we see that the latter becomes

$$
\begin{equation*}
\mathrm{P} \sum_{z \bmod t} \mathscr{S}_{N z}(m, n, t) \sum_{y \equiv z \bmod t} \frac{\varrho(y)}{y} e\left(\frac{m+n}{N y t}\right) \mathscr{J}\left(\frac{4 \pi \sqrt{m n}}{N y t}\right) . \tag{3.7}
\end{equation*}
$$

Now we apply Poisson summation to the $y$ sum, after which the previous expression equals

$$
\begin{equation*}
\mathrm{P} \sum_{h=-\infty}^{\infty} \frac{\mathscr{W}(h, m, n, t)}{t} \int_{0}^{\infty} \varrho(s) e\left(\frac{h s}{t}+\frac{m+n}{N s t}\right) \mathscr{J}\left(\frac{4 \pi \sqrt{m n}}{N s t}\right) \frac{d s}{s} \tag{3.8}
\end{equation*}
$$
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where we simplify notation by denoting

$$
\begin{equation*}
\mathscr{W}(h, m, n, t):=\sum_{z \bmod t} \mathscr{S}_{N z}(m, n, t) e\left(\frac{-h z}{t}\right) \tag{3.9}
\end{equation*}
$$

Since $\mathscr{W}$ is an exponential sum, where the summation runs over residue classes of modulus $t$, by a reordering of the summation we see that in fact $\mathscr{W}=\overline{\mathscr{W}}$, the property that in a moment will again enable us to move it past the operator P. This will become useful, when splitting the $h$-summation in (3.8) into a part of large absolute summation index and a part of small one. This is achieved by introducing a smooth even cut-off function $f: \mathbb{R} \rightarrow \mathbb{R}_{\geq 0}$ with $\operatorname{supp}(f) \subseteq[-2,2]$ and that equals one on the whole interval $[-1,1]$. Abbreviating

$$
G(h, m, n, t):=\frac{\mathscr{W}(h, m, n, t)}{t} \mathrm{P} \int_{0}^{\infty} \varrho(s) e\left(\frac{h s}{t}+\frac{m+n}{N s t}\right) \mathscr{J}\left(\frac{4 \pi \sqrt{m n}}{N s t}\right) \frac{d s}{s}
$$

we now divide the $h$-summation essentially at some cut-off parameter $H$, whose size we are going to specify shortly, and thus obtain

$$
\begin{equation*}
\phi(m, n, t)=\sum_{h=-\infty}^{\infty} G(h, m, n, t) f\left(\frac{h}{H}\right)+\phi_{\text {error.1 }}(m, n, t) \tag{3.10}
\end{equation*}
$$

where the part of the sum for large absolute summation index is given by

$$
\begin{equation*}
\phi_{\text {error. } 1}(m, n, t):=\sum_{H<|h| \leq 2 H} G(h, m, n, t)\left(1-f\left(\frac{h}{H}\right)\right)+\sum_{2 H<|h|} G(h, m, n, t) . \tag{3.11}
\end{equation*}
$$

To establish 3.10) as a first version of some sort of an asymptotic formula for $\phi(m, n, t)$ we have to identify the error and respectively main term herein. It turns out that the term $\phi_{\text {error. } 1}(m, n, t)$ is indeed relatively small and the terms of the $h$-summation for small absolute summation index will make up the main term. This behaviour is explained be the following lemma, which characterises the size of the integral in (3.8).
Lemma 3.3. Let $|h| \geq 81(m+n) / N$, then we have

$$
\begin{equation*}
\int_{0}^{\infty} \varrho(s) e\left(\frac{h s}{t}+\frac{m+n}{N s t}\right) \mathscr{J}\left(\frac{4 \pi \sqrt{m n}}{N s t}\right) \frac{d s}{s} \ll\left(1+\frac{|h|}{t}\right)^{-j} \tag{3.12}
\end{equation*}
$$

for every $j \geq 0$. The bound is uniform in $m, n, N, t$.
We are going to provide a full proof supporting this result in Section 3.3 . However we still point out that introducing the smooth function $\varrho$ earlier in this section is necessary for technical reasons to be able to show this lemma (cp. Remark 3.4; With this ansatz we follow the one used in [15, Chapter 3: An asymptotic trace formula]. A discussion of the details and implications will follow at a later stage. For now we focus on employing the lemma in the course of our current argument. We proceed by highlighting several aspects of it. First of all the condition $|h| \geq 81(m+n) / N$ is necessary to avoid that the first derivative of the phase function of the exponential in 3.12 is equal to zero. This includes the oscillating part of the $J$-Bessel function, contained in the integral $\mathscr{J}$, which we will identify and extract by means of Lemma 7.7 . Having no stationary phase the integral can now be estimated using integration by parts repeatedly, exploiting the oscillation of the function we integrate. Thus for $|h| / t>1$ from Lemma 3.3 we get an estimate of the oscillatory integral described therein, whose magnitude may be controlled to our liking. In particular we choose

$$
\begin{equation*}
H \geq 2 t+81(m+n) / N \tag{3.13}
\end{equation*}
$$
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which means that in both of the $h$-summations in $\phi_{\text {error. }}(m, n, t)$ we find ourselves in a scenario where Lemma 3.3 tells us that the integrals contained herein are small, causing the whole error term to be of moderate size. Indeed, using that the cut-off function $f$ is uniformly bounded from above by a constant, from 3.11) we conclude with Lemma 3.3 that $\phi_{\text {error. } 1}(m, n, t)$ is dominated by

$$
\sum_{H<|h|}|G(h, m, n, t)| \ll \sum_{H<|h|} \frac{1}{t} \sum_{z \bmod t}\left|\mathscr{S}_{N z}(m, n, t)\right|\left(\frac{|h|}{t}\right)^{-j} .
$$

Recalling the definition of the exponential sum $\mathscr{S}_{N z}(m, n, t)$ in 3.3, we find further that

$$
\begin{equation*}
\phi_{\text {error.1 }}(m, n, t) \ll t \sum_{H<h}\left(\frac{h}{t}\right)^{-j}=t^{j+1} \sum_{i=1}^{\infty} \sum_{i H<h \leq(i+1) H} h^{-j} \ll t H\left(\frac{t}{H}\right)^{j} \tag{3.14}
\end{equation*}
$$

where we require that $j \geq 2$, in order to ensure convergence of the $i$ sum involved.

### 3.2.2 Calculating the main terms

This section is devoted to dealing with the main term in (3.10), given by

$$
\begin{equation*}
\frac{1}{t} \sum_{h=-\infty}^{\infty} f\left(\frac{h}{H}\right) \mathscr{W}(h, m, n, t) \mathrm{P} \int_{0}^{\infty} \varrho(s) e\left(\frac{h s}{t}+\frac{m+n}{N s t}\right) \mathscr{J}\left(\frac{4 \pi \sqrt{m n}}{N s t}\right) \frac{d s}{s} \tag{3.15}
\end{equation*}
$$

The main objective is to remove the smooth function $\varrho$ in the integral of the above expression. The necessity for introducing this function is of technical nature and will become more apparent in Section 3.3, where we are going to provide further explanations. The reason for removing this function lies in the fact that the resulting integral

$$
\mathrm{P} \int_{0}^{\infty} e\left(\frac{h s}{t}+\frac{m+n}{N s t}\right) \mathscr{J}\left(\frac{4 \pi \sqrt{m n}}{N s t}\right) \frac{d s}{s}
$$

is essentially an integral over the Hankel transform of the cosine function ${ }^{(t)}$ with the transform being computable explicitly, depending on the value of $h$. As a result we are going to obtain integrals over Bessel functions, which will prove useful in subsequent estimations, and an oscillatory integral which in some sense is an echo of the term $\Xi^{\text {cont }}(m, n)$, as defined in Theorem 2.3, on the arithmetic side of the Bruggeman-Kuznetsov formula. We will treat and highlight these connections in more detail as we proceed in the following chapters. At this point we are actually going to remove $\varrho$. To do this we define $\lambda(x):=$ $1-\varrho(x)$, which satisfies $\operatorname{supp}(\lambda) \subseteq[0,1 / 2]$. Thus the expression in 3.15] is actually equal to

$$
\begin{equation*}
\widetilde{\phi_{f}}(m, n, t)-\widetilde{\phi_{f}^{0}}(m, n, t) \tag{3.16}
\end{equation*}
$$

where we define

$$
\begin{equation*}
\widetilde{\phi_{f}}(m, n, t):=\frac{1}{t} \sum_{h=-\infty}^{\infty} f\left(\frac{h}{H}\right) \mathscr{W}(h, m, n, t) \mathrm{P} \int_{0}^{\infty} e\left(\frac{h s}{t}+\frac{m+n}{N s t}\right) \mathscr{J}\left(\frac{4 \pi \sqrt{m n}}{N s t}\right) \frac{d s}{s} \tag{3.17}
\end{equation*}
$$

and

$$
\begin{equation*}
\widetilde{\phi_{f}^{0}}(m, n, t):=\frac{1}{t} \sum_{h=-\infty}^{\infty} f\left(\frac{h}{H}\right) \mathscr{W}(h, m, n, t) \mathrm{P} \int_{0}^{1 / 2} \lambda(s) e\left(\frac{h s}{t}+\frac{m+n}{N s t}\right) \mathscr{J}\left(\frac{4 \pi \sqrt{m n}}{N s t}\right) \frac{d s}{s} . \tag{3.18}
\end{equation*}
$$

[^6]The goal is now to rearrange the above terms and extract the two main terms $\phi_{f}(m, n, t)$ and $\phi_{f}^{0}(m, n, t)$ respectively from them. The latter are then the main terms in the asymptotic claimed in Theorem 3.2. We remark that these considerations show us, that essentially the price we have to pay for introducing $\varrho$ in the first place is the second main term $\phi_{f}^{0}(m, n, t)$, which is the result of our attempts to remove this function again. Since manipulating $\widetilde{\phi_{f}}(m, n, t)$ into the desired form is relatively simple we begin with it. From [15], Lemma 3.1] we know that

$$
\mathscr{W}(h, m, n, t)=\sum_{\substack{a \text { mod } t \\ a N \equiv h \bmod t}} S(a, m, t) S(a, n, t)
$$

for $m, n, h \in \mathbb{Z}$ and $t \in \mathbb{N}{ }^{(I I)}$. Thus working towards the form of the first main term defined in $\phi_{f}(m, n, t)$, after replacing the function $\mathscr{W}$ in 3.17 by the sum over a product of Kloosterman sums as just stated above, it remains to treat the integral in the expression we are currently working with. Employing the definition in 7.12 this integral is then equal to the function $\mathscr{I}(m / N t, n / N t, h / t)$, for which Lemma 7.6 tells us that this integral over a Hankel transform is explicitly

$$
-\mathrm{i} \int_{\mathbb{R}} \frac{4 \pi^{2} h(x)}{\sinh ^{2}(\pi x)} J_{2 \mathrm{i} x}\left(\frac{4 \pi}{t} \sqrt{\frac{h m}{N}}\right) \Im\left(J_{2 \mathrm{i} x}\left(\frac{4 \pi}{t} \sqrt{\frac{h n}{N}}\right)\right) d_{\mathrm{spec}} x
$$

provided the summation variable $h$ is positive, it is equal to

$$
\mathrm{i} \int_{\mathbb{R}} \frac{8 \pi h(x)}{\tanh (\pi x)} Y_{2 \mathrm{i} x}\left(\frac{4 \pi}{t} \sqrt{\frac{h \max \{m, n\}}{N}}\right) K_{2 \mathrm{i} x}\left(\frac{4 \pi}{t} \sqrt{\frac{h \min \{m, n\}}{N}}\right) d_{\mathrm{spec}} x
$$

in the case of $h<0$, and it takes for $h=0$ the form

$$
\frac{2}{\pi} \int_{\mathbb{R}} h(x)\left(\frac{\sqrt{m n}}{\max \{m, n\}}\right)^{2 \mathrm{i} x} d x
$$

Thus we conclude indeed that $\widetilde{\phi_{f}}(m, n, t)=\phi_{f}(m, n, t)$. After having sorted out the first main term of the asymptotic expansion in Theorem 3.2, we now turn our attention to the second one, which is $\widetilde{\phi_{f}^{0}}(m, n, t)$. Applying Poisson summation to the $h$ sum, 3.18 becomes

$$
\begin{equation*}
\sum_{z \bmod t} \frac{\mathscr{S}_{N z}(m, n, t)}{t} \mathrm{P} \int_{0}^{1 / 2} H \sum_{k=-\infty}^{\infty} \hat{f}\left(H\left(k+\frac{z-s}{t}\right)\right) \lambda(s) e\left(\frac{m+n}{N s t}\right) \mathscr{J}\left(\frac{4 \pi \sqrt{m n}}{N s t}\right) \frac{d s}{s} \tag{3.19}
\end{equation*}
$$

where we have inserted the original definition of the function $\mathscr{W}$ as an exponential sum as in 3.9. In the last expression the involved Fourier transform is seen by a repeated integration by parts argument to admit for every $j \geq 0$ the bounds $\hat{f}(z) \ll(1+|z|)^{-j}$. This in turn tells us that as soon as we encounter $|z|>1$ the Fourier transform is going to be very small, and is bounded by a constant otherwise. In our scenario for most of the terms we face $z \not \equiv 0(\bmod t)$, which means $z / t \notin \mathbb{Z}$ and so there is no summation index in the $k$ sum adding together with the term $z / t$ up to zero. Indeed we can then show that uniformly for all variables involved we have

$$
\left|H\left(k+\frac{z-s}{t}\right)\right|>1
$$

[^7]in light of the lower bound $\sqrt{3.13}$ for the parameter $H$. As explained above, in that case the Fourier transform is then small. We extract such terms in (3.19), by splitting the latter into
\[

$$
\begin{align*}
\frac{S(0, m-n, t)}{t} \mathrm{P} \int_{0}^{1 / 2} H \hat{f}\left(\frac{H s}{t}\right) \lambda(s) e\left(\frac{m+n}{N s t}\right) \mathscr{J} & \left(\frac{4 \pi \sqrt{m n}}{N s t}\right) \frac{d s}{s} \\
& +\phi_{\text {error. } 2}(m, n, t)+\phi_{\text {error. } 3}(m, n, t) \tag{3.20}
\end{align*}
$$
\]

where we have used that the Fourier transform $\hat{f}$ is an even function, since $f$ is assumed to be an even function itself. The terms $\phi_{\text {error. } 2}(m, n, t)$ and $\phi_{\text {error. } 3}(m, n, t)$ represent cases in which the Fourier transform is small. The first error term $\phi_{\text {error. } 2}(m, n, t)$ is given by

$$
\sum_{\substack{z \bmod t \\ z \neq \bmod t}} \frac{\mathscr{S}_{N z}(m, n, t)}{t} \mathrm{P} \int_{0}^{1 / 2} H \sum_{k=-\infty}^{\infty} \hat{f}\left(H\left(k+\frac{z-s}{t}\right)\right) \lambda(s) e\left(\frac{m+n}{N s t}\right) \mathscr{J}\left(\frac{4 \pi \sqrt{m n}}{N s t}\right) \frac{d s}{s}
$$

whereas $\phi_{\text {error. } 3}(m, n, t)$ denotes

$$
\frac{S(0, m-n, t)}{t} \mathrm{P} \int_{0}^{1 / 2} H \sum_{\substack{k=-\infty \\ k \neq-z / t}}^{\infty} \hat{f}\left(H\left(k+\frac{z-s}{t}\right)\right) \lambda(s) e\left(\frac{m+n}{N s t}\right) \mathscr{J}\left(\frac{4 \pi \sqrt{m n}}{N s t}\right) \frac{d s}{s}
$$

Recalling its definition in 3.3, in the above we have used the observation that in the case of $z \equiv 0(\bmod t)$ we simplify easily the exponential sum $\mathscr{S}_{0}(m, n, t)$ to the Kloosterman sum $S(0, m-n, t)$. We are going to give an upper bound for the two error terms just introduced above. Indeed one establishes that

$$
\begin{equation*}
\phi_{\text {error. } 2}(m, n, t), \phi_{\text {error. } 3}(m, n, t) \ll t H\left(\frac{t}{H}\right)^{j} \tag{3.21}
\end{equation*}
$$

for any $j \geq 2$, which is the same upper bound as found earlier for $\phi_{\text {error. }}(m, n, t)$. Justifying both bounds can be done by a very similar argument and so we will only give more details for the slightly harder one, which is estimating $\phi_{\text {error.2 }}(m, n, t)$. We obtain immediately that the error term $\phi_{\text {error.2 }}(m, n, t)$ does not exceed

$$
H \sum_{\substack{z \bmod t \\ z \neq \bmod t}} \int_{0}^{1 / 2} \sum_{k=-\infty}^{\infty}\left|\hat{f}\left(H\left(k+\frac{z-s}{t}\right)\right) \mathscr{J}\left(\frac{4 \pi \sqrt{m n}}{N s t}\right)\right| \frac{d s}{s}
$$

where we recall that from its definition we have that $\lambda(x) \ll 1$, for all $x \in \mathbb{R}_{\geq 0}$. Now using the upper bound for the Fourier transform $\hat{f}$, as stated earlier, and bounding the sum over the residue classes by $t$, we estimate the last expression by

$$
\begin{equation*}
t H\left(\frac{t}{H}\right)^{j} \sum_{k=-\infty}^{\infty}\left(\frac{1}{|k|+1 / 2}\right)^{j} \int_{0}^{\infty}\left|\mathscr{J}\left(\frac{4 \pi \sqrt{m n}}{N s t}\right)\right| \frac{d s}{s} \tag{3.22}
\end{equation*}
$$

for any choice of $j \geq 2$. In the integral we can perform a change of variables $(4 \pi \sqrt{m n}) /(N s t) \mapsto 1 / y$, as a result of which the integral is seen to be independent from all $m, n, N, t$. From Lemma 7.5 we then know that $\mathscr{J}(1 / y) \in L^{1}\left(\mathbb{R}_{\geq 0}, d y / y\right)$, which immediately leads to the conclusion that

$$
\phi_{\text {error. } 2}(m, n, t) \ll t H\left(\frac{t}{H}\right)^{j}
$$
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for any $j \geq 2$. Now what is left to do is removing the function $\lambda$ in the main term of the asymptotic expansion derived in 3.20 . To this end we may rewrite its main term as

$$
\begin{equation*}
\frac{S(0, m-n, t)}{t} \mathrm{P} \int_{0}^{\infty} H \hat{f}\left(\frac{H s}{t}\right) e\left(\frac{m+n}{N s t}\right) \mathscr{J}\left(\frac{4 \pi \sqrt{m n}}{N s t}\right) \frac{d s}{s}+\phi_{\text {error. } 4}(m, n, t) \tag{3.23}
\end{equation*}
$$

where the error term $\phi_{\text {error. } 4}(m, n, t)$ represents the integral

$$
\frac{S(0, m-n, t)}{t} \mathrm{P} \int_{1 / 3}^{\infty} H \hat{f}\left(\frac{H s}{t}\right)(\lambda(s)-1) e\left(\frac{m+n}{N s t}\right) \mathscr{J}\left(\frac{4 \pi \sqrt{m n}}{N s t}\right) \frac{d s}{s} .
$$

We point out that, recalling the definition of $\lambda$, we avoid integrating the Fourier transform $\hat{f}$ over an interval close to zero. As explained earlier for small argument the bound given for $\hat{f}$ only tells us that it is bounded by a constant. We do not know that it is small here. However since the range of integration in the integral in $\phi_{\text {error. } 4}(m, n, t)$ is bounded below by $1 / 3$, we see that the latter error term is dominated by

$$
H \int_{1 / 3}^{\infty}\left(\frac{H s}{t}+1\right)^{-j}\left|\mathscr{J}\left(\frac{4 \pi \sqrt{m n}}{N s t}\right)\right| \frac{d s}{s}
$$

employing again the bound for the Fourier transform $\hat{f}$. We estimate this, first by dropping the one in the denominator, which we can do since $s$ is not too small, and then bound the resulting polynomial in $s$ by a constant depending on $j$. Now we can extend the range of integration to all of $\mathbb{R}_{>0}$, and proceed bounding the integral just as we did before, when we estimated (3.22). Thus after the appropriate change of variables and an application of Lemma 7.5 we arrive at

$$
\begin{equation*}
\phi_{\text {error. } 4}(m, n, t) \ll t H\left(\frac{t}{H}\right)^{j} \tag{3.24}
\end{equation*}
$$

Finally, before we can put everything together to conclude the theorem, we alter the main term in 3.23) slightly. From the definition of the Fourier transform we have

$$
H \hat{f}\left(\frac{H s}{t}\right)=\int_{\mathbb{R}} f\left(\frac{y}{H}\right) e\left(\frac{y s}{t}\right) d y
$$

by the change of variables $-H y \mapsto y$ and the assumption that $f$ is an even function. Now having inserting the latter integral for the multiple of the Fourier transform in the main term in 3.23), we interchange the order of integration of the $s$ integral and the one coming from $\hat{f}$. This is allowed by Fubini's Theorem since this double integral converges absolutely. An observation which is easily justified by pointing out that, after the appropriate change of variables, Lemma 7.5 ensures

$$
\int_{0}^{\infty}\left|\mathscr{J}\left(\frac{4 \pi \sqrt{m n}}{N s t}\right)\right| \frac{d s}{s} \ll 1
$$

and that the cut-off function $f$ admits $\operatorname{supp}(f) \subseteq[-2,2]$. Hence the main term in 3.23 is then equal to

$$
\frac{S(0, m-n, t)}{t} \int_{\mathbb{R}} f\left(\frac{y}{H}\right) \mathrm{P}\left(\int_{0}^{\infty} e\left(\frac{y s}{t}+\frac{m+n}{N s t}\right) \mathscr{J}\left(\frac{4 \pi \sqrt{m n}}{N s t}\right) \frac{d s}{s}\right) d y
$$

The operator P acting on the $s$ integral is again an integral over a Hankel transform, which we evaluate explicitly using Lemma 7.6 . Now, with the so rewritten main term in 3.23, we can combine this asymptotic with 3.20 and via 3.19) with 3.18 conclude that

$$
\begin{equation*}
\widetilde{\phi_{f}^{0}}(m, n, t)=\phi_{f}^{0}(m, n, t)+\phi_{\text {error. } 5}(m, n, t) \tag{3.25}
\end{equation*}
$$

where $\phi_{f}^{0}(m, n, t)$ is the desired second main term, as claimed in Theorem3.2 The error term in the latter is combined

$$
\begin{equation*}
\phi_{\text {error. } 5}(m, n, t):=\sum_{i=2}^{4} \phi_{\text {error. }}(m, n, t) \ll t H\left(\frac{t}{H}\right)^{j} \tag{3.26}
\end{equation*}
$$

for any $j \geq 2$. The last estimation is the result of invoking (3.21) and 3.24. Employing the asymptotic just found in 3.25 and that we have shown previously $\widetilde{\phi_{f}}(m, n, t)=\phi_{f}(m, n, t)$, we conclude via 3.16) and (3.10) that

$$
\phi(m, n, t)=\phi_{f}(m, n, t)-\phi_{f}^{0}(m, n, t)+\phi_{\text {error }}(m, n, t)
$$

where the error, for any $j \geq 2$, is estimated through

$$
\phi_{\text {error }}(m, n, t):=\phi_{\text {error. } 1}(m, n, t)-\phi_{\text {error. } 5}(m, n, t) \ll t H\left(\frac{t}{H}\right)^{j}
$$

as a result of the bounds found in (3.14) and 3.26. This almost finishes our considerations regarding Theorem 3.2. En route to giving a complete argument supporting the claims of the theorem, the last piece is to prove Lemma 3.3. which we are going to do now.

### 3.3 Controlling an oscillatory integral

In this section we will give a proof for Lemma 3.3. This result essentially tells us, that, in the absence of stationary phase of the phase function of the exponential in the integrand, the integral in (3.12) is very small as soon as we have $|h|>t$ and is bounded by a constant otherwise. It is in the same spirit as the bound given for the oscillatory integral at the bottom of [15, p.546] and we employ essentially the same strategy as in [15], which is repeated integration by parts, to obtain our result.

Proof of Lemma 3.3 We start our argument by simplifying the notation in this section a little and thus denote in the following

$$
k=k(m, n, N, t):=4 \pi \sqrt{m n} /(N t) .
$$

Now we assume that $|h| \leq t$. Then after performing the change of variables $k / s \mapsto 1 / s$ in the s integral in 3.12, with Lemma 7.5 we obtain directly that

$$
\begin{equation*}
\int_{0}^{\infty} \varrho(s) e\left(\frac{h s}{t}+\frac{m+n}{N s t}\right) \mathscr{J}\left(\frac{k}{s}\right) \frac{d s}{s} \ll 1 \tag{3.27}
\end{equation*}
$$

We are left to consider the case of $|h|>t$ and show that here the integral in (3.12) is indeed small. In order to make progress we write the integral in question as a sum of integrals that have a shorter range of integration and in which the integrand has compact support in each of them. We follow this plan by introducing a partition of unity of $\mathbb{R}_{>0}$, being the family of smooth functions $p_{l}: \mathbb{R}_{>0} \rightarrow \mathbb{R}$, that have $\operatorname{supp}\left(\mathrm{p}_{l}\right) \subseteq\left[3^{l-1}, 3^{l+1}\right]$, satisfy

$$
\sum_{l \in \mathbb{Z}} \mathrm{p}_{l}(x)=1, \text { for every } x \in \mathbb{R}_{>0}
$$

and admit the bounds $\mathrm{p}_{l}^{(j)}(x) \ll 3^{-l j}$, for any choice of $l \in \mathbb{Z}$ and $j \geq 0$. We swap the order of integration in the double integral (3.12), recalling the definition of $\mathscr{J}$ from 2.7). This is allowed by Fubini's Theorem, since the double integral converges absolutely, which is seen quickly by performing the change of variables
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$k / s \mapsto 1 / s$ and then applying Lemma 7.5 Thus bringing the partition of unity into the picture, we use it to dissect the $s$-summation into intervals of length $8 \cdot 3^{l-1}$, and find that the double integral just described equals in fact

$$
\begin{equation*}
\frac{2 \mathrm{i}}{\pi} \int_{\mathbb{R}} \frac{w h(w)}{\cosh (\pi w)} \sum_{l \in \mathbb{Z}} \mathfrak{P}(w ; l) d w \tag{3.28}
\end{equation*}
$$

where we define

$$
\begin{equation*}
\mathfrak{P}(w ; l):=\int_{3^{l-1}}^{3^{l+1}} \mathrm{p}_{l}(s) \varrho(s) e\left(\frac{h s}{t}+\frac{m+n}{N s t}\right) J_{2 \mathrm{i} w}\left(\frac{k}{s}\right) \frac{d s}{s} . \tag{3.29}
\end{equation*}
$$

We have to consider two scenarios. The function $k$ may exceed $1 / 3$ or not. In the argument to follow we will only present estimates for the case of $k \geq 1 / 3$, since if this is not the case the desired bounds actually follow by the same ansatz as chosen for the situation when we encounter in the integral (3.29) that $s \geq k \geq 1 / 3$. Thus we assume that $k \geq 1 / 3$ and then split the $l$ sum in 3.28) according to $k$ to see that it equals

$$
\begin{equation*}
\sum_{-2 \leq l<\left\lceil\frac{\log k}{\log 3}\right\rceil+1} \mathfrak{P}(w ; l)+\sum_{l \geq\left\lceil\frac{\log k}{\log 3}\right\rceil+1} \mathfrak{P}(w ; l) \tag{3.30}
\end{equation*}
$$

where the first (finite) sum is relatively short with about $\log k$ terms and the second (infinite) sum satisfies that in in the integral $\mathfrak{P}(w ; l)$ we always have $s \geq k$. We deal with the short sum first. In this case almost in the whole range of integration of 3.29 we encounter $s \leq k$, which means that the argument of the $J$-Bessel function in the integrand of this integral is bigger than one, when this happens. Hence the function oscillates there and estimating $\mathfrak{P}(w ; l)$ by integrating by parts multiple times we can exploit that. Employing Lemma 7.7 we may extract and identify this oscillation by replacing the $J$-Bessel function by a sum of products of functions, of which one oscillates and the other one and its derivatives are easy to estimate. Thus in order to control the integral $\mathfrak{P}(w ; l)$, we see that it suffices to control the two integrals

$$
\begin{equation*}
\frac{1}{(2 \pi k)^{1 / 2}} \sum_{ \pm} \int_{3^{l-1}}^{3^{l+1}} \frac{\mathrm{p}_{l}(s) \varrho(s) \Omega_{ \pm}(2 w \mathrm{i}, k /(2 \pi s))}{s^{1 / 2}} e\left(\frac{h s}{t}+\frac{m+n \pm 2 \sqrt{m n}}{N s t}\right) d s \tag{3.31}
\end{equation*}
$$

We are going to integrate by parts multiple times and bound them by means of [1, Lemma 8.1], which gives an estimate for certain oscillatory integrals. Choosing a similar notation as in the lemma we set

$$
\omega_{ \pm}(s):=\frac{\mathrm{p}_{l}(s) \varrho(s) \Omega_{ \pm}(2 w \mathrm{i}, k /(2 \pi s))}{s^{1 / 2}} \quad \text { and } \quad \mathscr{H}_{ \pm}(s):=2 \pi\left(\frac{h s}{t}+\frac{m+n \pm 2 \sqrt{m n}}{N s t}\right)
$$

the latter being the phase function of the exponential. By assumption we demand that

$$
\begin{equation*}
|h| \geq 81(m+n) / N \tag{3.32}
\end{equation*}
$$

which allows us to deduce easily the necessary bounds for the derivatives of the phase function of the exponential given by

$$
\begin{equation*}
\left|\mathscr{H}_{ \pm}^{\prime}(s)\right| \geq|h| / t \quad \text { and } \quad \mathscr{H}_{ \pm}^{(j)}(s) \ll|h| / t, \text { for all } j \geq 1 \tag{3.33}
\end{equation*}
$$

In particular the lower bound for the first derivative tells us that we do not experience any stationary phase in the integrals 3.31 . We have to bound the remaining function and its derivatives in the integrand of (3.31). Indeed we obtain for them quickly that

$$
\begin{equation*}
\omega_{ \pm}^{(j)}(s) \ll e^{3 \pi|w|}, \text { for all } j \geq 0 \tag{3.34}
\end{equation*}
$$

where we use 7.23 to estimate $\Omega_{ \pm}$and its derivatives and the fact that $s \geq 1 / 3$. Furthermore be observe that $\operatorname{supp}\left(\omega_{ \pm}\right) \subseteq \operatorname{supp}\left(\mathrm{p}_{l}\right) \cap(1 / 3, \infty)$. Thus in light of $\sqrt{3.33}$ ) and (3.34] we have from [1] Lemma 8.1] that (3.31) is dominated by

$$
\frac{3^{l} e^{3 \pi|w|}}{k^{1 / 2}}\left(\frac{|h|}{t}\right)^{-j}, \text { for any } j \geq 1
$$

Thus with this upper bound for $\mathfrak{P}(w ; l)$ in the case of $l \ll \log k$ in place, we bound this part of 3.28, recalling the finite sum in 3.30, by

$$
\begin{align*}
\frac{2 \mathrm{i}}{\pi} \int_{\mathbb{R}} \frac{w h(w)}{\cosh (\pi w)} \sum_{-2 \leq l<\left\lceil\frac{\log k}{\log 3}\right\rceil+1} \mathfrak{P}(w ; l) d w & \ll\left(\frac{|h|}{t}\right)^{-(j+1)} \frac{1}{k^{1 / 2}} \sum_{-2 \leq l<\left\lceil\frac{\log k}{\log 3}\right\rceil+1} 3^{l} \\
& \ll\left(\frac{|h|}{t}\right)^{-(j+1)} k^{1 / 2+\varepsilon} \ll\left(\frac{|h|}{t}\right)^{-j} \tag{3.35}
\end{align*}
$$

adjusting the number of times $j$ we integrate by parts appropriately, since assuming 3.32 ensures $k \ll$ $|h| / t$. We are left with handling the part of the $l$-summation in 3.28 , for which all integrals $\mathfrak{P}(w ; l)$ considered therein have a range of integration, that is bounded below by $k$ (cp. the infinite sum in (3.30). This results in $s>k$, meaning that the argument of the $J$-Bessel function is always less than one, i.e. the Bessel function does not oscillate here. Following the same strategy as before, trying to obtain a good bound by integrating by parts repeatedly, any saving has to come solely from the oscillation of the exponential contained in the integrand of 3.29 . We begin by shifting the contour in the $w$ integral in $\sqrt{3.29}$ ) to $\Im(w)=$ $-\varepsilon / 2$, for $\mathrm{a} \varepsilon>0$ small enough so that we avoid all poles. That leaves us with estimating the integral

$$
\begin{equation*}
\int_{3^{l-1}}^{3^{l+1}} \frac{\mathrm{p}_{l}(s) \varrho(s) J_{2 \mathrm{i} w+\varepsilon}(k / s)}{s} e\left(\frac{h s}{t}+\frac{m+n}{N s t}\right) d s \tag{3.36}
\end{equation*}
$$

Similarly to our previous considerations for the bounded $l$ sum we aim to use [1, Lemma 8.1]. Hence as before we define in a similar fashion to the notation in this lemma

$$
\omega_{1}(s):=\frac{\mathrm{p}_{l}(s) \varrho(s) J_{2 \mathrm{i} w+\varepsilon}(k / s)}{s} \quad \text { and } \quad \mathscr{H}_{1}(s):=2 \pi\left(\frac{h s}{t}+\frac{m+n}{N s t}\right)
$$

For the derivatives of the phase function of the exponential we easily see, under the assumption of 3.32, the estimates

$$
\begin{equation*}
\left|\mathscr{H}_{1}^{\prime}(s)\right| \geq|h| / t \quad \text { and } \quad \mathscr{H}_{1}^{(j)}(s) \ll(|h| / t) \cdot 3^{-l(j+1)}, \text { for all } j \geq 2 \tag{3.37}
\end{equation*}
$$

where again the lower bound for the first derivative guarantees that the integral we try to estimate does not have stationary phase. To obtain the bound we use that in the relevant range of integration we have $s \asymp 3^{l}$ and $s \geq 1 / 3$. For the remaining integrand we obtain the bounds

$$
\begin{equation*}
\omega_{1}^{(j)}(s) \ll e^{2 \pi|w|} k^{\varepsilon} \cdot 3^{-l(1+\varepsilon)}, \text { for all } j \geq 0 \tag{3.38}
\end{equation*}
$$

again noticing that $s \asymp 3^{l}$ and where we combine Lemmata 7.1 and 7.2 to bound the $J$-Bessel function and its derivatives by

$$
\frac{\partial^{j}}{\partial s^{j}} J_{2 i w+\varepsilon}(k / s) \ll e^{\pi|w|}\left(1+|w|^{j}\right)(k / s)^{\varepsilon}, \text { for all } j \geq 0
$$
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in light of $s>k \geq 1 / 3$. Furthermore we have $\operatorname{supp}\left(\omega_{ \pm}\right) \subseteq \operatorname{supp}\left(\mathrm{p}_{l}\right)$. Thus with the bounds from 3.37) and (3.38) we now conclude from [1] Lemma 8.1] that the integral (3.36) does not exceed

$$
\frac{e^{2 \pi|w|}}{3^{l \varepsilon}}\left(\frac{|h|}{t}\right)^{-j}, \text { for any } j \geq 1
$$

Thus we now obtain with this bound for the unbounded part of the $l$-summation in 3.28) (cp. 3.30) that

$$
\begin{align*}
\frac{2 \mathrm{i}}{\pi} \int_{\mathbb{R}} \frac{(w-\mathrm{i} \varepsilon / 2) h(w-\mathrm{i} \varepsilon / 2)}{\cosh (\pi(w-\mathrm{i} \varepsilon / 2))} & \sum_{l \geq\left\lceil\frac{\log k}{\log 3}\right\rceil+1} \int_{3^{l-1}}^{3^{l+1}} \frac{\mathrm{p}_{l}(s) \varrho(s) J_{2 \mathrm{i} w+\varepsilon}(k / s)}{s} e\left(\frac{h s}{t}+\frac{m+n}{N s t}\right) d s d w \\
& \ll\left(\frac{|h|}{t}\right)^{-j} \sum_{l=1}^{\infty} \frac{1}{3^{l \varepsilon}} \ll\left(\frac{|h|}{t}\right)^{-j} \tag{3.39}
\end{align*}
$$

with the implied constant depending on the Schwartz function $h$. We combine the bounds of (3.35) and (3.39) to conclude via 3.28 that for $|h|>t$ we have

$$
\begin{equation*}
\int_{0}^{\infty} \varrho(s) e\left(\frac{h s}{t}+\frac{m+n}{N s t}\right) \mathscr{J}\left(\frac{k}{s}\right) \frac{d s}{s} \ll\left(\frac{|h|}{t}\right)^{-j}, \text { for any } j \geq 1 \tag{3.40}
\end{equation*}
$$

Finally upon merging the bounds given in (3.27) and (3.40) we conclude the lemma.
Remark 3.4. We conclude this section with a remark. Previously in the beginning of Subsection 3.2.1 we have introduced the function $\varrho$. In the sum (3.7), that first features this function, inserting it at first seems obsolete. However after having applied Poisson summation to it, the resulting expression (3.8) contains an integral, with a range of integration starting on the lower end slightly away from zero. We recall here that $\operatorname{supp}(\varrho) \subseteq[1 / 3, \infty)$. Without having at our disposal that in the integral in $(3.12)$, we may invoke the lower bound $s \geq 1 / 3$ for the integration variable $s$, many essential estimates in this section would not be possible. Hence introducing the function @ is de rigueur in order to establish Lemma 3.3. This described tool for getting rid of a short interval next to zero in the range of integration in the mentioned integral, is just as employed in [15] Chapter 3: An asymptotic trace formula].

## Chapter 4

## An asymptotic for quadratic forms for the full spectrum

### 4.1 The Bruggeman-Kuznetsov formula for quadratic forms

In this chapter we are going to develop results in the context of quadratic forms. These are based and derived from the results given in the previous Chapter 3 The theorems therein deal with the case of some fixed $m, n \in \mathbb{N}$. In this chapter we are going to average $m, n$ over the interval $(M, 2 M]$, summing against complex numbers. To make this plan more concrete we introduce some notation. The space of complex vectors with support in the interval $(M, 2 M]$, for some $M \geq 1$, be given by

$$
\mathbb{C}_{M}^{\infty}:=\left\{\alpha=\left(a_{m}\right)_{m \in \mathbb{N}} \in \mathbb{C}^{\infty} \mid \operatorname{supp}(\alpha) \subseteq(M, 2 M]\right\},
$$

for which we may now consider functions mapping this space into the complex numbers. With this setup in place we may now convert the Bruggeman-Kuznetsov formula into the lineup of quadratic forms. To this end we recall the version from 2.9 in Theorem 2.3 , multiply both side with $\bar{a}_{m} a_{n}$, for any choice of $a_{h} \in \mathbb{C}$, and sum for both summation indices over the interval ( $\left.M, 2 M\right]$. We describe the spectral side of the resulting formula in terms of the quadratic forms

$$
\begin{equation*}
\xi(\alpha):=\xi^{\mathrm{disc}}(\alpha)+\xi^{\mathrm{cont}}(\alpha) \tag{4.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\xi^{\mathrm{disc}}(\alpha):=\frac{2}{\varphi(N)} \sum_{\chi \bmod N}^{+} \sum_{u \in \mathcal{U}_{\chi}^{\mathrm{MaaB}}}\left|\sum_{M<m \leq 2 M} a_{m} \rho_{u}(m)\right|^{2} \frac{h\left(t_{u}\right)}{\cosh \left(\pi t_{u}\right)} \tag{4.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\xi^{\mathrm{cont}}(\alpha):=\frac{1}{2 \pi \varphi(N)} \sum_{\chi \bmod N}^{+} \sum_{\mathfrak{a}} \int_{\mathbb{R}}\left|\sum_{M<m \leq 2 M} a_{m} \tau_{\mathfrak{a}, \chi}(m, w)\right|^{2} \frac{h(w)}{\cosh (\pi w)} d w \tag{4.3}
\end{equation*}
$$

The arithmetic side features two terms. Reminiscent of the diagonal term we see the 2 -norm of the vector $\alpha$ multiplied by a constant depending on the function $h$, and the remaining terms are given by

$$
\Phi(\alpha):=\sum_{M<m, n \leq 2 M} \bar{a}_{m} a_{n} \phi(m, n)
$$

with $\phi(m, n)$ as defined in 2.10 . We summarise the obtained formula in the following lemma.

Lemma 4.1 (Bruggeman-Kuznetsov formula for quadratic forms). For any $\alpha \in \mathbb{C}_{M}^{\infty}$ and with the notation and assumptions of Theorem 2.3 we have

$$
\xi(\alpha)=\|\alpha\|^{2} \int_{\mathbb{R}} h(w) d_{\mathrm{spec}} w+\Phi(\alpha)
$$

Again the Schwartz function $h$ is assumed to admit the properties specified in Section 2.4 .
The goal of this chapter is to derive an asymptotic formula for the quadratic form $\xi: \mathbb{C}_{M}^{\infty} \rightarrow \mathbb{C}$, with an error term proportional to the 2 -norm of the vector considered. The point of origin for this expansion will be the Bruggeman-Kuznetsov formula for quadratic forms in the version which we just introduced with Lemma 4.1 We give a precise formulation of the asymptotic formula for $\xi(\alpha)$, that we are going to establish in this chapter, in the next section.

### 4.2 The main theorem

We are going to state here the main result of this chapter. It is an asymptotic expansion of the quadratic form $\xi(\alpha)$. The main term resembles certain parts of $\Phi(\alpha)$ and the error is obtained by estimating the remaining bits thereof. It is proportional to the 2 -norm of the vector $\alpha$. The precise statement is the following.

Theorem 4.2. We consider any smooth even cut-off function $f: \mathbb{R} \rightarrow \mathbb{R}_{\geq 0}$, which equals one on $[-1,1]$ and satisfies $\operatorname{supp}(f) \subseteq[-2,2]$. For an odd prime level $N$ we choose $H=327 T^{1+\delta}$ and $T=M / N>1$. Then, for any $\alpha \in \mathbb{C}_{M}^{\infty}$, we find the asymptotic formula

$$
\begin{equation*}
\xi(\alpha)=\mathscr{M}(\alpha)+\mathcal{O}\left(\|\alpha\|^{2}\left(1+\frac{M}{N^{2}}\right) M^{\varepsilon}\right) \tag{4.4}
\end{equation*}
$$

where the main term $\mathscr{M}(\alpha)$ is given by

$$
\begin{equation*}
\frac{1}{N} \sum_{\substack{1 \leq \leq \leq T \\(t, N)=1}} \frac{1}{t^{2}} \sum_{0 \leq|h| \leq 2 H} f\left(\frac{h}{H}\right) \sum_{M<m, n \leq 2 M} \bar{a}_{m} a_{n} S(h \bar{N}, m, t) S(h \bar{N}, n, t) \mathscr{I}\left(\frac{m}{N t}, \frac{n}{N t}, \frac{h}{t}\right) \tag{4.5}
\end{equation*}
$$

The function $\mathscr{I}$, for the first two variables being $m / N t$ and $n / N t$ respectively, is given as follows. If the third variable $h / t$ is positive, it is the integral

$$
-\mathrm{i} \int_{\mathbb{R}} \frac{4 \pi^{2} h(x)}{\sinh ^{2}(\pi x)} J_{2 \mathrm{i} x}\left(\frac{4 \pi}{t} \sqrt{\frac{h m}{N}}\right) \Im\left(J_{2 \mathrm{i} x}\left(\frac{4 \pi}{t} \sqrt{\frac{h n}{N}}\right)\right) d_{\mathrm{spec}} x
$$

Provided the third variable $h / t$ takes negative values it is

$$
\mathrm{i} \int_{\mathbb{R}} \frac{8 \pi h(x)}{\tanh (\pi x)} Y_{2 \mathrm{i} x}\left(\frac{4 \pi}{t} \sqrt{\frac{|h| \max \{m, n\}}{N}}\right) K_{2 \mathrm{i} x}\left(\frac{4 \pi}{t} \sqrt{\frac{|h| \min \{m, n\}}{N}}\right) d_{\mathrm{spec}} x
$$

and if the third variable is equal to zero it becomes

$$
\frac{2}{\pi} \int_{\mathbb{R}} h(x)\left(\frac{\sqrt{m n}}{\max \{m, n\}}\right)^{2 \mathrm{i} x} d x
$$

As before J, $Y$ and $K$ denote the corresponding Bessel functions.

### 4.3 Proof of the main theorem

In this section we will now give a full proof of Theorem 4.2. The structure and layout of our argument is similar to the one used to prove [15, Theorem 10.1] and we follow their ansatz and strategy, as well as some individual steps, in [15] adapting it to our situation. The argument we are going to present is based on several intermediate results, that will be just stated here and only justified at a later stage in this chapter.

Proof. The goal here is to find an asymptotic expansion of $\Phi(\alpha)$. Having found one via Lemma 4.1 we may then directly translated it into one for $\xi(\alpha)$. We point out again that we work under the assumption that $N$ is an odd prime number. Then by recalling the formula in (3.5) we may write

$$
\begin{equation*}
\phi(m, n)=\phi^{\mathrm{thin}}(m, n)+\sum_{\substack{t=1 \\(t, N)=1}}^{\infty} \frac{\phi(m, n, t)}{N t} \tag{4.6}
\end{equation*}
$$

with $\phi(m, n, t)$ as given in 3.6 and where in light of 3.4 we define

$$
\begin{equation*}
\phi^{\mathrm{thin}}(m, n):=\mathrm{P} \sum_{y=1}^{\infty} \sum_{t=1}^{\infty} \frac{\mathscr{S}_{N y}(m, n, N t)}{N^{2} y t} e\left(\frac{m+n}{N^{2} y t}\right) \mathscr{J}\left(\frac{4 \pi \sqrt{m n}}{N^{2} y t}\right) . \tag{4.7}
\end{equation*}
$$

The split into two terms in (4.6) allows us to thin out in some sense the term $\Phi(\alpha)$, estimating its component for which in the above $t$-summation we have $t \equiv 0(\bmod N)$, collected in the term $\phi^{\text {thin }}(m, n)$, and leaving us to consider the terms for which $(t, N)=1$. Indeed we can show the following.

Lemma 4.3. For any $\alpha \in \mathbb{C}_{M}^{\infty}$ we have

$$
\Phi^{\mathrm{thin}}(\alpha) \ll\|\alpha\|^{2} \frac{M^{1+\varepsilon}}{N^{2}}
$$

where we define coherent with the previous notation in this chapter

$$
\Phi^{\mathrm{thin}}(\alpha):=\sum_{M<m, n \leq 2 M} \bar{a}_{m} a_{n} \phi^{\mathrm{thin}}(m, n)
$$

As a consequence of this lemma we obtain, with the split in 4.6 in mind, the preliminary expansion of $\Phi(\alpha)$ given by

$$
\begin{equation*}
\Phi(\alpha)=\Phi_{t \leq T}(\alpha)+\Phi_{t>T}(\alpha)+\mathcal{O}\left(\|\alpha\|^{2} \frac{M^{1+\varepsilon}}{N^{2}}\right) \tag{4.8}
\end{equation*}
$$

In the asymptotic formula just stated we have separated the main term according to the size of the summation index $t$, relative to some cut-off parameter $T$, which we will make more precise in due course. In particular in this formula we define the terms $\Phi_{t \leq T}(\alpha)$ and $\Phi_{t>T}(\alpha)$ respectively by

$$
\begin{equation*}
\sum_{M<m, n \leq 2 M} \bar{a}_{m} a_{n} \sum_{\substack{t \leq T \\(t, N)=1}} \frac{\phi(m, n, t)}{N t} \text { and } \sum_{M<m, n \leq 2 M} \bar{a}_{m} a_{n} \sum_{\substack{t>T \\(t, N)=1}} \frac{\phi(m, n, t)}{N t} . \tag{4.9}
\end{equation*}
$$

The characteristic size of the error term in the asymptotic given in Theorem 4.2 is due to the bound we obtain for $\Phi_{t>T}(\alpha)$. The following result makes this precise.

Lemma 4.4. Let $T \geq M / N>1$. Then for any $\alpha \in \mathbb{C}_{M}^{\infty}$ we find the bound

$$
\Phi_{t>T}(\alpha) \ll\|\alpha\|^{2}\left(1+\frac{M}{N^{2}}\right)
$$

Going forward we will from now on choose in fact $T=M / N$. Thus with Lemma 4.4 the asymptotic formula from (4.8) becomes

$$
\begin{equation*}
\Phi(\alpha)=\Phi_{t \leq T}(\alpha)+\mathcal{O}\left(\|\alpha\|^{2}\left(1+\frac{M}{N^{2}}\right) M^{\varepsilon}\right) \tag{4.10}
\end{equation*}
$$

for $T=M / N$. As stated before, we already see therein an error term of the size claimed in Theorem 4.2. To establish the statement of the main result of this chapter, we are left to transform the main term $\Phi_{t \leq T}(\alpha)$ in 4.10 into the desired form. We do just that by using Theorem 3.2 to write $\phi(m, n, t)$ as a sum of three terms and via its definition in (4.9) we therefore arrive directly at

$$
\begin{equation*}
\Phi_{t \leq T}(\alpha)=\mathscr{M}(\alpha)-\mathscr{M}^{0}(\alpha)+\Phi_{\text {error }}(\alpha) \tag{4.11}
\end{equation*}
$$

where the first main term $\mathscr{M}(\alpha)$ is as in 4.5, upon recalling that the condition $(t, N)=1$ allows us to employ [15] Corollary 3.1] to simplify the sum over Kloosterman sums in the definition of $\phi_{f}(m, n, t)$. The remaining terms of the asymptotic formula are given by

$$
\begin{equation*}
\mathscr{M}^{0}(\alpha):=\frac{1}{N} \sum_{\substack{t \leq T \\(t, \bar{N})=1}} \frac{1}{t^{2}} \sum_{M<m, n \leq 2 M} \bar{a}_{m} a_{n} S(0, m-n, t) \int_{\mathbb{R}} f\left(\frac{y}{H}\right) \mathscr{I}\left(\frac{m}{N t}, \frac{n}{N t}, \frac{y}{t}\right) d y \tag{4.12}
\end{equation*}
$$

and

$$
\Phi_{\text {error }}(\alpha):=\sum_{M<m, n \leq 2 M} \bar{a}_{m} a_{n} \sum_{\substack{t \leq T \\(t, N)=1}} \frac{\phi_{\text {error }}(m, n, t)}{N t}
$$

We have used Theorem 3.2, which means we have to meet its requirements under which it is valid. In particular this means we have to use a cut-off parameter

$$
\begin{equation*}
H \geq 2 t+81(m+n) / N \tag{4.13}
\end{equation*}
$$

By the restriction on the summation indices $m, n$ and $t$ in $\Phi_{t \leq T}(\alpha)$ and with $T=M / N$ upon choosing

$$
H=327 T^{1+\delta}
$$

the condition in 4.13 is always satisfied and thus so is the application of Theorem 3.2. From this result, which provides an upper bound for the error $\phi_{\text {error }}(m, n, t)$, we then quickly infer the estimate

$$
\begin{equation*}
\Phi_{\text {error }}(\alpha) \ll\|\alpha\|^{2}, \tag{4.14}
\end{equation*}
$$

using the Cauchy Schwarz inequality and choosing $j$ large enough. What is left is to determine the maximum size of the second main term $\mathscr{M}^{0}(\alpha)$ in 4.11. A suitable upper bound is stated in the following result.
Lemma 4.5. Let $H=327 T^{1+\delta}$ with $T=M / N>1$. Then again for every $\alpha \in \mathbb{C}_{M}^{\infty}$ we bound the term

$$
\mathscr{M}^{0}(\alpha) \ll\|\alpha\|^{2}\left(1+\frac{M}{N^{2}}\right) M^{\varepsilon}
$$

Now we are very close to concluding Theorem 4.2. With the last lemma and the bound in 4.14) in mind, we combine the two expressions in (4.10) and 4.11) to obtain

$$
\Phi(\alpha)=\mathscr{M}(\alpha)+\mathcal{O}\left(\|\alpha\|^{2}\left(1+\frac{M}{N^{2}}\right) M^{\varepsilon}\right)
$$

Indeed from the Bruggeman-Kuznetsov formula for quadratic forms, as stated in Lemma 4.1, we finally derive the statement of Theorem4.2, noticing the diagonal term in this Bruggeman-Kuznetsov formula is in fact absorbed into the error term of the asymptotic just established for $\Phi(\alpha)$.

The above proof relies on the three Lemmata 4.3, 4.4 and 4.5, which we still have to justify. A detailed presentation of their proofs is going to be the subject of the remaining sections of this chapter.

### 4.4 Thinning out the main term

In this section we will show that it is enough in Section 4.3 to work with a thinned out version of the term $\Phi(\alpha)$. Concretely this means we establish Lemma 4.3, which provides the bound

$$
\Phi^{\text {thin }}(\alpha) \ll\|\alpha\|^{2} \frac{M^{1+\varepsilon}}{N^{2}}
$$

for any $\alpha \in \mathbb{C}_{M}^{\infty}$. Given the error term in Theorem 4.2 that is of exceptable size for us, the latter estimate is consumed thereof. Thus in light of of the split in (4.6) and recalling the definition

$$
\Phi(\alpha)=\sum_{M<m, n \leq 2 M} \bar{a}_{m} a_{n} \phi(m, n)
$$

it suffices to consider only those terms of the $t$-summation, where its index is coprime with the prime level $N$. Being left to consider this thinned out version of $\Phi(\alpha)$, we see that via 4.10p and 4.11) this leads us to consider a thinned out version of the main term $\mathscr{M}(\alpha)$, as featured in Theorem 4.2 , too. The proof we are going to present in support of Lemma 4.3 in this section follows the strategy and outline of the argument proving [15, Lemma 10.1 (statement and proof on p. 557)].

Proof. In the following we will show the estimate for $\Phi^{\text {thin }}(\alpha)$ as claimed in Lemma 4.3 We recall the definition of $\phi^{\text {thin }}(m, n)$ in 4.7 and by the definition of the operator P therein we have $\mathrm{P}(g)=g+\bar{g} \ll|g|$. Hence in order to be able to control the term $\Phi^{\text {thin }}(\alpha)$, it is clearly enough to bound only the sum

$$
\begin{equation*}
\sum_{y, t=1}^{\infty} \frac{1}{N^{2} y t} \sum_{\substack{x \bmod N t \\(x(1+N y x), N t)=1}} \sum_{M<m, n \leq 2 M} \bar{a}_{m} a_{n} e\left(\frac{\bar{x} m-n \overline{(x+N y)}}{N t}\right) e\left(\frac{m+n}{N^{2} y t}\right) \mathscr{J}\left(\frac{4 \pi \sqrt{m n}}{N^{2} y t}\right), \tag{4.15}
\end{equation*}
$$

where we exchanged $\mathscr{S}_{N y}(m, n, N t)$ with its definition as a sum given in (3.3). Essentially we obtain good bounds for $\Phi^{\text {thin }}(m, n)$ by shifting the contour in $\mathscr{J}$ conveniently and exploiting oscillation that comes form the exponential functions we sum over in $\mathscr{S}_{N y}(m, n, N t)$. The latter is going to be facilitated via the use of large sieve inequalities for additive characters, which we will explain in full detail in due course. For now we need to set the stage, so that these inequalities can be put in play. Hence as a first step we need to separate variables in the $J$-Bessel function in the integral transform $\mathscr{J}$. We will use different approaches depending on whether its argument exceeds one or is uniformly bounded by a constant. To distinguish which case we are dealing with, we split the summation in (4.15) into

$$
\begin{equation*}
\sum_{y=1}^{\infty} \sum_{1 \leq t<\frac{4 \pi M}{N^{2} y}} \cdots+\sum_{y=1}^{\infty} \sum_{\frac{4 \pi M}{N^{2} y} \leq t} \cdots \tag{4.16}
\end{equation*}
$$

where we interpret the $t$-summation as zero, if it is empty. We begin to deal with the summation in which $t$ has a lower bound depending on $y$. In this case the argument of the Bessel function is bounded. Therefore we may use its power series representation to separate variables, without losing control over the size of the function. Before we continue in this direction we further need to assess which terms is the $t$-summation
exceed $M / N$ and the ones that don't. To make this distinction we first split the $y$-summation and obtain

$$
\begin{equation*}
\sum_{y=1}^{\infty} \sum_{\frac{4 \pi M}{N^{2} y} \leq t} \cdots=\underbrace{\sum_{y \leq \frac{4 \pi}{N}} \sum_{\frac{4 \pi M}{N^{2} y} \leq t} \ldots}_{=: \mathrm{S}_{1}}+\underbrace{\sum_{\frac{4 \pi}{N}<y} \sum_{\frac{4 \pi M}{N^{2} y} \leq t<\frac{M}{N}} \ldots}_{=: \mathrm{S}_{2}}+\underbrace{\sum_{\frac{4 \pi}{N}<y} \sum_{\frac{M}{N} \leq t} \ldots}_{=: \mathrm{S}_{3}} \tag{4.17}
\end{equation*}
$$

where again we interpret $\mathrm{S}_{1}$ and $\mathrm{S}_{2}$ as zero, should the summation be empty. In $\mathrm{S}_{1}$ we have $M / N \leq$ $4 \pi M / N^{2} y \leq t$, for all $y$ considered here. When we consider the sums $\mathrm{S}_{1}, \mathrm{~S}_{3}$ we shift the contour in $\mathscr{J}$ to $\Im(w)=-(\varepsilon+1) / 2$, and for $S_{2}$ to $\Im(w)=-\varepsilon / 2$. Now for all three sums the following considerations are in fact the same. From [10, 8.402] for $x \in \mathbb{R}_{>0}$ we have

$$
J_{\nu}(x)=\sum_{k=0}^{\infty} \frac{(-1)^{k}}{k!\Gamma(\nu+k+1)}\left(\frac{x}{2}\right)^{2 k+\nu}
$$

which we rewrite the $J$-Bessel function in 4.15 with. Therefore we observe that every sum in 4.17) is bounded by

$$
\begin{equation*}
\int_{\mathbb{R}}\left|\frac{h\left(w-\mathrm{i} c_{\varepsilon} / 2\right)\left(w-\mathrm{i} c_{\varepsilon} / 2\right)}{\cosh \left(\pi\left(w-\mathrm{i} c_{\varepsilon} / 2\right)\right) \Gamma\left(2 \mathrm{i} w+c_{\varepsilon}+1\right)}\right| \sum_{y, t} \sum_{k=0}^{\infty} \frac{\left|\mathcal{G}_{k, y, t}(\alpha ; w)\right|}{4^{k}(k!)^{2} N^{2} y t}\left(\frac{1}{N^{2} y t}\right)^{2 k+c_{\varepsilon}} d w \tag{4.18}
\end{equation*}
$$

with $c_{\varepsilon}=\varepsilon+1$ for sums $\mathrm{S}_{1}$ and $\mathrm{S}_{3}$, and $c_{\varepsilon}=\varepsilon$ for $\mathrm{S}_{2}$ and where the $y, t$-summation run according to the case we consider; via the Cauchy Schwarz inequality, and afterwards enlarging by positivity the corresponding sums to run over all residue classes, we have that $\mathcal{G}_{k, y, t}(\alpha ; w)$ is dominated by

$$
\left(\sum_{x \bmod N t}\left|\sum_{M<m \leq 2 M} \widetilde{A}_{m}^{k, y, t}(w) e\left(\frac{x m}{N t}\right)\right|^{2}\right)^{1 / 2}\left(\sum_{x \bmod N t}\left|\sum_{M<n \leq 2 M} A_{n}^{k, y, t}(w) e\left(\frac{x n}{N t}\right)\right|^{2}\right)^{1 / 2}
$$

where

$$
\widetilde{A}_{m}^{k, y, t}(w):=\bar{a}_{m} m^{k+\mathrm{i} w+c_{\varepsilon} / 2} e\left(m / N^{2} y t\right) \quad \text { and } \quad A_{n}^{k, y, t}(w):=a_{n} n^{k+\mathrm{i} w+c_{\varepsilon} / 2} e\left(n / N^{2} y t\right)
$$

Each factor in the bound for $\mathcal{G}_{k, y, t}(\alpha ; w)$ is now estimated with the large sieve inequality for additive characters as given in [14, Theorem 7.7]. We apply the latter large sieve inequality for the family of harmonics $\{e(x m /(N t))\}$, for points $x /(N t)$ in the unit interval, where $x$ is a residue class of modulus $N t$. Any such two distinct points are easily seen to be at least $(N t)^{-1}$ apart. Hence with [14, Theorem 7.7] we obtain

$$
\mathcal{G}_{k, y, t}(\alpha ; w) \ll\|\alpha\|^{2}(N t+M) M^{2 k+c_{\varepsilon}} .
$$

Using the latter bound we find that 4.18 does not exceed

$$
\begin{equation*}
\int_{\mathbb{R}}\left|\frac{h\left(w-\mathrm{i} c_{\varepsilon} / 2\right)\left(w-\mathrm{i} c_{\varepsilon} / 2\right)}{\cosh \left(\pi\left(w-\mathrm{i} c_{\varepsilon} / 2\right)\right) \Gamma\left(2 \mathrm{i} w+c_{\varepsilon}+1\right)}\right| d w \sum_{y, t} \frac{N t+M}{N^{2} y t}\left(\frac{M}{N^{2} y t}\right)^{c_{\varepsilon}}\|\alpha\|^{2} \tag{4.19}
\end{equation*}
$$

where we employ the fact that the argument of the Bessel function is uniformly bounded by a constant, for the ranges of summation of $y$ and $t$ which we treat here. Stirling approximation provides the upper bound

$$
\Gamma\left(2 \mathrm{i} w+c_{\varepsilon}+1\right)^{-1} \ll e^{\pi|w|}(1+|w|)^{-c_{\varepsilon}-1 / 2}
$$

Thus the integral in (4.19) converges, since $h$ is a Schwartz function satisfying appropriate decay properties as specified in Section 2.4 and we conclude the following bounds

$$
\begin{equation*}
\mathrm{S}_{1}, \mathrm{~S}_{3} \ll\|\alpha\|^{2} \sum_{y=1}^{\infty} \sum_{\frac{M}{N} \leq t} \frac{N t+M}{N^{2} y t}\left(\frac{M}{N^{2} y t}\right)^{1+\varepsilon} \ll\|\alpha\|^{2} \frac{M^{1+\varepsilon}}{N^{2}} \tag{4.20}
\end{equation*}
$$

where the implied constants depend on the function $h$. Also via 4.19) we see that the remaining sum is dominated by

$$
\begin{equation*}
\mathrm{S}_{2} \ll\|\alpha\|^{2} \sum_{y=1}^{\infty} \sum_{t<\frac{M}{N}} \frac{N t+M}{N^{2} y t}\left(\frac{M}{N^{2} y t}\right)^{\varepsilon} \ll\|\alpha\|^{2} \frac{M^{1+\varepsilon}}{N^{2}} \tag{4.21}
\end{equation*}
$$

again with implied constants depending on the Schwartz function $h$. This finishes the considerations of the part of the sum in 4.16 for which $t$ has no upper bound. It remains to deal with the part of the sum for which the summation index $t$ cannot become too large, in which case the argument of the Bessel function is indeed bigger than one. As a consequence employing the approach we used above, relying on the power series expansion of the $J$-Bessel function to separate variables in its argument, is no longer an option, since this would lead to estimates of unsuitable size for our purposes. Therefore we are going to write the $J$ Bessel function as its inverse Mellin transform to separate variables, which will allow us to overcome this issue. Indeed from [8, 6.8 (1), p.326] we know that via the inverse Mellin transform we may rewrite the $J$-Bessel function as

$$
\begin{equation*}
J_{\nu}(x)=\frac{1}{2 \pi \mathrm{i}} \int_{(\sigma)} 2^{s-1} \frac{\Gamma\left(\frac{s+\nu}{2}\right)}{\Gamma\left(\frac{\nu-s+2}{2}\right)} x^{-s} d s, \quad \text { for } \quad-\Re \nu<\Re s=\sigma<3 / 2 \tag{4.22}
\end{equation*}
$$

In the following we adapt an approach to control the size of the inverse Mellin transforms of the $Y$ - and $K$-Bessel functions, presented in the proof of [11, Proposition 9, (see for the proof p. 650-652 therein)] to the present situation. We assume we have $\Re \nu=3 / 4$ and observe that for $-3 / 4<\sigma<3 / 2$ the integrand in (4.22) is holomorphic. Hence instead of integrating along the vertical line at $\sigma$ we may integrate along the contour $\gamma$ connecting $-\varepsilon-\mathrm{i} \infty,-\varepsilon-\mathrm{i}(2+2|\Im \nu|), \varepsilon+1-\mathrm{i}(2+2|\Im \nu|), \varepsilon+1+\mathrm{i}(2+2|\Im \nu|)$, $-\varepsilon+\mathrm{i}(2+2|\Im \nu|)$ and $-\varepsilon+\mathrm{i} \infty$, for a small $\varepsilon>0$. This contour is essentially the same as the one used in the proof in [11]. By Stirling approximation we see that

$$
\frac{\Gamma\left(\frac{s+\nu}{2}\right)}{\Gamma\left(\frac{\nu-s+2}{2}\right)} \ll \frac{e^{\frac{\pi}{2}\left|\Im\left(\frac{\nu-s}{2}\right)\right|}\left(1+\left|\Im\left(\frac{\nu-s}{2}\right)\right|\right)^{\Re\left(\frac{s-\nu}{2}\right)-\frac{1}{2}}}{e^{\frac{\pi}{2}\left|\Im\left(\frac{\nu+s}{2}\right)\right|}\left(1+\left|\Im\left(\frac{\nu+s}{2}\right)\right|\right)^{\frac{1}{2}-\Re\left(\frac{s+\nu}{2}\right)}}
$$

For the exponential part of this bound it is not hard to show that it can be estimated by $\exp (\pi|\Im \nu| / 2)$. As for the polynomial component of the latter bound we remark that it is exactly the same as the polynomial part of the Stirling estimate of the gamma factors present in the Mellin transform of the $Y$ - and $K$-Bessel function ${ }^{(1)}$. As a consequence with essentially the same argument as executed in the proof of [11, Proposition 9 , (see for the proof p. 650-652 therein)], for $x \geq 1$ on every segment of $\gamma$ the integral in 4.22), where of course we integrate along $\gamma$ now instead of the line stated therein, is bounded by $e^{\pi|\Im \nu| / 2}\left(1+|\Im \nu|^{1+\varepsilon}\right) x^{\varepsilon}$, and hence so is $J_{\nu}(x)$. Now we are in a position to determine the size of the sum in 4.16 with small $t$. First we shift the contour in $\mathscr{J}$ to $\Im(w)=-3 / 8$. Now writing the Bessel function as

$$
J_{2 w \mathrm{i}+3 / 4}\left(\frac{4 \pi \sqrt{m n}}{N^{2} y t}\right)=\frac{1}{2 \pi \mathrm{i}} \int_{\gamma} 2^{s-1} \frac{\Gamma\left(\frac{s+2 w \mathrm{i}+3 / 4}{2}\right)}{\Gamma\left(\frac{2 w \mathrm{i}-s+11 / 4}{2}\right)}\left(\frac{4 \pi \sqrt{m n}}{N^{2} y t}\right)^{-s} d s
$$

[^8]in $\mathscr{J}$, where $\gamma$ is the contour introduced above, we may estimate the sum in 4.16 we want to treat by
\[

$$
\begin{equation*}
\int_{\mathbb{R}}\left|\frac{h(w-3 \mathrm{i} / 8)(w-3 \mathrm{i} / 8)}{\cosh (\pi(w-3 \mathrm{i} / 8))}\right| \sum_{y, t} \int_{\gamma}\left|\frac{\Gamma\left(\frac{s+2 w \mathrm{i}+3 / 4}{2}\right)}{\Gamma\left(\frac{2 w \mathrm{i}-s+11 / 4}{2}\right)}\right| \frac{\left|\mathcal{F}_{y, t}(\alpha ; s)\right|}{\left(N^{2} y t\right)^{1-\Re s}}|d s| d w \tag{4.23}
\end{equation*}
$$

\]

where the $y$, $t$-summations are as described for the case we deal with at the moment; we set the stage for an application of a large sieve for additive characters as before, by applying the Cauchy Schwarz inequality to $\mathcal{F}_{y, t}(\alpha ; s)$ and afterwards again enlarge the resulting sums in each factor to all residue classes: Then with the large sieve estimate for additive characters from [14, Theorem 7.7], for the same family of harmonics as the ones which we used earlier in this proof, we see

$$
\mathcal{F}_{y, t}(\alpha ; s) \ll\|\alpha\|^{2}(N t+M) M^{-\Re s} .
$$

Hence by the remarks made previously about bounding the contour integral representing the $J$-Bessel function we therefore find that 4.23 ) is dominated by

$$
\int_{\mathbb{R}}|h(w-3 \mathrm{i} / 8)|\left(1+|w|^{2+\varepsilon}\right) d w \cdot \sum_{y, t} \frac{N t+M}{N^{2} y t}\left(\frac{M}{N^{2} y t}\right)^{\varepsilon}\|\alpha\|^{2}
$$

for a small $\varepsilon>0$. Again the integral converges, since the function $h$ is a Schwartz function that decays very fast, as described in Section 2.4, and thus we further estimate the latter bound by

$$
\|\alpha\|^{2} \sum_{y=1}^{\infty} \sum_{t<\frac{4 \pi M}{N^{2} y}} \frac{N t+M}{N^{2} y t}\left(\frac{M}{N^{2} y t}\right)^{\varepsilon} \ll\|\alpha\|^{2} \frac{M^{1+\varepsilon}}{N^{2}} .
$$

Finally we combine the last estimate with the ones we found in (4.20) and (4.21) to conclude via (4.17) that the sum in 4.16, and therefore the expression in 4.15, is dominated by

$$
\|\alpha\|^{2} \frac{M^{1+\varepsilon}}{N^{2}}
$$

Thus as explained in the beginning of the proof this is enough to control $\Phi^{\text {thin }}(\alpha)$ with the very same upper bound and hence this finishes the argument.

### 4.5 The size of the error term

This section is dedicated to proving Lemma 4.4. This means we want to show the bound

$$
\Phi_{t>T}(\alpha) \ll\|\alpha\|^{2}\left(1+\frac{M}{N^{2}}\right) .
$$

under the assumption that $T \geq M / N>1$ and for an arbitrary $\alpha \in \mathbb{C}_{M}^{\infty}$. For the following argument supporting this statement we are going to follow the same strategy and outline as used in the proof of [15, Lemma 6.1, (proof and statement on p.553)].

Proof. We begin be estimating the term $\Phi_{t>T}(\alpha)$ directly. Inserting into its definition in 4.9 the expression for $\phi(m, n, t)$ from 3.6, we find that

$$
\begin{equation*}
\Phi_{t>T}(\alpha) \ll \sum_{y=1}^{\infty} \frac{\Phi_{t>T}(\alpha ; y)}{N y} \tag{4.24}
\end{equation*}
$$

where the function $\Phi_{t>T}(\alpha ; y)$ is given by

$$
\sum_{t>T} \frac{1}{t} \sum_{\substack{x \bmod t \\(x(x+y N), t)=1}}\left|\sum_{M<m, n \leq 2 M} \bar{a}_{m} a_{n} e\left(\frac{m \bar{x}-n \overline{n+y N)}}{t}+\frac{m+n}{y N t}\right) \mathscr{J}\left(\frac{4 \pi \sqrt{m n}}{y N t}\right)\right|
$$

where by positivity we have enlarged the $t$-summation to run over all $t>T$, regardless of the index being devisible by $N$ or not. Furthermore the bound in 4.24) relies on the fact that we know $\mathrm{P}(g)=2 \Re(g) \ll|g|$. Now for technical reasons we need the $J$-Bessel function appearing in this formula to have an index with a real part bigger than one. Hence we shift the contour in $\mathscr{J}$ to $\Im(w)=-(\varepsilon+1) / 2$. We can do this without picking up the residue of the pole of the spectral measure $d_{\text {spec }} w$ at $z=-\mathrm{i} / 2$ since we demand that the function $h$ in the integral transform $\mathscr{J}$ has a zero at at this point to precisely counteract that pole (see Section 2.4 for the requirements of the function $h$ ). In the present scenario we encounter that $t>T \geq M / N$, which implies that

$$
\frac{m+n}{y N t} \ll 1 \quad \text { and } \quad \frac{4 \pi \sqrt{m n}}{y N t} \ll 1
$$

These two bounds say that the arguments of the $J$-Bessel function and of the exponential, that does not involve residue classes in its argument, are uniformly bounded by a constant and therefore we may rely in both cases on their expansion as a power series to separate variables, without increasing the upcoming estimates by more than a constant, which is desirable in our situation. For the Bessel function we know from [10, 8.402] that

$$
J_{\nu}(x)=\sum_{k=0}^{\infty} \frac{(-1)^{k}}{k!\Gamma(\nu+k+1)}\left(\frac{x}{2}\right)^{2 k+\nu}
$$

for $x \in \mathbb{R}_{>0}$. Employing this series and the well known series representing the exponential function we separate variables in $\Phi_{t>T}(\alpha ; y)$ and, after using the functional equation of the gamma function, obtain for it the bound

$$
\begin{equation*}
\sum_{j, l, k=0}^{\infty} \frac{(2 \pi)^{2 k+1+\varepsilon}}{j!l!k!(k+1)!(N y)^{j+l+2 k+1+\varepsilon}} \int_{\mathbb{R}}\left|\frac{\mathcal{E}_{j, l, k}(\alpha ; w) h(w-\mathrm{i}(1+\varepsilon) / 2)(1+|w|)}{\cosh (\pi(w-\mathrm{i}(1+\varepsilon) / 2)) \Gamma(2 \mathrm{i} w+1+\varepsilon)}\right| d w \tag{4.25}
\end{equation*}
$$

by the Cauchy Schwarz inequality and then enlarging both resulting summations over the residue classes by positivity to all invertible ones, we see the bound

$$
\begin{align*}
\mathcal{E}_{j, l, k}(\alpha ; w) \ll\left(\sum_{t>T} \frac{1}{t^{j+l+2 k+2+\varepsilon}} \sum_{x \bmod t}^{*}\left|\sum_{M<m \leq 2 M} \tilde{A}_{m}^{k, j}(w) e\left(\frac{m x}{t}\right)\right|^{2}\right)^{1 / 2} \cdot \\
\cdot\left(\sum_{t>T} \frac{1}{t^{j+l+2 k+2+\varepsilon}} \sum_{x \bmod t}^{*}\left|\sum_{M<n \leq 2 M} A_{n}^{k, l}(w) e\left(\frac{n x}{t}\right)\right|^{2}\right)^{1 / 2}, \tag{4.26}
\end{align*}
$$

where we define

$$
\tilde{A}_{m}^{k, j}(w):=\bar{a}_{m} m^{k+j+(1+\varepsilon) / 2+\mathrm{i} w} \quad \text { and } \quad A_{n}^{k, l}(w):=a_{n} n^{k+l+(1+\varepsilon) / 2+\mathrm{i} w}
$$

The next task is to estimate both factors in the bound further. Both may be treated by the same means and we will therefore only demonstrate one case. The idea is to split the range of the $t$-summation
into intervals of increasing length and apply a large sieve estimate for additive characters to each interval. Concretely we rewrite for instance the square of the first factor in 4.26) as

$$
\sum_{u=0}^{\infty} \sum_{2^{u}} \frac{1}{T<t \leq 2^{u+1} T}{ }_{t^{j+l+2 k+2+\varepsilon}} \sum_{x \bmod t}^{*}\left|\sum_{M<m \leq 2 M} A_{m}^{k, j}(w) e\left(\frac{m x}{t}\right)\right|^{2}
$$

and apply the large sieve inequality from [14, Theorem 7.11] to find for it the upper bound

$$
M^{2(k+j)+1+\varepsilon}\|\alpha\|^{2} \sum_{u=0}^{\infty} \frac{2^{2 u} T^{2}+M}{\left(2^{u} T\right)^{j+l+2 k+2+\varepsilon}} \ll \frac{M^{2(k+j)+1+\varepsilon}}{T^{j+l+2 k+2+\varepsilon}}\left(T^{2}+M\right)\|\alpha\|^{2} .
$$

One establishes a similar bound for the second factor in (4.26) and thus we conclude for the whole expression

$$
\mathcal{E}_{j, l, k}(\alpha ; w) \ll\|\alpha\|^{2}\left(T^{2}+M\right) \frac{M^{2 k+j+l+1+\varepsilon}}{T^{j+l+2 k+2+\varepsilon}}
$$

We employ the latter bound in 4.25. Since the arguments of the described exponentials and the Bessel function are bounded uniformly by a constant, so are their series expansions. Hence the sums in (4.25) are absorbed into the implied constant. By Stirling approximation we have

$$
\Gamma(2 \mathrm{i} w+1+\varepsilon)^{-1} \ll e^{\pi|w|}(1+|w|)^{-(1 / 2+\varepsilon)}
$$

and thus recalling that $h$ is a Schwartz function satisfying the properties specified in Section 2.4, via 4.25) we immediately conclude the upper bound

$$
\Phi_{t>T}(\alpha ; y) \ll\left(N+\frac{M}{N}\right)\left(\frac{M}{N T}\right)^{\varepsilon} \frac{\|\alpha\|^{2}}{y^{1+\varepsilon}}
$$

using that we assume $T \geq M / N$. The implied constant depends of course on the function $h$. Inserting the latter estimate in 4.24 , we immediately arrive at the desired bound for $\Phi_{t>T}(\alpha)$, which finishes the proof.

### 4.6 Estimating the second main term $\mathscr{M}^{0}(\alpha)$

In this section we want to estimate the second main term $\mathscr{M}^{0}(\alpha)$, which we defined earlier in this chapter in 4.12. This term originates from the asymptotic established in Theorem 3.2 for $\phi(m, n, t)$ and is the result of our efforts to remove the cut-off function $\varrho$, which was necessary to introduce in the first place for technical reasons (see Remark 3.4. Via 4.11 and 4.10) the term $\mathscr{M}^{0}(\alpha)$ is then in principle featured in the asymptotic formula for $\Phi(\alpha)$. However Lemma 4.5 tells us that in fact this term is not too large and thus is consumed by the error term we have already established in 4.10. Precisely the lemma says that for $H=327 T^{1+\delta}$, where we set $T=M / N>1$, we can show that

$$
\mathscr{M}^{0}(\alpha) \ll\|\alpha\|^{2}\left(1+\frac{M}{N^{2}}\right) M^{\varepsilon}
$$

for any $\alpha \in \mathbb{C}_{M}^{\infty}$. The implied constant in this estimate depends on the Schwartz function $h$. We will now give a detailed proof in support of Lemma 4.5. This argument which we are going to present is based on the strategy and outline of the proof showing [15, Corollary 9.1, (for statement and proof see p. 555-556)].

We proceed towards our aim of establishing the above estimate for the second main term by writing it as the sum

$$
\begin{equation*}
\mathscr{M}^{0}(\alpha)=\mathscr{M}_{1}^{0}(\alpha)+\mathscr{M}_{2}^{0}(\alpha) \tag{4.27}
\end{equation*}
$$

where we define the two terms by

$$
\mathscr{M}_{1}^{0}(\alpha):=\frac{1}{N} \sum_{t \leq T} \frac{1}{t^{2}} \sum_{M<m, n \leq 2 M} \bar{a}_{m} a_{n} S(0, m-n, t) \int_{0}^{2 H} f\left(\frac{y}{H}\right) \mathscr{I}\left(\frac{m}{N t}, \frac{n}{N t}, \frac{-y}{t}\right) d y
$$

and

$$
\mathscr{M}_{2}^{0}(\alpha):=\frac{1}{N} \sum_{t \leq T} \frac{1}{t^{2}} \sum_{M<m, n \leq 2 M} \bar{a}_{m} a_{n} S(0, m-n, t) \int_{0}^{2 H} f\left(\frac{y}{H}\right) \mathscr{I}\left(\frac{m}{N t}, \frac{n}{N t}, \frac{y}{t}\right) d y
$$

We recall that we assume that $f$ is an even function. For convenience we recall the definition of the function $\mathscr{I}$, as for instance stated in Theorem 4.2 We have for negative last argument

$$
\mathscr{I}\left(\frac{m}{N t}, \frac{n}{N t}, \frac{-y}{t}\right)=\frac{8 \mathrm{i}}{\pi} \int_{\mathbb{R}} x h(x) Y_{2 \mathrm{i} x}\left(\frac{4 \pi}{t} \sqrt{\frac{y \max \{m, n\}}{N}}\right) K_{2 \mathrm{i} x}\left(\frac{4 \pi}{t} \sqrt{\frac{y \min \{m, n\}}{N}}\right) d x
$$

and if the last argument is positive

$$
\mathscr{I}\left(\frac{m}{N t}, \frac{n}{N t}, \frac{y}{t}\right)=-4 \mathrm{i} \int_{\mathbb{R}} \frac{x h(x)}{\sinh (\pi x) \cosh (\pi x)} J_{2 \mathrm{i} x}\left(\frac{4 \pi}{t} \sqrt{\frac{y m}{N}}\right) \Im\left(J_{2 \mathrm{i} x}\left(\frac{4 \pi}{t} \sqrt{\frac{y n}{N}}\right)\right) d x
$$

We remark that we also know that the function $\mathscr{I}(*, *, 0)$ takes a form different from the ones just stated for negative/positive last argument. The precise evaluation is also given in Theorem4.2 In the following considerations of this chapter we may however disregard this, since we integrate over the last argument of the function $\mathscr{I}$ in the definitions of $\mathscr{M}_{1}^{0}(\alpha)$ and $\mathscr{M}_{2}^{0}(\alpha)$ and one discrete value is a measure zero set, that may be excluded from the range of integration without changing the value of the integral itself in the Lebesgue sense. Now, in order to determine the size of $\mathscr{M}^{0}(\alpha)$, we will treat both of its parts, $\mathscr{M}_{1}^{0}(\alpha)$ and $\mathscr{M}_{2}^{0}(\alpha)$, separately and establish the upper bounds

$$
\begin{equation*}
\mathscr{M}_{1}^{0}(\alpha), \mathscr{M}_{2}^{0}(\alpha) \ll\|\alpha\|^{2} M^{\varepsilon}\left(1+\frac{M}{N^{2}}\right) \tag{4.28}
\end{equation*}
$$

showing that $\mathscr{M}^{0}(\alpha)$ via 4.27 indeed admits the estimate, which we claimed in Lemma 4.5 A key step towards establishing the latter estimates is a sieve inequality for some Bessel functions in the style of [15, Lemma 9.1]. For the $Y$ and the $J$-Bessel function of certain complex index $\nu$ we obtain the following.
Lemma 4.6. Consider $1 \leq Z \leq T / 2$ and $\Delta \leq R \leq H$, for $\Delta=\left(32 \pi^{2} T\right)^{-1}$, where $T=M / N>1$ and $H=327 T^{1+\delta}$, just as in the conditions of Lemma 4.5. For any $\alpha \in \mathbb{C}_{M}^{\infty}$ define

$$
\mathcal{M}_{B}(Z, R ; \nu):=\sum_{Z<t \leq 2 Z} \int_{R}^{2 R} \sum_{x \bmod t}^{*}\left|\sum_{M<n \leq 2 M} a_{n} e\left(\frac{x n}{t}\right) B_{\nu}\left(\frac{4 \pi}{t} \sqrt{\frac{y n}{N}}\right)\right|^{2} d y
$$

Then we have

$$
\mathcal{M}_{B}(Z, R ; \nu) \ll\|\alpha\|^{2} N M^{\varepsilon} Z^{2}\left(1+\left(\frac{Z^{2} R}{N M}\right)^{1 / 2}\right)\left(1+|\Im \nu|^{9}\right) e^{2 \pi|\Im \nu|}
$$

The function $B_{\nu}(x)$ denotes either the $Y$ - or the $J$-Bessel function with index $\nu \in \mathbb{C}$ with $|\Re \nu|<1 / 2$ and of argument $x \in \mathbb{R}_{>0}$.

We will justify this result in Section 4.7 . For now we will employ it to make progress with bounding $\mathscr{M}^{0}(\alpha)$. As announced this is going to be a result of the separate estimates for $\mathscr{M}_{1}^{0}(\alpha)$ and $\mathscr{M}_{2}^{0}(\alpha)$, as claimed in 4.28, which we present in detail now.

### 4.6.1 The size of $\mathscr{M}_{1}^{0}(\alpha)$

In the following we will bound $\mathscr{M}_{1}^{0}(\alpha)$. For technical reasons we split the $y$ integral in its definition at $\Delta=\left(32 \pi^{2} T\right)^{-1}$ and estimate the resulting two sums $\mathscr{M}_{1, y<\Delta}^{0}(\alpha)$ and $\mathscr{M}_{1, y \geq \Delta}^{0}(\alpha)$, i.e. respectively

$$
\frac{1}{N} \sum_{t \leq T} \frac{1}{t^{2}} \int_{0}^{\Delta} \ldots d y \text { and } \frac{1}{N} \sum_{t \leq T} \frac{1}{t^{2}} \int_{\Delta}^{2 H} \ldots d y
$$

that sum together to $\mathscr{M}_{1}^{0}(\alpha)$, individually. We will treat the case of small $y$ first. To get rid of the max / min functions in the arguments of the Bessel functions, we define a smooth function $\kappa_{1}: \mathbb{R} \rightarrow \mathbb{R}_{\geq 0}$ supported on $(-1, \infty)$ with $\kappa_{1}(0)=1 / 2$ and $\kappa_{1}(x)=1$ for $x \geq 1$. Inserting this function into $\mathscr{M}_{1, y<\Delta}^{0}(\alpha)$ shows that by symmetry it suffices to bound

$$
\begin{aligned}
& \frac{1}{N} \sum_{t \leq T} \frac{1}{t^{2}} \int_{0}^{\Delta} f\left(\frac{y}{H}\right) \int_{\mathbb{R}} w h(w) \sum_{M<m, n \leq 2 M} \kappa_{1}(m-n) \bar{a}_{m} a_{n} S(0, m-n, t) \\
& \cdot Y_{2 \mathrm{i} w}\left(\frac{4 \pi}{t} \sqrt{\frac{y m}{N}}\right) K_{2 \mathrm{i} w}\left(\frac{4 \pi}{t} \sqrt{\frac{y n}{N}}\right) d w d y
\end{aligned}
$$

In the latter we estimate the Kloosterman sum and $\kappa_{1}$ trivially. Furthermore we recall that the cut-off function satisfies $f(x)=1$, for $-1 \leq x \leq 1$. Hence $\mathscr{M}_{1, y<\Delta}^{0}(\alpha)$ is dominated by

$$
\begin{equation*}
\frac{1}{N} \sum_{t \leq T} \frac{1}{t} \int_{0}^{\Delta} \int_{\mathbb{R}}|w h(w)| \sum_{M<m, n \leq 2 M}\left|\bar{a}_{m} a_{n} Y_{2 \mathrm{i} w}\left(\frac{4 \pi}{t} \sqrt{\frac{y m}{N}}\right) K_{2 \mathrm{i} w}\left(\frac{4 \pi}{t} \sqrt{\frac{y n}{N}}\right)\right| d w d y \tag{4.29}
\end{equation*}
$$

We observe that for $y \leq \Delta$ the arguments of the Bessel functions both do not exceed one. Thus from [11, Proposition 9] we find

$$
Y_{2 \mathrm{i} w}\left(\frac{4 \pi}{t} \sqrt{\frac{y m}{N}}\right) K_{2 \mathrm{i} w}\left(\frac{4 \pi}{t} \sqrt{\frac{y n}{N}}\right) \ll\left(\left(1+|w|^{2}\right) \frac{t^{2} N}{y \sqrt{m n}}\right)^{\delta}
$$

for any small $\delta>0$. Applying this bound in 4.29) quickly gives

$$
\begin{equation*}
\mathscr{M}_{1, y<\Delta}^{0}(\alpha) \ll M^{\varepsilon}\|\alpha\|^{2} . \tag{4.30}
\end{equation*}
$$

The implied constant depends on the Schwartz function $h$. Now we need to focus on estimating the part of $\mathscr{M}_{1}^{0}(\alpha)$, where $y$ in the integration is at least $\Delta$ away from zero. More precisely we aim to bound $\mathscr{M}_{1, y \geq \Delta}^{0}(\alpha)$, which is

$$
\begin{align*}
\frac{8 \mathrm{i}}{N \pi} \sum_{t \leq T} \frac{1}{t^{2}} \int_{\Delta}^{2 H} f\left(\frac{y}{H}\right) \int_{\mathbb{R}} w h(w) & \sum_{M<m, n \leq 2 M} \bar{a}_{m} a_{n} S(0, m-n, t) \\
\cdot & Y_{2 \mathrm{i} w}\left(\frac{4 \pi}{t} \sqrt{\frac{y \max \{m, n\}}{N}}\right) K_{2 \mathrm{i} w}\left(\frac{4 \pi}{t} \sqrt{\frac{y \min \{m, n\}}{N}}\right) d w d y \tag{4.31}
\end{align*}
$$

In order to be able to work with the above expression more easily, as a first step we want to get rid of the max / min functions in the arguments of the Bessel functions. We facilitate this task by introducing a smooth function

$$
\begin{equation*}
\kappa: \mathbb{R} \rightarrow \mathbb{R}_{\geq 0} \quad \text { with } \quad \operatorname{supp}(\kappa) \subseteq[-1 / M, 3 / 2] \tag{4.32}
\end{equation*}
$$

which satisfies $\kappa(0)=1 / 2$ and equals one on $[1 / M, 1]$. Furthermore the function and its derivatives admit the bounds $\kappa^{(j)}(x) \ll M^{j}$, on $[-1 / M, 1 / M]$, and $\kappa^{(j)}(x) \ll 1$, on $[1,3 / 2]$, both for any $j \geq 0$. Ultimately we want to be able to separate variables in the argument of the function $\kappa$ by means of the Fourier transform without adding too much to the general size of the bound of the whole term, which we try to estimate. Thus we need the inverse Fourier transform to converge absolutely with a bound that is small enough in this context. To see this we have to investigate the size of the Fourier transform $\hat{\kappa}$ of $\kappa$. Performing integration by parts and also estimating trivially we find the upper bound

$$
\hat{\kappa}(y) \ll \min \left\{1, \frac{1}{|y|}, \frac{M}{|y|^{2}}\right\} \ll \min \left\{1, \frac{M^{\varepsilon}}{|y|^{1+\varepsilon}}\right\}
$$

where we used that $\min \{A, B\} \leq A^{x} B^{1-x}$, for any $A, B \geq 0$ and $0 \leq x \leq 1$. This guarantees that the inverse Fourier transform converges absolutely with the bound

$$
\begin{equation*}
\int_{\mathbb{R}}|\hat{\kappa}(y)| d y \ll M^{\varepsilon} \tag{4.33}
\end{equation*}
$$

which means that the price of separating variables in $\kappa$ is only an epsilon power of $M$, i.e. for our purposes acceptable. Equipped with this function we may now rewrite the summations over $m$ and $n$ in $\mathscr{M}_{1, y \geq \Delta}^{0}(\alpha)$, as stated in 4.31, in the form

$$
\begin{align*}
\sum_{M<m, n \leq 2 M} & \bar{a}_{m} a_{n} S(0, m-n, t) \kappa\left(\frac{m-n}{M}\right) Y_{2 \mathrm{i} w}\left(\frac{4 \pi}{t} \sqrt{\frac{y m}{N}}\right) K_{2 \mathrm{i} w}\left(\frac{4 \pi}{t} \sqrt{\frac{y n}{N}}\right) \\
& +\sum_{M<m, n \leq 2 M} \bar{a}_{m} a_{n} S(0, m-n, t) \kappa\left(\frac{n-m}{M}\right) Y_{2 \mathrm{i} w}\left(\frac{4 \pi}{t} \sqrt{\frac{y n}{N}}\right) K_{2 \mathrm{i} w}\left(\frac{4 \pi}{t} \sqrt{\frac{y m}{N}}\right) . \tag{4.34}
\end{align*}
$$

As already announced we now separate variables in the argument of $\kappa$ by means of the Fourier transform. Furthermore we express the $K$-Bessel function via its inverse Mellin transform (cp. Subsection 7.2.1 and in particular (7.31) in the form

$$
K_{2 \mathrm{i} w}(x)=\frac{1}{2 \pi \mathrm{i}} \int_{(\sigma)} 2^{s-2} \Gamma\left(\frac{s-2 \mathrm{i} w}{2}\right) \Gamma\left(\frac{s+2 \mathrm{i} w}{2}\right) x^{-s} d s
$$

which converges absolutely for any $\sigma>0$ (cp. Lemma 7.9 ). We will justify the appropriate choice of the parameter $\sigma$ at a later stage. For now we proceed with our estimation and observe that by symmetry of the two terms added together in (4.34) the expression (4.31) is thus dominated by

$$
\begin{align*}
& \frac{1}{N} \int_{\mathbb{R}}|w h(w)| \int_{\mathbb{R}}|\hat{\kappa}(l)| \int_{(\sigma)}\left|\Gamma\left(\frac{s-2 \mathrm{i} w}{2}\right) \Gamma\left(\frac{s+2 \mathrm{i} w}{2}\right)\right| \int_{\Delta}^{2 H} \sum_{t \leq T} \frac{1}{t^{2}} \sum_{x \bmod t}^{*} \\
& \sum_{M<m \leq 2 M} b_{m}(l) e\left(\frac{x m}{t}\right) Y_{2 \mathrm{i} w}\left(\frac{4 \pi}{t} \sqrt{\frac{y m}{N}}\right)\left|\sum_{M<n \leq 2 M} \bar{b}_{n}(l) e\left(\frac{-x n}{t}\right)\left(\frac{2 \pi}{t} \sqrt{\frac{y n}{N}}\right)^{-s}\right| d y|d s| d l d w \tag{4.35}
\end{align*}
$$

both relying on the abbreviation $b_{h}(l):=\bar{a}_{h} e(l h / M)$ and where $\hat{\kappa}$ denotes again the Fourier transform of $\kappa$. To obtain the latter estimate we opened the Kloosterman sum and point out that by definition the cut-off function satisfies

$$
f(x) \ll 1 \quad \text { for } \quad x \in \mathbb{R}
$$

At this stage we will begin to bring the large sieve type inequality as provided by Lemma 4.6 into the picture. For this result to become applicable we have to consider a scenario where the $y$ variable in the integration as well as the summation in $t$ run in intervals. Hence we estimate the last bound for $\mathscr{M}_{1, y \geq \Delta}^{0}(\alpha)$ by summing intervals of decreasing length up to the full range of the $y$-integration and the $t$-summation. Then applying the Cauchy Schwarz inequality we see that 4.35 does not exceed

$$
\begin{equation*}
\frac{1}{N T^{2}} \int_{\mathbb{R}} \int_{\mathbb{R}} \int_{(\sigma)} \ldots \sum_{j=0}^{\left\lceil\frac{\log T}{\log 2}-1\right\rceil} 2^{2 j} \sum_{u=0}^{\left\lceil\frac{\log (H / \Delta)}{\log 2}\right\rceil} \int_{\frac{H}{2^{u}}}^{\frac{2 H}{2^{u}}} \mathcal{Y}_{\mathrm{int}}^{l, y, j}(\alpha ; w)^{1 / 2} \mathcal{K}_{\text {int }}^{l, y, j}(\alpha ; s)^{1 / 2} d y|d s| d l d w \tag{4.36}
\end{equation*}
$$

where we define

$$
\mathcal{Y}_{\mathrm{int}}^{l, y, j}(\alpha ; w):=\sum_{\frac{T}{2 j+1}<t \leq \frac{T}{2 j}} \sum_{x \bmod t}^{*}\left|\sum_{M<n \leq 2 M} b_{n}(l) e\left(\frac{x n}{t}\right) Y_{2 \mathrm{i} w}\left(\frac{4 \pi}{t} \sqrt{\frac{y n}{N}}\right)\right|^{2}
$$

and

$$
\mathcal{K}_{\mathrm{int}}^{l, y, j}(\alpha ; s):=\sum_{\frac{T}{2 j+1}<t \leq \frac{T}{2 j}} \sum_{x \bmod t}^{*}\left|\sum_{M<n \leq 2 M} \bar{b}_{n}(l) e\left(\frac{-x n}{t}\right)\left(\frac{2 \pi}{t} \sqrt{\frac{y n}{N}}\right)^{-s}\right|^{2}
$$

We will proceed with bounding 4.36 further by turning our attention first towards the term $\mathcal{K}_{\text {int }}^{l, y, j}(\alpha ; s)$. Based on the large sieve inequality for additive characters as given in [14, Theorem 7.11] we establish quickly that the integral

$$
\int_{(\sigma)}\left|\Gamma\left(\frac{s-2 \mathrm{i} w}{2}\right) \Gamma\left(\frac{s+2 \mathrm{i} w}{2}\right)\right| \mathcal{K}_{\mathrm{int}}^{l, y, j}(\alpha ; s)^{1 / 2}|d s|
$$

is dominated by

$$
\begin{equation*}
\|\alpha\|\left(\frac{T^{2} N}{2^{2 j} M y}\right)^{\sigma / 2}\left(\frac{T}{2^{j}}+M^{1 / 2}\right) \frac{1+|w|^{\max \{3(\sigma-1) / 2, \sigma\}}}{e^{\pi|w| / 2}} \tag{4.37}
\end{equation*}
$$

where Lemma 7.9 provides the upper bound for the contour integral, uniform in the imaginary part of the index of the $K$-Bessel function. Inserting the estimate from 4.37) into 4.36) and once more employing the Cauchy Schwarz inequality we find that $\mathscr{M}_{1, y \geq \Delta}^{0}(\alpha)$ is bounded by

$$
\begin{align*}
& \frac{\|\alpha\| H^{1 / 2}}{N T^{2}}\left(\frac{T^{2} N}{M H}\right)^{\sigma / 2} \int_{\mathbb{R}} \frac{|h(w)|\left(|w|+|w|^{\max \{(3 \sigma-1) / 2, \sigma+1\}}\right)}{e^{\pi|w| / 2}} \int_{\mathbb{R}}|\hat{\kappa}(l)| \\
& \sum_{j=0}^{\left\lceil\frac{\log T}{\log 2}-1\right\rceil\left\lceil\frac{\log (H / \Delta)}{\log 2}\right\rceil} \sum_{u=0}^{j(2-\sigma)+u(\sigma-1) / 2}\left(\frac{T}{2^{j}}+M^{1 / 2}\right) \mathcal{M}_{Y}\left(\frac{T}{2^{j+1}}, \frac{H}{2^{u}} ; 2 \mathrm{i} w\right)^{1 / 2} d l d w, \tag{4.38}
\end{align*}
$$

where the function $\mathcal{M}_{Y}$ is as defined in Lemma4.6. Although not specifically highlighted here we note that it depends on the integration variable $l$. Now we utilise the large sieve type bound as provided by Lemma 4.6 to see that 4.38) is at most

$$
\frac{\|\alpha\|^{2} M^{\varepsilon}}{T} \sqrt{\frac{H}{N}}\left(\frac{T^{2} N}{M H}\right)^{\sigma / 2} \sum_{j=0}^{\left\lceil\frac{\log T}{\log 2}-1\right\rceil\left\lceil\frac{\log (H / \Delta)}{\log 2}\right\rceil} \sum_{u=0}^{(1-\sigma)(j-u / 2)}\left(\frac{T}{2^{j}}+M^{1 / 2}\right)\left(1+\left(\frac{T^{2} H}{2^{2 j+u} N M}\right)^{1 / 4}\right)
$$

where we exploit that $h$ is a Schwartz function satisfying the decay properties as explained in Section 2.4 , which ensure absolute convergence of the $w$ integral, and the estimate given in 4.33) to control the integral over the absolute value of the Fourier transform $\hat{\kappa}$. Now, with the choice $\sigma=1-\varepsilon$, for any small $\varepsilon>0$, we derive for the previous bound the estimate

$$
\|\alpha\|^{2} M^{\tilde{\varepsilon}} \sum_{j=0}^{\left\lceil\frac{\log T}{\log 2}-1\right\rceil} \sum_{u=0}^{\infty} 2^{\varepsilon(j-u / 2)}\left(\frac{M^{1 / 2}}{2^{j} N}+1\right)\left(1+\left(\frac{M}{2^{j+u / 2} N^{2}}\right)^{1 / 2}\right)
$$

where we recall that $T=M / N$ and $H=327 T^{1+\delta}$. From the latter upper bound we then finally conclude that

$$
\mathscr{M}_{1, y \geq \Delta}^{0}(\alpha) \ll\|\alpha\|^{2} M^{\varepsilon}\left(1+\frac{M}{N^{2}}+\frac{M^{1 / 2}}{N}\right) .
$$

Combining this result with the estimate obtained in 4.30, we see that the whole of $\mathscr{M}_{1}^{0}(\alpha)$ admits the bound as claimed in 4.28. This finishes the treatment of the first part of the term $\mathscr{M}^{0}(\alpha)$.

### 4.6.2 The size of $\mathscr{M}_{2}^{0}(\alpha)$

In order to establish the desired bound for $\mathscr{M}^{0}(\alpha)$ it remains to show that $\mathscr{M}_{2}^{0}(\alpha)$ satisfies the upper bound in (4.28), too. As in the previous case we split the $y$-integration in $\mathscr{M}_{2}^{0}(\alpha)$ again at $\Delta=\left(32 \pi^{2} T\right)^{-1}$ and consider the two resulting integrals

$$
\frac{1}{N} \sum_{t \leq T} \frac{1}{t^{2}} \int_{0}^{\Delta} \ldots d y \text { and } \frac{1}{N} \sum_{t \leq T} \frac{1}{t^{2}} \int_{\Delta}^{2 H} \ldots d y
$$

individually. Similarly to the case of $\mathscr{M}_{1}^{0}(\alpha)$, treated in the previous subsection, we denote those integrals by $\mathscr{M}_{2, y<\Delta}^{0}(\alpha)$ and $\mathscr{M}_{2, y \geq \Delta}^{0}(\alpha)$ respectively. We will deal with the term $\mathscr{M}_{2, y<\Delta}^{0}(\alpha)$ for small $y$, not exceeding $\Delta$, first. To this end we shift the contour in $\mathscr{I}$ to $\Im(w)=-1 / 8$. Hence estimating the Kloosterman sum trivially, we immediately obtain for it the bound

$$
\begin{align*}
& \frac{1}{N} \sum_{t \leq T} \frac{1}{t} \int_{0}^{\Delta} f\left(\frac{y}{H}\right) \int_{\mathbb{R}}\left|\frac{(w-\mathrm{i} / 8) h(w-\mathrm{i} / 8)}{\sinh (2 \pi(w-\mathrm{i} / 8))}\right| \\
& \sum_{M<m, n \leq 2 M}\left|\bar{a}_{m} a_{n} J_{2 \mathrm{i} w+1 / 4}\left(\frac{4 \pi}{t} \sqrt{\frac{y m}{N}}\right) \sum_{ \pm} \mp J_{ \pm 2 \mathrm{i} w \pm 1 / 4}\left(\frac{4 \pi}{t} \sqrt{\frac{y n}{N}}\right)\right| d w d y \tag{4.39}
\end{align*}
$$

For clarity we have stated the cut-off function $f$ here again, however in this particular scenario it is in fact obsolete since it satisfies $f(x)=1$, for $-1 \leq x \leq 1$. Furthermore with Lemma 7.1 we estimate

$$
J_{2 \mathrm{i} w+1 / 4}\left(\frac{4 \pi}{t} \sqrt{\frac{y m}{N}}\right) J_{ \pm 2 \mathrm{i} w \pm 1 / 4}\left(\frac{4 \pi}{t} \sqrt{\frac{y n}{N}}\right) \ll e^{2 \pi|w|}
$$

again observing that for $y \leq \Delta$ the arguments of the Bessel functions are both bounded by one. Now it is easy to see that $\sinh (2 \pi(w-\mathrm{i} / 8)) \gg \exp (2 \pi|w|)$, for all $w \in \mathbb{R}$, and recalling from Section 2.4 that the function $h$ is assumed to decay rapidly for large argument, based on 4.39) we conclude

$$
\begin{equation*}
\mathscr{M}_{2, y<\Delta}^{0}(\alpha) \ll M^{\varepsilon}\|\alpha\|^{2} \tag{4.40}
\end{equation*}
$$

where the implied constant once more is influenced by the choice of $h$. We turn our attention to $\mathscr{M}_{2, y \geq \Delta}^{0}(\alpha)$. In a first step we shift the contour in the $w$ integral to $\Im(w)=-1 / 8$. Now inserting the definition of the Kloosterman sum and applying the Cauchy Schwarz inequality appropriately, we find that this term under investigation is bounded by

$$
\begin{equation*}
\frac{1}{N} \int_{\mathbb{R}}\left|\frac{(w-\mathrm{i} / 8) h(w-\mathrm{i} / 8)}{\sinh (2 \pi(w-\mathrm{i} / 8))}\right| \int_{\Delta}^{2 H} \sum_{t \leq T} \frac{1}{t^{2}} \sum_{x \bmod t}^{*}\left|\sum_{M<n \leq 2 M} a_{n} e\left(\frac{x n}{t}\right) J_{2 \mathrm{i} w+1 / 4}\left(\frac{4 \pi}{t} \sqrt{\frac{y n}{N}}\right)\right|^{2} d y d w \tag{4.41}
\end{equation*}
$$

where we highlight the fact that the cut-off function admits the bound

$$
f(x) \ll 1, \quad \text { for } \quad x \in \mathbb{R}
$$

From the latter estimate in 4.41 we would like to deduce the bound for $\mathscr{M}_{2, y \geq \Delta}^{0}(\alpha)$ of desired quality by an application of Lemma 4.6 In order to be able to apply the large sieve type inequality given therein for the $J$-Bessel function, we have to break down the range the $y$-integration and the $t$-summation into smaller intervals of decreasing length and sum over those to the full range in each case. Precisely we obtain that (4.41) does not exceed

$$
\frac{1}{N T^{2}} \int_{\mathbb{R}} \frac{(1+|w|)|h(w-\mathrm{i} / 8)|}{e^{2 \pi|w|}} \sum_{j=0}^{\left\lceil\frac{\log T}{\log 2}-1\right\rceil} 2^{2 j} \sum_{u=0}^{\left\lceil\frac{\log (H / \Delta)}{\log 2}\right\rceil} \mathcal{M}_{J}\left(\frac{T}{2^{j+1}}, \frac{H}{2^{u}} ; 2 \mathrm{i} w+1 / 4\right) d w
$$

where once more we employ the lower bound $\sinh (2 \pi(w-\mathrm{i} / 8)) \gg \exp (2 \pi|w|)$, for all $w \in \mathbb{R}$. Here the function $\mathcal{M}_{J}$, here in case for the $J$-Bessel function, is as defined in Lemma 4.6, the result from which we further deduce the upper bound

$$
\|\alpha\|^{2} M^{\varepsilon} \sum_{j=0}^{\left\lceil\frac{\log T}{\log 2}-1\right\rceil\left\lceil\frac{\log (H / \Delta)}{\log 2}\right\rceil} \sum_{u=0}\left(1+\frac{M}{2^{j+u / 2} N^{2}}\right)
$$

upon invoking that $T=M / N$ and $H=327 T^{1+\delta}$ and where the $w$ integral converges due to the properties of the function $h$ specified in Section 2.4 . Thus based on the latter upper bound we conclude at once that

$$
\mathscr{M}_{2, y \geq \Delta}^{0}(\alpha) \ll\|\alpha\|^{2} M^{\varepsilon}\left(1+\frac{M}{N^{2}}\right)
$$

with an implied constant being a function of $h$. Merging the latter bound with 4.40) indeed confirms the estimate in 4.28 for $\mathscr{M}_{2}^{0}(\alpha)$, which ends our considerations of this term.

### 4.7 Large sieve inequalities for Bessel functions I

In the previous two subsections we have established the bounds in 4.28. Since we have the split of the second main term $\mathscr{M}^{0}(\alpha)$ in 4.27, we immediately know now that

$$
\mathscr{M}^{0}(\alpha) \ll\|\alpha\|^{2} M^{\varepsilon}\left(1+\frac{M}{N^{2}}\right) .
$$

The results of the previous two subsections however depend on the verification of Lemma 4.6. As already mentioned it is much in the style of the the large sieve inequality given in [15, Lemma 9.1]. Proving Lemma 4.6 is at the core of this section and for convenience we restate the statement of our result for the $Y$ - and the $J$-Bessel function here. Let $H$ and $T$ be as in conditions of Lemma 4.5, then with $1 \leq Z \leq T / 2$ and $\Delta \leq R \leq H$ we seek to bound

$$
\begin{equation*}
\mathcal{M}_{B}(Z, R ; \nu):=\sum_{Z<t \leq 2 Z} \int_{R}^{2 R} \sum_{x \bmod t}^{*}\left|\sum_{M<n \leq 2 M} a_{n} e\left(\frac{x n}{t}\right) B_{\nu}\left(\frac{4 \pi}{t} \sqrt{\frac{y n}{N}}\right)\right|^{2} d y \tag{4.42}
\end{equation*}
$$

with

$$
\begin{equation*}
\|\alpha\|^{2} N M^{\varepsilon} Z^{2}\left(1+\left(\frac{Z^{2} R}{N M}\right)^{1 / 2}\right)\left(1+|\Im \nu|^{9}\right) e^{2 \pi|\Im \nu|} \tag{4.43}
\end{equation*}
$$

valid for any $\alpha \in \mathbb{C}_{M}^{\infty}$. This provides us in fact with two large sieve inequalities, since $B_{\nu}(x)$ may represent both the $Y$ - or the $J$-Bessel function of complex index $\nu \in \mathbb{C}$ with $|\Re \nu|<1 / 2$. An important feature of this inequality is that it is uniform in the imaginary part of the index. The proof of Lemma 4.6 follows closely the argument supporting [15, Lemma 9.1, (see for statement and proof p. 555-556)] and although the strategy and outline of the following argument are similar to the proof in [15] just mentioned, we will retrace its steps here carefully to adjust it to the present situation.

Proof of Lemma 4.6. The desired upper bound in (4.43), which we aim for when estimating $\mathcal{M}_{B}(Z, R ; \nu)$ in the following, relies on two sources. In a sense the contribution of the $y$-integration in $\sqrt[4.42]{ }$ is controlled exploiting the oscillation from the Bessel functions via integration by parts. Furthermore the oscillation of the exponential in the definition of (4.42) will be employed via a large sieve inequality to facilitate the desired bound for $\mathcal{M}_{B}(Z, R ; \nu)$. With these two intentions in mind we begin to manipulate the expression in 4.42 and first define $Q:=\left(R M / 4 Z^{2} N\right)^{1 / 2}$. Now with a change of variables in the integration of this term, we immediately obtain that

$$
\mathcal{M}_{B}(Z, R ; \nu) \ll \frac{R}{Q} \sum_{Z<t \leq 2 Z} \int_{Q}^{3 Q} \sum_{x \bmod t}^{*}\left|\sum_{M<n \leq 2 M} a_{n} e\left(\frac{x n}{t}\right) B_{\nu}\left(4 \pi q \sqrt{\frac{n}{M}}\right)\right|^{2} d q
$$

where we let $q=\left(y M / N t^{2}\right)^{1 / 2}$. With Lemma 7.7 we separate the Bessel function into a sum of products of functions of which one part is smooth and the other one oscillates. Concretely we see that $\mathcal{M}_{B}(Z, R ; \nu)$ is bounded further by

$$
\frac{R}{Q} \sum_{ \pm} \sum_{Z<t \leq 2 Z} \int_{Q}^{3 Q} \sum_{x \bmod t}^{*}\left|\sum_{M<n \leq 2 M} A_{n} e\left(\frac{x n}{t} \pm 2 q \sqrt{\frac{n}{M}}\right) \Omega_{ \pm}\left(\nu, 2 q \sqrt{\frac{n}{M}}\right)\right|^{2} \frac{d q}{q}
$$

where $A_{n}:=a_{n}(M / n)^{1 / 4}$. For the functions $\Omega_{ \pm}$we recall the bound given in 7.23). Furthermore its support is in $\left[(9 M)^{-1}, 77 M^{1+\varepsilon}\right]$ and hence we may employ Lemma 7.8 to separate variables in the real argument of $\Omega_{ \pm}$via the inverse Mellin transform. In the notation of Lemma 7.8 we obtain from it

$$
\begin{equation*}
\frac{R}{Q^{2}} \sum_{ \pm} \sum_{Z<t \leq 2 Z} \int_{Q}^{3 Q} \sum_{x \bmod t}^{*}\left|\int_{(0)} \widehat{G}_{ \pm}(s) \sum_{M<n \leq 2 M} A_{n}(q, s) e\left(\frac{x n}{t} \pm 2 q \sqrt{\frac{n}{M}}\right) d s\right|^{2} d q \tag{4.44}
\end{equation*}
$$

where $A_{n}(q, s):=A_{n} \cdot\left(M / q^{2} n\right)^{s / 2}$. We will now proceed by considering the complex vector in intervals of length $\mathscr{X}=M / Q$. Introducing $\mathscr{Q}=M+m \mathscr{X}$, with $0 \leq m \leq Q$, and recalling the support of the vector $\alpha$, we may rewrite the sum over $n$ in (4.44) as

$$
\sum_{M \leq \mathscr{Q} \ll M} e\left( \pm 2 q \sqrt{\frac{\mathscr{Q}}{M}}\right) \sum_{\mathscr{Q}<n \leq \mathscr{Q}+\mathscr{X}} A_{n}(q, s) e\left(\frac{x n}{t} \pm 2 q \frac{\sqrt{n}-\sqrt{\mathscr{Q}}}{\sqrt{M}}\right)
$$

We point out that this split is valid regardless of $Q$ being bigger than or smaller than one. Also it is worth noticing that the argument of the corresponding exponentials in the inner sum is bounded as

$$
\pm 2 q \frac{\sqrt{n}-\sqrt{\mathscr{Q}}}{\sqrt{M}} \ll 1
$$

This will allow us later to separate variables in the exponential, by means of the power series expansion for it, without increasing the estimate by more than a constant. In order to bound 4.44) further we insert a smooth function $\tau: \mathbb{R} \rightarrow \mathbb{R}_{\geq 0}$, such that $\operatorname{supp}(\tau) \subseteq[1 / 2,4]$ with the function being equal to one on $[1,3]$, to find the estimate

$$
\frac{R}{Q^{2}} \sum_{ \pm} \sum_{Z<t \leq 2 Z} \int_{\mathbb{R}} \tau\left(\frac{q}{Q}\right) \sum_{x \bmod t}^{*}\left|\int_{(0)} \widehat{G}_{ \pm}(s) \sum_{M \leq \mathscr{Q} \ll M} \ldots \sum_{\mathscr{Q}<n \leq \mathscr{Q}+\mathscr{X}} \ldots d s\right|^{2} d q
$$

Opening the square and using the power series expansion to separate variables, then swapping the order of integration, the latter equals

$$
\begin{align*}
\frac{R}{Q^{2}} \sum_{ \pm} & \sum_{l, k=0}^{\infty} \frac{1}{l!k!} \sum_{Z<t \leq 2 Z} \sum_{x \bmod t}^{*} \int_{(0)} \int_{(0)} \widehat{G}_{ \pm}\left(s_{1}\right) \overline{\widehat{G}_{ \pm}\left(s_{2}\right)} \sum_{\mathscr{Q}_{1}, \mathscr{Q}_{2}} \mathrm{I}_{ \pm}^{l, k}\left(\mathscr{Q}_{1}, \mathscr{Q}_{2} ; s_{1}, s_{2}\right) \\
& \cdot \sum_{\mathscr{Q}_{1}<n \leq \mathscr{Q}_{1}+\mathscr{X}} A_{n}^{ \pm}\left(s_{1}, l, \mathscr{Q}_{1}\right) e\left(\frac{x n}{t}\right) \sum_{\mathscr{Q}_{2}<n \leq \mathscr{Q}_{2}+\mathscr{X}} \overline{A_{n}^{ \pm}\left(s_{2}, k, \mathscr{Q}_{2}\right)} e\left(\frac{-x n}{t}\right) d s_{1} d s_{2} \tag{4.45}
\end{align*}
$$

with

$$
A_{n}^{ \pm}\left(s, u, \mathscr{Q}_{i}\right):=A_{n}\left(\frac{M}{n}\right)^{s / 2}\left( \pm \frac{2}{\sqrt{M}}\left(\sqrt{n}-\sqrt{\mathscr{Q}_{i}}\right)\right)^{u}
$$

and where we define

$$
\begin{equation*}
\mathrm{I}_{ \pm}^{l, k}\left(\mathscr{Q}_{1}, \mathscr{Q}_{2} ; s_{1}, s_{2}\right):=\int_{\mathbb{R}} \tau\left(\frac{q}{Q}\right) q^{l+k-\left(s_{1}+\overline{s_{2}}\right)} e\left( \pm \frac{2 q}{\sqrt{M}}\left(\sqrt{\mathscr{Q}_{1}}-\sqrt{\mathscr{Q}_{2}}\right)\right) d q \tag{4.46}
\end{equation*}
$$

In order to progress we need to estimate the integral (4.46). For $\mathscr{Q}_{1}=\mathscr{Q}_{2}$ we bound it trivially and obtain immediately

$$
\begin{equation*}
\mathrm{I}_{ \pm}^{l, k}\left(\mathscr{Q}_{1}, \mathscr{Q}_{2} ; s_{1}, s_{2}\right) \ll Q(4 Q)^{l+k} \tag{4.47}
\end{equation*}
$$

Provided we encounter $\mathscr{Q}_{1} \neq \mathscr{Q}_{2}$ we want to integrate by parts. We label the phase function of the exponential

$$
\mathcal{H}_{ \pm}(q):= \pm \frac{4 \pi q}{\sqrt{M}}\left(\sqrt{\mathscr{Q}_{1}}-\sqrt{\mathscr{Q}_{2}}\right)
$$

for which we quickly see that

$$
\left|\mathcal{H}_{ \pm}^{\prime}(q)\right| \geq \frac{\left|\sqrt{\mathscr{Q}_{1}}-\sqrt{\mathscr{Q}_{2}}\right|}{\sqrt{M}}, \quad \text { and trivially } \quad \mathcal{H}_{ \pm}^{(j)}(q) \ll\left(\frac{Q}{1+l+k+\left|\Im\left(s_{1}-s_{2}\right)\right|}\right)^{-j}
$$

for $j \geq 2$ and $q \in \operatorname{supp}(\tau)$. Furthermore let $\mathcal{T}_{s_{1}, s_{2}}(q):=q^{l+k-\left(s_{1}+s_{2}\right)} \tau(q / Q)$, for which we obtain easily

$$
\mathcal{T}_{s_{1}, s_{2}}^{(j)}(q) \ll(4 Q)^{l+k}\left(\frac{Q}{1+l+k+\left|\Im\left(s_{1}-s_{2}\right)\right|}\right)^{-j}
$$

for $j \geq 0$ and again for $q \in \operatorname{supp}(\tau)$. Then with [1, Lemma 8.1] we conclude the bound

$$
\mathrm{I}_{ \pm}^{l, k}\left(\mathscr{Q}_{1}, \mathscr{Q}_{2} ; s_{1}, s_{2}\right) \ll Q(4 Q)^{l+k}\left(\frac{\left|\mathscr{Q}_{1}-\mathscr{Q}_{2}\right|}{\mathscr{X}}\right)^{-2}\left(1+l^{2}+k^{2}+\left|\Im s_{1}\right|^{2}+\left|\Im s_{2}\right|^{2}\right)
$$

Combining this estimate with 4.47) we see that 4.45 is dominated by

$$
\begin{align*}
& \frac{R}{Q} \sum_{ \pm} \sum_{l, k=0}^{\infty} \frac{(4 Q)^{l+k}}{l!k!} \int_{(0)} \int_{(0)}\left|\widehat{G}_{ \pm}\left(s_{1}\right) \overline{\widehat{G}_{ \pm}\left(s_{2}\right)}\right|\left(1+l^{2}+k^{2}+\left|\Im s_{1}\right|^{2}+\left|\Im s_{2}\right|^{2}\right) . \\
& \left.\left.\quad \cdot \sum_{\mathscr{Q}_{1}, \mathscr{Q}_{2}}\left(1+\frac{\left|\mathscr{Q}_{1}-\mathscr{Q}_{2}\right|}{\mathscr{X}}\right)^{-2} \sum_{Z<t \leq 2 Z} \sum_{x \bmod t}^{*}\left|\sum_{\mathscr{Q}_{1}<n \leq \mathscr{Q}_{1}+\mathscr{X}} \ldots\right|\right|_{\mathscr{Q}_{2}<n \leq \mathscr{Q}_{2}+\mathscr{X}} \ldots| | d s_{1} d s_{2} \right\rvert\, . \tag{4.48}
\end{align*}
$$

We want to use a large sieve inequality for additive characters. For this tool to become applicable we first employ the Cauchy Schwarz inequality in the summation over the residue classes. Now we may estimate both of the factors resulting from the application of the Cauchy Schwarz inequality using the large sieve from [14, Theorem 7.11], which gives us

$$
\begin{align*}
& \frac{R}{Q}\left(Z^{2}+\mathscr{X}\right)\left(\log \left(3 \sqrt{2} \pi M^{1+\varepsilon}\right)\right)^{2}\left(1+|\Im \nu|^{9}\right) e^{2 \pi|\Im \nu|} \\
& \quad \cdot \sum_{\mathscr{Q}_{1}, \mathscr{Q}_{2}}\left(1+\frac{\left|\mathscr{Q}_{1}-\mathscr{Q}_{2}\right|}{\mathscr{X}}\right)^{-2}\left(\sum_{\mathscr{Q}_{1}<n \leq \mathscr{Q}_{1}+\mathscr{X}}\left|a_{n}\right|^{2}\right)^{1 / 2}\left(\sum_{\mathscr{Q}_{2}<n \leq \mathscr{Q}_{2}+\mathscr{X}}\left|\bar{a}_{n}\right|^{2}\right)^{1 / 2} \tag{4.49}
\end{align*}
$$

where Lemma 7.8, in particular 7.30 with $j=4$, provides an upper bound for the integrals involved and we used

$$
A_{n}^{ \pm}\left(s, u, \mathscr{Q}_{i}\right) \ll\left|a_{n}\right| \cdot(2 / Q)^{u}
$$

since we have $n \leq \mathscr{Q}_{i}+\mathscr{X}$ with $M \leq \mathscr{Q}_{i} \ll M$. It remains to estimate the sums over $\mathscr{Q}_{1}$ and $\mathscr{Q}_{2}$ in (4.49) and recover the norm of the original vector $\alpha$ in the process. For the diagonal terms $\mathscr{Q}_{1}=\mathscr{Q}_{2}$ we immediately see that this part of the sum contributes

$$
\begin{equation*}
\sum_{\mathscr{Q}} \sum_{\mathscr{Q}<n \leq \mathscr{Q}+\mathscr{X}}\left|a_{n}\right|^{2}=\|\alpha\|^{2} \tag{4.50}
\end{equation*}
$$

Now we need to handle the off-diagonal terms for which $\mathscr{Q}_{1} \neq \mathscr{Q}_{2}$. First we observe that this sum does not exceed

$$
\sum_{\mathscr{Q}_{1}, \mathscr{Q}_{2}}\left(1+\frac{\left|\mathscr{Q}_{1}-\mathscr{Q}_{2}\right|}{\mathscr{X}}\right)^{-2} \sum_{i=1,2} \sum_{\mathscr{Q}_{i}<n \leq \mathscr{Q}_{i}+\mathscr{X}}\left|a_{n}\right|^{2}
$$

Both of the resulting sums are treated by a symmetric argument. We will therefore restrict to demonstrating only one. From the definition of the $\mathscr{Q}_{i}$ 's we see that $\mathscr{Q}_{1}-\mathscr{Q}_{2} \equiv 0(\bmod \mathscr{X})$ and hence we obtain for the first sum the estimate

$$
\begin{equation*}
\sum_{\mathscr{Q}_{1}} \sum_{\mathscr{Q}_{1}<n \leq \mathscr{Q}_{1}+\mathscr{X}}\left|a_{n}\right|^{2} \sum_{\mathscr{Q}_{3}=0}^{\infty} \frac{1}{1+\left(\mathscr{Q}_{3}\right)^{2}} \ll\|\alpha\|^{2} \tag{4.51}
\end{equation*}
$$

where we introduced the variable $\mathscr{Q}_{3}:=\left(\mathscr{Q}_{1}-\mathscr{Q}_{2}\right) / \mathscr{X} \in \mathbb{Z}$. Combining 4.50) and the bounds derived in the style of 4.51 to control the size of the sums in (4.49) we conclude that

$$
\mathcal{M}_{B}(Z, R ; \nu) \ll \frac{R}{Q}\left(Z^{2}+\mathscr{X}\right)\left(\log \left(3 \sqrt{2} \pi M^{1+\varepsilon}\right)\right)^{2}\left(1+|\Im \nu|^{9}\right) e^{2 \pi|\Im \nu|}
$$

Recalling the definition of $Q$ and that $\mathscr{X}=M / Q$, from the latter bound we quickly see the lemma.

## Chapter 5

## An asymptotic formula for the discrete spectrum

### 5.1 The main theorem

The final goal of this thesis is to establish a large sieve estimating $\xi^{\text {disc }}(\alpha)$, as defined in 4.2. This inequality will follow from an asymptotic expansion of the sum $\xi^{\text {disc }}(\alpha)$, in a form we will establish in Chapter 6. En route of proving this result we continue to work with the asymptotic expansion given in Theorem4.2. The asymptotic formula described in this theorem expands in fact the term $\xi(\alpha)$. Recalling its definition in 4.1 we see that this term, in addition to the desired $\xi^{\text {disc }}(\alpha)$, also features $\xi^{\text {cont }}(\alpha)$, defined in (4.3). This chapter is therefore devoted to taking care of the latter term, a task during which we are going to rely on the validity of the Riemann Hypothesis (RH), as introduced in Section 2.5, which from now on for the rest of this thesis we assume to be true. We are going to show the following result.

Theorem 5.1. We assume the validity of RH, as in The Riemann hypothesis 2.7(cp. Section 2.5). Just as in Theorem 4.2 let the level $N$ be an odd prime and where we set $H=327 T^{1+\delta}$ and $T=M / N>1$. Then we find for any $\alpha \in \mathbb{C}_{M}^{\infty}$ that

$$
\begin{equation*}
\xi^{\mathrm{disc}}(\alpha)=\mathscr{M}_{h \neq 0}(\alpha)+\mathcal{O}\left(\|\alpha\|_{\infty}^{2}\left(1+\frac{M}{N^{2}}\right) M^{1+\varepsilon}\right) \tag{5.1}
\end{equation*}
$$

for any $\varepsilon>0$. The main term here $\mathscr{M}_{h \neq 0}(\alpha)$ is given by

$$
\frac{1}{N} \sum_{\substack{1 \leq t \leq T \\(t, N)=1}} \frac{1}{t^{2}} \sum_{1 \leq|h| \leq 2 H} f\left(\frac{h}{H}\right) \sum_{M<m, n \leq 2 M} \bar{a}_{m} a_{n} S(h \bar{N}, m, t) S(h \bar{N}, n, t) \mathscr{I}\left(\frac{m}{N t}, \frac{n}{N t}, \frac{h}{t}\right)
$$

where in the latter term $f: \mathbb{R} \rightarrow \mathbb{R}_{\geq 0}$ may be again any smooth even function, admitting $\operatorname{supp}(f) \subseteq[-2,2]$ and that takes the value one on $[-1,1]$. We recall once more the function $\mathscr{I}$, as for instance described before in Theorem 4.2 In the following J,Y and K denote as before the corresponding Bessel functions and we have for summation index $h>0$ that

$$
\mathscr{I}\left(\frac{m}{N t}, \frac{n}{N t}, \frac{h}{t}\right)=-\mathrm{i} \int_{\mathbb{R}} \frac{4 \pi^{2} h(x)}{\sinh ^{2}(\pi x)} J_{2 \mathrm{i} x}\left(\frac{4 \pi}{t} \sqrt{\frac{h m}{N}}\right) \Im\left(J_{2 \mathrm{i} x}\left(\frac{4 \pi}{t} \sqrt{\frac{h n}{N}}\right)\right) d_{\mathrm{spec}} x
$$

and for $h<0$ we find

$$
\mathscr{I}\left(\frac{m}{N t}, \frac{n}{N t}, \frac{h}{t}\right)=\mathrm{i} \int_{\mathbb{R}} \frac{8 \pi h(x)}{\tanh (\pi x)} Y_{2 \mathrm{i} x}\left(\frac{4 \pi}{t} \sqrt{\frac{|h| \max \{m, n\}}{N}}\right) K_{2 \mathrm{i} x}\left(\frac{4 \pi}{t} \sqrt{\frac{|h| \min \{m, n\}}{N}}\right) d_{\mathrm{spec}} x
$$

This result is a direct consequence of Theorem 4.2 and Proposition 5.2, which we will give in the next section. Before we move on to do so, we make some remarks about the asymptotic expansion given in (5.1). For technical reasons from this point onwards the vector $\alpha$ will be estimated with the infinity norm $\|\alpha\|_{\infty}$, for which we trivially have that $\|\alpha\|^{2} \leq M\|\alpha\|_{\infty}^{2}$. Thus all the previous results in terms of the 2-norm, may simply be converted into statements reflecting the infinity norm. Furthermore we point out that the main term of the asymptotic in 5.1), in contrast to the main term $\mathscr{M}(\alpha)$ in 4.4 , does not contain the term with summation index $h=0$ any more. Indeed we separate the zeroth term in the $h$-summation of the main term in (4.4) from the rest and reflect this split by writing

$$
\mathscr{M}(\alpha)=\mathscr{M}_{h \neq 0}(\alpha)+\mathscr{M}_{h=0}(\alpha)
$$

where the latter term for $h=0$ is given by

$$
\begin{equation*}
\frac{2}{N \pi} \sum_{\substack{1 \leq t \leq T \\(t, N)=1}} \frac{1}{t^{2}} \sum_{M<m, n \leq 2 M} \bar{a}_{m} a_{n} c_{t}(m) c_{t}(n) \int_{\mathbb{R}} h(x)\left(\frac{\sqrt{m n}}{\max \{m, n\}}\right)^{2 \mathrm{i} x} d x \tag{5.2}
\end{equation*}
$$

This follows at once from the expression given for the function $\mathscr{I}(*, *, 0)$, as for instance specified in Theorem 4.2, recalling that the cut-off function satisfies $f(0)=1$, and the fact that a Kloosterman sum with first argument equal to zero is simply a Ramanujan sum, which we denote by $c_{t}(k)$. The importance of the term $\mathscr{M}_{h=0}(\alpha)$ and its further treatment is subject to the next section.

### 5.2 Matching Eisenstein terms

As announced previously in this section we are going to investigate the role of the term $\mathscr{M}_{h=0}(\alpha)$, as part of the main term of the asymptotic formula established in Theorem 4.2. It turns out the this part of $\mathscr{M}(\alpha)$ cannot just easily be estimated to satisfactory quality for it to be absorbed by the error term in $\sqrt[4.4]{ }$. However we can still get rid of this term; we deal with it in the following manner.

Proposition 5.2. We suppose that RH holds, as given in The Riemann hypothesis 2.7(cp. Section 2.5). For any $\alpha \in \mathbb{C}_{M}^{\infty}$, odd prime level $N$ and $T=M / N>1$ we find that

$$
\begin{equation*}
\xi^{\mathrm{cont}}(\alpha)=\mathscr{M}_{h=0}(\alpha)+\mathcal{O}\left(\|\alpha\|_{\infty}^{2}\left(1+\frac{M}{N^{2}}\right) M^{1+\varepsilon}\right) \tag{5.3}
\end{equation*}
$$

for any small $\varepsilon>0$. The main term $\mathscr{M}_{h=0}(\alpha)$ is just as defined in 5.2.
This proposition offers an interesting interpretation of the term $\mathscr{M}_{h=0}(\alpha)$. It tells us that, up to a for our purposes sufficiently small error, this part of the main term reflects the term $\xi^{\text {cont }}(\alpha)$, on the left hand side of the asymptotic from Theorem 4.2 The term $\xi^{\text {cont }}(\alpha)$ is reminiscent of the continuous spectrum of the hyperbolic Laplace operator $\Delta_{\text {Laplace. }}$. Indeed this connection may be observed by recalling the spectral decomposition of $L^{2}\left(\Gamma_{0}(N) \backslash \mathbb{H} ; \chi\right)$ for $\Delta_{\text {Laplace }}$ (cp. for instance [14, Theorem 15.5] for the principal character $\chi_{0}$ and the combination of [7] Proposition 4.1]) and [7, Proposition 4.2]) in case of the character $\chi$ being primitive.) featuring both, functions for which the hyperbolic Laplace operator has discrete and continuous spectrum. In turn this decomposition is an essential ingredient when it comes to establishing the Bruggeman-Kuznetsov formula, as in Theorem 2.2, and thus for the larger family in Theorem 2.3, giving
rise to the term $\xi^{\text {cont }}(\alpha)$, which is introduced when we move to deal with quadratic forms as explained in Section 4.1. Thus in some sense the Bruggeman-Kuznetsov formula transfers information from the continuous spectrum from the spectral side to the arithmetics side, into the term which, by means of Proposition 5.2 we identify to be $\mathscr{M}_{h=0}(\alpha)$. We will now spend the remainder of this chapter presenting a rigorous argument in support of this connection. Indeed Proposition 5.2 is an immediate consequence of the following two Lemmata, which upon combining will at once prove 5.3.

Lemma 5.3. Under the assumption that RH holds, as given in The Riemann hypothesis 2.7 (cp. Section 2.5), we consider any odd prime level $N$ and let as usual $T=M / N>1$. Then for an arbitrary $\alpha \in \mathbb{C}_{M}^{\infty}$ we find for any small $\varepsilon>0$ that

$$
\xi^{\mathrm{cont}}(\alpha)=\mathscr{M}_{h=0}^{\infty}(\alpha)+\mathcal{O}\left(\|\alpha\|_{\infty}^{2} \frac{M^{2+\varepsilon}}{N^{2}}\right)
$$

where

$$
\mathscr{M}_{h=0}^{\infty}(\alpha):=\frac{2}{N \pi} \sum_{\substack{t=1 \\(t, N)=1}}^{\infty} \sum_{M<m, n \leq 2 M} \bar{a}_{m} a_{n} \frac{c_{t}(m) c_{t}(n)}{t^{2}} \int_{\mathbb{R}} h(x)\left(\frac{\sqrt{m n}}{\max \{m, n\}}\right)^{2 \mathrm{i} x} d x
$$

This lemma already almost gives the statement we claimed in Proposition5.2. What is left to fully obtain the latter result, is a minor manipulation of the main term of the asymptotic in the previous lemma, causing an acceptable alteration of the error term as well. The desired change is provided by the upcoming lemma.

Lemma 5.4. Let $T=M / N>1$, for odd prime level $N$ and $M$ the length of the interval of support of any $\alpha \in \mathbb{C}_{M}^{\infty}$. Then, for any $\varepsilon>0$, we find that

$$
\mathscr{M}_{h=0}^{\infty}(\alpha)=\mathscr{M}_{h=0}(\alpha)+\mathcal{O}\left(\|\alpha\|_{\infty}^{2} M^{1+\varepsilon}\right),
$$

where again the main term of the asymptotic is specified in (5.2.
The proof of Lemma 5.3 is long and somewhat technical, so we postpone a full account thereof to the next section. Lemma 5.4 however is rather immediate and thus we will finish this section by giving a short proof of it.

Proof of Lemma 5.4 In order to show the asymptotic expansion given in the lemma, we will estimate the contribution to $\mathscr{M}_{h=0}^{\infty}(\alpha)$ of the $t$ sum with large summation index. Indeed we separate at the parameter $T$ to obtain

$$
\begin{equation*}
\mathscr{M}_{h=0}^{\infty}(\alpha)=\mathscr{M}_{h=0}(\alpha)+\frac{2}{N \pi} \sum_{\substack{t>T \\(t, N)=1}} \ldots \tag{5.4}
\end{equation*}
$$

and begin to bound the latter term in which we encounter $t>T$. We control the sum in question directly, using the standard well known bound that for any $t, k \in \mathbb{N}$ we have

$$
\begin{equation*}
\left|c_{t}(k)\right| \leq(t, k) \tag{5.5}
\end{equation*}
$$

(cp. for instance [14, (3.5), p.45]) for a Ramanujan sum. The resulting inner $m, n$-summations are seen to admit each an upper bound

$$
\sum_{M<m \leq 2 M}(t, m) \ll M \cdot d(t) \ll M \cdot t^{\varepsilon},
$$

where $d(\cdot)$ denotes the divisor function. With the latter estimate we then obtain

$$
\frac{2}{N \pi} \sum_{\substack{t>T \\(t, N)=1}} \cdots \ll \frac{\|\alpha\|_{\infty}^{2} M^{2}}{N} \sum_{\substack{t>T \\(t, N)=1}} \frac{1}{t^{2-\varepsilon}} \ll \frac{\|\alpha\|_{\infty}^{2} M^{2}}{N T^{1-\varepsilon}} \ll\|\alpha\|_{\infty}^{2} M^{1+\varepsilon}
$$

where we employ partial summation to bound the $t$ sum. The implied constant depends on the Schwartz function $h$, for which we recall its decay properties as stated in Section 2.4. These in turn guarantee absolute convergence of the involved integral over this function. Finally, using the latter estimate in (5.4), we conclude the statement of the lemma.

### 5.3 An asymptotic formula for $\xi^{\text {cont }}(\alpha)$

The purpose of this section is to establish the asymptotic formula for $\xi^{\text {cont }}(\alpha)$, as given in Lemma 5.3. For convenience we recall the definition of the term we try to approximate as given in Section 4.1. Therein we introduced

$$
\begin{equation*}
\xi^{\mathrm{cont}}(\alpha)=\frac{1}{2 \pi \varphi(N)} \sum_{\chi \bmod N}^{+} \sum_{\mathfrak{a}} \int_{\mathbb{R}}\left|\sum_{M<m \leq 2 M} a_{m} \tau_{\mathfrak{a}, \chi}(m, w)\right|^{2} \frac{h(w)}{\cosh (\pi w)} d w \tag{5.6}
\end{equation*}
$$

where we recall that coherent with the presentation of the Bruggeman-Kuznetsov formula, we employ as Theorem 2.2 as the starting point of our considerations, $\tau_{\mathfrak{a}, \chi}(m, x)$ are the Fourier coefficients of the Eisenstein series at $s=1 / 2+\mathrm{i} w$, coming from its Fourier expansior ${ }^{(\mathrm{I})}$

$$
\begin{align*}
& E_{\mathfrak{a}}(z, 1 / 2+\mathrm{i} w) \\
& \qquad=\delta_{\mathfrak{a}, \infty} y^{1 / 2+\mathrm{i} w}+\tau_{\mathfrak{a}, \chi}^{0}(1 / 2+\mathrm{i} w) y^{1 / 2-\mathrm{i} w}+y^{1 / 2} \sum_{m \in \mathbb{Z} \backslash\{0\}} \tau_{\mathfrak{a}, \chi}(m, w) K_{\mathrm{i} w}(2 \pi|m| y) e(m x) \tag{5.7}
\end{align*}
$$

In the above we use the Kronecker-Delta, by which we mean in this context that

$$
\delta_{\mathfrak{a}, \infty}:= \begin{cases}1, & \text { if } \mathfrak{a} \sim \infty \\ 0, & \text { otherwise }\end{cases}
$$

In the summation in (5.7) we sum the Fourier coefficients against the $K$-Bessel function and an exponential. Given the description in 5.6, in order to analyse $\xi^{\text {cont }}(\alpha)$ it makes sense to consider the Fourier coefficients of the Eisenstein series in explicit form and then extract from the resulting expression the appropriate main term and estimate the remainder as error term. The outcome will be summarised as Lemma 5.3 We are now going to execute the outline of the strategy of the proof.

### 5.3.1 Fourier coefficients of Eisenstein series

We will give an explicit descriptions for the Fourier coefficients of the Eisenstein series, for all possible Dirichlet characters $\chi$ of modulus $N$ and every cusp. The congruence subgroup $\Gamma_{0}(N)$ of prime level $N$ has exactly two inequivalent cusps, which are $\mathfrak{a} \sim \infty$ and $\mathfrak{a} \sim 0$ (cp. Section 2.2). We will show the following lemma.

[^9]Lemma 5.5. Let $N$ be an odd prime. For $m>0$ and $w \in \mathbb{R}$ we denote by $\tau_{\mathfrak{a}, \chi}(m, w)$ the Fourier coefficients of the Eisenstein series with Fourier expansion as given in (5.7) and we suppose that RH is true, as given in The Riemann hypothesis 2.7 (cp. Section 2.5). Then for any primitive Dirichlet character $\chi$ of modulus $N$ we have

$$
\bar{\tau}_{\infty, \chi}(m, w) \tau_{\infty, \chi}(n, w)=\frac{4 \cosh (\pi w)}{N}\left(\frac{m}{n}\right)^{\mathrm{i} w} \sum_{l, k=1}^{\infty} \frac{\bar{\chi}(l) \chi(k) c_{l}(m) c_{k}(n)}{l k}\left(\frac{k}{l}\right)^{2 \mathrm{i} w}
$$

and

$$
\bar{\tau}_{0, \chi}(m, w) \tau_{0, \chi}(n, w)=\frac{4 \cosh (\pi w)}{N}\left(\frac{n}{m}\right)^{\mathrm{i} w} \sum_{l, k=1}^{\infty} \frac{\bar{\chi}(l) \chi(k) c_{l}(m) c_{k}(n)}{l k}\left(\frac{l}{k}\right)^{2 \mathrm{i} w}
$$

where in both expressions $c_{t}(h)$ represents again a Ramanujan sum. Now, for the only non-primitive character of prime modulus $N$, the principal character $\chi_{0}$, we obtain

$$
\bar{\tau}_{\infty, \chi_{0}}(m, w) \tau_{\infty, \chi_{0}}(n, w)=4 \cosh (\pi w)\left(\frac{n}{m}\right)^{\mathrm{i} w} \sum_{\substack{l, k=1 \\ l, k=0 \bmod N}}^{\infty} \frac{c_{l}(m) c_{k}(n)}{l k}\left(\frac{l}{k}\right)^{2 \mathrm{i} w}
$$

and

$$
\bar{\tau}_{0, \chi_{0}}(m, w) \tau_{0, \chi_{0}}(n, w)=\frac{4 \cosh (\pi w)}{N}\left(\frac{n}{m}\right)^{\mathrm{i} w} \sum_{l, k=1}^{\infty} \frac{\chi_{0}(l) \chi_{0}(k) c_{l}(m) c_{k}(n)}{l k}\left(\frac{l}{k}\right)^{2 \mathrm{i} w}
$$

As before we sum over Ramanujan sums.
Proof. We begin by showing the two expressions for the two cusps in case of any primitive character $\chi$ modulo $N$. In [7] we find explicit calculations for the Fourier coefficients of Eisenstein series. The scenario fits our purposes upon choosing the weight $k=0$. In this case in [7, (4.72)] the authors give for $w \in \mathbb{R}$ the Fourier expansion

$$
\begin{equation*}
E_{\mathfrak{a}}(z, 1 / 2+\mathrm{i} w)=\delta_{\mathfrak{a}, \infty} y^{1 / 2+\mathrm{i} w}+\varphi_{\mathfrak{a}}(1 / 2+\mathrm{i} w) y^{1 / 2-\mathrm{i} w}+\sum_{m \in \mathbb{Z} \backslash\{0\}} \rho_{\mathfrak{a}}(m, w) W_{0, \mathrm{i} w}(4 \pi|m| y) e(m x) \tag{5.8}
\end{equation*}
$$

for a Eisenstein series $E_{\mathfrak{a}}$ with respect to the cusp $\mathfrak{a}$. The term $\varphi_{\mathfrak{a}}$ is for instance given explicitly in [7], (7.12)], however will be unimportant in our case. For a coherent presentation with the rest of the chapter we have made some minor adjustments to the notation of the presentation in 5.8. The expansion is given in terms of the Whittaker function $W_{0, i w}$, which by means of [7, (4.20) ${ }^{\text {(II) }] ~}$ may be written as the integral

$$
W_{0, \mathrm{i} w}(4 \pi|m| y)=\frac{e^{-2 \pi|m| y}}{\Gamma(1 / 2+\mathrm{i} w)} \int_{0}^{\infty} e^{-t}\left(t+\frac{t^{2}}{4 \pi|m| y}\right)^{\mathrm{i} w-1 / 2} d t
$$

We adjust now the normalisation of the Fourier coefficients. Using Lemma 7.10 we may write the Fourier expansion in 5.8 in terms of the $K$-Bessel function and compare it to the expansion in 5.7) to find for $m \neq 0$ that

$$
\tau_{\mathfrak{a}, \chi}(m, w)=2|m|^{1 / 2} \rho_{\mathfrak{a}}(m, w)
$$

[^10]Now employing the latter renormalisation of the Fourier coefficients $\tau_{\mathfrak{a}, \chi}$, we combine [7] (6.19), (6.23) and Proposition 7.1], which provide an explicit formula for products $\bar{\rho}_{\mathfrak{a}}(m, w) \rho_{\mathfrak{a}}(n, w)$, to conclude for $m, n>0$ that

$$
\begin{equation*}
\bar{\tau}_{\mathfrak{a}, \chi}(m, w) \tau_{\mathfrak{a}, \chi}(n, w)=\frac{4 \pi \bar{\lambda}_{\mathfrak{a}}(m, w) \lambda_{\mathfrak{a}}(n, w)}{N\left|\Gamma(1 / 2+\mathrm{i} w) L\left(1+2 \mathrm{i} w, \bar{\chi}_{p} \chi_{q}\right)\right|^{2}}, \tag{5.9}
\end{equation*}
$$

where in the denominator of the last expression we encounter a Dirichlet $L$-function and from [7, (6.17)] we have

$$
\lambda_{\mathfrak{a}}(h, w)=\sum_{a b=h} \chi_{p}(a) \chi_{q}(b)\left(\frac{a}{b}\right)^{\mathrm{i} w}
$$

The moduli $p$ and $q$ of the Dirichlet characters in the above are found as follows. Coherent with the formulation in [7, Proposition 7.1] we consider this for cusps $\mathfrak{a} \sim 1 / p$, where $p q=N$ with $\operatorname{gcd}(p, q)=1$. Furthermore we have the decomposition $\chi=\chi_{p} \chi_{q}$, i.e. we write the Dirichlet character $\chi$ of modulus $N$ as the product of the primitive Dirichlet characters $\chi_{p}$ and $\chi_{q}$ of moduli respectively being $p$ and $q$. As we mentioned before since $N$ is prime there are only the two cusp, which are easily seen to be $\mathfrak{a} \sim 1 \sim 0$ and $\mathfrak{a} \sim 1 / N \sim \infty$, i.e. for the pairs $(p, q)=(1, N)$ and $(N, 1)$ respectively. Since the remainder of the argument is rather similar for the two cusps, going forward we will only present the case of $\mathfrak{a} \sim \infty$. Thus for this cusp we immediately obtain from (5.9) that

$$
\begin{align*}
& \bar{\tau}_{\infty, \chi}(m, w) \tau_{\infty, \chi}(n, w) \\
& \quad=\frac{4 \cosh (\pi w)}{N}\left(\frac{m^{\mathrm{i} w}}{L(1+2 \mathrm{i} w, \bar{\chi})} \sum_{d \mid m} \bar{\chi}(d) d^{-2 \mathrm{i} w}\right)\left(\frac{n^{-\mathrm{i} w}}{L(1-2 \mathrm{i} w, \chi)} \sum_{d \mid n} \chi(d) d^{2 \mathrm{i} w}\right), \tag{5.10}
\end{align*}
$$

using that $|\Gamma(1 / 2+\mathrm{i} w)|^{-2}=\cosh (\pi w) / \pi$, which is given for instance by [10, 8.332.2]. We want to analyse each of the factors, involving an $L$-function and a finite sum, further. Indeed we have that

$$
\begin{equation*}
\frac{1}{L(s, \chi)} \sum_{d \mid n} \chi(d) d^{1-s}=\sum_{k=1}^{\infty} \frac{\chi(k) c_{k}(n)}{k^{s}}, \text { for } \Re(s)>1 \tag{5.11}
\end{equation*}
$$

where $c_{k}(n)$ denotes again a Ramanujan sum. This is easily observed by noticing that in the described half-plane both sides converge absolutely, recalling for the right hand side that we know for the Ramanujan sum the bound 5.5. It is a well known fact that we may write the Ramanujan sum for every $k, n \in \mathbb{N}$ as

$$
\begin{equation*}
c_{k}(n)=\sum_{d \mid(k, n)} \mu(k / d) d \tag{5.12}
\end{equation*}
$$

(cp. [14, (3.2), p.44]), and thus employing the latter identiy we can for instance quickly move from the right hand side of 5.11 to the left, by swapping the sums, which is allowed in the region of absolute convergence. However for the identity in 5.11) to be useful in 5.10 we need it to hold for $\Re(s)=1$, as well. In order to do this we will show that

$$
\begin{equation*}
\sum_{k=1}^{\infty} \frac{\chi(k) c_{k}(n)}{k^{s}} \ll(1+|\Im s|)(N \cdot n)^{\varepsilon}, \text { for } \Re(s)=1-\delta \tag{5.13}
\end{equation*}
$$

which gives us that this sum is convergent in the half plane $\Re(s)>1-\delta$ and is furthermore also holomorphic therein. The function $L(s, \chi)$ is holomorphic for $\Re(s)>0$, and since we assume RH (see Section 2.5), we
therefore know that the function $L(s, \chi)^{-1}$ is then holomorphic ${ }^{(I I I)}$ in the half plane $\Re(s)>1 / 2$ and hence both sides of the equality in 5.11 describe holomorphic functions in $\Re(s)>1-\delta$, for some $\delta>0$. Thus, since 5.11 already holds for $\Re(s)>1$, as a simple consequence of the Identity Theorem we conclude that this equality must then also hold for $\Re(s)=1$. We are left to prove 5.13). Recalling that we have the representation in 5.12 ) and may employ this in the sum in 5.13 running over the interval $[1, \mathcal{B}]$, for some large $\mathcal{B}$. Swapping the order of summation we find

$$
\sum_{k \leq \mathcal{B}} \frac{\chi(k) c_{k}(n)}{k^{1-\delta+\mathrm{i} \Im s}}=\sum_{d \mid n} \chi(d) d^{\delta-\mathrm{i} \Im s} \sum_{k \leq \mathcal{B} / d} \frac{\chi(k) \mu(k)}{k^{1-\delta+\mathrm{i} \Im s}}
$$

Executing the last sum, featuring as coefficients a product of a Dirichlet character and the Möbius function, by partial summation, using RH as in Version II (see Section 2.5) giving, for any $X>0$, the bound

$$
\sum_{k \leq X} \chi(k) \mu(k) \ll N^{\varepsilon} X^{1 / 2+\varepsilon}
$$

and afterwards letting $\mathcal{B} \rightarrow \infty$, we quickly arrive at (5.13). We know now that the identity in (5.11) in fact holds for $\Re(s) \geq 1$, and thus we may use it in 5.10), which immediately leads to the desired statement given in the lemma for the cusp $\mathfrak{a} \sim \infty$ for any primitive Dirichlet character $\chi$. As we mentioned before the case of the cusp $\mathfrak{a} \sim 0$ and any primitive Dirichlet character $\chi$ follows by a similar argument, which we will omit here.
We are left with treating the case of the principal character, which we are going to do by explicitly calculating the Fourier coefficients of a Eisenstein series for the principal character for each of the two cusps of $\Gamma_{0}(N)$ of prime level $N$. We begin with the cusp $\mathfrak{a} \sim 0$. The method we use is very similar to the one in [7. 7. Explicit computations on Eisenstein series] and we follow their approach closely, modifying it appropriately to fit our scenario. Indeed adapting the set up in [7, 7. Explicit computations on Eisenstein series] to the situation of the principal character and weight $k=0$, we find for $\mathfrak{a} \sim 0$ that the Eisenstein series

$$
\begin{equation*}
E_{0}(z, s)=\frac{1}{2}\left(\frac{y}{N}\right)^{s} \sum_{h \in \mathbb{Z} \backslash\{0\}} \chi_{0}(h) \sum_{\substack{l \in \mathbb{Z} \\(l, h)=1}} \frac{1}{|h z+l|^{2 s}} \tag{5.14}
\end{equation*}
$$

which corresponds to [7, (7.4), p. 524]. In the above we have omitted the term $h=0$, since $\chi_{0}(0)=0$ it vanishes anyway. Furthermore the contribution of any summation index $h$ is an even function with respect to that variable. Thus we have

$$
E_{0}(z, s)=\left(\frac{y}{N}\right)^{s} \sum_{h=1}^{\infty} \frac{\chi_{0}(h)}{h^{2 s}} \sum_{a \bmod h}^{*} \sum_{m \in \mathbb{Z}} \frac{1}{\left((x+m+a / h)^{2}+y^{2}\right)^{s}}
$$

where we reparameterised the $l$-summation in (5.14) by writing $l=a+h m$, for $m \in \mathbb{Z}$ and with $a$ an invertible residue class of modulus $h$. In the latter expression we employ Poisson summation on the $m$ sum and after an appropriate change of variables we obtain

$$
\begin{equation*}
E_{0}(z, s)=\left(\frac{y}{N}\right)^{s} \sum_{m \in \mathbb{Z}} e(m x) \sum_{h=1}^{\infty} \frac{\chi_{0}(h) c_{h}(m)}{h^{2 s}} \int_{\mathbb{R}} \frac{e(-n u)}{\left(u^{2}+y^{2}\right)^{s}} d u \tag{5.15}
\end{equation*}
$$

where $c_{h}(n)$ denotes as usual a Ramanujan sum. We evaluate the integral in 5.15) with [10, 3.384.9] in the case of $n \neq 0$ to write it in terms of the Whittaker function, as given for instance in [10, 9.222.2]. If we

[^11]encounter $n=0$, we may employ [10, 8.381.1 and 8.384.1] to calculate the integral in terms of the Gamma function. After the computation, considering the resulting expression at $s=1 / 2+\mathrm{i} w$, we obtain from the latter immediately
\[

$$
\begin{aligned}
E_{0}(z, 1 / 2+\mathrm{i} w)= & \left(\frac{\pi^{1 / 2} \Gamma(\mathrm{i} w)}{\Gamma(1 / 2+\mathrm{i} w) N^{1 / 2+\mathrm{i} w}} \sum_{h=1}^{\infty} \frac{\chi_{0}(h) \varphi(h)}{h^{1+2 \mathrm{i} w}}\right) y^{1 / 2-\mathrm{i} w}+ \\
& +y^{1 / 2} \sum_{m \in \mathbb{Z} \backslash\{0\}}\left(\frac{2 \pi^{1 / 2+\mathrm{i} w}|m|^{\mathrm{i} w}}{\Gamma(1 / 2+\mathrm{i} w) N^{1 / 2+\mathrm{i} w}} \sum_{h=1}^{\infty} \frac{\chi_{0}(h) c_{h}(m)}{h^{1+2 \mathrm{i} w}}\right) K_{\mathrm{i} w}(2 \pi|m| y) e(m x)
\end{aligned}
$$
\]

where we use Lemma 7.10 to rewrite the Whittaker function in terms of the $K$-Bessel function and the well known functional equation $\Gamma(z+1)=z \Gamma(z)$ and $\Gamma(1 / 2)=\pi^{1 / 2}$ to simplify the zeroth Fourier coefficient. We recall the meromorphic continuation of the Eisenstein series (cp. again [12, Theorem 11.6, p.128] in combination with its generalisation to groups, having any finite number of cusps, as given on [12, p.295-296]) to $\mathbb{C}$ and the fact that on the line $\Re(s)=1 / 2$ one does not find any poles for it (cp. again [12, Theorem 11.8, p.130]) in combination with its generalisation to groups, having any finite number of cusp, as given on [12, p.296-298]). Now in light of (5.7), we read off directly from the last series expansion for $E_{0}(z, 1 / 2+\mathrm{i} w)$ just given the desired Fourier coefficients $\tau_{0, \chi_{0}}(m, w)$. Thus we also directly derive the formula for the product of $\bar{\tau}_{0, \chi_{0}}(m, w) \tau_{0, \chi_{0}}(n, w)$, as claimed in the lemma, employing again that from [10, 8.332.2] we know that

$$
\frac{1}{|\Gamma(1 / 2+\mathrm{i} w)|^{2}}=\frac{\cosh (\pi w)}{\pi}
$$

The same ansatz gives in a similar way the explicit Fourier coefficients for the Eisenstein series for the principal character for the cusp $\mathfrak{a} \sim \infty$. With this remark we finish the proof.

### 5.3.2 The primitive characters

With Lemma 5.5 now in place we can now commence with establishing an asymptotic formula for $\xi^{\text {cont }}(\alpha)$. We begin by dividing (5.6) into the contribution of non-principal character and the principal characters, i.e. we write

$$
\begin{equation*}
\xi^{\mathrm{cont}}(\alpha)=\xi_{\chi \neq \chi_{0}}^{\mathrm{cont}}(\alpha)+\xi_{\chi=\chi_{0}}^{\mathrm{cont}}(\alpha) \tag{5.16}
\end{equation*}
$$

where we postpone the treatment of the principal character to the next subsection. In the following we are going to prove that the term $\xi_{\chi \neq \chi_{0}}^{\text {cont }}(\alpha)$ in fact admits the same asymptotic expansion as the one given for $\xi^{\text {cont }}(\alpha)$ in Lemma 5.3 .

Proof. We begin by restating the definition of $\xi_{\chi \neq \chi_{0}}^{\text {cont }}(\alpha)$, which in light of 5 .6 is

$$
\frac{1}{2 \pi \varphi(N)} \sum_{\chi \neq \chi_{0}}^{+} \sum_{\mathfrak{a}} \int_{\mathbb{R}}\left|\sum_{M<m \leq 2 M} a_{m} \tau_{\mathfrak{a}, \chi}(m, w)\right|^{2} \frac{h(w)}{\cosh (\pi w)} d w
$$

We proceed by opening the square and then invoke Lemma 5.5 to obtain an explicit description of the Fourier coefficients at both cusps. Since the function $h$ is even by assumption, by a change of variables in the integral over one of the two resulting expressions, we may summarise the terms to

$$
\frac{4}{\pi \varphi(N) N} \int_{\mathbb{R}} h(w) \sum_{M<m, n \leq 2 M} \bar{a}_{m} a_{n} \sum_{\chi \neq \chi_{0}}^{+}\left(\frac{m}{n}\right)^{\mathrm{i} w} \sum_{l, k=1}^{\infty} \frac{\bar{\chi}(l) \chi(k) c_{l}(m) c_{k}(n)}{l k}\left(\frac{k}{l}\right)^{2 \mathrm{i} w} d w
$$

We artificially introduce the principal character again in the character sum in the latter expression and thus we have

$$
\begin{equation*}
\xi_{\chi \neq \chi_{0}}^{\mathrm{cont}}(\alpha)=\frac{4}{\pi \varphi(N) N} \int_{\mathbb{R}} \ldots \sum_{\chi \bmod N}^{+} \ldots d w-\mathscr{P}_{\chi_{0}}(\alpha), \tag{5.17}
\end{equation*}
$$

where we denote

$$
\begin{equation*}
\mathscr{P}_{\chi_{0}}(\alpha):=\frac{4}{\pi \varphi(N) N} \int_{\mathbb{R}} h(w) \sum_{M<m, n \leq 2 M} \bar{a}_{m} a_{n}\left(\frac{m}{n}\right)^{\mathrm{i} w} \sum_{l, k=1}^{\infty} \frac{\chi_{0}(l) \chi_{0}(k) c_{l}(m) c_{k}(n)}{l k}\left(\frac{k}{l}\right)^{2 \mathrm{i} w} d w . \tag{5.18}
\end{equation*}
$$

Our next goal is to precisely estimate the latter term. By virtually the same argument as outlined in Subsection 5.3.1 to prove the bound given in 5.13 we show

$$
\sum_{k=1}^{\infty} \frac{\chi_{0}(k) c_{k}(m)}{k^{1 \pm 2 \mathrm{i} w}} \ll(1+|w|) d(m) N^{\varepsilon}
$$

where $d(\cdot)$ is the divisor function. With the latter bound applied to 5.18), we quickly arrive at

$$
\begin{equation*}
\mathscr{P}_{\chi_{0}}(\alpha) \ll \frac{\|\alpha\|_{\infty}^{2} M^{2+\varepsilon}}{N^{2}} \tag{5.19}
\end{equation*}
$$

where the implied constant of course depends on the function $h$. Now we understand the term $\mathscr{P}_{\chi_{0}}(\alpha)$, which leaves us to analyse the second term in 5.17). Indeed we combine (5.17) with 5.19 to obtain

$$
\begin{equation*}
\xi_{\chi \neq \chi_{0}}^{\mathrm{cont}}(\alpha)=\mathscr{M}_{h=0}^{\infty}(\alpha)+\mathscr{R}(\alpha)+\mathcal{O}\left(\frac{\|\alpha\|_{\infty}^{2} M^{2+\varepsilon}}{N^{2}}\right) \tag{5.20}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathscr{R}(\alpha):=\frac{4}{\pi \varphi(N) N} \int_{\mathbb{R}} h(w) \sum_{M<m, n \leq 2 M} \bar{a}_{m} a_{n} \sum_{\chi \bmod N}^{+}\left(\frac{m}{n}\right)^{\mathrm{i} w} \sum_{\substack{l, k=1 \\ l \neq k}}^{\infty} \frac{\bar{\chi}(l) \chi(k) c_{l}(m) c_{k}(n)}{l k}\left(\frac{k}{l}\right)^{2 \mathrm{i} w} d w \tag{5.21}
\end{equation*}
$$

The first main term $\mathscr{M}_{h=0}^{\infty}(\alpha)$ in 5.20 is just the diagonal term of the $l, k$ double sum in the term we have left to investigate from (5.17) and is as introduced in Lemma 5.3 . This may be seen by writing the $m, n$-summation in the diagonal term of the $l, k$-double sum as

$$
\sum_{M<m \leq 2 M} \sum_{M<n \leq m} \cdots+\sum_{M<m \leq 2 M} \sum_{m<n \leq 2 M} \cdots,
$$

and then apply the change of variables $t \mapsto-t$ in the integration over one of the resulting two sums, recalling that the function $h$ is even by assumption.
The remainder of the proof is now concerned with estimating the term $\mathscr{R}(\alpha)$, to show that it does not contribute more than the current error term in (5.20). To this end we introduce a large cut-off parameter $\mathcal{Z}>N$, for which we state an appropriate choice at a later stage. With it we split the $l, k$-double sum in the definition of $\mathscr{R}(\alpha)$ in 5.21) into

$$
\begin{equation*}
\sum_{\substack{l \leq z \\ k \leq z \\ l \neq k}} \cdots+\sum_{\substack{l \leq z \\ k>z}} \cdots+\sum_{\substack{l>z \\ k \leq z}} \cdots+\sum_{\substack{l>z \\ k>z \\ l \neq k}} \cdots, \tag{5.22}
\end{equation*}
$$

and name the corresponding terms $\mathscr{R}_{1}(\alpha), \mathscr{R}_{2}(\alpha), \mathscr{R}_{3}(\alpha)$ and $\mathscr{R}_{4}(\alpha)$ respectively. We will handle the situation when both $k$ and $l$ are bounded first. Observing that

$$
\sum_{\chi \bmod N}^{+} \bar{\chi}(l) \chi(k)=\frac{1}{2} \sum_{\chi \bmod N}(\bar{\chi}(l) \chi(k)+\bar{\chi}(l) \chi(-k)),
$$

we may in some sense complete the character sum to run over all Dirichlet characters of modulus $N$ and therefore are allowed to invoke orthogonality of such, to impose a congruence condition on the $k, l$ double sum. After that, estimating directly, we find that

$$
\begin{equation*}
\mathscr{R}_{1}(\alpha) \ll \frac{1}{N} \sum_{M<m, n \leq 2 M}\left|\bar{a}_{m} a_{n}\right| \sum_{j=1,2} \sum_{\substack{l, k \leq \mathcal{Z} \\ l \equiv\left(-1 j^{j} k \bmod N \\ l \neq k\right.}} \frac{(l, m)(k, n)}{l k} \tag{5.23}
\end{equation*}
$$

where again we bound a Ramanujan sum with (5.5). The implied constant depends on the function $h$. It is easy to see that

$$
\begin{equation*}
\sum_{M<m \leq 2 M}\left|a_{m}\right|(h, m) \ll\|\alpha\|_{\infty} M \cdot d(h), \tag{5.24}
\end{equation*}
$$

again with $d(\cdot)$ being the divisor function. Now swapping summations in 5.23) with the latter bound in (5.24) we conclude

$$
\begin{equation*}
\mathscr{R}_{1}(\alpha) \ll \frac{\|\alpha\|_{\infty}^{2} M^{2}}{N} \sum_{j=1,2} \sum_{\substack{l, k \leq \mathcal{Z} \\ l=(-1) j_{k \bmod N} \\ l \neq k}} \frac{1}{(l k)^{1-\varepsilon}} . \tag{5.25}
\end{equation*}
$$

We will treat each sum, i.e. each case of the congruence, in the previous estimate at a time. Since both sums in (5.25) are symmetric in $l$ and $k$ it suffices to consider a sum in which we investigate the behaviour for $k>l$. Thus by partial summation we quickly see that we have the bound

$$
\begin{equation*}
\sum_{\substack{l \leq \mathcal{Z} \\ l}} \sum_{\substack{l<k \leq \mathcal{Z} \\ k \equiv l \text { mod } N}} \frac{1}{(l k)^{1-\varepsilon}} \ll \frac{\mathcal{Z}^{\varepsilon}}{N}, \tag{5.26}
\end{equation*}
$$

where we employ that

$$
\sum_{\substack{l<k \leq \mathcal{Z} \\ k \equiv l \bmod N}} 1 \ll \frac{\mathcal{Z}}{N}
$$

We now have to take care of the second sum in 5.25, which considers terms with $l \equiv-k(\bmod N)$. For technical reasons it is helpful to write the summation as

$$
\begin{equation*}
\sum_{l \leq \mathcal{Z}} \sum_{\substack{l<k \leq \mathcal{Z} \\ k \equiv-l \bmod N}} \frac{1}{(l k)^{1-\varepsilon}}=\sum_{\substack{l<N / 2}} \sum_{\substack{N / 2<k \leq N \\ k \equiv-l \bmod N}} \cdots+\sum_{l<N / 2} \sum_{\substack{N<k \leq \mathcal{Z} \\ k \equiv-l \bmod N}} \cdots+\sum_{\substack{N / 2 \leq l \leq \mathcal{Z} \\ \max \{l, N\}<k \leq \mathcal{Z} \\ k \equiv-l \bmod N}} \cdots \tag{5.27}
\end{equation*}
$$

which is seen easily, considering the congruence relation satisfied by the two non-equal summation indices. As usual we interpret an empty sum as zero. We investigate each of the three sums in 5.27) after the split at a time. For the first one we obtain directly

$$
\sum_{\substack{l<N / 2}} \sum_{\substack{N / 2<k \leq N \\ k \equiv-l \bmod N}} \frac{1}{(l k)^{1-\varepsilon}}=\sum_{l<N / 2} \frac{1}{l^{1-\varepsilon}} \sum_{1 / 2+l / N<\nu \leq 1+l / N} \frac{1}{(\nu N-l)^{1-\varepsilon}} \ll \frac{1}{N^{1-\varepsilon}}
$$

with the $\nu$-summation containing exactly the term $\nu=1$. For the second and third sum of 5.27) we see by partial summation, very much in the same fashion as we obtained the bound in (5.26), the estimates

$$
\sum_{l<N / 2} \sum_{\substack{N<k \leq \mathcal{Z} \\ k \equiv-l \bmod N}} \frac{1}{(l k)^{1-\varepsilon}} \ll \frac{\mathcal{Z}^{\varepsilon}}{N} \text { and } \sum_{\substack{N / 2 \leq l \leq \mathcal{Z}}} \sum_{\substack{\max \{l, N\}<k \leq \mathcal{Z} \\ k \equiv-l \bmod N}} \frac{1}{(l k)^{1-\varepsilon}} \ll \frac{\mathcal{Z}^{\varepsilon}}{N}
$$

respectively. Hence combing the bounds for the three sums, we split into in (5.27), the original sum therein admits also the upper bound $\mathcal{Z}^{\varepsilon} / N$. Together with $(5.26)$ we then conclude from $\sqrt{5.25}$ that

$$
\begin{equation*}
\mathscr{R}_{1}(\alpha) \ll \frac{\|\alpha\|_{\infty}^{2} M^{2} \mathcal{Z}^{\varepsilon}}{N^{2}} . \tag{5.28}
\end{equation*}
$$

We have now taken care of the first sum of $(5.22)$. Next we turn our attention towards the two double sums which have one summation index bounded and one unbounded. Indeed the sums $\mathscr{R}_{2}(\alpha)$ and $\mathscr{R}_{3}(\alpha)$ can be controlled by the same technique, ultimately both having the same upper bound. Thus we will only demonstrate how to estimate one of them. For the second sum we find

$$
\begin{equation*}
\mathscr{R}_{2}(\alpha) \ll \frac{1}{\varphi(N) N} \int_{\mathbb{R}}|h(w)| \sum_{M<m, n \leq 2 M}\left|\bar{a}_{m} a_{n}\right| \sum_{\chi \bmod N}^{+} \sum_{l \leq \mathcal{Z}} \frac{(l, m)}{l}\left|\sum_{k>\mathcal{Z}} \frac{c_{k}(n) \chi(k)}{k^{1-2 \mathrm{i} w}}\right| d w \tag{5.29}
\end{equation*}
$$

again bounding the Ramanujan sum with (5.5). We are now interested into estimating the $k$-summation in the latter expression, aiming to save in the cut-off parameter $\mathcal{Z}$. First we consider the summation running in some interval $(\mathcal{Z}, \mathcal{B}]$. Rewriting the Ramanujan sum $c_{k}(n)$ using the identity in 5.12 and after swapping the order of summation we obtain

$$
\begin{equation*}
\sum_{\mathcal{Z}<k \leq \mathcal{B}} \frac{c_{k}(n) \chi(k)}{k^{1-2 \mathrm{i} w}}=\sum_{d \mid n} \chi(d) d^{2 \mathrm{i} w} \sum_{\mathcal{Z} / d<k \leq \mathcal{B} / d} \frac{\mu(k) \chi(k)}{k^{1-2 \mathrm{i} w}} . \tag{5.30}
\end{equation*}
$$

The last sum may now be approached by summation by parts. Assuming RH, as explained in Section 2.5 , we have the bound

$$
\sum_{k \leq X} \chi(k) \mu(k) \ll N^{\varepsilon} X^{1 / 2+\varepsilon}
$$

for any $X>0$, which allows us to conclude

$$
\sum_{\mathcal{Z} / d<k \leq \mathcal{B} / d} \frac{\mu(k) \chi(k)}{k^{1-2 \mathrm{i} w}} \ll(1+|w|) N^{\varepsilon}\left(\frac{d}{\mathcal{B}}+\frac{d}{\mathcal{Z}}\right)^{1 / 2-\varepsilon}
$$

Hence using the latter bound in 5.30 and then letting $\mathcal{B} \rightarrow \infty$, we arrive at

$$
\begin{equation*}
\sum_{k>\mathcal{Z}} \frac{c_{k}(n) \chi(k)}{k^{1-2 \mathrm{i} w}} \ll \frac{(1+|w|) n^{1 / 2} N^{\varepsilon}}{\mathcal{Z}^{1 / 2-\varepsilon}} \tag{5.31}
\end{equation*}
$$

The bound in 5.31, that we just derived, is an essential ingredient to control the sum $\mathscr{R}_{2}(\alpha)$. It ensures that, extending from (5.29), we have

$$
\begin{equation*}
\mathscr{R}_{2}(\alpha) \ll \frac{\|\alpha\|_{\infty}^{2} M^{5 / 2+\varepsilon}}{N \mathcal{Z}^{1 / 2-\varepsilon}} \tag{5.32}
\end{equation*}
$$

where we used the estimate 5.24 . The implied constant again depends on the function $h$. It remains to treat the sum $\mathscr{R}_{4}(\alpha)$, which is the case of both summation indices $k$ and $l$ being unbounded. Starting from
its definition given in 5.22, we see that it is again in fact enough to consider the case of $k>l$. The situation in which $l<k$ will then follow by a symmetric argument. First investigating the scenario when $l \in(\mathcal{Z}, \mathcal{B}]$, we find for such pieces of the $l, k$ double sum the bound

$$
\begin{equation*}
\sum_{\mathcal{Z}<l \leq \mathcal{B}} \frac{(l, m)}{l}\left|\sum_{k>l} \frac{c_{k}(n) \chi(k)}{k^{1-2 \mathrm{i} w}}\right| \ll(1+|w|) n^{1 / 2} N^{\varepsilon} \sum_{\mathcal{Z}<l \leq \mathcal{B}} \frac{(l, m)}{l^{3 / 2-\varepsilon}}, \tag{5.33}
\end{equation*}
$$

where we employ the upper bound given in 5.31) to control the $k$ sum and again 5.5) to estimate one of the Ramanujan sums. Now in the $l$-summation we observe that we have

$$
l>l^{4 \varepsilon} \mathcal{Z}^{1-4 \varepsilon}
$$

for any $\varepsilon>0$, and hence from (5.33) we estimate further by

$$
\sum_{\mathcal{Z}<l \leq \mathcal{B}} \frac{(l, m)}{l}\left|\sum_{k>l} \frac{c_{k}(n) \chi(k)}{k^{1-2 \mathrm{i} w}}\right| \ll \frac{(1+|w|) n^{1 / 2} N^{\varepsilon}}{\mathcal{Z}^{1 / 2-3 \varepsilon}} \sum_{\mathcal{Z}<l \leq \mathcal{B}} \frac{(l, m)}{l^{1+\varepsilon}} .
$$

The latter is now in fact an absolutely convergent sum and we can take $\mathcal{B} \rightarrow \infty$. With this bound for all $l>\mathcal{Z}$ in place, it is easy to see that

$$
\begin{equation*}
\mathscr{R}_{4}(\alpha) \ll \frac{\|\alpha\|_{\infty}^{2} M^{5 / 2+\varepsilon}}{N \mathcal{Z}^{1 / 2-3 \varepsilon}} \sum_{l>\mathcal{Z}} \frac{d(l)}{l^{1+\varepsilon}} \ll \frac{\|\alpha\|_{\infty}^{2} M^{5 / 2+\varepsilon}}{N \mathcal{Z}^{1 / 2-\varepsilon}}, \tag{5.34}
\end{equation*}
$$

again relying on 5.24 and where $d(\cdot)$ is as usual the divisor sum. Now we can put everything together. Collecting the bounds from $5.28,5.32$, which as mentioned we have also as bound for $\mathscr{R}_{3}(\alpha)$, and (5.34), we infer from (5.22) that

$$
\mathscr{R}(\alpha) \ll \frac{\|\alpha\|_{\infty}^{2} M^{2+\varepsilon}}{N}\left(\frac{\mathcal{Z}^{\varepsilon}}{N}+\frac{M^{1 / 2} \mathcal{Z}^{\varepsilon}}{\mathcal{Z}^{1 / 2}}\right) .
$$

Choosing $\mathcal{Z}=N^{2} M$ in the estimate we just obtained for $\mathscr{R}(\alpha)$, we conclude with it from 5.20 the desired asymptotic expansion

$$
\begin{equation*}
\xi_{\chi \neq \chi_{0}}^{\mathrm{cont}}(\alpha)=\mathscr{M}_{h=0}^{\infty}(\alpha)+\mathcal{O}\left(\frac{\|\alpha\|_{\infty}^{2} M^{2+\varepsilon}}{N^{2}}\right) \tag{5.35}
\end{equation*}
$$

which finishes our argument.

### 5.3.3 The contribution of the principal character

In the previous subsection we split $\xi^{\text {cont }}(\alpha)$ in 5.16 into the contribution of the principal character and the primitive characters of prime modulus $N$ with correct parity. For the latter we then established in (5.35) the asymptotic expansion

$$
\xi_{\chi \neq \chi_{0}}^{\mathrm{cont}}(\alpha)=\mathscr{M}_{h=0}^{\infty}(\alpha)+\mathcal{O}\left(\frac{\|\alpha\|_{\infty}^{2} M^{2+\varepsilon}}{N^{2}}\right) .
$$

In order to fully prove Lemma 5.3 it remains to estimate the contribution of the principal character to $\xi^{\text {cont }}(\alpha)$. Indeed in light of 5.16 we will be able to conclude the result if we establish that

$$
\xi_{\chi=\chi_{0}}^{\text {cont }}(\alpha) \ll \frac{\|\alpha\|_{\infty}^{2} M^{2+\varepsilon}}{N^{2}}
$$

which is, what we are going to do now.

Proof. First we recall the definition of the contribution of the principal character. Opening the square we find that

$$
\xi_{\chi=\chi_{0}}^{\mathrm{cont}}(\alpha)=\frac{1}{2 \pi \varphi(N)} \sum_{\mathfrak{a}} \int_{\mathbb{R}} \sum_{M<m, n \leq 2 M} \bar{a}_{m} a_{n} \bar{\tau}_{\mathfrak{a}, \chi_{0}}(m, w) \tau_{\mathfrak{a}, \chi_{0}}(n, w) \frac{h(w)}{\cosh (\pi w)} d w
$$

With Lemma 5.5 we may insert in the latter expression concrete formulae for the products of the Fourier coefficients of the Eisenstein series for the principal character at each of the two cusps. We obtain

$$
\begin{align*}
& \xi_{\chi=\chi_{0}}^{\operatorname{cont}^{\chi}}(\alpha) \\
& \quad=\frac{2}{\pi \varphi(N)} \int_{\mathbb{R}} h(w) \sum_{M<m, n \leq 2 M} \bar{a}_{m} a_{n}\left(\frac{n}{m}\right)^{\mathrm{i} w} \sum_{\substack{l, k=1 \\
l, k \equiv 0 \bmod N}}^{\infty} \frac{c_{l}(m) c_{k}(n)}{l k}\left(\frac{l}{k}\right)^{2 \mathrm{i} w} d w+\frac{\mathscr{P}_{\chi_{0}}(\alpha)}{2} \tag{5.36}
\end{align*}
$$

where the contribution is, by a change of variables, just the term $\mathscr{P}_{\chi_{0}}(\alpha)$, as defined in 5.18). From 5.19) we know however already that

$$
\mathscr{P}_{\chi_{0}}(\alpha) \ll \frac{\|\alpha\|_{\infty}^{2} M^{2+\varepsilon}}{N^{2}},
$$

which is a bound of the desired quality. Hence what is left, is to estimate the contribution of the cusp $\mathfrak{a} \sim \infty$. Since the arguments, that produce suitable bounds for the contributions of the $m$ and $n$ sums in 5.36, will be essentially the same we are only going to demonstrate how to estimate

$$
\begin{equation*}
\sum_{M<n \leq 2 M} a_{n} n^{\mathrm{i} w} \sum_{\substack{k=1 \\ k \equiv 0 \bmod N}}^{\infty} \frac{c_{k}(n)}{k^{1+2 \mathrm{i} w}}=\frac{1}{N^{1+2 \mathrm{i} w}} \sum_{M<n \leq 2 M} a_{n} n^{\mathrm{i} w}\left(\sum_{k \leq \mathcal{Y}} \frac{c_{k N}(n)}{k^{1+2 \mathrm{i} w}}+\sum_{k>\mathcal{Y}} \frac{c_{k N}(n)}{k^{1+2 \mathrm{i} w}}\right) \tag{5.37}
\end{equation*}
$$

where again we introduce some cut-off parameter $\mathcal{Y}$, to be specified later. We turn our attention to the sum with bounded summation index. Using the estimate (5.5) for the Ramanujan sum we obtain at once that this part is dominated by

$$
\begin{equation*}
\frac{1}{N} \sum_{k \leq \mathcal{Y}} \frac{1}{k} \sum_{M<n \leq 2 M}\left|a_{n}\right|(k N, n) \ll \frac{\|\alpha\|_{\infty} M^{1+\varepsilon} \mathcal{Y}^{\varepsilon}}{N} \tag{5.38}
\end{equation*}
$$

employing again $\sqrt{5.24}$ to control the $n$-summation. For the infinite part of the $k$ sum on the right hand side in 5.37 we proceed by considering it in an interval $(\mathcal{Y}, \mathcal{B}]$ first and after inserting the expression given in 5.12) for the Ramanujan sum $c_{k N}(n)$ we quickly arrive at

$$
\frac{1}{N^{1+2 \mathrm{i} w}} \sum_{M<n \leq 2 M} a_{n} n^{\mathrm{i} w} \sum_{\mathcal{Y}<k \leq \mathcal{B}} \frac{c_{k N}(n)}{k^{1+2 \mathrm{i} w}}=\sum_{M<n \leq 2 M} a_{n} n^{\mathrm{i} w} \sum_{d \mid n} d^{-2 \mathrm{i} w} \sum_{N \mathcal{Y} / d<k \leq N \mathcal{B} / d} \frac{\mu(k)}{k^{1+2 \mathrm{i} w}} .
$$

The latter $k$-summation may now be estimated using summation by parts. Since we assume RH we may employ the bound

$$
\sum_{k \leq X} \mu(k) \ll X^{1 / 2+\varepsilon}
$$

in the process (see Section 2.5). Letting $\mathcal{B} \rightarrow \infty$ we then find

$$
\begin{equation*}
\frac{1}{N^{1+2 \mathrm{i} w}} \sum_{M<n \leq 2 M} a_{n} n^{\mathrm{i} w} \sum_{k>\mathcal{Y}} \frac{c_{k N}(n)}{k^{1+2 \mathrm{i} w}} \ll \frac{(1+|w|)\|\alpha\|_{\infty} M^{3 / 2+\varepsilon} \mathcal{Y}^{\varepsilon}}{(\mathcal{Y} N)^{1 / 2}} . \tag{5.39}
\end{equation*}
$$

Now we can finally bound $\xi_{\chi=\chi_{0}}^{\text {cont }}(\alpha)$. We choose $\mathcal{Y}=M N$ and combine the bounds derived in 55.38 and (5.39) in (5.37) to conclude

$$
\begin{equation*}
\sum_{M<n \leq 2 M} a_{n} n^{\mathrm{i} w} \sum_{\substack{k=1 \\ k \equiv 0 \bmod N}}^{\infty} \frac{c_{k}(n)}{k^{1+2 \mathrm{i} w}} \ll \frac{(1+|w|)\|\alpha\|_{\infty} M^{1+\varepsilon}}{N} . \tag{5.40}
\end{equation*}
$$

As explained since the two are very similar, we can now employ the latter bound to control both the $m$ and $n$-summation in 5.36). Thus with 5.40 and recalling the upper bound for $\mathscr{P}_{\chi_{0}}(\alpha)$, given in 5.19), we obtain via (5.36) the desired estimate

$$
\xi_{\chi=\chi_{0}}^{\mathrm{cont}}(\alpha) \ll \frac{\|\alpha\|_{\infty}^{2} M^{2+\varepsilon}}{N^{2}},
$$

which finishes the proof.

## Chapter 6

## A large sieve for Maaß cusp forms

### 6.1 The main theorem

In this chapter we are finally going to present the main result. We derive an asymptotic formula for $\xi^{\text {disc }}(\alpha)$, with a cut off parameter $X$ that upon varying will allow us to reduce the number of terms in the main term while increasing the error term and vice versa. From our result we will also deduce an upper bound for the whole main term and thus obtain a large sieve inequality for Maaß cusp forms, estimating

$$
\xi^{\mathrm{disc}}(\alpha)=\frac{1}{\varphi(N) N} \sum_{\chi \bmod N}^{+} \sum_{u \in \mathcal{U}_{\chi}^{\mathrm{Maaß}}}\left|\sum_{M<m \leq 2 M} a_{m} \rho_{u}^{*}(m)\right|^{2} h\left(t_{u}\right),
$$

just as introduced in (4.2), but where we choose the normalisation for the Fourier coefficients given by

$$
\rho_{u}^{*}(m):=\rho_{u}(m)\left(\frac{2 N}{\cosh \left(\pi t_{u}\right)}\right)^{1 / 2}
$$

With this adjustment of the Fourier coefficients $\rho_{u}^{*}(m)$ of Maaß cusp forms we expect them to be bounded on average by a constant. This estimate for $\xi^{\mathrm{disc}}(\alpha)$ is the main result of this thesis. Before however we proceed to stating the results just mentioned in more detail, we have to introduce some notation. For the purpose of estimating some or even all of the terms of the main term $\mathscr{M}_{h \neq 0}(\alpha)$, as stated in Theorem 5.1 it is useful to investigate what happens when the $h$-summation therein runs in an interval. Hence for $1 \leq X_{1} \leq X_{2} \leq 2 H$, with $H=327(M / N)^{1+\delta}$, for an odd prime $N$ and $M>N$ as in Theorem4.2, we define the function $\Delta_{X_{1}}^{X_{2}}(\alpha)$ for any choice of $\alpha \in \mathbb{C}_{M}^{\infty}$ by

$$
\begin{equation*}
\frac{1}{N} \sum_{\substack{1 \leq t \leq v \\(t, N)=1}} \frac{1}{t^{2}} \sum_{X_{1} \leq|h| \leq X_{2}} f\left(\frac{h}{H}\right) \sum_{M<m, n \leq 2 M} \bar{a}_{m} a_{n} S(h \bar{N}, m, t) S(h \bar{N}, n, t) \mathscr{I}\left(\frac{m}{N t}, \frac{n}{N t}, \frac{h}{t}\right), \tag{6.1}
\end{equation*}
$$

where we recall that the function $f: \mathbb{R} \rightarrow \mathbb{R}_{\geq 0}$ is smooth, even, admits $\operatorname{supp}(f) \subseteq[-2,2]$, and takes the value one throughout the interval $[-1,1]$. The remaining objects in the definition of $\Delta_{X_{1}}^{X_{2}}(\alpha)$ are understood to be coherent with the ones present in the main term of the asymptotic formula given in Theorem[5.1. With this quadratic form in place we are now in a position to state the main theorem of this chapter.

Theorem 6.1. Assume the validity of RH, as in The Riemann hypothesis 2.7 (cp. Section 2.5). Consider any $\alpha \in \mathbb{C}_{M}^{\infty}$. For an odd prime level $N$ we choose $T=M / N>1$ and let $X \in[1, T] \cap \mathbb{N}$. Then we find

$$
\begin{equation*}
\xi^{\mathrm{disc}}(\alpha)=\mathscr{M}_{X}(\alpha)+\mathcal{O}\left(\|\alpha\|_{\infty}^{2}\left(\left(\frac{M}{N X}\right)^{1 / 2}+\frac{M}{N^{2}}\right) M^{1+\varepsilon}\right) \tag{6.2}
\end{equation*}
$$

with an implied constant depending on the choice of the Schwartz function $h$. The main term $\mathscr{M}_{X}(\alpha)$ is given by

$$
\begin{equation*}
\frac{1}{N} \sum_{\substack{1 \leq t \leq T \\(t, N)=1}} \frac{1}{t^{2}} \sum_{1 \leq|h|<X} \sum_{M<m, n \leq 2 M} \bar{a}_{m} a_{n} S(h \bar{N}, m, t) S(h \bar{N}, n, t) \mathscr{I}\left(\frac{m}{N t}, \frac{n}{N t}, \frac{h}{t}\right) . \tag{6.3}
\end{equation*}
$$

In order to give a complete description we recall the definition of the function $\mathscr{I}$. If we sum in the above main term over positive $h$ we have

$$
\mathscr{I}\left(\frac{m}{N t}, \frac{n}{N t}, \frac{h}{t}\right)=-\mathrm{i} \int_{\mathbb{R}} \frac{4 \pi^{2} h(x)}{\sinh ^{2}(\pi x)} J_{2 \mathrm{i} x}\left(\frac{4 \pi}{t} \sqrt{\frac{h m}{N}}\right) \Im\left(J_{2 \mathrm{i} x}\left(\frac{4 \pi}{t} \sqrt{\frac{h n}{N}}\right)\right) d_{\mathrm{spec}} x
$$

whereas if the $h$-summation takes negative values the function is

$$
\mathscr{I}\left(\frac{m}{N t}, \frac{n}{N t}, \frac{h}{t}\right)=\mathrm{i} \int_{\mathbb{R}} \frac{8 \pi h(x)}{\tanh (\pi x)} Y_{2 \mathrm{i} x}\left(\frac{4 \pi}{t} \sqrt{\frac{|h| \max \{m, n\}}{N}}\right) K_{2 \mathrm{i} x}\left(\frac{4 \pi}{t} \sqrt{\frac{|h| \min \{m, n\}}{N}}\right) d_{\mathrm{spec}} x
$$

By J, Y and $K$ we denote, coherent with the previous occurrences of $\mathscr{I}$, the corresponding Bessel functions.
The theorem just stated is the equivalent of [15, Theorem 1.1] in the context of Maaß cusp forms, and the asymptotic formula shares with the one in [15], Theorem 1.1] similar features, which we are going to discuss in more detail in the following. First of all we observe that the asymptotic formula in 6.2) comprises an interesting trade off between the number of terms of the main term $\mathscr{M}_{X}(\alpha)$ and the error term. As the parameter $X$ is chosen larger and larger, we increase the number of terms in the main term. The reward is a smaller error. Vice versa we observe that for having a main term with fewer terms, i.e. choosing $X$ closer to one, we have to pay the price by accepting a larger error term.
Furthermore we point out that Theorem 6.1 for the choice $X=[T]$ essentially just restates Theorem 5.1, however with the smaller $T-1$ as an upper bound for the interval over which we consider the $h$-summation. The most interesting observation however is probably the statement that transpires for the choice $X=1$. This means that we estimate the whole main term $\mathscr{M}_{h \neq 0}(\alpha)$ essentially as stated in Theorem5.1, yet with the slightly revised choice $T-1$ as the upper bound for the $h$-summation, which becomes clearer after pointing our that we have roughly

$$
\mathscr{M}_{h \neq 0}(\alpha) \approx \mathscr{M}_{X}(\alpha)+\Delta_{X}^{T}(\alpha)
$$

up to an error of the same size as the one in Theorem 5.1. We will provide more details justifying this in due course. Now from the definition in $\sqrt{6.3}$ it is clear that $\mathscr{M}_{1}(\alpha)$ does not contain any terms and the error term in 6.2 will result from estimating $\Delta_{X}^{T}(\alpha)$, which in this scenario is $\Delta_{1}^{T}(\alpha) \approx \mathscr{M}_{h \neq 0}(\alpha)$. Hence estimating the whole main term, we can deduce a large sieve inequality for Maaß cusp forms, very much in a similar way as the equivalent result [15, Corollary 12.1] is derived in the case of holomorphic modular forms, and so by choosing the cut-off parameter as $X=1$ from Theorem6.1 we arrive immediately at the estimate

$$
\sum_{\chi \bmod N}^{+} \sum_{u \in \mathcal{U}_{\chi}^{\text {Maaß }}}\left|\sum_{M<m \leq 2 M} a_{m} \rho_{u}^{*}(m)\right|^{2} h\left(t_{u}\right) \ll\|\alpha\|_{\infty}^{2}\left(\left(N^{3} M\right)^{1 / 2}+M\right) M^{1+\varepsilon}
$$

which holds for every $\alpha \in \mathbb{C}_{M}^{\infty}$ and odd prime level $N$ and of course under the assumption that RH holds true. We summarise this inequality as the main result of this thesis in Theorem 1.1. It is a large sieve inequality for Maaß cusp forms taken from the family

$$
\mathcal{U}^{\mathrm{Maaß}}=\bigcup_{\substack{\chi \text { modN } \\ \chi(-1)=1}} \mathcal{U}_{\chi}^{\text {Maaß }}
$$

Here, for the Hecke congruence subgroup $\Gamma_{0}(N)$ of odd prime level $N$, each of $\mathcal{U}_{\chi}^{\mathrm{Maaß}}$ represents an orthonormal basis of the space $\mathcal{C}\left(\Gamma_{0}(N) \backslash \mathbb{H} ; \chi\right)$. For a detailed discussion of this result we refer the reader to the introduction of this thesis. We will now proceed by giving a proof of Theorem6.1.

### 6.2 Proof of the main theorem

In this section we are going to present a proof justifying Theorem 6.1. which is in some sense a modified version of Theorem 5.1 The overall strategy of the following proof is based on the argument and ansatz establishing [15, Theorem 1.1, (for statement see p. 543 and for the proof p.557-561)] and we follow their approach and outline to some extent.

Proof. We make the same assumptions as in Theorem 5.1. Now the overall strategy is as follows: First we are going to establish a slightly stronger version of Theorem 5.1 for $T-1$ limiting the interval of the $|h|$-summation. To this end we define $T^{*}$ to be $T$, in case of $T \notin \mathbb{N}$ and to be $T+1$, provided $T \in \mathbb{N}$, i.e. $T^{*} \asymp T$, and observe that

$$
\mathscr{M}_{h \neq 0}(\alpha)=\mathscr{M}_{T^{*}}(\alpha)+\Delta_{T^{*}}^{2 H}(\alpha)
$$

where the term $\mathscr{M}_{T^{*}}(\alpha)$ is defined coherent with the previous notation introduced in 6.3). It will turn out that the part of the main term for which $T^{*} \leq|h| \leq 2 H$ does not contribute more than the already existing error term in Theorem4.2 Indeed we have that

$$
\begin{equation*}
\Delta_{T^{*}}^{2 H}(\alpha) \ll\|\alpha\|^{2}\left(1+\frac{M}{N^{2}}\right) M^{\varepsilon} \tag{6.4}
\end{equation*}
$$

Furthermore for a cut off parameter $X \in[1, T] \cap \mathbb{N}$, we observe that

$$
\mathscr{M}_{T^{*}}(\alpha)=\mathscr{M}_{X}(\alpha)+\Delta_{X}^{T}(\alpha)
$$

and as a result we deduce directly from Theorem5.1 that

$$
\begin{equation*}
\xi^{\mathrm{disc}}(\alpha)=\mathscr{M}_{X}(\alpha)+\Delta_{X}^{T}(\alpha)+\mathcal{O}\left(\|\alpha\|_{\infty}^{2}\left(1+\frac{M}{N^{2}}\right) M^{1+\varepsilon}\right) \tag{6.5}
\end{equation*}
$$

At this stage we are now very close to concluding the desired result. We point out that the cut-off function satisfies $f(x)=1$, for $-1 \leq x \leq 1$, which is always the case in the main term $\mathscr{M}_{X}(\alpha)$ in this context, since $X \leq T<327 T^{1+\delta}=H$. It remains to gain some understanding of the size to the term $\Delta_{X}^{T}(\alpha)$, which is provided by the next lemma.
Lemma 6.2. Let the quadratic form $\Delta_{X}^{T}(\alpha)$ be defined coherently with the definition in 6.1, for $T=$ $M / N>1$, where $N$ is an odd prime, and for any $X \in[1, T] \cap \mathbb{N}$. Then for every choice of $\alpha \in \mathbb{C}_{M}^{\infty}$ we obtain

$$
\begin{equation*}
\Delta_{X}^{T}(\alpha) \ll\|\alpha\|^{2}\left(\left(\frac{M}{N X}\right)^{1 / 2}+\frac{M}{N^{2}}\right) M^{\varepsilon} \tag{6.6}
\end{equation*}
$$

where the implied constant of this bound is a function of the Schwartz function $h$.

Now, if we estimate in 6.6 the norm of the vector trivially via

$$
\begin{equation*}
\|\alpha\|^{2} \ll M\|\alpha\|_{\infty}^{2} \tag{6.7}
\end{equation*}
$$

the resulting bound for $\Delta_{X}^{T}(\alpha)$ clearly always supersedes the error term in 6.5. For this revised estimate derived from Lemma 6.2 we highlight the fact that as $X$ increases the size of the bound decreases, with the smallest possible one being of the same magnitude as the error in the asymptotic expansion in 6.5 . Thus with Lemma 6.2, in which we choose to estimate the vector using 6.7, applied to 6.5], we conclude Theorem 6.1 .

For a complete detailed argument supporting the main result, we have to justify Lemma 6.2 and the inequality (6.4). The latter however holds true by a slightly simpler version of the argument supporting the Lemma 6.2 The structure is very much similar in shape and applies the same intermediate results as tools. We will therefore restrict to providing a full account of the proof of Lemma 6.2 only, and omit a detailed discussion of an argument for (6.4). Establishing Lemma 6.2 is the subject of the next section.

### 6.3 The size of $\Delta_{X}^{T}(\alpha)$

In this section we will prove Lemma 6.2. We recall the definition for $\Delta_{X}^{T}(\alpha)$ as given in 6.1 and therefore want to show

$$
\Delta_{X}^{T}(\alpha) \ll\|\alpha\|^{2}\left(\left(\frac{M}{N X}\right)^{1 / 2}+\frac{M}{N^{2}}\right) M^{\varepsilon}
$$

where we impose the same conditions as in Theorem 4.2. In the proof we are going to give in this section, we will follow the same overall strategy, ansatz and outline as used in in [15] to show that estimating parts of the main term of the asymptotic expansion from [15, Theorem 10.1] causes an error term of the size present in the asymptotic formula in [15, Theorem 1.1].

Proof. Again just as at the end of the previous section we highlight the fact the the cut-off function admits $f(h / H)=1$, for every $h \in(-T, T)$, and thus in the following we always replace it by the constant function begin one in $\Delta_{X}^{T}(\alpha)$. Via the function $\mathscr{I}$ we see that producing a good estimate depends heavily on understanding the various Bessel functions involved. Thus we will study some large sieve estimates for the $J, Y$ and $K$-Bessel functions in intervals first, i.e. we restrict to the summations involved running in $t \asymp Z$ and $h \asymp R$. We have the following two lemmata.

Lemma 6.3. Let $\nu \in \mathbb{C}$, the level $N$ be an odd prime and consider $Z, R \geq 1$. For any $\alpha \in \mathbb{C}_{M}^{\infty}$ define

$$
\mathcal{N}_{1}(Z, R ; \nu):=\sum_{\substack{Z<t \leq 4 Z \\(t, N)=1}} \sum_{R<h \leq 2 R}\left|\sum_{M<n \leq 2 M} a_{n} S( \pm h \bar{N}, n, t)\left(\frac{t^{2} N}{h n}\right)^{\nu / 2}\right|^{2} .
$$

Then we obtain the bound

$$
\mathcal{N}_{1}(Z, R ; \nu) \ll\|\alpha\|^{2}\left(\frac{Z^{2} N}{R M}\right)^{\Re \nu}\left(R Z^{2}+R M+Z^{3}+Z M\right)
$$

The bound for $\mathcal{N}_{1}(Z, R ; \nu)$ exploits random sign changes of the Kloosterman sum as $h$ and $t$ run through the indicated intervals to obtain some saving. This result is somehow connected to the $K$-Bessel function, which we will discuss in more detail in Section 6.4 Furthermore for the $J$ - and $Y$-Bessel function we have the following large sieve.

Lemma 6.4. Let $N$ be an odd prime and $1 \leq Z \leq T$ and $1 \leq R \leq H$, where $T=M / N>1$ and $H=327 T^{1+\delta}$ are as in Theorem 4.2 For any $\alpha \in \mathbb{C}_{M}^{\infty}$ define

$$
\mathcal{N}_{2}(Z, R ; \nu):=\sum_{\substack{Z<t \leq 2 Z \\(t, N)=1}} \sum_{R<h \leq 2 R}\left|\sum_{M<n \leq 2 M} a_{n} S( \pm h \bar{N}, n, t) B_{\nu}\left(\frac{4 \pi}{t} \sqrt{\frac{h n}{N}}\right)\right|^{2}
$$

Then we have

$$
\mathcal{N}_{2}(Z, R ; \nu) \ll\|\alpha\|^{2} N Z^{2}\left(1+\frac{M}{N^{2}}+\left(\frac{M}{R N}\right)^{1 / 2}\right) M^{\varepsilon} e^{3 \pi|\Im \nu|}
$$

The function $B_{\nu}(x)$ denotes either the $Y$ - or the $J$-Bessel function with index $\nu \in \mathrm{i} \mathbb{R}$ and of argument $x \in \mathbb{R}_{>0}$.

In addition to the sign changes of the Kloosterman sum the latter estimate exploits also oscillation of the Bessel functions to get a saving. For the above result we remark that Lemma 6.4 treats a scenario in a similar style as [15, Proposition 12.1]. Both Lemmata just introduced above, will play an integral part in proving Lemma 6.2 . For now we postpone their proofs to Section 6.4 and proceed with our investigation of $\Delta_{X}^{T}(\alpha)$. We distinguish the sign of the summation variable $h$ and establish the bound given in 6.6 for each of the two cases separately. We write

$$
\begin{equation*}
\Delta_{X}^{T}(\alpha):=\Delta_{X}^{+}(\alpha)+\Delta_{X}^{-}(\alpha) \tag{6.8}
\end{equation*}
$$

where the superscript indicates naturally the sign of the summation variable $h$ and start to treat the part for negative sign first, which is mildly more complicated than for the positive sign. We recall $\Delta_{X}^{-}(\alpha)$ is given by

$$
\begin{align*}
\frac{8 \mathrm{i}}{\pi N} \int_{\mathbb{R}} h(w) w & \sum_{X \leq h \leq T} \sum_{\substack{1 \leq t \leq T \\
(t, N)=1}} \frac{1}{t^{2}} \sum_{M<m, n \leq 2 M} \bar{a}_{m} a_{n} S(-h \bar{N}, m, t) \\
& \cdot S(-h \bar{N}, n, t) Y_{2 \mathrm{i} w}\left(\frac{4 \pi}{t} \sqrt{\frac{h \max \{m, n\}}{N}}\right) K_{2 \mathrm{i} w}\left(\frac{4 \pi}{t} \sqrt{\frac{h \min \{m, n\}}{N}}\right) d w \tag{6.9}
\end{align*}
$$

Just as in Subsection 4.6.1 we would like to get rid of the max / min functions in the arguments of the Bessel functions first. Thus we recall the function $\kappa$ as introduced in 4.32 to assist with this task and as before we separate variables in the argument of this function using the inverse Fourier transform, at the cost of an epsilon power of $M$ (cp. 4.33). At this point we split the $t$-summation in 6.9) into

$$
\sum_{X \leq h \leq T} \sum_{\substack{1 \leq t<\sqrt{T h} \\(t, N)=1}} \cdots+\sum_{X \leq h \leq T} \sum_{\substack{\sqrt{T h} \leq t \leq T \\(t, N)=1}} \cdots,
$$

which allows for more flexibility when estimating further by taking into account whether $t$ is somewhat small or large. Next we replace the $K$-Bessel functions by their inverse Mellin transforms using

$$
\begin{equation*}
K_{2 \mathrm{i} w}(x)=\frac{1}{2 \pi \mathrm{i}} \int_{\left(\sigma_{j}\right)} 2^{s_{j}-2} \Gamma\left(\frac{s_{j}-2 \mathrm{i} w}{2}\right) \Gamma\left(\frac{s_{j}+2 \mathrm{i} w}{2}\right) x^{-s_{j}} d s_{j} \tag{6.10}
\end{equation*}
$$

as stated for instance in 7.31 . Then Lemma 7.9 tells us that the integral in $(6.10$ p converges absolutely for $\sigma_{j}>0$. For small $t$ a convenient choice is $\sigma_{1}=3 / 2$, whereas for large $t$ taking $\sigma_{2}=\varepsilon$ is more useful.

After an application of the Cauchy Schwarz inequality we see that is suffices to understand

$$
\begin{align*}
& \sum_{j=1,2} \int_{\mathbb{R}}|h(w) w| \int_{\mathbb{R}}|\hat{\kappa}(l)| \\
& \quad \int_{\left(\sigma_{j}\right)}\left|\Gamma\left(\frac{s_{j}-2 \mathrm{i} w}{2}\right) \Gamma\left(\frac{s_{j}+2 \mathrm{i} w}{2}\right)\right| \mathcal{Y}_{\text {sum }}(\alpha ; w, l)^{1 / 2} \mathcal{K}_{j}^{\text {sum }}\left(\alpha ; s_{j}, l\right)^{1 / 2}\left|d s_{j}\right| d l d w \tag{6.11}
\end{align*}
$$

in order to control $\Delta_{X}^{-}(\alpha)$. Here we define

$$
\mathcal{Y}_{\text {sum }}(\alpha ; w, l):=\frac{1}{N} \sum_{X \leq h \leq T} \sum_{\substack{1 \leq t \leq T \\(t, N)=1}} \frac{1}{t^{2}}\left|\sum_{M<m \leq 2 M} \bar{b}_{m}(l) S(-h \bar{N}, m, t) Y_{2 \mathrm{i} w}\left(\frac{4 \pi}{t} \sqrt{\frac{h m}{N}}\right)\right|^{2},
$$

where by positivity we extended the $t$-summation to the full range, and also

$$
\mathcal{K}_{1}^{\text {sum }}\left(\alpha ; s_{1}, l\right):=\left.\frac{1}{N} \sum_{X \leq h \leq T} \sum_{\substack{1 \leq t<\sqrt{T h} \\(t, N)=1}} \frac{1}{t^{2}} \sum_{M<n \leq 2 M} b_{n}(l) S(-h \bar{N}, n, t)\left(\frac{4 \pi}{t} \sqrt{\frac{h m}{N}}\right)^{-s_{1}}\right|^{2},
$$

and

$$
\mathcal{K}_{2}^{\text {sum }}\left(\alpha ; s_{2}, l\right):=\frac{1}{N} \sum_{X \leq h \leq T} \sum_{\substack{\sqrt{T h} \leq t \leq T \\(t, N)=1}} \frac{1}{t^{2}}\left|\sum_{M<n \leq 2 M} b_{n}(l) S(-h \bar{N}, n, t)\left(\frac{4 \pi}{t} \sqrt{\frac{h m}{N}}\right)^{-s_{2}}\right|^{2},
$$

where again in all three cases we write $b_{n}(l):=a_{n} e(\ln / M)$ and $\hat{\kappa}$ for the Fourier transform of $\kappa$. Estimating the latter two sums appropriately, provides more of a challenge and so we deal with it first. In both of $\mathcal{K}_{j}^{\text {sum }}\left(\alpha ; s_{j}, l\right)$ we will continue by braking down the sums even further into appropriate intervals and employ the bounds already introduced for those. For small values of $t$ we find that

$$
\begin{aligned}
\mathcal{K}_{1}^{\operatorname{sum}}\left(\alpha ; s_{1}, l\right) & \ll \frac{1}{N} \sum_{u=0}^{\left\lceil\frac{\log (T / X)}{\log 2}\right\rceil} \sum_{\frac{T}{2^{u+1}}<h \leq \frac{T}{2^{u}}} \sum_{j=0}^{\left\lceil\frac{\log (\sqrt{T h})}{\log 2}\right\rceil} \sum_{\frac{\sqrt{T h}}{2^{j+1}}<t \leq \frac{\sqrt{T h}}{2^{j}}} \frac{1}{t^{2}}|\cdots|^{2} \\
& \ll \frac{1}{N T^{2}} \sum_{u=0}^{\left\lceil\frac{\log (T / X)}{\log 2}\right\rceil\left\lceil\frac{\log \left(T 2^{-u / 2}\right)}{\log 2}\right\rceil} \sum_{j=0}^{2 j+u} \mathcal{N}_{1}\left(\frac{T}{2^{j+u / 2+2}}, \frac{T}{2^{u+1}} ; s_{1}\right) .
\end{aligned}
$$

We recall that in the present situation we chose the contour in 6.10 to be $\sigma_{1}=3 / 2$ and thus with Lemma 6.3 we observe that the latter does not exceed

$$
\|\alpha\|^{2} \sum_{u=0}^{\left\lceil\frac{\log (T / X)}{\log 2}\right\rceil} \sum_{j=0}^{\infty} 2^{u-j}\left(\frac{M}{2^{2(j+u)} N^{2}}+\frac{1}{2^{u}}+\frac{M}{2^{3 j+3 u / 2} N^{2}}+\frac{1}{2^{j+u / 2}}\right)
$$

where we invoke that $T=M / N$. From the previous bound we then deduce directly that

$$
\begin{equation*}
\mathcal{K}_{1}^{\text {sum }}\left(\alpha ; s_{1}, l\right) \ll\|\alpha\|^{2}\left(\left(\frac{M}{N X}\right)^{1 / 2}+\frac{M}{N^{2}}\right) M^{\varepsilon} \tag{6.12}
\end{equation*}
$$

noticing that for $1 \leq X \leq T$ we have $M / N X \geq 1$. Now we turn our attention towards the situation for large values of $t$. We see that

$$
\begin{aligned}
\mathcal{K}_{2}^{\operatorname{sum}}\left(\alpha ; s_{2}, l\right) & \ll \frac{1}{N} \sum_{u=0}^{\left\lceil\frac{\log (T / X)}{\log 2}\right\rceil} \sum_{\frac{T}{2^{u+1}}<h \leq \frac{T}{2^{u}}} \sum_{j=0}^{\left\lceil\frac{\log (\sqrt{T / h})}{\log 2}\right\rceil} \sum_{\frac{T}{2^{j+1}}<t \leq \frac{T}{2^{j}}} \frac{1}{t^{2}}|\cdots|^{2} \\
& \ll \frac{1}{N T^{2}} \sum_{u=0}^{\left\lceil\frac{\log (T / X)}{\log 2}\right\rceil} \sum_{j=0}^{\left\lceil\frac{u+1}{2}\right\rceil} 2^{2 j} \mathcal{N}_{1}\left(\frac{T}{2^{j+2}}, \frac{T}{2^{u+1}} ; s_{2}\right) .
\end{aligned}
$$

For those values of $t$ we remark that the contour in 6.10 was chosen to be $\sigma_{2}=\varepsilon$. As before we apply Lemma 6.3 and upon using once again that $T=M / N$ we therefore bound the previous expression by

$$
\|\alpha\|^{2} \sum_{u=0}^{\left\lceil\frac{\log (T / X)}{\log 2}\right\rceil} \sum_{j=0}^{\left\lceil\frac{u+1}{2}\right\rceil} 2^{\varepsilon(u-2 j)+2 j}\left(\frac{M}{2^{2 j+u} N^{2}}+\frac{1}{2^{u}}+\frac{M}{2^{3 j} N^{2}}+\frac{1}{2^{j}}\right),
$$

which, after estimating the contribution from the $j$-summation, is dominated by

$$
\|\alpha\|^{2} \sum_{u=0}^{\left\lceil\frac{\log (T / X)}{\log 2}\right\rceil}\left(\frac{2^{u(\varepsilon-1)} M}{N^{2}}+(u+1)+\frac{2^{\varepsilon u} M}{N^{2}}+(u+1) 2^{u / 2}\right) .
$$

The latter estimate provides us easily with the desired

$$
\begin{equation*}
\mathcal{K}_{2}^{\text {sum }}\left(\alpha ; s_{2}, l\right) \ll\|\alpha\|^{2}\left(\left(\frac{M}{N X}\right)^{1 / 2}+\frac{M}{N^{2}}\right) M^{\varepsilon} \tag{6.13}
\end{equation*}
$$

where we again tidy up the bound slightly, using that the term involving $X$ always exceeds one. Now it remains to bound the sum $\mathcal{Y}_{\text {sum }}(\alpha ; w, l)$ appropriately. We proceed with a similar strategy as before. Summing intervals we see directly that

$$
\begin{aligned}
\mathcal{Y}_{\text {sum }}(\alpha ; w, l) & \ll \frac{1}{N T^{2}} \sum_{u=0}^{\left\lceil\frac{\log (T / X)}{\log 2}\right\rceil} \sum_{j=0}^{\left\lceil\frac{\log T}{\log 2}\right\rceil} 2^{2 j} \mathcal{N}_{2}\left(\frac{T}{2^{j+1}}, \frac{T}{2^{u+1}} ; 2 \mathrm{i} w\right) \\
& \ll\|\alpha\|^{2} e^{6 \pi|w|} M^{\varepsilon} \sum_{u=0}^{\left\lceil\frac{\log (T / X)}{\log 2}\right\rceil}\left(1+\frac{M}{N^{2}}+2^{u / 2}\right),
\end{aligned}
$$

where the latter bound is a consequence of Lemma 6.4 Estimating the $u$-summation immediately yields the upper bound

$$
\|\alpha\|^{2} e^{6 \pi|w|}\left(\left(\frac{M}{N X}\right)^{1 / 2}+\frac{M}{N^{2}}\right) M^{\varepsilon}
$$

Combining this bound for $\mathcal{Y}_{\text {sum }}(\alpha ; w, l)$ with the previous estimates 6.12 and 6.13 in 6.11), leads us quickly to

$$
\begin{equation*}
\Delta_{X}^{-}(\alpha) \ll\|\alpha\|^{2}\left(\left(\frac{M}{N X}\right)^{1 / 2}+\frac{M}{N^{2}}\right) M^{\varepsilon} \tag{6.14}
\end{equation*}
$$

with the implied constant being dependent on the function $h$. In order to ensure convergence of all the integrals involved when we bound (6.11), we recall Lemma 7.9, the bound (4.33) to control the inverse Fourier transform of $\kappa$ and once again the fact, that we assume the function $h$ to satisfy decay properties as stated in Section 2.4. This finishes our treatment of the term $\Delta_{X}^{-}(\alpha)$, which in order to show Lemma 6.2 , leaves us to handle $\Delta_{X}^{+}(\alpha)$. We recall that the latter is given by

$$
\begin{aligned}
-\frac{4 \mathrm{i}}{N} \int_{\mathbb{R}} \frac{h(w) w}{\sinh (\pi w) \cosh (\pi w)} \sum_{X \leq h \leq T} & \sum_{\substack{1 \leq t \leq T \\
(t, N)=1}} \frac{1}{t^{2}} \sum_{M<m, n \leq 2 M} \bar{a}_{m} a_{n} S(h \bar{N}, m, t) . \\
& \cdot S(h \bar{N}, n, t) J_{2 \mathrm{i} w}\left(\frac{4 \pi}{t} \sqrt{\frac{h m}{N}}\right) \Im\left(J_{2 \mathrm{i} w}\left(\frac{4 \pi}{t} \sqrt{\frac{h n}{N}}\right)\right) d w .
\end{aligned}
$$

After an application of the Cauchy Schwarz inequality we realise that in order to bound the latter expression it suffices to be able to bound sums of the type

$$
\left.\left.\sum_{X \leq h \leq T} \sum_{\substack{1 \leq t \leq T \\(t, N)=1}} \frac{1}{t^{2}}\right|_{M<n \leq 2 M} a_{n} S(h \bar{N}, n, t) J_{2 \mathrm{i} w}\left(\frac{4 \pi}{t} \sqrt{\frac{h n}{N}}\right)\right|^{2}
$$

well enough and uniformly in the index of the Bessel function. However we have estimated a similar expression when we dealt with $\mathcal{Y}_{\text {sum }}(\alpha ; w, l)$ and with essentially the same argument as for this sum, employing again Lemma 6.4, we then quickly deduce that

$$
\begin{equation*}
\Delta_{X}^{+}(\alpha) \ll\|\alpha\|^{2}\left(\left(\frac{M}{N X}\right)^{1 / 2}+\frac{M}{N^{2}}\right) M^{\varepsilon} \tag{6.15}
\end{equation*}
$$

again with an absolutely convergent integral (see again Section 2.4) over the Schwartz function $h$ being part of the implied constant. Hence bounding 6.8, using 6.14 and 6.15), we finally conclude Lemma 6.2

### 6.4 Large sieve inequalities for Bessel functions II

For a complete proof of Theorem 6.1 we still owe justifications for Lemmata 6.3 and 6.4 . The purpose of this section is to provide detailed proofs for both results. We begin with the first of those. When estimating $\Delta_{X}^{-}(\alpha)$ in the form of 6.9 we encounter a term involving the $K$-Bessel function. We recall that from 7.31 we know that we may write this function as

$$
\begin{equation*}
K_{\mu}(x)=\frac{1}{2 \pi \mathrm{i}} \int_{(\sigma)} 2^{\nu-2} \Gamma\left(\frac{\nu-\mu}{2}\right) \Gamma\left(\frac{\nu+\mu}{2}\right) x^{-\nu} d \nu \tag{6.16}
\end{equation*}
$$

for every $\sigma>\Re \mu \geq 0$. In the context of the argument we then have to understand Lemma 6.3 , which says that for $\nu \in \mathbb{C}$, odd prime level $N$ and $Z, R \geq 1$ the sum

$$
\begin{equation*}
\mathcal{N}_{1}(Z, R ; \nu)=\sum_{\substack{Z<t \leq 4 Z \\(t, N)=1}} \sum_{R<h \leq 2 R}\left|\sum_{M<n \leq 2 M} a_{n} S( \pm h \bar{N}, n, t)\left(\frac{t^{2} N}{h n}\right)^{\nu / 2}\right|^{2} \tag{6.17}
\end{equation*}
$$

admits for every $\alpha \in \mathbb{C}_{M}^{\infty}$ the bound

$$
\begin{equation*}
\|\alpha\|^{2}\left(\frac{Z^{2} N}{R M}\right)^{\Re \nu}\left(R Z^{2}+M R+Z^{3}+Z M\right) \tag{6.18}
\end{equation*}
$$

In our setting there is a connection between the sum $\mathcal{N}_{1}(Z, R ; \nu)$ and the $K$-Bessel function. Writing the latter as its own inverse Mellin transform, as stated in 6.16, its argument $x^{-\nu}$ under the integral is reflected in the additional term in the square in (6.17), which we sum against a Kloosterman sum an the entries of the vector $\alpha$. Although the quality of the upper bound provided by Lemma 6.3 for the sum $\mathcal{N}_{1}(Z, R ; \nu)$ originates from sign changes of the Kloosterman sums we consider in the square in 6.17, rather than the involvement of the $K$-Bessel function, one might argue that this large sieve inequality is one for Kloosterman sums and not Bessel functions. However the $K$-Bessel function as given in (6.16), which we recall is absolutely convergent for any $\sigma>\Re \mu \geq 0$, (see Lemma 7.9), offers some flexibility in the estimate in 6.18. The choice of the contour along which we integrate in 6.16) resonates in the exponent of the middle factor in (6.18). We have already exploited this previously in this chapter when employing Lemma 6.3. The significance of the $K$-Bessel function in this context is the reason, for establishing the desired estimate of 6.18 for $\mathcal{N}_{1}(Z, R ; \nu)$ in the course of this particular section. The general idea and strategy for the proof of Lemma 6.3 is based on the ansatz and strategy used in the argument establishing [15, Lemma 11.1, (for statement and proof see p. 558)]. Although in many aspects similar, our proof of Lemma 6.3 is designed to treat a slightly different situation than in the [15, proof of Lemma 11.1, p. 558] and thus we retrace the argument to give a full proof in support of our lemma with adjustments to our context.

Proof of Lemma 6.3 As discussed we want to exploit the sign changes of the Kloosterman sum in 6.17) in order to obtain a good bound for $\mathcal{N}_{1}(Z, R ; \nu)$ for our purposes. We will employ a large sieve for additive characters to help achieve this goal. Working in this direction, by positivity we enlarge the expression in 6.17 ) by letting the $t$-summation run over the full interval $(Z, 2 Z]$. Then opening the square shows that $\overline{\mathcal{N}_{1}}(Z, R ; \nu)$ is at most

$$
\left(\frac{Z^{2} N}{R}\right)^{\Re \nu} \sum_{Z<t \leq 4 Z} \sum_{R<h \leq 2 R} \sum_{M<m, n \leq 2 M} b_{n} \bar{b}_{m} S( \pm h \bar{N}, n, t) S( \pm h \bar{N}, m, t)\left(\frac{m}{n}\right)^{\mathrm{i} \Im \nu / 2},
$$

where we define $b_{n}:=a_{n} n^{-\Re \nu / 2}$. Plugging in the definition for the Kloosterman sums we realise that the exponential, with the variable $h$ in its argument, is periodic with period $t$. Thus it suffices to consider one interval of length $t$, i.e. we will sum once over the residue classes $h(\bmod t)$, and then multiply by the number of such intervals, for $h$ running itself in an interval of length $R$. There are at most $[R / t]+1$ such intervals and so we estimate the latter bound further by

$$
\begin{aligned}
&\left(\frac{Z^{2} N}{R}\right)^{\Re \nu} \sum_{Z<t \leq 4 Z}\left(\frac{R}{t}+1\right) \\
& \sum_{\substack{x_{1} \text { modt } \\
x_{2} \bmod t}}^{*} \sum_{M<m, n \leq 2 M} b_{n} \bar{b}_{m} e\left(\frac{\bar{x}_{1} n-\bar{x}_{2} m}{t}\right)\left(\frac{m}{n}\right)^{\mathrm{i} \Im \nu / 2} \sum_{h \bmod t} e\left( \pm \frac{h \bar{N}\left(x_{1}-x_{2}\right)}{t}\right),
\end{aligned}
$$

where we used that the Kloosterman sums are real to be able to change the sign in one of the exponentials. We point out that $\left(\bar{N}\left(x_{1}-x_{2}\right), t\right)=1$, for non-equal residue classes $x_{1}, x_{2}$ of modulus $t$. Thus using the classic fact that

$$
\sum_{h \bmod t} e\left( \pm \frac{h \bar{N}\left(x_{1}-x_{2}\right)}{t}\right)= \begin{cases}t, & \text { if } x_{1}=x_{2} \\ 0, & \text { otherwise }\end{cases}
$$

we can reduce to the diagonal term of the summations of the residue classes and form again a square. We obtain

$$
\mathcal{N}_{1}(Z, R ; \nu) \ll\left(\frac{Z^{2} N}{R}\right)^{\Re \nu}(R+Z) \sum_{Z<t \leq 4 Z} \sum_{x \bmod t}^{*}\left|\sum_{M<n \leq 2 M} b_{n} e\left(\frac{x n}{t}\right) n^{-\mathrm{i} \Im \nu / 2}\right|^{2} .
$$

Estimating the latter sum using the large sieve inequality for additive characters as given in [14, Theorem 7.11], we quickly arrive at the statement of the lemma.

Now we turn our attention to Lemma 6.4. We recall the statement of the result, which provides for $1 \leq$ $Z \leq M / N$ and $1 \leq R \leq 327(M / N)^{1+\delta}$, with odd prime level $N$, and for every $\alpha \in \mathbb{C}_{M}^{\infty}$ for the sum

$$
\mathcal{N}_{2}(Z, R ; \nu):=\sum_{\substack{Z<t \leq 2 Z \\(t, N)=1}} \sum_{R<h \leq 2 R}\left|\sum_{M<n \leq 2 M} a_{n} S( \pm h \bar{N}, n, t) B_{\nu}\left(\frac{4 \pi}{t} \sqrt{\frac{h n}{N}}\right)\right|^{2}
$$

the upper bound

$$
\|\alpha\|^{2} N Z^{2}\left(1+\frac{M}{N^{2}}+\left(\frac{M}{R N}\right)^{1 / 2}\right) M^{\varepsilon} e^{3 \pi|\Im \nu|}
$$

We highlight the important fact that the function $B_{\nu}(x)$ may both denote the $Y$ or the $J$-Bessel function, each with index $\nu \in \mathrm{i} \mathbb{R}$ and argument $x \in \mathbb{R}_{>0}$. Thus the statement of the lemma encompasses two large sieve inequalities. Our proof of Lemma 6.4 follows closely the ansatz, overall strategy, oultine as well as individual steps of the argument presented in [15, 12. Large sieve for absolute Kloosterman sums (dual approach), p.558-561] proving [15, Proposition 12.1, p. 561]. However Lemma 6.4 describes a somewhat different scenario compared to the one of the paper just quoted and thus we will retrace the steps of the proof in detail, adapting it to our situation.

Proof of Lemma 6.4 There are several ways to approach an estimation of the sum $\mathcal{N}_{2}(Z, R ; \nu)$. By the Duality Principle (cp. [14, p. 170]) we know that a bound of its dual sum

$$
\widetilde{\mathcal{N}}_{2}(Z, R ; \nu) \ll \Omega\|\beta\|^{2}
$$

for any complex vector $\beta$ and a quantity $\Omega>0$, immediately implies the bound

$$
\mathcal{N}_{2}(Z, R ; \nu) \ll \Omega\|\alpha\|^{2}
$$

for any complex vector $\alpha$ and with the same $\Omega$. Thus, with this relationship between bounds for the original sum and its dual sum in mind, instead of working with the $\operatorname{sum} \mathcal{N}_{2}(Z, R ; \nu)$ as given in the statement, we can make progress towards an estimate by choosing to consider its dual sum

$$
\begin{equation*}
\widetilde{\mathcal{N}}_{2}(Z, R ; \nu):=\sum_{M<n \leq 2 M}\left|\sum_{\substack{Z<t \leq 2 Z \\(t, N)=1}} \sum_{R<h \leq 2 R} b(t, h) S( \pm h \bar{N}, n, t) B_{\nu}\left(\frac{4 \pi}{t} \sqrt{\frac{h n}{N}}\right)\right|^{2} \tag{6.19}
\end{equation*}
$$

instead. In accordance with the statement of the Duality Principle we have to be able to control this sum for any complex vector

$$
\beta \in \mathbb{C}_{Z_{N}^{*}, R}^{\infty \times \infty}:=\left\{\beta=(b(t, h))_{t, h \in \mathbb{N}} \in \mathbb{C}^{\infty \times \infty} \mid \operatorname{supp}(\beta) \subseteq Z_{N}^{*} \times(R, 2 R]\right\}
$$

where we define the set $Z_{N}^{*}:=\{t \in(Z, 2 Z] \mid(t, N)=1\}$. To do exactly that we will follow the strategy where we, after multiplying out the square in the dual sum, replace the $n$-summation essentially with an integral. Exploiting oscillation of the functions in the integrand, by an integration by parts argument we may find estimates for the whole dual sum of the desired magnitude. Such an argument ideally requires the integrand, of the integral we work with, to have compact support. In order to find ourselves in such a scenario after transforming the $n$-summation in a corresponding integral, we therefore want a smooth cut
off of the summation boundaries therein. To this end we introduce the smooth cut-off function $v: \mathbb{R} \rightarrow \mathbb{R}_{\geq 0}$ with $\operatorname{supp}(v) \subseteq[3 / 4,9 / 4]$, which equals one on $[1,2]$. Beginning to execute the general strategy just laid out, we now estimate the dual sum by

$$
\sum_{n=-\infty}^{\infty} v\left(\frac{n}{M}\right)\left|\sum_{\substack{Z<t \leq 2 Z \\(t, N)=1}} \sum_{R<h \leq 2 R} \ldots\right|^{2}
$$

which, after opening the square, is

$$
\begin{equation*}
\sum_{t_{1}, h_{1}} \sum_{t_{2}, h_{2}} \sum_{\substack{x_{1} \text { mod } t_{1} \\ x_{2} \bmod t_{2}}}^{*} b\left(t_{1}, h_{1}\right) \bar{b}\left(t_{2}, h_{2}\right) e\left( \pm \bar{N}\left(\frac{h_{1} \bar{x}_{1}}{t_{1}}-\frac{h_{2} \bar{x}_{2}}{t_{2}}\right)\right) \mathfrak{B}_{h_{1}, h_{2}}\left(t_{1}, t_{2}, x_{1}, x_{2}\right) . \tag{6.20}
\end{equation*}
$$

Here we abbreviate

$$
\begin{equation*}
\mathfrak{B}_{h_{1}, h_{2}}\left(t_{1}, t_{2}, x_{1}, x_{2}\right):=\sum_{n=-\infty}^{\infty} v\left(\frac{n}{M}\right) e\left(n\left\|\frac{x_{1}}{t_{1}}-\frac{x_{2}}{t_{2}}\right\|\right) B_{\nu}\left(\frac{4 \pi}{t_{1}} \sqrt{\frac{h_{1} n}{N}}\right) \bar{B}_{\nu}\left(\frac{4 \pi}{t_{2}} \sqrt{\frac{h_{2} n}{N}}\right), \tag{6.21}
\end{equation*}
$$

where it is enough to consider the distance to the nearest integer of the difference of the fractions in the argument of the exponential. This can be seen, noticing that since the latter is periodic with period one, it suffices to consider only the fractional part of the difference of the fractions. By changing the order of summation of the two sums over the residue classes, respectively of moduli $t_{1}$ and $t_{2}$, indeed we see that it suffices to consider the distance to the nearest integer. Now our goal becomes to replace the sum 6.21 by an integral at the cost of a small error. The statement we want to justify reads in precise terms as follows.
Lemma 6.5. For $M \geq 96 R /\left(Z^{2} N\right)$ we have the asymptotic expansion

$$
\mathfrak{B}_{h_{1}, h_{2}}\left(t_{1}, t_{2}, x_{1}, x_{2}\right)=\mathfrak{I}_{h_{1}, h_{2}}\left(t_{1}, t_{2}, x_{1}, x_{2}\right)+\mathcal{O}\left(\frac{e^{3 \pi|\Im \nu|}}{M^{j}}\right)
$$

for every $j \geq 1$, where

$$
\mathfrak{I}_{h_{1}, h_{2}}\left(t_{1}, t_{2}, x_{1}, x_{2}\right):=\int_{\mathbb{R}} v\left(\frac{y}{M}\right) e\left(y\left\|\frac{x_{1}}{t_{1}}-\frac{x_{2}}{t_{2}}\right\|\right) B_{\nu}\left(\frac{4 \pi}{t_{1}} \sqrt{\frac{h_{1} y}{N}}\right) \bar{B}_{\nu}\left(\frac{4 \pi}{t_{2}} \sqrt{\frac{h_{2} y}{N}}\right) d y
$$

Before we justify the lemma we highlight the fact that the implied constant in the asymptotic, given in the latter lemma, does not depend on the index of the Bessel functions $\nu$. This is important since it is a necessary feature for us to proceed with our goal to obtain bounds for the dual sum $\mathcal{N}_{2}(Z, R ; \nu)$, which are uniform in the index. The following argument supports the lemma. First we observe that by Poisson summation the sum $(6.21)$ is equal to

$$
\begin{equation*}
\sum_{k=-\infty}^{\infty} \int_{\mathbb{R}} v\left(\frac{y}{M}\right) e\left(y\left\|\frac{x_{1}}{t_{1}}-\frac{x_{2}}{t_{2}}\right\|\right) B_{\nu}\left(\frac{4 \pi}{t_{1}} \sqrt{\frac{h_{1} y}{N}}\right) \bar{B}_{\nu}\left(\frac{4 \pi}{t_{2}} \sqrt{\frac{h_{2} y}{N}}\right) e(-k y) d y \tag{6.22}
\end{equation*}
$$

For $k=0$ we obtain the desired integral $\Im_{h_{1}, h_{2}}\left(t_{1}, t_{2}, x_{1}, x_{2}\right)$, which is the main term in the asymptotic claimed in the lemma. It remains to show that the rest of the summation

$$
\sum_{k \in \mathbb{Z} \backslash\{0\}} \mathrm{I}(k),
$$

where $\mathrm{I}(k)$ denotes the integral in 6.22, is indeed small. This will be accomplished by exploiting the occurring oscillation via integrating by parts. We use Lemma 7.7 to dismember the Bessel functions involved into oscillating parts and such, which are smooth and admit, as well as their derivatives, suitable bounds. Precisely we find that $\mathrm{I}(k)$ is

$$
\begin{align*}
\frac{1}{8 \pi^{2}}\left(\frac{t_{1} t_{2} N}{\sqrt{h_{1} h_{2}}}\right)^{1 / 2}\{\widehat{ \pm} & \sum_{ \pm} \int_{\mathbb{R}} v\left(\frac{y}{M}\right) e\left( \pm 2 \sqrt{\frac{y}{N}}\left(\frac{\sqrt{h_{1}}}{t_{1}}+\frac{\sqrt{h_{2}}}{t_{2}}\right)+y\left(\left\|\frac{x_{1}}{t_{1}}-\frac{x_{2}}{t_{2}}\right\|-k\right)\right) \\
& \cdot \Omega_{ \pm}\left(\nu, \frac{2}{t_{1}} \sqrt{\frac{h_{1} y}{N}}\right) \bar{\Omega}_{\mp}\left(\nu, \frac{2}{t_{2}} \sqrt{\frac{h_{2} y}{N}}\right) \frac{d y}{\sqrt{y}} \\
+ & \sum_{ \pm} \int_{\mathbb{R}} v\left(\frac{y}{M}\right) e\left( \pm 2 \sqrt{\frac{y}{N}}\left(\frac{\sqrt{h_{1}}}{t_{1}}-\frac{\sqrt{h_{2}}}{t_{2}}\right)+y\left(\left\|\frac{x_{1}}{t_{1}}-\frac{x_{2}}{t_{2}}\right\|-k\right)\right) \\
& \left.\cdot \Omega_{ \pm}\left(\nu, \frac{2}{t_{1}} \sqrt{\frac{h_{1} y}{N}}\right) \bar{\Omega}_{ \pm}\left(\nu, \frac{2}{t_{2}} \sqrt{\frac{h_{2} y}{N}}\right) \frac{d y}{\sqrt{y}}\right\} \tag{6.23}
\end{align*}
$$

where the symbol $\widehat{ \pm}$ denotes a plus sign in the case of $B_{\nu}$ being the $J$-Bessel function and a minus sign if $B_{\nu}$ is the $Y$-Bessel function. Since we know that $M \geq 96 R /\left(Z^{2} N\right)$ is large enough in comparison to the other variables involved, we observe that the first derivative of the phase function of the exponentials

$$
\begin{equation*}
\mathrm{H}_{ \pm, \pm}(y ; k):= \pm 4 \pi \sqrt{\frac{y}{N}}\left(\frac{\sqrt{h_{1}}}{t_{1}} \pm \frac{\sqrt{h_{2}}}{t_{2}}\right)+2 \pi y\left(\left\|\frac{x_{1}}{t_{1}}-\frac{x_{2}}{t_{2}}\right\|-k\right) \tag{6.24}
\end{equation*}
$$

never equals zero, so there is no stationary phase. Notice that the definition of $\mathrm{H}_{ \pm, \pm}(y ; k)$ represents all four possible combinations of plus and minus signs. We see immediately

$$
\left|\frac{\partial}{\partial y} \mathrm{H}_{ \pm, \pm}(y ; k)\right| \geq|k|-5 / 6
$$

which of course is always positive, since $|k| \geq 1$. Furthermore for $y \in \operatorname{supp}(v)$ we also find the bounds

$$
\frac{\partial^{j}}{\partial y^{j}} \mathrm{H}_{ \pm, \pm}(y ; k) \ll \frac{1}{M^{j-1}}, \text { for } j \geq 2
$$

Finally we define the function

$$
\begin{equation*}
\Upsilon_{ \pm, \pm}(y):=v\left(\frac{y}{M}\right) \Omega_{ \pm}\left(\nu, \frac{2}{t_{1}} \sqrt{\frac{h_{1} y}{N}}\right) \bar{\Omega}_{ \pm}\left(\nu, \frac{2}{t_{2}} \sqrt{\frac{h_{2} y}{N}}\right) y^{-1 / 2} \tag{6.25}
\end{equation*}
$$

where this function represents again all four possible combination of plus and minus signs. Employing Lemma 7.7 to estimate the functions $\Omega_{ \pm}$and their conjugates, we obtain for $j \geq 0$ that

$$
\Upsilon_{ \pm, \pm}^{(j)}(y) \ll \frac{e^{3 \pi|\Im \nu|}}{M^{j+1 / 2}},
$$

also for $y \in \operatorname{supp}(v)$. Now [1, Lemma 8.1] provides the same upper bound for each integral in (6.23) and thus this also gives us an estimate for $\mathrm{I}(k)$ upon invoking that $Z \leq M / N$ and $R, N \geq 1$. Form there we conclude the bound for the error term

$$
\sum_{k \in \mathbb{Z} \backslash\{0\}} \mathrm{I}(k) \ll \frac{e^{3 \pi|\Im \nu|}}{M^{j}}\left(1+\sum_{|k| \geq 2} \frac{1}{(|k|-5 / 6)^{4}}\right) \ll \frac{e^{3 \pi|\Im \nu|}}{M^{j}}
$$

for every $j \geq 1$. This finishes the argument establishing Lemma 6.5 . Now we can continue with our original estimation of (6.19). To this end we will distinguish the two scenarios when

$$
\begin{equation*}
\left\|\frac{x_{1}}{t_{1}}-\frac{x_{2}}{t_{2}}\right\|>0 \text { and when }\left\|\frac{x_{1}}{t_{1}}-\frac{x_{2}}{t_{2}}\right\|=0 \tag{6.26}
\end{equation*}
$$

The latter case implies that

$$
\frac{x_{1}}{t_{1}} \equiv \frac{x_{2}}{t_{2}}(\bmod 1)
$$

from which we conclude that in fact the only instance this can occur for invertible residue classes $x_{1}$ and $x_{2}$ of moduli $t_{1}$ and $t_{2}$ respectively, is precisely for $x_{1}=x_{2}$ and $t_{1}=t_{2}$. We will begin by treating these diagonal terms first and deal with the off-diagonal terms of 6.20 later. The diagonal term is given by

$$
\widetilde{\mathcal{N}}_{2}^{\text {diag }}(Z, R ; \nu):=\sum_{n=-\infty}^{\infty} v\left(\frac{n}{M}\right) \sum_{\substack{Z<t \leq 2 Z \\(t, N)=1}} \sum_{x \bmod t}^{*}\left|\sum_{R<h \leq 2 R} b(t, h) e\left( \pm \frac{\bar{N} x h}{t}\right) B_{\nu}\left(\frac{4 \pi}{t} \sqrt{\frac{h n}{N}}\right)\right|^{2} .
$$

By positivity we may find an upper bound for the diagonal term by enlarging the latter sum by letting it run over all residue classes, not only the invertible ones. Then we want to replace the $n$-summation by an integral. Thus Lemma 6.5 comes into play and after opening the square we replace the sum $\mathfrak{B}_{h_{1}, h_{2}}(t, t, x, x)$ by the integral stated in the lemma. Since $(N, t)=1$ we observe that

$$
\sum_{x \bmod t} e\left( \pm \frac{x \bar{N}\left(h_{1}-h_{2}\right)}{t}\right)= \begin{cases}t, & \text { if } h_{1} \equiv h_{2}(\bmod t) \\ 0, & \text { otherwise }\end{cases}
$$

and thus obtain for any $j \geq 1$ that

$$
\begin{equation*}
\tilde{\mathcal{N}}_{2}^{\text {diag }}(Z, R ; \nu) \ll \sum_{Z<t \leq 2 Z} t \sum_{R<h_{1} \leq 2 R} \sum_{\substack{R<h_{2} \leq 2 R \\ h_{2} \equiv h_{1} \bmod t}}\left|b\left(t, h_{1}\right) \bar{b}\left(t, h_{2}\right) \Im_{h_{1}, h_{2}}(t)\right|+\|\beta\|^{2} e^{3 \pi|\Im \nu|} M^{-j}, \tag{6.27}
\end{equation*}
$$

where for brevity we write $\mathfrak{I}_{h_{1}, h_{2}}(t, t, x, x):=\mathfrak{I}_{h_{1}, h_{2}}(t)$, since the integral does not depend on the residue classes of modulus $t$ anymore and where we estimate the vector $\beta \in \mathbb{C}_{Z_{N}^{*}, R}^{\infty \times \infty}$ with the norm

$$
\|\beta\|:=\left(\sum_{t \in Z_{N}^{*}} \sum_{R<h \leq 2 R}|b(t, h)|^{2}\right)^{1 / 2}
$$

For this integral we now have to establish a useful bound for our purposes. We will do this in several steps. First of all for any small $\varepsilon>0$ we estimate

$$
B_{\nu}\left(\frac{4 \pi}{t} \sqrt{\frac{h_{1} y}{N}}\right) \bar{B}_{\nu}\left(\frac{4 \pi}{t} \sqrt{\frac{h_{2} y}{N}}\right) \ll e^{2 \pi|\Im \nu|}\left(1+|\Im \nu|^{3}\right) M^{\varepsilon} \min \left\{1,\left(\frac{Z^{2} N}{R M}\right)^{1 / 2}\right\}
$$

for purely imaginary index $\nu \in \mathrm{i} \mathbb{R}$ and $R, N \geq 1$ and $Z \leq M / N$. In order to obtain the latter we used Corollary 7.3 to treat the case of $B_{\nu}$ being the $J$-Bessel function and Lemma 7.4 in case it is the $Y$-Bessel function. As a direct consequence we now find the trivial estimate

$$
\begin{equation*}
\mathfrak{I}_{h_{1}, h_{2}}(t) \ll e^{3 \pi|\Im \nu|} M^{1+\varepsilon} \min \left\{1,\left(\frac{Z^{2} N}{R M}\right)^{1 / 2}\right\}, \tag{6.28}
\end{equation*}
$$

for any small $\varepsilon>0$. Now, if we encounter that $h_{1} \neq h_{2}$ we may integrate $\Im_{h_{1}, h_{2}}(t)$ by parts. To this end we use Lemma 7.7 to decompose the Bessel functions into oscillating and only smooth parts, that possess easily controllable derivatives. Thus we see that, similarly to 6.23, it suffices to bound

$$
\begin{equation*}
\left(\frac{t^{2} N}{\sqrt{h_{1} h_{2}}}\right)^{1 / 2} \int_{\mathbb{R}} v\left(\frac{y}{M}\right) e\left( \pm 2 \frac{\sqrt{y}\left(\sqrt{h_{1}}-\sqrt{h_{2}}\right)}{t \sqrt{N}}\right) \Omega_{ \pm}\left(\nu, \frac{2}{t} \sqrt{\frac{h_{1} y}{N}}\right) \bar{\Omega}_{ \pm}\left(\nu, \frac{2}{t} \sqrt{\frac{h_{2} y}{N}}\right) \frac{d y}{\sqrt{y}} \tag{6.29}
\end{equation*}
$$

in order to determine an estimate for $\mathfrak{I}_{h_{1}, h_{2}}(t)$. As before we quickly find that for the phase function of the exponential

$$
\mathrm{H}_{ \pm}(y):= \pm 4 \pi \frac{\sqrt{y}\left(\sqrt{h_{1}}-\sqrt{h_{2}}\right)}{t \sqrt{N}}
$$

we have the bound

$$
\left|\mathrm{H}_{ \pm}^{\prime}(y)\right| \gg \frac{\left|\sqrt{h_{1}}-\sqrt{h_{2}}\right|}{Z \sqrt{N M}}
$$

which is never zero, unless $h_{1}=h_{2}$, which we have excluded in this situation. Furthermore we also have the upper bounds

$$
\mathrm{H}_{ \pm}^{(j)}(y) \ll \frac{\left|\sqrt{h_{1}}-\sqrt{h_{2}}\right|}{Z} \sqrt{\frac{M}{N}} \cdot \frac{1}{M^{j}}, \text { for } \quad j \geq 0
$$

For the remaining integrand of $\mathfrak{I}_{h_{1}, h_{2}}(t)$ we define

$$
\Upsilon_{ \pm}(y):=v\left(\frac{y}{M}\right) \Omega_{ \pm}\left(\nu, \frac{2}{t} \sqrt{\frac{h_{1} y}{N}}\right) \bar{\Omega}_{ \pm}\left(\nu, \frac{2}{t} \sqrt{\frac{h_{2} y}{N}}\right) y^{-1 / 2},
$$

for which we recall the estimates

$$
\Upsilon_{ \pm}^{(j)}(y) \ll \frac{e^{3 \pi|\Im \nu|}}{M^{j+1 / 2}}, \quad \text { for } \quad j \geq 0
$$

Employing the above bounds for the derivatives of the phase function $H_{ \pm}$and for the function $\Upsilon_{ \pm}$, integrating (6.29) by parts twice we establish that

$$
\begin{equation*}
\Im_{h_{1}, h_{2}}(t) \ll e^{3 \pi|\Im \nu|}\left(\frac{Z^{2} N}{R M}\right)^{1 / 2} M\left(\frac{\left|\sqrt{h_{1}}-\sqrt{h_{2}}\right|}{Z} \sqrt{\frac{M}{N}}\right)^{-2} \tag{6.30}
\end{equation*}
$$

We observe that for $Z^{2} N /(R M) \geq 1$ we have

$$
\frac{\left|\sqrt{h_{1}}-\sqrt{h_{2}}\right|}{Z} \sqrt{\frac{M}{N}}<1,
$$

so the estimate 6.28 is more favourable in comparison to 6.30 and thus merging the two bounds we conclude

$$
\Im_{h_{1}, h_{2}}(t) \ll \frac{e^{3 \pi|\Im \nu|} M^{1+\varepsilon} \cdot \min \left\{1,\left(\frac{Z^{2} N}{R M}\right)^{1 / 2}\right\}}{1+\left(\frac{h_{1}-h_{2}}{Z} \sqrt{\frac{M}{R N}}\right)^{2}},
$$

where we used that $h_{i} \asymp R$ to modify the denominator. Equipped with the latter estimate we may now control the integral in 6.27). This tells us that the diagonal term $\widetilde{\mathcal{N}}_{2}^{\text {diag }}(Z, R ; \nu)$ does not exceed

$$
\begin{equation*}
\frac{e^{3 \pi|\Im \nu|} M^{\varepsilon} Z^{2}\left(\frac{N M}{R}\right)^{1 / 2}}{\left(1+\frac{Z^{2} N}{R M}\right)^{1 / 2}} \sum_{Z<t \leq 2 Z} \sum_{R<h_{1} \leq 2 R} \sum_{\substack{R<h_{2} \leq 2 R \\ h_{2} \equiv h_{1} \bmod t}} \frac{\left|b\left(t, h_{1}\right) \bar{b}\left(t, h_{2}\right)\right|}{1+\left(\frac{h_{1}-h_{2}}{Z} \sqrt{\frac{M}{R N}}\right)^{2}}+\frac{\|\beta\|^{2} e^{3 \pi|\Im \nu|}}{M} \tag{6.31}
\end{equation*}
$$

It remains to bound the summations in the estimate just established. Since we only consider such terms in the $h_{2}$ summation for which $h_{2} \equiv h_{1}(\bmod t)$, we may write $h_{2}=h_{1}+f t$, for $f \in \mathbb{N}_{0}$, and sum over $f$ instead. Since $t \asymp Z$ and after an application of the Cauchy Schwarz inequality we quickly see that the terms that are summed in 6.31) are bounded by

$$
\|\beta\| \cdot \sum_{f=0}^{\infty} \frac{1}{1+\left(f \sqrt{\frac{M}{R N}}\right)^{2}}\left(\sum_{Z<t \leq 2 Z} \sum_{R<h_{1} \leq 2 R}\left|\bar{b}\left(t, h_{1}+t f\right)\right|\right)^{1 / 2}
$$

Since we know for the vector that $\operatorname{supp}(\beta) \subseteq Z_{N}^{*} \times(R, 2 R]$, we in turn observe that the latter is dominated via a change of variables by

$$
\|\beta\|^{2}\left(1+\int_{0}^{\infty} \frac{d x}{1+\left(x \sqrt{\frac{M}{R N}}\right)^{2}}\right) \ll\|\beta\|^{2}\left(1+\sqrt{\frac{R N}{M}}\right)
$$

With the latter estimate applied in we arrive immediately at

$$
\begin{equation*}
\widetilde{\mathcal{N}}_{2}^{\text {diag }}(Z, R ; \nu) \ll\|\beta\|^{2} M^{\varepsilon} Z^{2} N\left(\frac{1+\frac{M}{R N}}{1+\frac{Z^{2} N}{R M}}\right)^{1 / 2} e^{3 \pi|\Im \nu|} \tag{6.32}
\end{equation*}
$$

This finishes our considerations regarding the diagonal term. We are left with estimating the off-diagonal terms in (6.20). Form (6.26) we know that for such terms the distance to the nearest integer of the difference of the two fractions involved is positive. Hence, recalling that $Z<t \leq 2 Z$, we have the lower bound

$$
\begin{equation*}
\left\|\frac{x_{1}}{t_{1}}-\frac{x_{2}}{t_{2}}\right\| \geq \frac{1}{4 Z^{2}} \tag{6.33}
\end{equation*}
$$

Now we use Lemma 6.5 to replace the $n$-summation in 6.20 with the integral $\mathfrak{I}_{h_{1}, h_{2}}\left(t_{1}, t_{2}, x_{1}, x_{2}\right)$. The off-diagonal terms $\widetilde{\mathcal{N}_{2}^{\text {oftdiag }}}(Z, R ; \nu)$ are therefore dominated by

$$
\begin{equation*}
\sum_{t_{1}, h_{1}} \sum_{t_{2}, h_{2}} \sum_{\substack{x_{1} \bmod t_{1} \\ x_{2} \bmod t_{2}}}^{*}\left|b\left(t_{1}, h_{1}\right) \bar{b}\left(t_{2}, h_{2}\right) \mathfrak{I}_{h_{1}, h_{2}}\left(t_{1}, t_{2}, x_{1}, x_{2}\right)\right|+\|\beta\|^{2} e^{3 \pi|\Im \nu|} M^{-j} \tag{6.34}
\end{equation*}
$$

for any choice of $j \geq 1$. Just as before in the case of the diagonal terms we proceed by estimating the integral in the bound just established. By a repeated integration by parts argument we will see that this is in fact small. Before we integrate we want to be able to take the oscillation of the Bessel functions into account. Thus as before with Lemma 7.7 we can rewrite those, obtaining a result that is as in 6.23), but with $k=0$. We encounter the phase function $\mathrm{H}_{ \pm, \pm}(y ; 0)$ of the exponentials and the function $\Upsilon_{ \pm, \pm}(y)$ also present under the integral sign, both functions as defined in (6.24) and (6.25) respectively. Again we need appropriate bounds for both functions in order to be able to integrate by parts. We want to do this without
having to deal with stationary phase in the integral. Thus for a quantity $W \geq 1$, which we will determine more precisely at a later stage, we restrict to the case of

$$
\begin{equation*}
M \geq Z^{2}\left(\frac{216 R}{N}+W\right) \tag{6.35}
\end{equation*}
$$

We remark that the inequality in 6.35 automatically always implies the lower bound for $M$, which we demanded in the conditions of Lemma 6.5. Now, since with 6.35 we know that $M$ is not too small, together with the lower bound in 6.33, we find that

$$
\left|\mathrm{H}_{ \pm, \pm}^{\prime}(y ; 0)\right| \geq \frac{\pi}{25} \cdot \frac{1}{Z^{2}},
$$

which is always positive and so indeed there is no stationary phase in the integral. Furthermore we have, similarly as before in the argument supporting Lemma 6.5, the bounds

$$
\mathrm{H}_{ \pm, \pm}^{(j)}(y ; 0) \ll \frac{M}{Z^{2}} \cdot \frac{1}{M^{j}}, \text { for } j \geq 2, \quad \text { and } \quad \Upsilon_{ \pm, \pm}^{(j)}(y) \ll \frac{e^{3 \pi|\Im \nu|}}{M^{j+1 / 2}}, \text { for } j \geq 0
$$

where the estimate for the derivatives of $\mathrm{H}_{ \pm, \pm}(y ; 0)$ again relies on 6.35). The just derived bounds enable us to make use of [1, Lemma 8.1], from which we now find that

$$
\mathfrak{I}_{h_{1}, h_{2}}\left(t_{1}, t_{2}, x_{1}, x_{2}\right) \ll e^{3 \pi|\Im \nu|} M\left(\frac{Z^{2} N}{R M}\right)^{1 / 2}\left(\frac{M}{Z^{2}}\right)^{-j} \ll \frac{e^{3 \pi|\Im \nu|} M^{3 / 2}}{W^{j}}
$$

for any $j \geq 1$ and under the assumption of 6.35). Applying the latter upper bound for the integral $\mathfrak{I}_{h_{1}, h_{2}}\left(t_{1}, t_{2}, x_{1}, x_{2}\right)$ in 6.34 and after an application of the Cauchy Schwarz inequality, we immediately arrive at

$$
\tilde{\mathcal{N}}_{2}^{\text {offdiag }}(Z, R ; \nu) \ll\|\beta\|^{2} \frac{M^{3 / 2} Z^{3} R}{W^{j}} e^{3 \pi|\Im \nu|}
$$

for any $j \geq 1$ and where we summarise easily with the error arising form the application of Lemma 6.5 , upon using again 6.35. This finishes the bound for the dual sum, since from the latter estimate in combination with the bound for the diagonal contribution as given in 6.32) we finally see that

$$
\widetilde{\mathcal{N}}_{2}(Z, R ; \nu) \ll\|\beta\|^{2}\left(\frac{M^{3 / 2} Z^{3} R}{W^{j}}+M^{\varepsilon} Z^{2} N\left(\frac{1+\frac{M}{R N}}{1+\frac{Z^{2} N}{R M}}\right)^{1 / 2}\right) e^{3 \pi|\Im \nu|}
$$

for any choice of $\beta \in \mathbb{C}_{Z_{N}^{*}, R}^{\infty \times \infty}$. From here we immediately obtain the same bound for the sum $\mathcal{N}_{2}(Z, R ; \nu)$, of course proportional to the 2 -norm squared of the vector $\alpha$ instead of $\beta$, which we originally set out to estimate. As already mentioned at the beginning of the proof, this is a consequence of the duality principle. The obtained bound however, is so far only valid under the obstruction that

$$
M \geq Z^{2}\left(\frac{216 R}{N}+W\right)
$$

Our final goal is now to remove this restriction. This will follow in exactly the same fashion as in [15, p. 560/561, 12. Large sieve for absolute Kloosterman sums (dual approach)] and in light of only an insignificant difference between our scenario and the one in the paper just quoted, we omit further details here ${ }^{(1)}$ As in the paper [15] we choose $W=M^{\varepsilon}$, for any small $\varepsilon>0$, and finally conclude the statement of Lemma 6.4 which finishes this section.

[^12]
## Chapter 7

## Appendix

In quite a few instances throughout this thesis, progress in the calculations depends on understanding the behaviour of the $J, Y$ and $K$-Bessel functions. Because of their significance we are going to give some useful results about them for our purposes.

### 7.1 The $J$ and $Y$-Bessel function

### 7.1.1 Bounds for the $J$ and $Y$-Bessel function

Lemma 7.1. For $x \in \mathbb{R}_{>0}$ let $J_{\nu}(x)$ be the $J$-Bessel function for $\nu \in \mathbb{C}$ with $\Re \nu \geq-1 / 2+\varepsilon$, for any small $\varepsilon>0$. Then we have

$$
J_{\nu}(x) \ll e^{\pi|\Im \nu| / 2}\left(\frac{x}{1+|\Im \nu|}\right)^{\Re \nu}
$$

Proof. From [10, 8.411.5] for $\Re \nu>-1 / 2$ we have

$$
\begin{equation*}
J_{\nu}(x)=\frac{(x / 2)^{\nu}}{\Gamma(\nu+1 / 2) \Gamma(1 / 2)} \int_{0}^{\pi} \cos (x \cos \phi) \sin ^{2 \nu}(\phi) d \phi \tag{7.1}
\end{equation*}
$$

Stirling approximation yields

$$
\Gamma^{-1}(\nu+1 / 2) \ll e^{\pi|\Im \nu| / 2}(1+|\Im \nu|)^{-\Re \nu} .
$$

Furthermore, for $\Re \nu \geq 0$ we immediately have the bound $\sin ^{2 \nu}(\phi) \ll 1$, for all $\phi \in[0, \pi]$, and the integral in (7.1) is bounded uniformly in $x$ by a constant. On the other hand in the case of $-1 / 2+\varepsilon \leq \Re \nu<0$ we have that the integral in 7.1 is bounded uniformly in $x$ by

$$
\begin{equation*}
\int_{0}^{\pi}\left(\frac{1}{\sin \phi}\right)^{1-2 \varepsilon} d \phi \ll 1 \tag{7.2}
\end{equation*}
$$

Once again the integral in 7.1 is bounded uniformly in $x$ by a constant. Combining the estimates for the gamma function and for the integral in 7.1 leads directly to the desired bound for the Bessel function.

Lemma 7.2. Let $J_{\nu}(k / x)$ be the J-Bessel function for a positive constant $k>0$ and assume that $\nu \in \mathbb{C}$ with $0 \leq \Re \nu<1$ and for $x \in \mathbb{R}_{>0}$. Then for any $j>0$ we have

$$
\frac{\partial^{j}}{\partial x^{j}} J_{\nu}\left(\frac{k}{x}\right) \ll e^{\pi|\Im \nu| / 2}\left(\frac{k}{x}\right)^{\Re \nu}\left\{1+\left(\frac{k}{x}\right)^{j+1}+\left(1+\frac{k}{x}\right)\left(|\nu|^{j}+x^{-j}+\left(\frac{|\nu|}{x}\right)^{j}+\left(\frac{k}{x^{2}}\right)^{j}\right)\right\},
$$

where the bound is uniform in $k$. In particular the bound becomes

$$
\frac{\partial^{j}}{\partial x^{j}} J_{\nu}\left(\frac{k}{x}\right) \ll e^{\pi|\Im \nu| / 2}\left(\frac{k}{x}\right)^{\Re \nu}\left\{1+|\nu|^{j}+x^{-j}+\left(\frac{|\nu|}{x}\right)^{j}\right\}
$$

provided that $k \leq x$.
Proof. We assume that $\Re \nu \geq 0$. From [11, Appendix: Bounds for Bessel functions, (100), p.649] we know that differentiating the Bessel function as above $j$-times yields

$$
\begin{equation*}
\frac{\partial^{j}}{\partial x^{j}} J_{\nu}\left(\frac{k}{x}\right)=x^{-j} \sum_{l=0}^{j} P_{l}(x)\left(\frac{k}{x}\right)^{j-l} J_{\nu-j+l}\left(\frac{k}{x}\right) . \tag{7.3}
\end{equation*}
$$

This formula for the derivative features polynomials in $x$ of degree $l$, denoted by $P_{l}(x)$, with coefficients that depend on the total number of differentiations we perform and the degree of the polynomial. In order to bound this sum we need to know the size of each $J_{\nu-j+l}(k / x)$. However for Lemma 7.1 to become applicable in this context, first we need to bound the present Bessel functions in terms of such with index having a large enough real part. Using the recursion formula [10, 8.471.1], by induction on $m$ one establishes

$$
J_{\nu-m}\left(\frac{k}{x}\right) \ll\left(\left(\frac{|\nu-m|+1}{k / x}\right)^{m}+1\right)\left(\left|J_{\nu}\left(\frac{k}{x}\right)\right|+\left|J_{\nu+1}\left(\frac{k}{x}\right)\right|\right), \text { for every } m \in \mathbb{N}_{0}
$$

The condition $\Re \nu<1$ ensures that $|\nu-m| \geq|\nu-m+1|,|\nu-m+2|$, for every $m \geq 2$ and the base cases $m=0,1$ follow directly from the recursion formula just quoted. The latter two Bessel functions for an index with $\Re \nu \geq 0$ may therefore now be controlled using Lemma 7.1. Then applying this bound in (7.3) results in

$$
\begin{align*}
\frac{\partial^{j}}{\partial x^{j}} J_{\nu}\left(\frac{k}{x}\right) & \ll e^{\pi|\Im \nu| / 2}\left(\frac{k}{x}\right)^{\Re \nu}\left(1+\frac{k}{x}\right) \sum_{l=0}^{j} \frac{\left|P_{l}(x)\right|}{x^{j}}\left((|\nu-(j-l)|+1)^{j-l}+\left(\frac{k}{x}\right)^{j-l}\right) \\
& \ll e^{\pi|\Im \nu| / 2}\left(\frac{k}{x}\right)^{\Re \nu}\left(1+\frac{k}{x}\right)\left(1+x^{-j}\right)\left(|\nu|^{j}+\left(\frac{k}{x}\right)^{j}+1\right) \tag{7.4}
\end{align*}
$$

where we observed that

$$
\sum_{l=0}^{j}(|\nu-(j-l)|+1)^{j-l} \ll 1+|\nu|^{j} .
$$

Rearranging the bound in (7.4) gives us the lemma.
Corollary 7.3. Let $J_{\nu}(x)$ be the $J$-Bessel function with argument $x \in \mathbb{R}_{>0}$ and index $\nu \in \mathbb{C}$ with $|\Re \nu| \leq$ $1 / 2-\varepsilon$, for any small $\varepsilon>0$. Then we have

$$
J_{\nu}(x) \ll e^{\pi|\Im \nu|}\left(1+|\Im \nu|^{1 / 2}\right) \cdot \min \left\{x^{\Re \nu}, \frac{1}{\sqrt{x}}\right\} .
$$

Proof. The corollary is essentially just a summary of results established in this appendix. Form Lemma 7.7 we immediately conclude for $x>0$ and $|\Re \nu|<1 / 2$ the bound

$$
J_{\nu}(x) \ll \frac{e^{\pi|\Im \nu|}\left(1+|\Im \nu|^{1 / 2}\right)}{\sqrt{x}}
$$

The decay in $x$ here is essentially optimal for large values of the argument. However for small $0<x \leq 1$ one can do better. In this situation Lemma 7.1 provides a better bound, for $-1 / 2+\varepsilon \leq \Re \nu$. Combining the two estimates directly yields the result.

Lemma 7.4. Let $Y_{\nu}(x)$ be the $Y$-Bessel function with argument $x \in \mathbb{R}_{>0}$ and index $\nu \in \mathbb{C}$. Furthermore consider any small $\delta_{1}, \delta_{2}>0$, then for $|\Re \nu| \leq \delta_{1}$ we have

$$
Y_{\nu}(x) \ll e^{\pi|\Im \nu| / 2}\left(1+|\nu|^{1+2 \varepsilon}\right) \cdot \min \left\{\frac{1}{x^{\varepsilon}}, \frac{1}{\sqrt{x}}\right\},
$$

where $\varepsilon:=\delta_{1}+\delta_{2}$.
Proof. From [11, Proposition 9] we have for the $Y$-Bessel function with $|\Re \nu| \leq \delta_{1}$ the estimate

$$
e^{-\pi|\Im \nu| / 2} Y_{\nu}(x) \ll \begin{cases}(1+|\Im \nu|)^{\varepsilon} x^{-\varepsilon}, & \text { for } 0<x \leq 1+|\Im \nu|  \tag{7.5}\\ (1+|\Im \nu|)^{-\delta_{2}} x^{\delta_{2}}, & \text { for } 1+|\Im \nu|<x \leq 1+|\nu|^{2} \\ x^{-1 / 2}, & \text { for } 1+|\nu|^{2}<x\end{cases}
$$

Now for $x>1+|\nu|^{2}$ the bound claimed in the lemma dominates the estimate just quoted. In the interval $1+|\Im \nu|<x \leq 1+|\nu|^{2}$ we observe that

$$
1 \ll \frac{1+|\nu|}{\sqrt{x}}
$$

from which we conclude immediately with the appropriate bound form (7.5) that

$$
\begin{equation*}
e^{-\pi|\Im \nu| / 2} Y_{\nu}(x) \ll\left(\frac{x}{1+|\Im \nu|}\right)^{\delta_{2}} \ll \frac{1+|\nu|^{1+2 \delta_{2}}}{\sqrt{x}} \tag{7.6}
\end{equation*}
$$

Finally, for the interval $1 \leq x \leq 1+|\Im \nu|$ we observe that

$$
1 \ll \frac{1+|\Im \nu|^{1 / 2}}{\sqrt{x}}
$$

which upon again combining with the appropriate bound form 47.5, yields

$$
\begin{equation*}
e^{-\pi|\Im \nu| / 2} Y_{\nu}(x) \ll\left(\frac{1+|\Im \nu|}{x}\right)^{\varepsilon} \ll \frac{1+|\Im \nu|^{1 / 2+\varepsilon}}{\sqrt{x}} \tag{7.7}
\end{equation*}
$$

Summarising the bounds for $0<x \leq 1$ and $x>1+|\nu|^{2}$, both from 7.5, with the bounds 7.6 and (7.7) for the two intervals as described in between those ranges, we quickly arrive at the statement of the lemma.

### 7.1.2 The integral transform $\mathscr{J}$ of the $J$-Bessel function

In the context of this thesis we also have to know a few properties of a certian integral transform of the $J$-Bessel function. The transform in question is defined by

$$
\begin{equation*}
\mathscr{J}(y):=2 \pi \mathrm{i} \int_{\mathbb{R}} \frac{J_{2 \mathrm{i} w}(y)}{\sinh (\pi w)} h(w) d_{\mathrm{spec}} w \tag{7.8}
\end{equation*}
$$

as it appears in the Kuznetsov formula in 2.7). We analyse this in the following for $y \in \mathbb{R}_{>0}$ and Schwartz functions $h$, satisfying the conditions specified in Section 2.4

Lemma 7.5. We define the function $\psi: \mathbb{R}_{>0} \rightarrow \mathbb{R}_{>0}$ to be the inversion $\psi(x):=x^{-1}$ and consider the integral transform $\mathscr{J}$ as defined in (7.8), for functions $h$ as in Section 2.4 Then we find that

$$
\mathscr{J} \circ \psi, \mathscr{J} \in L^{1}\left(\mathbb{R}_{\geq 0}, \frac{d x}{x}\right)
$$

Proof. In order to prove the lemma we first want to show that the limit

$$
\lim _{A \rightarrow \infty} \int_{1 / A}^{A}\left|\mathscr{J}\left(\frac{1}{x}\right)\right| \frac{d x}{x}
$$

exists. It suffices to establish a positive upper bound for the latter as $A \rightarrow \infty$. We do this by splitting the integral therein into

$$
\mathrm{I}_{1}(A):=\int_{1 / A}^{1}\left|\mathscr{J}\left(\frac{1}{x}\right)\right| \frac{d x}{x} \quad \text { and } \quad \mathrm{I}_{2}(A):=\int_{1}^{A}\left|\mathscr{J}\left(\frac{1}{x}\right)\right| \frac{d x}{x}
$$

and proceed by investigating their properties for growing $A$ separately. We are going start with $\mathrm{I}_{2}(A)$. After shifting the contour in $\mathscr{J}$ to $\Im(w)=-1 / 16$, we estimate the Bessel function with Lemma 7.1 to obtain

$$
\begin{equation*}
\mathrm{I}_{2}(A) \ll \int_{1}^{A} \frac{d x}{x^{9 / 8}} \cdot \int_{\mathbb{R}} \frac{|w h(w-\mathrm{i} / 16)|}{1+|w|^{1 / 8}} d w \ll 1-\frac{1}{A^{1 / 8}} \tag{7.9}
\end{equation*}
$$

where we observe the lower bound $\cosh (\pi(w-\mathrm{i} / 16)) \gg \exp (\pi|w|)$ and the decay properties of $h$. The implied constant in $\sqrt{7.9}$ depends only on $h$. In order to bound $\mathrm{I}_{1}(A)$ we shift the contour in $\mathscr{J}$ to $\Im(w)=$ $1 / 16$ and as above bound the Bessel function employing Lemma 7.1. Hence we find that

$$
\begin{equation*}
\mathrm{I}_{1}(A) \ll \int_{1 / A}^{1} \frac{d x}{x^{7 / 8}} \cdot \int_{\mathbb{R}}|h(w+\mathrm{i} / 16)|\left(|w|+|w|^{1 / 8}\right) d w \ll 1-\frac{1}{A^{1 / 8}} \tag{7.10}
\end{equation*}
$$

where the implied constant is again only influenced by the choice of $h$. Once more we have used that $\cosh (\pi(w-\mathrm{i} / 16))>\exp (\pi|w|)$ and that $h$ is a Schwartz function. Combining 7.9 and 7.10 we immediately observe that

$$
\begin{equation*}
\lim _{A \rightarrow \infty} \int_{1 / A}^{A}\left|\mathscr{J}\left(\frac{1}{x}\right)\right| \frac{d x}{x} \ll \lim _{A \rightarrow \infty}\left(1-\frac{1}{A^{1 / 8}}\right) \ll 1 \tag{7.11}
\end{equation*}
$$

with the implied constant only depending on the function $h$. The latter estimate (7.11) tells us that $\mathscr{J} \circ \psi \in$ $L^{1}\left(\mathbb{R}_{\geq 0}, \frac{d x}{x}\right)$. However performing the change of variables $x \mapsto x^{-1}$ in the integral

$$
\int_{0}^{\infty}|\mathscr{J}(x)| \frac{d x}{x}
$$

we see immediately that in fact we have $(\mathscr{J} \circ \psi)(x)=\mathscr{J}(x)$, which of course also gives us that $\mathscr{J} \in$ $L^{1}\left(\mathbb{R}_{\geq 0}, \frac{d x}{x}\right)$ and this finishes the proof of the lemma.
An integral role in our considerations is played by the following result. It provides a concrete evaluation of an integral transform in which we integrate the transform $\mathscr{J}$ from $(7.8$ against a trigonometric function. Lemma 7.6 is in the very same style as the the formula [15, A.9] and we follow a very similar ansatz as used in [15] to prove our result.

Lemma 7.6. We define the operator $\mathrm{P}(g):=2 \Re(g)$, for functions $g: \mathbb{C} \rightarrow \mathbb{C}$ and let $h$ be a Schwartz function satisfying the properties as presented in Section 2.4. The integral transform $\mathscr{J}$ be as defined in (7.8). Now for any $A, B \in \mathbb{R}_{>0}$ and $C \in \mathbb{R}$ we define

$$
\begin{equation*}
\mathscr{I}(A, B, C):=\mathrm{P} \int_{0}^{\infty} e\left((A+B) x+\frac{C}{x}\right) \mathscr{J}(4 \pi x \sqrt{A B}) \frac{d x}{x} . \tag{7.12}
\end{equation*}
$$

Then we have that

$$
\begin{equation*}
\mathscr{I}(A, B, 0)=\frac{2}{\pi} \int_{\mathbb{R}} h(x)\left(\frac{\sqrt{A B}}{\max \{A, B\}}\right)^{2 \mathrm{i} x} d x \tag{7.13}
\end{equation*}
$$

Furthermore for $C>0$ we get that

$$
\begin{equation*}
\mathscr{I}(A, B, C)=-4 \pi^{2} \mathrm{i} \int_{\mathbb{R}} \frac{h(x)}{\sinh ^{2}(\pi x)} J_{2 \mathrm{i} x}(4 \pi \sqrt{A C}) \Im\left(J_{2 \mathrm{i} x}(4 \pi \sqrt{B C})\right) d_{\text {spec }} x \tag{7.14}
\end{equation*}
$$

and for $C<0$ that

$$
\begin{equation*}
\mathscr{I}(A, B, C)=8 \pi \mathrm{i} \int_{\mathbb{R}} \frac{h(x)}{\tanh (\pi x)} Y_{2 \mathrm{i} x}(4 \pi \sqrt{|C| \max \{A, B\}}) K_{2 \mathrm{i} x}(4 \pi \sqrt{|C| \min \{A, B\}}) d_{\mathrm{spec}} x . \tag{7.15}
\end{equation*}
$$

Here J, Y and $K$ denote the usual corresponding Bessel functions.
Proof. We begin the proof with a simple observation. Since the even function $h$ is real valued for real argument it is easy to see that $\left.\mathscr{J}\right|_{\mathbb{R}} \in \mathbb{R}$, too. Thus we see that

$$
\mathscr{I}(A, B, C)=2 \int_{0}^{\infty} \cos \left(2 \pi\left((A+B) x+\frac{C}{x}\right)\right) \mathscr{J}(4 \pi x \sqrt{A B}) \frac{d x}{x}
$$

which, after inserting the definition of $\mathscr{J}$, becomes

$$
\begin{equation*}
\frac{4 \mathrm{i}}{\pi} \int_{\mathbb{R}} \frac{\operatorname{th}(t)}{\cosh (\pi t)} \int_{0}^{\infty} \cos \left(2 \pi\left((A+B) x+\frac{C}{x}\right)\right) J_{2 i t}(4 \pi x \sqrt{A B}) \frac{d x}{x} d t \tag{7.16}
\end{equation*}
$$

where we interchange the order of integration of the $t$ and the $x$ integral. Swapping the integrals is permitted here due to Fubini's Theorem: After moving the contour in the $t$-integration to $\Im(t)=-\varepsilon / 2$ and employing Corollary 7.3. it is easily observed that the double integral in 7.16) converges in fact absolutely (cp. the decay properties of the function $h$ as described in Section 2.4. From the latter expression we can now quickly deduce the claimed formulae for the different values of $C$ under consideration. We start with the case of $C>0$ and shift the contour in the $t$-integration in $\sqrt[7.16]]{ }$ to $\Im(t)=-\varepsilon / 2$. Then with [17], Chapter $1 ; 1.6,6.39$, p.56 ${ }^{(1)}[1 i)$ we evaluate the inner integral in 7.16 , which therefore equals

$$
\int_{\mathbb{R}} \frac{-4 \mathrm{i} h(t) t}{\cosh (\pi t)} J_{2 i t}(4 \pi \sqrt{A C})\left(J_{2 i t}(4 \pi \sqrt{B C}) \sin (\pi \mathrm{i} t)+Y_{2 \mathrm{i} t}(4 \pi \sqrt{B C}) \cos (\pi \mathrm{i} t)\right) d t
$$

$$
\begin{align*}
& \text { (I) } \text { Here the function } f \text { should read } f(x)=x^{-3 / 2} \cos \left(a x+b x^{-1}\right) \text {. } \\
& \text { (II) Adopting the notation from the source the formula from [17] Chapter 1; 1.6, 6.39, p.56] which we want to employ is only valid in } \\
& \text { the case of } y<a \text {. However for our purposes we also need the formula to hold in the case of } y=a \text {, too. Thus we will give a short } \\
& \text { argument showing that this is indeed the case. In our situation we have for the index of the } J \text {-Bessel function in fact } \Re \nu=\delta>0 \text {. } \\
& \text { Now we choose } a=y+\varepsilon \text { and since this always exceeds } y \text {, for any } \varepsilon>0 \text {, we know from [17] Chapter 1; 1.6,6.39, p.56] that } \\
& \qquad \int_{0}^{\infty} \cos ((y+\varepsilon) x+b / x) J_{\nu}(x y) d x / x=-\pi J_{\nu}(c(\varepsilon))\left(J_{\nu}(d(\varepsilon)) \sin (\pi \nu / 2)+Y_{\nu}(d(\varepsilon)) \cos (\pi \nu / 2)\right) \text {, }  \tag{7.17}\\
& \text { where } \\
& \qquad c(\varepsilon):=b^{1 / 2}\left((2 y+\varepsilon)^{1 / 2}+\varepsilon^{1 / 2}\right) \text { and } d(\varepsilon):=b^{1 / 2}\left((2 y+\varepsilon)^{1 / 2}-\varepsilon^{1 / 2}\right) .
\end{align*}
$$

Now by the Dominated Convergence Theorem and Corollary 7.3 we find that

$$
\lim _{\varepsilon \rightarrow 0} \int_{0}^{\infty} \cos ((y+\varepsilon) x+b / x) J_{\nu}(x y) d x / x=\int_{0}^{\infty} \cos (y x+b / x) J_{\nu}(x y) d x / x
$$

and by continuity that

$$
\lim _{\varepsilon \rightarrow 0} J_{\nu}(c(\varepsilon))\left(J_{\nu}(d(\varepsilon)) \sin (\pi \nu / 2)+Y_{\nu}(d(\varepsilon)) \cos (\pi \nu / 2)\right)=J_{\nu}(c(0))\left(J_{\nu}(d(0)) \sin (\pi \nu / 2)+Y_{\nu}(d(0)) \cos (\pi \nu / 2)\right)
$$

Hence we conclude immediately that formula (7.17) also has to hold for $\varepsilon=0$, which in turn tells us that [17] Chapter 1; 1.6, 6.39, p.56] in fact is also true in the case of $y=a$. We recall that we have obtained this, using $\Re \nu=\delta>0$, which is essential for Corollary 7.3 to produce useful bounds to enable the application of the Dominated Convergence Theorem.
where, after substituting for the $x$ integral, we moved the path of integration in the latter in the remaining $t$ integral back to $\Im(t)=\varepsilon / 2$. Shifting the contour is important here, since it allows us to work with a Bessel function in 7.16 with an index that has a small positive real part. This is necessary for the transformation we just executed via [17] to be valid in the case of $A=B$ (cp. the second footnote in this argument). We conclude (7.14) after rewrite the $Y$-Bessel function in the last integral in terms of $J$-Bessel functions. This is easily achieved by employing that for $\nu \in \mathbb{C} \backslash \mathbb{Z}$ and $x \in \mathbb{R}_{>0}$ from [10, 8.403.1] we have

$$
Y_{\nu}(x)=\frac{J_{\nu}(x) \cos (\pi \nu)-J_{-\nu}(x)}{\sin (\pi \nu)} .
$$

We proceed to values $C=-|C|<0$. Similarly as before we evaluate the inner integral in 7.16, this time by means of [17, Chapter $1 ; 1.6,6.38$, p.56] ${ }^{(\text {III) }]}$ from which we quickly conclude that 7.16 now equals

$$
\begin{equation*}
\frac{8 \mathrm{i}}{\pi} \int_{\mathbb{R}} \frac{t h(t)}{\cosh (\pi t)} \cos (\pi \mathrm{i} t) Y_{2 \mathrm{i} t}(4 \pi \sqrt{|C| \max \{A, B\}}) K_{2 \mathrm{it}}(4 \pi \sqrt{|C| \min \{A, B\}}) d t \tag{7.18}
\end{equation*}
$$

which immediately leads us to 7.15. We are left with the case of $C=0$. We shift the contour in $\mathscr{J}$ to $\Im(t)=-\varepsilon / 2$, noticing that the integrand is holomorphic here, and such that we avoid all the poles of the spectral measure $d_{\text {spec }} t$. As a result similarly to 7.16 we find that $\mathscr{I}(A, B, 0)$ equals

$$
\begin{equation*}
\frac{4 \mathrm{i}}{\pi} \int_{\mathbb{R}} \frac{(t-\varepsilon \mathrm{i} / 2) h(t-\varepsilon \mathrm{i} / 2)}{\cosh (\pi(t-\varepsilon \mathrm{i} / 2))} \int_{0}^{\infty} \cos (2 \pi x(A+B)) J_{2 \mathrm{it+} \mathrm{\varepsilon}}(4 \pi x \sqrt{A B}) \frac{d x}{x} d t \tag{7.19}
\end{equation*}
$$

We changed the contour here in order to be able to evaluate the inner Integral further. This can be done by means of [9, Chapter 8; 8.7: (27), p.36], employing that $A+B \geq 2 \sqrt{A B}$. We observe the equality $\cosh (\pi(t-\varepsilon \mathrm{i} / 2))=\cos (\pi(\mathrm{i} t+\varepsilon / 2))$ and find after some elementary manipulations that 7.19 becomes

$$
\frac{2}{\pi} \int_{\mathbb{R}} h(t-\varepsilon \mathrm{i} / 2)\left(\frac{\sqrt{A B}}{\max \{A, B\}}\right)^{2 \mathrm{i} t+\varepsilon} d t
$$

Since the integrand of the above is holomorphic at least in a small strip, we may shift the contour again to $\Im(t)=\varepsilon / 2$ and quickly arrive at 7.13.

### 7.1.3 Isolating the oscillation of the $J$ and $Y$-Bessel function

Lemma 7.7. Let $J_{\nu}(x)$ and $Y_{\nu}(x)$ denote the usual Bessel functions for $x \in \mathbb{R}_{>0}$ and $\nu \in \mathbb{C}$ with $|\Re \nu|<$ $1 / 2$. Then we have

$$
\begin{equation*}
J_{\nu}(2 \pi x)=\frac{1}{2 \pi \sqrt{x}}\left(e(x) \Omega_{+}(\nu, x)+e(-x) \Omega_{-}(\nu, x)\right) \tag{7.20}
\end{equation*}
$$

and

$$
\begin{equation*}
Y_{\nu}(2 \pi x)=\frac{-\mathrm{i}}{2 \pi \sqrt{x}}\left(e(x) \Omega_{+}(\nu, x)-e(-x) \Omega_{-}(\nu, x)\right) \tag{7.21}
\end{equation*}
$$

[^13]where
\[

$$
\begin{equation*}
\Omega_{ \pm}(\nu, x):=\frac{e^{\mp \mathrm{i}(\nu \pi / 2+\pi / 4)}}{\Gamma(\nu+1 / 2)} \int_{0}^{\infty} e^{-y}\left(y \pm \frac{\mathrm{i} y^{2}}{4 \pi x}\right)^{\nu-1 / 2} d y \tag{7.22}
\end{equation*}
$$

\]

For the latter function and its derivatives we have the bounds

$$
\begin{equation*}
\frac{\partial^{j}}{\partial x^{j}} \Omega_{ \pm}(\nu, x) \ll_{j} \frac{\left(1+|\Im \nu|^{j+1 / 2}\right) e^{\pi|\Im \nu|}}{x^{j}} \tag{7.23}
\end{equation*}
$$

for any $j \geq 0$.
Proof. From [18, p.168] with $\beta=0$ we have

$$
H_{\nu}^{(1)}(x)=\left(\frac{2}{\pi x}\right)^{1 / 2} \frac{e^{\mathrm{i}(x-\nu \pi / 2-\pi / 4)}}{\Gamma(\nu+1 / 2)} \int_{0}^{\infty} e^{-y}\left(y+\frac{\mathrm{i} y^{2}}{2 x}\right)^{\nu-1 / 2} d y
$$

and

$$
H_{\nu}^{(2)}(x)=\left(\frac{2}{\pi x}\right)^{1 / 2} \frac{e^{-\mathrm{i}(x-\nu \pi / 2-\pi / 4)}}{\Gamma(\nu+1 / 2)} \int_{0}^{\infty} e^{-y}\left(y-\frac{\mathrm{i} y^{2}}{2 x}\right)^{\nu-1 / 2} d y
$$

in both cases for any $\nu \in \mathbb{C}$ with $\Re \nu>-1 / 2$ and $x>0$. Combining both these formulae in [10, $8.481 \&$ 8.482], i.e respectively

$$
J_{\nu}(x)=\frac{1}{2}\left(H_{\nu}^{(1)}(x)+H_{\nu}^{(2)}(x)\right) \quad \text { and } \quad Y_{\nu}(x)=\frac{\mathrm{i}}{2}\left(H_{\nu}^{(2)}(x)-H_{\nu}^{(1)}(x)\right)
$$

we obtain immediately 7.20 and 7.21 , as desired. It remains to establish the bounds for $\Omega_{ \pm}(\nu, x)$ and its derivatives in (7.23). To this end we use Stirling approximation to see that

$$
\Gamma^{-1}(\nu+1 / 2) \ll e^{\pi|\Im \nu| / 2}(1+|\Im \nu|)^{-\Re \nu} \ll e^{\pi|\Im \nu| / 2}\left(1+|\Im \nu|^{1 / 2}\right) .
$$

Furthermore for $\Re \nu<1 / 2$ we have

$$
\begin{equation*}
e^{ \pm \pi \Im \nu / 2}\left(y \pm \frac{\mathrm{i} y^{2}}{4 \pi x}\right)^{\nu-1 / 2} \ll \frac{e^{\pi|\Im \nu| / 2}}{y^{1 / 2-\Re \nu}} \tag{7.24}
\end{equation*}
$$

Now differentiating with respect to $x$ in 7.22 under the integral $j$-times and employing (7.24) we obtain

$$
\begin{equation*}
e^{ \pm \pi \Im \nu / 2} \frac{\partial^{j}}{\partial x^{j}}\left(y \pm \frac{\mathrm{i} y^{2}}{4 \pi x}\right)^{\nu-1 / 2}<_{j} \frac{1}{x^{j}} \cdot \frac{e^{\pi|\Im \nu| / 2}\left(|\Im \nu|+|\Im \nu|^{j}\right)}{y^{1 / 2-\Re \nu}} \tag{7.25}
\end{equation*}
$$

Finally employing the bounds 7.24 and 7.25 together with the estimate for the gamma function we conclude (7.23, where we combine to one bound for $\Omega_{ \pm}(\nu, x)$ and its derivatives.

Lemma 7.8. Let $\Omega_{ \pm}(\nu, x)$ be as in 7.22 with support on $[Y, Z]$, where $0<Y<1$ and $Z>e$ such that $1 \ll Y Z$. Furthermore let $G_{ \pm}$be the functions as defined in (7.26). Then for any $x \in[Y, Z]$ we have via the inverse Mellin transform

$$
\Omega_{ \pm}(\nu, x)=G_{ \pm}(x)=\frac{1}{2 \pi \mathrm{i}} \int_{(\sigma)} \widehat{G}_{ \pm}(s) x^{-s} d s
$$

where for any $\Re s=\sigma \geq 0$ and $j \geq 2$ we have

$$
\int_{(\sigma)}\left|\widehat{G}_{ \pm}(s)\right||d s| \ll\left(1+|\Im \nu|^{j+1 / 2}\right) e^{\pi|\Im \nu|}\left(Z^{\sigma}+\log Z\right)
$$

Proof. Let $g: \mathbb{R} \rightarrow \mathbb{R}_{\geq 0}$ be a smooth function with support on $[Y / 2,3 Z / 2]$, which equals one on $[Y, Z]$ and satisfies $g^{(j)}(x)<_{j} Y^{-j}$ on $[Y / 2, Y]$ and $g^{(j)}(x)<_{j} Z^{-j}$ on $[Z, 3 Z / 2]$, both for $j \geq 0$. We define functions $G_{ \pm}: \mathbb{R} \rightarrow \mathbb{C}$ via

$$
\begin{equation*}
G_{ \pm}(x):=g(x) \Omega_{ \pm}(\nu, x) \tag{7.26}
\end{equation*}
$$

and highlight the fact that clearly $\left.\Omega_{ \pm}(\nu, \cdot)\right|_{[Y, Z]}=\left.G_{ \pm}\right|_{[Y, Z]}$. Now we want to estimate the Mellin transform

$$
\begin{equation*}
\widehat{G}_{ \pm}(s)=\int_{0}^{\infty} G_{ \pm}(x) x^{s-1} d x \tag{7.27}
\end{equation*}
$$

of the function just introduced. Bounding the latter integral directly, quickly leads to the bound

$$
\begin{equation*}
\widehat{G}_{ \pm}(s) \ll\left(1+|\Im \nu|^{1 / 2}\right) e^{\pi|\Im \nu|}\left(Z^{\sigma}+\log Z\right), \tag{7.28}
\end{equation*}
$$

for any $\sigma \geq 0$. Here we employed 7.23 to control the function $\Omega_{ \pm}$and the condition $1 \ll Y Z$ to obtain the presented bound in the case of $\sigma=0$. On the other hand by repeated integration by parts of the integral (7.27, we see that the Mellin transform equals

$$
\begin{equation*}
\frac{(-1)^{j}}{s(s+1) \ldots(s+j-1)} \sum_{k=0}^{j}\binom{j}{k} \int_{Y / 2}^{3 Z / 2} g^{(j-k)}(x) \Omega_{ \pm}^{(k)}(\nu, x) x^{s+j-1} d x \tag{7.29}
\end{equation*}
$$

where we used the Leibniz rule to differentiate the function $G_{ \pm}$multiple times. Bounding this expression for the Mellin transform requires us to treat several intervals within the range of integration separately, since the function $g$ and its derivatives have different growth properties therein. Again we use (7.23) to bound $\Omega_{ \pm}$and its derivatives. On $[Y / 2, Y]$ we invoke $1 \ll Y Z$ and find

$$
\begin{aligned}
\sum_{k=0}^{j}\binom{j}{k} \int_{Y / 2}^{Y} & \ldots d x \\
& \ll e^{\pi|\Im \nu|} \sum_{k=0}^{j} Y^{k-j}\left(1+|\Im \nu|^{k+1 / 2}\right) \int_{Y / 2}^{Y} x^{\sigma-1+j-k} d x \ll\left(1+|\Im \nu|^{j+1 / 2}\right) e^{\pi|\Im \nu|} \log Z
\end{aligned}
$$

where the last bound summarises the estimates one obtains considering both $\sigma=0$ and $\sigma>0$ separately. In a similar fashion we then also find that

$$
\sum_{k=0}^{j}\binom{j}{k} \int_{Z}^{3 Z / 2} \ldots d x \ll\left(1+|\Im \nu|^{j+1 / 2}\right) e^{\pi|\Im \nu|} Z^{\sigma}
$$

and

$$
\sum_{k=0}^{j}\binom{j}{k} \int_{Y}^{Z} \ldots d x \ll\left(1+|\Im \nu|^{j+1 / 2}\right) e^{\pi|\Im \nu|}\left(Z^{\sigma}+\log Z\right)
$$

with the condition $1 \ll Y Z$ again proving essential in order to derive the estimate in the case of $\sigma=0$. Combining the latter three estimates in 7.29 and furthermore summarising the resulting bound with 7.28 yields

$$
\begin{equation*}
\widehat{G}_{ \pm}(s) \ll \frac{\left(1+|\Im \nu|^{j+1 / 2}\right) e^{\pi|\Im \nu|}}{1+|s|^{j}}\left(Z^{\sigma}+\log Z\right), \text { for any } \sigma \geq 0 \tag{7.30}
\end{equation*}
$$

from which, upon choosing $j \geq 2$, we immediately conclude the lemma.

### 7.2 The $K$-Bessel function

### 7.2.1 The inverse Mellin transform of the $K$-Bessel function

We denote by $K_{\nu}(x)$ be the $K$-Bessel function for index $\nu \in \mathbb{C}$ with $\Re \nu \geq 0$ and of argument $x \in \mathbb{R}_{>0}$. A classical tool is to write this Bessel function via its inverse Mellin transform as

$$
\begin{equation*}
K_{\nu}(x)=\frac{1}{2 \pi \mathrm{i}} \int_{(\sigma)} 2^{s-2} \Gamma\left(\frac{s-\nu}{2}\right) \Gamma\left(\frac{s+\nu}{2}\right) x^{-s} d s \tag{7.31}
\end{equation*}
$$

for any $\Re s=\sigma>\Re \nu \geq 0$, a formula which is widely known. The latter integral representation follows at once by plugging the Mellin transform of the $K$-Bessel function, for which for instance from [8, 6.8 (26) / p.331] we know that it is given by

$$
\int_{0}^{\infty} K_{\nu}(x) x^{s-1} d x=2^{s-2} \Gamma\left(\frac{s-\nu}{2}\right) \Gamma\left(\frac{s+\nu}{2}\right)
$$

for all $\Re s>\Re \nu$, into the inverse Mellin transform formula. The following result confirms, also providing a concrete bound, absolute convergence of the integral in 7.31.

Lemma 7.9. Let $K_{\nu}(x)$ be the $K$-Bessel function for $\nu \in \mathbb{C}$ with $\Re \nu \geq 0$ and of argument $x \in \mathbb{R}_{>0}$. Writing the K-Bessel function as its own inverse Mellin transform as in (7.31), we find that for any $\Re s=$ $\sigma>\Re \nu \geq 0$ the integral in the latter transform admits

$$
\int_{(\sigma)}\left|2^{s-2} \Gamma\left(\frac{s-\nu}{2}\right) \Gamma\left(\frac{s+\nu}{2}\right)\right||d s| \ll e^{-\pi|\Im \nu| / 4}\left(1+|\Im \nu|^{\max \{3(\sigma-1) / 2, \sigma\}}\right) .
$$

Proof. We assume in the following that $\sigma>\Re \nu \geq 0$ and recall the $K$-Bessel function in the integral representation as given in 7.31 . The task is now to prove absolute convergence of the integral therein, i.e. the inverse Mellin transform of $K_{\nu}(x)$. To this end Stirling approximation provides the bound

$$
\begin{equation*}
\Gamma\left(\frac{s-\nu}{2}\right) \Gamma\left(\frac{s+\nu}{2}\right) \ll \frac{\left(1+\left|\Im\left(\frac{s-\nu}{2}\right)\right|\right)^{\Re\left(\frac{s-\nu}{2}\right)-\frac{1}{2}}\left(1+\left|\Im\left(\frac{s+\nu}{2}\right)\right|\right)^{\Re\left(\frac{s+\nu}{2}\right)-\frac{1}{2}}}{e^{\frac{\pi}{2}\left\{\left|\Im\left(\frac{s-\nu}{2}\right)\right|+\left|\Im\left(\frac{s+\nu}{2}\right)\right|\right\}} . . . .} \tag{7.32}
\end{equation*}
$$

We deal with the exponential factor in the latter estimate first. Carefully examining all possible combinations of $\Im s$ and $\Im \nu$, being less than, bigger than or equal to zero, individually leads to

$$
|\Im(s / 2-\nu / 2)|+|\Im(s / 2+\nu / 2)|=\max \{|\Im s|,|\Im \nu|\} \geq|\Im s| / 2+|\Im \nu| / 2
$$

Thus the exponential contribution in the bound for the gamma functions may be estimated by

$$
\exp (-\pi(|\Im s|+|\Im \nu|) / 4)
$$

For the polynomial part of 7.32 we obtain the estimates

$$
\begin{cases}1+|\Im s|^{3(\sigma-1) / 2}+|\Im \nu|^{3(\sigma-1) / 2}, & \text { for } \quad \sigma>1+\Re \nu \\ 1+|\Im s|^{\max \{0,(\sigma-1+\Re \nu) / 2\}}+|\Im \nu|^{\max \{0,(\sigma-1+\Re \nu) / 2\}}, & \text { for } \quad \sigma \leq 1+\Re \nu\end{cases}
$$

Summarising the bounds obtained above, from 7.32 we find

$$
\Gamma\left(\frac{s-\nu}{2}\right) \Gamma\left(\frac{s+\nu}{2}\right) \ll \frac{1+|\Im s|^{\max \{3(\sigma-1) / 2, \sigma\}}+|\Im \nu|^{\max \{3(\sigma-1) / 2, \sigma\}}}{e^{\pi(|\Im s|+|\Im \nu|) / 4}}
$$

from which we immediately deduce the lemma.

### 7.2.2 The Whittaker and the $K$-Bessel function

Lemma 7.10. Let $w \in \mathbb{R}$ and $z \in \mathbb{C} \backslash(-\infty, 0]$, then the $K$-Bessel function satisfies

$$
K_{\mathrm{i} w}(z)=\left(\frac{\pi}{2 z}\right)^{1 / 2} W_{0, \mathrm{i} w}(2 z)
$$

where the Whittaker function is defined by

$$
W_{0, \mathrm{i} w}(2 z):=\frac{e^{-z}}{\Gamma(1 / 2+\mathrm{i} w)} \int_{0}^{\infty} e^{-y}\left(y+\frac{y^{2}}{2 z}\right)^{\mathrm{i} w-1 / 2} d y
$$

Proof. We can write every $z \in \mathbb{C} \backslash(-\infty, 0]$ as $z=x u$, where $x>0$ and $|\arg (u)|<\pi, u \neq 0$. Then for $w \in \mathbb{R}$ from [10, 9.222.2] we obtain with $\lambda=0$ and $\mu=\mathrm{i} w$ for the Whittaker function

$$
W_{0, \mathrm{i} w}(2 x u)=\frac{e^{-x u}}{\Gamma(1 / 2+\mathrm{i} w)} \int_{0}^{\infty} e^{-y}\left(y+\frac{y^{2}}{2 x u}\right)^{\mathrm{i} w-1 / 2} d y
$$

With the change of variables $y \mapsto x y$ in the above integral we see that the Whittaker function equals

$$
\begin{equation*}
\frac{e^{-x u} x^{1 / 2+\mathrm{i} w}}{\Gamma(1 / 2+\mathrm{i} w)} \int_{0}^{\infty} e^{-x y}\left(y+\frac{y^{2}}{2 u}\right)^{\mathrm{i} w-1 / 2} d y \tag{7.33}
\end{equation*}
$$

However by considering the integral representation of the $K$-Bessel function as given in [10, 8.432.8] we find that 7.33 in fact equals

$$
K_{\mathrm{i} w}(x u)\left(\frac{2 x u}{\pi}\right)^{1 / 2}
$$

which gives us the statement of the lemma.
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[^0]:    ${ }^{(1)}$ The following considerations may also be undertaken by using the 2-norm, given by $\|\alpha\|:=\left(\sum_{m}\left|a_{m}\right|^{2}\right)^{1 / 2}$, to bound the vector $\alpha$. However for consistency with the result derived in this thesis, we choose to work with the infinity norm instead.

[^1]:    ${ }^{(\text {II })} \mathrm{A}$ Fourier expansion for those functions does always exist, since it is easy to show that they are periodic, as functions on the upper half plane $\mathbb{H}:=\{z=x+\mathrm{i} y \mid x+\mathrm{i} y \in \mathbb{C} \& y>0\}$, and the group $\Gamma_{0}(N)$ has cusps, with an expansion at each inequivalent one.

[^2]:    ${ }^{\text {(III) }}$ This means we consider the space of cusp forms $S_{k}\left(\Gamma_{0}(N) \backslash \mathbb{H} ; \chi \equiv 1\right)$ and an orthonormal basis $\mathcal{U}_{\chi}{ }^{\text {hol }}{ }_{1}$ for it.

[^3]:    ${ }^{(\text {IV) })}$ In the setup using the 2-norm to estimate the vector $\alpha$, Iwaniec and Li identify in [15] also vectors, for which they show that this unusually large sieve bound cannot be improved (cp. [15] Corollary 13.1]).
    ${ }^{(V)}$ In [6] Deshouillers and Iwaniec show a large sieve inequality very much in the same fashion as in 1.9. They estimate essentially the same sum as on the left hand side in 1.9 with an upper bound, that, for $N$ prime and translated into the notation chosen in this thesis, reads $\left(N T^{2}+M^{1+\varepsilon}\right)\|\alpha\|_{\infty}^{2} M$ (cp. 6] Theorem 2]).

[^4]:    ${ }^{(\mathrm{I})}$ For details about scaling matrices as just introduced cp . [14. Chapter 14, p.355] and [7 p.504].

[^5]:    ${ }^{\text {(II) }} \mathrm{cp}$. for $\Gamma_{0}(N)$ for instance for the character $\chi_{0}$ with the even more explicit form of the Fourier expansion as given in 13 Theorem 3.4] and for all other remaining (primitive) characters with [7 (5.3)] + Lemma 7.10

[^6]:    ${ }^{(\mathrm{I})}$ Essentially using that $\mathrm{P}(e(x))=2 \cos (2 \pi x)$.

[^7]:    ${ }^{(\text {II })}$ With the above notation the Kloosterman sum $S(a, m, t)=S_{\chi \equiv 1}(a, m, t)$.

[^8]:    ${ }^{(1)}$ For the latter compare for instance with 7.32 .

[^9]:    ${ }^{(\mathrm{I})}$ cp. for instance [14 (16.22), p.407] for the principal character $\chi_{0}$ and [7] (5.3), p.514] for weight $k=0$ together with Lemma 7.10 for primitive characters.

[^10]:    ${ }^{\text {(II) }}$ In [7] (4.20)] the second factor in the integrand should read $t^{\beta-\alpha-1 / 2}$; compare for instance with [10] 9.222.2].

[^11]:    ${ }^{(\text {III) }}$ For our purposes it suffices to know that $L(s, \chi)^{-1}$ is holomorphic in an open neighbourhood of the line $\Re(s)=1$. The assertion that RH holds is for that in fact not necessary; the well known zero-free region in the critical strip for $L(s, \chi)$ and the fact that a possible Siegel zero does not occur at $s=1$ (see for instance [14 Theorem 5.26]) is enough.

[^12]:    ${ }^{(1)}$ Because our condition 6.35, which we aim to remove, differs in a constant, also the constants involved when choosing $P$, as in the paper [15], have to be different. We require $P$ to be a little bit larger than before, for instance $P=W Z^{2} / M+18 Z(R /(N M))^{1 / 2}+$ $\log Z$ works in our situation.

[^13]:    ${ }^{(\text {III) })}$ As in the case of the formula [17] Chapter $1 ; 1.6,6.39$, p.56] the present one ([17] Chapter 1; 1.6, 6.38, p.56]) is also valid in the case of $y=a$, adopting again the notation of the source. This can be seen by a very similar argument as given for the case of [17] Chapter $1 ; 1.6,6.39$, p.56] (cp. the second footnote in this argument). Just as in the case of $C>0$, we have to perform similar shifts of the contour here in 7.16] before applying [17], for the transformation to be valid in the case of $A=B$, and then afterwards moving the contour back to obtain the desired formula in the form in 7.18 .

