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Abstract

In computational fluid dynamics, obtaining exactly divergence-free approximations to the incom-
pressible Navier–Stokes equations, by means of finite element methods, has actually not been partic-
ularly popular in the last decade. This observation is in contrast to the fact that H(div)-conforming
finite elements indeed facilitate the flexible construction of such methods in most diverse applica-
tions. In this context, from the methodical side, Discontinuous Galerkin (DG) methods play a key
role and, from the computational point of view, the concept of hybridisation can and is exploited
heavily. The present work demonstrates and explains why exactly divergence-free H(div) methods,
especially in under-resolved simulations, show an excellent performance in several laminar and tur-
bulent test scenarios. For convection-dominated problems, the use of upwinding, which is naturally
incorporated into DG methods, is evaluated and assessed. Furthermore, a careful investigation of
various numerical examples is provided; this includes, for example, a Kelvin–Helmholtz instability
problem, 2D and 3D freely decaying turbulence and turbulent channel flows. Especially, it is shown
that H(div) methods provide a framework for the robust simulation of turbulent flows for basically
any Reynolds number. From a theoretical perspective, it is shown that exactly divergence-free
methods allow the transfer of many crucial fluid dynamics properties directly to the discrete level.
In fact, they allow for a comparably straightforward numerical error analysis as well, and it turns
out that this success is strongly related to the concepts of pressure- and Reynolds-semi-robustness.
One important consequence of pressure-robustness is that the accuracy of the resulting velocity
approximation is completely independent of the quality of the pressure approximation. Finally, the
role of high-order methods is investigated which shows that in the considered examples, using a
moderate order promises to deliver a good compromise between accuracy and efficiency.
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1.1 Aim and Motivation

At present, computational fluid dynamics (CFD) is a core aspect of work carried out by a broad
spectrum of individuals in academia and industry, and whose interests range from predominantly
research-oriented to strongly application-oriented. This variety is also reflected in the fact that
CFD is an extremely multidisciplinary field, where profound knowledge of engineering, physics,
mathematics and high-performance computing is essential to success. The present thesis provides
a contribution to CFD and is primarily intended to systematically investigate the role of so-called
exactly divergence-free finite element methods (FEM). To this end, emphasis will of course be placed
on mathematical precision, but the impact of the presented concepts and corresponding benefits
in many practically relevant situations will be demonstrated as well. In this sense, this work is
intended to address readers from all fields and backgrounds working in and with CFD.

What, then, is so special about exactly divergence-free FEM? In the context of incompressible flows,
the fundamental concept of conservation of mass dictates that the velocity field be divergence-free.
However, most commonly used FEM yield a velocity approximation which simply fails to hon-
our this seemingly basic concept. Note, also, that the lack of mass conservation properties in
’classical’ FEM is frequently used as a motivation to resort to finite volume methods instead. Ex-
actly divergence-free FEM, in contrast, are perfectly mass-conserving. One of the main aims of
the present work is thus to explain in which situations the deliberate violation of this physical
law entails serious repercussions – the concept of pressure-robustness will be vital in this regard.
Furthermore, it will be demonstrated that exactly divergence-free FEM provide a framework of
discretisation techniques which allow various incompressible flows (laminar and turbulent, 2D and
3D) to be handled quite naturally and easily. This is the obvious meaning of a robust and reliable
numerical method.

Another significant feature of this work is the usage of high-order methods, which can be applied
comparably easily within the context of finite elements. Especially in the interest of demonstrating
the performance and accuracy of exactly divergence-free FEM, we will be relying on high-order
methods. However, the question as to whether they are always advantageous will be examined
critically, mostly for the 3D examples given. It deserves mentioning that, in recent years, high-
order space discretisations as an efficient means for the simulation of challenging flow problems
– including real-world applications of CFD – have been gaining in popularity. Among others,
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high-order methods are characterised by superior dissipation and dispersion properties as well as
exponential convergence in certain situations.

1.2 Overview of Publications

During his time as a Ph.D. student, the author worked on several papers intended for publication
in international, peer-reviewed journals. In this section, an overview of the resulting publications
including a short summary and the particular relevance of each paper in the context of this thesis
are explained. In order to facilitate the recognition of these contributions in the main body, their
abbreviation refers to a capital ‘D’ together with Roman numerals ‘I, II, ..., X’.

Publication I

[DI] P. W. Schroeder and G. Lube. Stabilised dG-FEM for incompressible natural convection
flows with boundary and moving interior layers on non-adapted meshes. J. Comput.
Phys., 335:760–779, 2017. url: https://doi.org/10.1016/j.jcp.2017.01.055

Abstract: This paper presents heavily grad-div and pressure jump stabilised, equal- and mixed-order
discontinuous Galerkin finite element methods for non-isothermal incompressible flows based on the
Oberbeck–Boussinesq approximation. In this framework, the enthalpy-porosity model for multi-
phase flow in melting and solidification problems can be employed. By considering the differentially
heated cavity and the melting of pure gallium in a rectangular enclosure, it is shown that both
boundary layers and sharp moving interior layers can be handled naturally by the proposed class of
non-conforming methods. Due to the stabilising effect of the grad-div term and the robustness of
Discontinuous Galerkin (DG) methods, it is possible to solve the underlying problems accurately
on coarse, non-adapted meshes. The interaction of heavy grad-div stabilisation and DG methods
significantly improves the mass conservation properties and the overall accuracy of the numerical
scheme which is observed for the first time. Hence, it is inferred that stabilised discontinuous
Galerkin methods are highly robust as well as computationally efficient numerical methods to deal
with natural convection problems arising in incompressible computational thermo-fluid dynamics.

• Relevance for thesis: The basic idea of adding a grad-div mechanism to DG methods
plays an important role in the concept of pressure-robustness in this work. Even though
the particular mechanism used here is slightly different from the one proposed in [DI],
it was nonetheless a first important step in the direction of improving DG methods for
incompressible flows.

Publication II

[DII] P. W. Schroeder and G. Lube. Pressure-robust analysis of divergence-free and con-
forming FEM for evolutionary incompressible Navier–Stokes flows. J. Numer. Math.,
25(4):249–276, 2017. url: https://doi.org/10.1515/jnma-2016-1101
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Abstract: This article focusses on the analysis of a conforming finite element method for the time-
dependent incompressible Navier–Stokes equations. For divergence-free approximations, in a semi-
discrete formulation, error estimates for the velocity are proven that hold independently of both
pressure and Reynolds number. Here, a key aspect is the use of the discrete Stokes projection for the
error splitting. Optionally, edge-stabilisation can be included in the case of dominant convection.
Emphasising the importance of conservation properties, the theoretical results are complemented
with numerical simulations of vortex dynamics and laminar boundary layer flows.

• Relevance for thesis: The underlying idea of using and analysing exactly divergence-free
methods in the context of incompressible flows has been taken up by the author for the
first time in [DII]. Concerning the present work, the numerical analysis of H1-conforming
FEM is strongly based on it.

Publication III

[DIII] P. W. Schroeder and G. Lube. Divergence-free H(div)-FEM for time-dependent in-
compressible flows with applications to high Reynolds number vortex dynamics. J. Sci.
Comput., 75(2):830–858, 2018. url: https://doi.org/10.1007/s10915-017-0561-1

Abstract: In this article, exactly divergence-freeH(div)-conforming finite element methods for time-
dependent incompressible viscous flow problems are considered. This is an extension of previous
research concerning divergence-free H1-conforming methods; cf. [DII]. For the linearised Oseen
case, the first semi-discrete numerical analysis for time-dependent flows is presented whereby special
emphasis is placed on pressure- and Reynolds-semi-robustness. For convection-dominated problems,
the proposed method relies on a velocity jump upwind stabilisation which is not gradient-based.
Complementing the theoretical results, H(div)-FEM are applied to the simulation of full nonlinear
Navier–Stokes problems. Focussing on dynamic high Reynolds number examples with vortical
structures, the proposed method proves to be capable of reliably handling the planar lattice flow
problem, Kelvin–Helmholtz instabilities and freely decaying two-dimensional turbulence.

• Relevance for thesis: Leaving the H1 world, the concept of exactly divergence-free FEM
is considered in the framework of H(div)-DG methods in [DIII]. While numerical analysis
is provided in the Oseen case, the 2D numerical examples are based on the Navier–Stokes
problem. Especially the 2D Kelvin–Helmholtz instability problem will be inspected closer
in this work. Moreover, most of the techniques for analysingH(div) methods in the context
of the Stokes problem are based on the paper.

Publication IV

[DIV] P. W. Schroeder, C. Lehrenfeld, A. Linke, and G. Lube. Towards computable flows and
robust estimates for inf-sup stable FEM applied to the time-dependent incompressible
Navier–Stokes equations. SeMA J., 75(4):629–653, 2018. url: https://doi.org/10.
1007/s40324-018-0157-1
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Abstract: Inf-sup stable FEM applied to time-dependent incompressible Navier–Stokes flows are
considered. The focus is on robust estimates for the kinetic and dissipation energies in a twofold
sense. Firstly, pressure-robustness ensures the fulfilment of a fundamental invariance principle and
velocity error estimates are not corrupted by the pressure approximability. Secondly, Re-semi-
robustness means that constants appearing on the right-hand side of kinetic and dissipation energy
error estimates (including Gronwall constants) do not explicitly depend on the Reynolds number.
Such estimates rely on the essential regularity assumption∇u ∈ L1(L∞) which is discussed in detail.
In the sense of best practice, pressure- and Re-semi-robust estimates for pointwise divergence-free
H1-conforming FEM (like Scott–Vogelius pairs or certain isogeometric based FEM) and pointwise
divergence-free H(div)-conforming DG methods are reviewed and established. For convection-
dominated problems, the latter naturally includes an upwind stabilisation for the velocity.

• Relevance for thesis: In this paper, the pressure- and Reynolds-semi-robust error analysis
forH(div)-DG methods for the incompressible Navier–Stokes problem is performed for the
first time and an attempt at treating exactly divergence-free H1 and H(div) methods in a
unified setting is made. Thus, [DIV] serves as the basis for the corresponding explanations
in this work. The essential regularity assumption is discussed in more detail also here.

Publication V

[DV] M. Akbas, A. Linke, L. G. Rebholz, and P. W. Schroeder. The analogue of grad-div
stabilization in DG methods for incompressible flows: Limiting behavior and extension
to tensor-product meshes. Comput. Methods Appl. Mech. Engrg., 341:917–938, 2018.
url: https://doi.org/10.1016/j.cma.2018.07.019

Abstract: Grad-div stabilisation is a classical remedy in conforming mixed finite element methods
for incompressible flow problems, for mitigating velocity errors that are sometimes called poor
mass conservation. Such errors arise due to the relaxation of the divergence constraint in classical
mixed methods, and are excited whenever the spatial discretisation has to deal with comparably
large and complicated pressures. In this contribution, an analogue of grad-div stabilisation for
Discontinuous Galerkin methods is studied. Here, the key is the penalisation of the jumps of the
normal velocities over facets of the triangulation, which controls the measure-valued part of the
distributional divergence of the discrete velocity solution. The contribution is twofold. Firstly, the
limit for arbitrarily large penalisation parameters is characterised, which shows that the stabilised
nonconforming DG methods remain robust and accurate in this limit. Secondly, these ideas are
extended to the case of non-simplicial meshes; here, broken grad-div stabilisation must be used in
addition to the normal velocity jump penalisation, in order to get the desired pressure-robustness
effect. The analysis is performed for the Stokes equations, and more complex flows and Crouzeix–
Raviart elements are considered in numerical examples that also show the relevance of the theory
in practical settings.

• Relevance for thesis: The idea of [DI] is picked up and, embedded into a suitable Stokes
setting, the possibility of improving the pressure-robustness of L2-DG methods is explained
in [DV]. This concept will be used at several places in this work.
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1.2 Overview of Publications

Publication VI

[DVI] P. W. Schroeder, V. John, P. L. Lederer, C. Lehrenfeld, G. Lube, and J. Schöberl. On
reference solutions and the sensitivity of the 2D Kelvin–Helmholtz instability problem.
Comput. Math. Appl., 77(4):1010–1028, 2019. url: https://doi.org/10.1016/j.
camwa.2018.10.030

Abstract: Two-dimensional Kelvin–Helmholtz instability problems are popular examples for assess-
ing discretisations for incompressible flows at high Reynolds number. Unfortunately, the results in
the literature differ considerably. This paper presents computational studies of a Kelvin–Helmholtz
instability problem with high-order divergence-free FEM. Reference results in several quantities of
interest are obtained for three different Reynolds numbers up to the beginning of the final vortex
pairing. A mesh-independent prediction of the final pairing is not achieved due to the sensitivity of
the considered problem with respect to small perturbations. Based on the theory of self-organisation
of 2D turbulence, theoretical explanations for this sensitivity are provided. Possible sources of per-
turbations that arise in almost any numerical simulation are discussed.

• Relevance for thesis: The most important results from [DVI] can also be found in this
work. However, most of the theoretical considerations and the comparison for different
Reynolds numbers are not described in detail here.

Publication VII

[DVII] N. R. Gauger, A. Linke, and P. W. Schroeder. On high-order pressure-robust space
discretisations, their advantages for incompressible high Reynolds number generalised
Beltrami flows and beyond. arXiv:1808.10711 [math.NA], 2018. url: https://
arxiv.org/abs/1808.10711

Abstract: Recently, high-order space discretisations have been proposed for the numerical simula-
tion of the incompressible Navier–Stokes equations at high Reynolds numbers, even for complicated
domains from simulation practice. Although the overall spatial approximation order of the algo-
rithms depends on the approximation quality of the boundary (often not better than third-order),
competitively accurate and efficient results have been reported. In this contribution, first, a possible
explanation for this somewhat surprising result is proposed: the velocity error of high-order space
discretisations is more robust against quantitatively large and complicated pressure fields than low-
order methods’. Secondly, it is demonstrated that novel pressure-robust methods are significantly
more accurate than comparable classical, non-pressure-robust space discretisations, whenever the
quadratic, nonlinear convection term is a nontrivial gradient field like in certain generalised Bel-
trami flows at high Reynolds number. Then, pressure-robust methods even allow to halve the
(formal) approximation order without compromising the accuracy. Thirdly, classical high-order
space discretisations are outperformed by pressure-robust methods whenever the boundary is not
approximated with high-order accuracy. This improved accuracy of (low-order) pressure-robust
mixed methods is explained in terms of a Helmholtz–Hodge projector, which cancels out the non-
linear convection term in any generalised Beltrami flow, since it is a gradient field. The numerical
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1. Introduction

results are illustrated by a novel numerical analysis for pressure-robust and classical space dis-
cretisations. Further, the relevance of these results is discussed for flows that are not of Beltrami
type.

• Relevance for thesis: The concept of generalised Beltrami flows and their connection to
pressure-robust discretisations has been analysed in [DVII] and plays a very important
role in this work as well. For example, the usage of a discrete Helmholtz decomposition to
identify and characterise forces in flows is applied at various places here.

Publication VIII

[DVIII] G. Lube and P. W. Schroeder. Implicit LES with high-order H(div)-conforming FEM
for incompressible Navier–Stokes flows. arXiv:1809.06558 [math.NA], 2018. url:
https://arxiv.org/abs/1809.06558. (accepted for BAIL Proceedings 2018)

Abstract: Transient incompressible Navier–Stokes flows at high Reynolds numbers are considered.
A high-order H(div)-conforming FEM with pointwise divergence-free discrete velocities is applied
to implicit large-eddy simulation in two limit cases: i) decaying turbulence in periodic domains, ii)
wall-bounded turbulent channel flow.

• Relevance for thesis: Most of the results of the numerical experiments considered in [DVIII]
are extended and explained in more detail in this work.

Publication IX

[DIX] C. Lehrenfeld, G. Lube, and P. W. Schroeder. A natural decomposition of viscous
dissipation in DG methods for turbulent incompressible flows. arXiv:1811.12769
[math.NA], 2018. url: https://arxiv.org/abs/1811.12769

Abstract: Nowadays, (high-order) DG methods, or hybridised variants thereof, are widely used in
the simulation of turbulent incompressible flow problems. For turbulence simulations, and especially
in the practically relevant situation of strong under-resolution, it is important to distinguish between
the resolved physical dissipation rate and the contribution of numerical dissipation originating from
the underlying method. In this short article, a certain ambiguity related to such a decomposition
for the viscous effects in a DG-discretised fluid flow problem, which is due to the discontinuity of
the approximate solution, is addressed. A novel but rather natural definition for ‘physical’ and
‘numerical’ viscous dissipation is proposed and, based on a typical 3D benchmark problem for
decaying turbulence, its meaningfulness is examined and confirmed numerically.

• Relevance for thesis: Basically all results from [DIX] can also be found in the present
thesis. The main ideas play a crucial role for the interpretation of simulation results for
(under-resolved) turbulent flows.
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1.3 Outline of Thesis

Publication X

[DX] N. Fehn, M. Kronbichler, C. Lehrenfeld, G. Lube, and P. W. Schroeder. High-order
DG solvers for under-resolved turbulent incompressible flows: A comparison of L2 and
H(div) methods, 2019. (in preparation)

Abstract: The accurate numerical simulation of turbulent flows is a challenging topic in computa-
tional fluid dynamics. For discretisation methods to be robust in the under-resolved regime, mass
conservation as well as energy stability are key ingredients to obtain robust and accurate discreti-
sations. Recently, two approaches have been proposed in the context of high-order discontinuous
Galerkin (DG) discretisations that address these aspects differently. On the one hand, standard
L2-based DG discretisations enforce mass conservation and energy stability weakly by the use of
additional stabilisation terms. On the other hand, pointwise divergence-free H(div)-conforming
approaches ensure exact mass conservation and energy stability by the use of tailored finite ele-
ment function spaces. The present work raises the question whether and to which extent these two
approaches are equivalent when applied to under-resolved turbulent flows. This comparative study
highlights similarities and differences of these two approaches. The numerical results emphasise
that both discretisation strategies are promising for under-resolved simulations of turbulent flows
due to their inherent dissipation mechanisms.

• Relevance for thesis: In the present thesis, some of the results from [DX] can also be found
in the corresponding chapter concerning 3D CFD applications. However, while the paper
goes more into detail at several places, the thesis goes into more detail at several other
places. In this sense, both paper and thesis complement each other. Nonetheless, the main
contribution of the paper is the critical comparison of L2- and H(div)-based DG methods
for 3D turbulent flows, whereas the thesis concentrates onH(div) methods in this context.

1.3 Outline of Thesis

This thesis is structured as follows:

Ch. 2 is dedicated to providing a condensed overview of fluid dynamics where, beginning with
emphasising the connection between conservation of mass and the divergence-free constraint, ba-
sic mathematical and physical aspects of laminar and turbulent incompressible flow are introduced.

Then, the underlying (space) discretisation techniques are laid out in Ch. 3. This chapter provides
all necessary details involved in understanding FEM for the incompressible flow problems treated
in the present work. Both classical and modern concepts are explained, where the emphasis lies on
Discontinuous Galerkin (DG) methods and related efficiency considerations.

Less technical, Ch. 4 is intended to give an overview of the robustness concepts which are impor-
tant here: structure preservation, pressure-robustness and Reynolds-semi-robustness. Theoretical
aspects are complemented with numerical examples which underline the importance of the expla-
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nations.

Then, Ch. 5 and Ch. 6 provide numerical error analysis for the stationary Stokes and the time-
dependent Navier–Stokes problem, respectively. Here, basically the methods introduced in Ch. 3
are considered with special regard to the robustness concepts from Ch. 4.

In preparation of the conducted numerical experiments in the following chapters, the notion of
physical and numerical viscous dissipation is addressed in Ch. 7. Such a distinction is especially
important in the context of DG methods, because the involved arguments are much more subtle as
compared to the continuous case.

A major contribution of this work is the investigation of the performance of high-order divergence-
free FEM in selected 2D and 3D applications in Ch. 8 and Ch. 9. Considerations of the flow around
an obstacle, a Kelvin–Helmholtz instability problem as well as freely decaying 2D and 3D turbu-
lence and turbulent channel flow problems conclude the main part of this thesis.

Finally, a summary along with conclusions and conceivable future research directions is provided in
Ch. 10. In doing so, an attempt is made to also give some personal recommendations about certain
fundamental design decisions which necessarily have to be made with regard to the particular
numerical method to be used.
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CHAPTER 2
Incompressible Fluid Dynamics

Structure of this chapter: Beginning with a physically motivated excursion to the divergence-
free constraint, the main model, namely the Navier–Stokes equations, as well as basic terminology
and notation is introduced. Then, the weak formulation on the continuous level is considered
together with some remarks concerning existence and regularity of weak solutions. Afterwards,
essential further regularity assumptions, which will accompany us through this entire work, are
introduced and the general concept of the Helmholtz decomposition is explained. Before finish-
ing this chapter with special situations in which the governing equations can be simplified, some
physically interesting flow quantities are introduced and their connection to turbulence is outlined.

2.1 Divergence-Free Constraint . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2 Navier–Stokes Equations . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.2.1 Weak Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2.2 Essential Regularity Assumptions . . . . . . . . . . . . . . . . . . . . . 13
2.2.3 Helmholtz Decomposition and Projection . . . . . . . . . . . . . . . . . 16

2.3 Characteristic Quantities of Flows . . . . . . . . . . . . . . . . . . . . . 17
2.4 Turbulence Theory and Spectral Analysis . . . . . . . . . . . . . . . . . 20
2.5 Related Simplified Problems . . . . . . . . . . . . . . . . . . . . . . . . 22

2.1 Divergence-Free Constraint

The title of this chapter is incompressible fluid dynamics. So our first task is to clarify what this
means exactly, how it is connected to the divergence-free constraint and what it has to do with
mass conservation and the continuity equation. This section is loosely based on ideas drawn from
[And95; Pan13; Wie74] to which is referred for more details.

Let us assume that the continuum hypotheses (physical quantities vary continuously from point to
point throughout the fluid) holds true and denote by fluid particle a small fluid-filled volume that
possesses locally those macroscopic properties of the associated fluid in bulk.

The fundamental physical principle of conservation of mass dictates that mass can neither be
created nor destroyed. In the context of fluid dynamics, the corresponding important quantities
are the density ρ and the velocity u of a particular flow configuration. Conservation of mass can
then be reformulated mathematically as the continuity equation in conservation form:

∂ρ

∂t
+∇ · (ρu) = 0.



2. Incompressible Fluid Dynamics

Using the product rule for the divergence operator and introducing the substantial derivative op-
erator D

Dt = ∂
∂t + u ·∇, one easily obtains the continuity equation in non-conservation form as

1

ρ

Dρ

Dt
= −∇ ·u.

This leads to our first formal definition.
Definition 2.1 (Incompressible flow)
Incompressible flow occurs whenever local and convective derivatives cancel each other out, i.e.

1

ρ

Dρ

Dt
= 0.

Physically, this means that the density of each fluid particle does not change during its motion.

One can also show that ∇ ·u has the physical meaning of the time rate of change of the volume
δV of a moving fluid particle V , i.e.

∇ ·u =
1

δV

D(δV )

Dt
.

Frequently, we assume that ρ = const. Then, the continuity equation reduces to the kinematic
divergence-free constraint

∇ ·u = 0.

Thus, a material with constant ρ is always subject to incompressible flow. However, incompressible
flow can also occur for materials with a globally variable ρ, whenever the density of each particular
fluid particle is constant. For example, a mixture of oil and water is subject to incompressible
flow even though ρ is obviously not constant. Moreover, in the ocean and the atmosphere, ρ varies
spatially but any one fluid particle has a constant density. Hence, incompressible flow occurs as
well; we also refer to [CL14, Sec. 2.4].

Remark 2.2 (Incompressible flow vs. incompressible fluid): In contrast, incompressible fluid is a
thermodynamic term and should not be confused with incompressible flow. For example, low-speed
aerodynamics is an illustration for an incompressible flow of a compressible fluid (actually, another
phrasing for the condition of having an incompressible flow is based on a low Mach number). N

2.2 Navier–Stokes Equations

As the main model in this work, we consider the time-dependent and nonlinear incompressible
Navier–Stokes equations (NSEs) [Dur08; SG00; Tri88], which read





∂tu+ (u ·∇)u− ν∆u+∇p = f in (0, T )× Ω,

∇ ·u = 0 in [0, T ]× Ω,

u(0, ·) = u0(·) in Ω.

(2.1a)

(2.1b)

(2.1c)

For the space dimension d ∈ {2, 3}, Ω ⊂ Rd denotes a connected bounded Lipschitz domain and
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2.2 Navier–Stokes Equations

T > 0 is the end of time considered in the particular problem. Moreover, u : [0, T ]× Ω→ Rd indi-
cates the velocity field, p : [0, T ]×Ω→ R is the (zero-mean) kinematic pressure, f : [0, T ]×Ω→ Rd

represents external body forces and u0 : Ω→ Rd stands for a suitable initial condition for the veloc-
ity. The underlying fluid is assumed to be Newtonian with constant kinematic viscosity 0 < ν � 1.
In this chapter, we impose the no-slip boundary condition u = 0 on [0, T ] × ∂Ω. For simplicity,
different boundary conditions as, for example, non-zero Dirichlet, free-slip, outflow or periodicity
are not used for theoretical considerations in this subsection; however, they do appear in several
remarks and numerical examples.

At this point, the probably most important quantity in fluid dynamics shall be introduced: the
Reynolds number Re. A low Reynolds number indicates a relatively ‘slow’ and most likely laminar
flow, whereas a flow at high Reynolds number tends to become chaotic (turbulent) and difficult to
predict. Let us define this quantity [Dur08; SG00; Tri88].

Definition 2.3 (Reynolds number Re)
Given a reference length Lref and a reference velocity Uref , then

Re :=
UrefLref

ν
.

One possible motivation for this definition, roughly speaking, is to understand Re as the ratio be-
tween inertia (convection) and viscous (diffusion) forces. Indeed, heuristically, (u ·∇)u ≈ U2

ref/Lref

and ν∆u ≈ νUref/L
2
ref leads to

inertia force
viscous force

=
U2

ref

Lref

L2
ref

νUref
=
UrefLref

ν
= Re.

Note that this interpretation does not always work. For example, in a laminar channel flow
(u ·∇)u = 0 holds, which would always result in a zero Reynolds number. Thus, alternatively,
the Reynolds number can also be interpreted as a ratio of, for example, energies or characteristic
times. However, in this work, Def. 2.3 shall be sufficient.

Notation: Denote by |Ω| the volume of Ω and introduce the mean integral −
∫

Ω = |Ω|−1 ∫
Ω. In

what follows, for K ⊆ Ω we use the standard Sobolev spaces Wm,p(K) for scalar-valued functions
with associated norms ‖·‖Wm,p(K) and seminorms |·|Wm,p(K) for m ∈ N0 and 1 6 p 6 ∞ [Eva10,
Sec. 5.2]. Spaces and norms for vector- and matrix-valued functions are indicated with bold let-
ters and their Frobenius norm is usually denoted |·|. For example, for a vector-valued function
v = (v1, . . . , vn)†, we consider ‖v‖pLp(Ω) =

∑n
i=1 ‖vi‖

p
Lp(Ω) =

∫
Ω |v|

p
p dx, where |v|pp =

∑n
i=1 |vi|p.

One obtains the Lebesgue space W 0,p(K) = Lp(K) and the Hilbert space Wm,2(K) = Hm(K).
Note that the space Hm is still meaningful for m ∈ R [Sal16, Sec. 7.7.7]. Additionally, the closed
subspaces H1

0 (K) consisting of H1(K)-functions with vanishing trace on ∂K, and the set L2
0(K)

of L2(K)-functions with zero mean in K play an important role. The L2(K)-inner product is de-
noted by (·, ·)K and, ifK = Ω, we usually omit the domain completely when no confusion can arise.
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2. Incompressible Fluid Dynamics

Furthermore, with regard to time-dependent problems, given a Banach spaceX and a time instance
t, the Bochner space Lp(0, t;X) for p ∈ [1,∞] is used [Eva10, Sec. 5.9.2]. In the case t = T , we
frequently use the abbreviation Lp(X) = Lp(0, T ;X). The dual space ofX is denoted byX∗. With
the obvious modification for p =∞, and for |||·|||X denoting either a norm ‖·‖X or a seminorm |·|X ,
we define

|||v|||pLp(0,t;X) =

∫ t

0
|||v(τ)|||pX dτ .

2.2.1 Weak Formulation

Given the velocity space V = H1
0 (Ω) and the pressure space Q = L2

0(Ω), the following universal
weak formulation of the Navier–Stokes problem (2.1) is obtained:

{
Find (u, p) : (0, T )→ V ×Q with u(0) = u0 s.t., ∀ (v, q) ∈ V ×Q,
〈∂tu,v〉∗ + νa(u,v) + c(u;u,v) + b(v, p) + b(u, q) = 〈f ,v〉∗.

(2.2a)

(2.2b)

Here, 〈·, ·〉∗ denotes the duality pairing between V and its dual space V ∗ = H−1(Ω). The corre-
sponding multilinear forms are given by

a(u,v) :=

∫

Ω
∇u :∇v dx, b(u, q) := −

∫

Ω
q(∇ ·u) dx, c(w;u,v) :=

∫

Ω
(w ·∇)u ·v dx,

where [∇u]ij = ∂ui/∂xj denotes the entries of the Jacobian. The continuous bilinear form b is
known to be inf-sup stable [Joh16, Thm. 3.46]; that is, there exists β > 0 such that

inf
q∈Q\{0}

sup
v∈V \{0}

b(v, q)

‖v‖V ‖q‖Q
> β. (2.3)

Let us furthermore recall some well-known properties of the trilinear form c.

Lemma 2.4 (Properties of the convection form)

Let u,v,w ∈ V with ∇ ·w = 0 and 1 6 p, q, r 6∞ with 1/p + 1/q + 1/r = 1. Then, the trilinear
form is continuous on V × V × V and

c(w;u,v) = −c(w;v,u), c(w;v,v) = 0, |c(w;u,v)| 6 ‖w‖Lp ‖∇u‖Lq ‖v‖Lr .

Proof: Cf., for example, [BF13, Lem. V.1.1] and [Lay08, Sec. 6.2, Lem. 13]. �

For the sake of completeness, we observe that the viscous bilinear form a is coercive and bounded,
which means that a(v,v) = ‖v‖2V = ‖∇v‖2L2 and a(u,v) 6 ‖∇u‖L2 ‖∇v‖L2 holds for all u,v ∈ V .

Note that in problem (2.2) no precise statement or assumption is made about the regularity of
either the data u0 and f or the sought-after exact solution (u, p). Indeed, this is a sophisticated
matter which is, in some way, related to one of the seven Millennium Problems in mathematics1.

1The official problem description from the Clay Mathematics Institute can be found on http://www.claymath.org/
sites/default/files/navierstokes.pdf (retrieved 18/01/2019).
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2.2 Navier–Stokes Equations

In order to be slightly more precise, we introduce the space

V div = {v ∈ V : (q,∇ ·v) = 0, ∀ q ∈ Q} = {v ∈ V : ∇ ·v = 0}

of weakly divergence-free velocities. The largest space in which one can work comfortably with the
divergence is

H(div; Ω) =
{
v ∈ L2(Ω): ∇ ·v ∈ L2(Ω)

}
.

Analogously to V div, we define

Hdiv =
{
v ∈H(div; Ω) : ∇ ·v = 0, v ·n

∣∣
∂Ω

= 0
}
,

where n denotes the outer unit normal vector to ∂Ω. As is usual when working with Sobolev spaces,
restrictions on boundaries are understood in the weak sense of traces. Note also that V div ⊂Hdiv.

Remark 2.5: Following [Soh01, Ch. II, Lem. 2.5.3], whenever Ω is a bounded Lipschitz domain,
then Hdiv is the closure of C∞0,div(Ω) := {v ∈ C∞0 (Ω): ∇ ·v = 0} in ‖·‖L2 . Frequently, Hdiv is
alternatively denoted by L2

σ(Ω). N

The known mathematical theory concerning existence and regularity of (Leray–Hopf) weak Navier–
Stokes solutions to (2.2) gives the following result; see also [BF13; BIL06; Joh16; Soh01].

Theorem 2.6 (Existence and uniqueness of weak Navier–Stokes solutions)

Let Ω ⊂ Rd be a connected, bounded Lipschitz domain. Then, provided u0 ∈ Hdiv and f ∈
L2(0, T ;V ∗), there exists a solution (u, p) to (2.1) which fulfils, for all T > 0,

u ∈ L2
(

0, T ;V div
)
∩ L∞

(
0, T ;Hdiv

)
, ∂tu ∈ L4/d

(
0, T ;

(
V div

)∗)
, p ∈W−1,∞(0, T ;Q).

For d = 2 the solution is unique, whereas uniqueness is an open problem for d = 3. Furthermore,
for all t ∈ [0, T ], the following energy inequality holds true:

1

2
‖u(t)‖2L2 + ν

∫ t

0
‖∇u(τ)‖2L2 dτ 6

1

2
‖u0‖2L2 +

∫ t

0
〈f(τ),u(t)〉∗ dτ . (2.4)

In case of d = 2, in fact there holds equality in (2.4).

Proof: Cf., for example, [BF13, Ch. V, Sec. 1.3] or [Soh01, Ch. V, Sec. 3]. �

2.2.2 Essential Regularity Assumptions

In this work we mainly deal with numerical approximations to solutions of the Navier–Stokes
equations (2.1). Unfortunately, for finite element error analysis, the regularity provided in Thm. 2.6
is not sufficient. This means that if the exact solution (u, p) of the problem at hand, for which an
approximation is sought, has only this minimal amount of regularity, then, in general, one cannot
hope to be able to construct a controllable numerical method to find a discrete solution. Therefore,
we make the following additional regularity assumptions.
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2. Incompressible Fluid Dynamics

Assumption A: In the weak formulation (2.2), we search for (u, p) ∈ V T ×QT , where

V T =
{
v ∈ L2(0, T ;V ) : ∂tv ∈ L2

(
0, T ;L2(Ω)

)}
, QT = L2(0, T ;Q). (2.5)

In addition, let us assume that the right-hand side forcing term fulfils

f ∈ L2
(
0, T ;L2

)
, (2.6)

which is not unrealistic in light of the assumed regularity (2.5) for the solution.

Note that the condition for ∂tu in (2.5) is an assumption for the regularity both in time (only
for d = 3) and space and implies that u ∈ H1

(
L2
)
. For p, on the other hand, it represents an

assumption only for the regularity in time.

Remark 2.7: Concerning the regularity (2.6) of the forcing term f , on the continuous level, the
problem could be posed using the less restrictive assumption f ∈ L2(V ∗). However, in this work we
also deal with discretisations which are not H1-conforming. In such a situation, rough right-hand
sides lead to technical difficulties which we omit by assuming (2.6); cf. [DE12, Rem. 4.9]. Another
problem with rough forcing terms, even for H1-conforming methods, is that energy estimates can
generally not be expected to be independent of ν−1; cf. [DII, Rem. 3.2]. N

Moreover, it is very common to additionally demand the following regularity.
Assumption B: Assume that the solution u to (2.2) fulfils

u ∈ L1
(
0, T ;W 1,∞(Ω)

)
. (2.7)

Note that especially, this holds only if ∇u ∈ L1(L∞).

We now want to highlight that incompressible flows which comply with (2.7) are relevant both from
a theoretical and a practical point of view. Let us give a few arguments underlining this statement.
At first, note that (2.7) guarantees unique solvability of the Navier–Stokes problem.
Lemma 2.8 (Unique solvability)

If a solution u ∈ V T ∩ L1
(
W 1,∞), p ∈ QT to the NSEs (2.2) exists, it is unique.

Proof: This proof is based on [MB02, Sec. 3.1] and [DII]. Let (u1, p1) and (u2, p2) be two solutions
of (2.2) with smooth velocities according to V T ∩L1

(
W 1,∞) and initial values u01 and u02 . Denote

the difference of the solutions by (ũ, p̃) = (u1 − u2, p1 − p2).

Considering the difference of (2.1) for (u1, p1) and (u2, p2), respectively, and adding a zero yields

∂tũ+ (u1 · ∇)ũ+ (ũ · ∇)u2 = −∇p̃+ ν∆ũ.

Multiplication by ũ and integration over Ω results in

(∂tũ, ũ) + c(u1; ũ, ũ) + c(ũ;u2, ũ) = −(∇p̃, ũ) + ν(∆ũ, ũ),
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2.2 Navier–Stokes Equations

where c(u1; ũ, ũ) = 0 due to Lem. 2.4. The two terms on the right-hand side can be treated
using integration by parts, where the boundary terms cancel out for no-slip (or periodic) boundary
conditions on ∂Ω. With the estimate in Lem. 2.4, we thus obtain

1

2

d

dt
‖ũ‖2L2 6

1

2

d

dt
‖ũ‖2L2 + ν ‖∇ũ‖2L2 = −c(ũ;u2, ũ) 6 ‖∇u2‖L∞ ‖ũ‖2L2 .

Applying the differential form of Gronwall’s lemma [Joh05, A. 54] gives, for all 0 6 t 6 T ,

‖ũ(t)‖2L2 6 ‖ũ(0)‖2L2 exp

(
2

∫ t

0
‖∇u2(τ)‖L∞ dτ

)
, (2.8)

which, after taking the square root, becomes

‖ũ‖L∞(L2) 6 ‖ũ(0)‖L2 e
|u2|L1(W1,∞) . (2.9)

The claim follows immediately whenever u01 and u02 coincide, since then ‖ũ(0)‖L2 = 0. �

Furthermore, the following arguments are also to be considered.

• In fact, (2.7) ensures that the velocity field u is uniformly Lipschitz continuous on [0, T ].
This can be explained as a result of Sobolev embedding theorems; cf. [BF13, Sec. 2.8]. As
a consequence, the characteristic curves of the dynamical system d

dtx(t) = u(t,x(t)) remain
smooth and never intersect within [0, T ]; cf. [BT13].

• From a physical point of view, these characteristic curves are the pathlines of the flow; cf.
[Dur08, Sec. 4.3.1], and it is indeed meaningful that they never intersect.

• The symmetric part of the velocity gradient ∇u encodes relevant information about the local
structure of a flow; cf. [CL14, Sec. 2.5].

• At least in a periodic box and for f = 0, the smallest scales of an incompressible Navier–
Stokes flow behave like

√
ν/ ‖∇u‖L∞ ; cf. [HKR90].

Remark 2.9 (Onsager’s conjecture): If ν = 0 in (2.1), the incompressible Euler equations are
recovered. Suppose f ≡ 0 and Ω = R3, or let Ω ⊂ R3 be a box with periodic BCs in all directions.
Then, in 1949 Onsager conjectured that energy conservation of a solution to the corresponding
Euler system is guaranteed only if the velocity is Hölder continuous with exponent > 1/3, i.e.
u ∈ C0,α(Ω) for α > 1/3 [Ons49]. In fact, Onsager’s conjecture turns out to be correct (see [BV19;
CET94; Eyi94]) and energy is conserved even for α = 1/3 [CC+08] (using Besov spaces); in this
positive case, there holds equality in (2.4) (ν = 0, f ≡ 0). On the other hand, if α < 1/3, the
lack of smoothness results in a phenomenon called anomalous dissipation [BL+18]. Its occurrence
is related to the notion of the so-called zeroth law of turbulence, which roughly states that kinetic
energy dissipation is non-vanishing, even in the limit as ν → 0; see also [Fri95, Ch. 5.2]. Both
experimental [PKvdW02] and numerical (DNS) evidence [KI+03] support this concept. N
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2. Incompressible Fluid Dynamics

2.2.3 Helmholtz Decomposition and Projection

The so-called Helmholtz decomposition is an important tool for the analysis of incompressible flows.
In this thesis, we only need the very basic concept but the interested reader is, for example, referred
to [JL+17], [Joh16, Sec. 3.7], [Soh01, Ch. II, Sec. 2.5] and [BF13, Sec. 3.3] for more information.

In order to introduce a decomposition of L2 vector fields, the following space of gradients is needed:

G(Ω) :=
{
v ∈ L2(Ω): ∃φ ∈ H1(Ω) s.t. v = ∇φ

}
.

Theorem 2.10 (Helmholtz decomposition)

Let Ω ⊂ Rd, d > 2, be a bounded Lipschitz domain. Then, every vector field f ∈ L2(Ω) can be
decomposed uniquely into a divergence-free part f0 and a curl-free part ∇φ; that is,

f = f0 +∇φ, (2.10)

where f0 ∈ Hdiv, ∇φ ∈ G(Ω), (f0,∇φ)L2 = 0 and ‖f‖2L2 = ‖f0‖2L2 + ‖∇φ‖2L2 . Thus, G(Ω) =(
Hdiv

)⊥, where orthogonality holds w.r.t. the L2 inner product.

Proof: Cf., for example, [BF13, Thm. IV.3.4] or [Gal11, Thm. III.1.1]. �

In this setting, namely f = f0 +∇φ, the operator

P : L2(Ω)→Hdiv, Pf = f0,

is called Helmholtz projector of f . Note that obtaining the Helmholtz decomposition of f ∈ L2(Ω)

can also be characterised as finding the solution (Pf , φ) ∈H(div; Ω)×H1(Ω) to the PDE problem





Pf +∇φ = f in Ω,

∇ ·Pf = 0 in Ω,

Pf ·n = 0 on ∂Ω.

(2.11a)

(2.11b)

(2.11c)

The following corollary is quite obvious, but still enormously important to notice.

Corollary 2.11

For all φ ∈ H1(Ω), there holds P(∇φ) = 0.

Let us at this point discuss one important application of the Helmholtz decomposition. The next
lemma shows that for the dynamics of the Navier–Stokes problem (2.1), only the initial condition
and the Helmholtz projection of the forcing term f affect the velocity solution. In other words,
irrotational forces do not have an impact on the velocity of an incompressible flow [JL+17].
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Lemma 2.12 (Energy estimate with Helmholtz projection under smoothness)

According to Asm. A, let (u, p) ∈ V T × QT be a solution to the NSEs (2.2) with f ∈ L2
(
L2
)
.

Then, for all t ∈ [0, T ], the Helmholtz decomposition f(t) = Pf(t) +∇φ(t) can be used to obtain
the following energy estimate:

‖u(t)‖2L2 + ν ‖∇u‖2L2(L2) 6 ‖u0‖2L2 +
C2

PF

ν
‖Pf‖2L2(L2) . (2.12)

Proof: For all t ∈ [0, T ], testing symmetrically in (2.2), using Lem. 2.4, the Helmholtz decomposi-
tion and the fact that u ∈ V div leads to

1

2

d

dt
‖u‖2L2 + ν ‖∇u‖2L2 = (f ,u) = (Pf +∇φ,u) = (Pf ,u) 6 CPF ‖Pf‖L2 ‖∇u‖L2 ,

where the Poincaré–Friedrichs inequality has been used in the estimate. Now, applying the ideas
of the proof of [Joh16, Lem. 7.21] shows the claim. �

Remark 2.13: Whenever the Helmholtz projection of the forcing term f = f0 +∇φ vanishes, i.e.
Pf = f0 = 0, Lem. 2.12 reveals that the only source of energy is the initial condition u0. Worded
differently, in a stationary process (∂tu = 0), a forcing term f with Pf = 0 leads to the trivial
solution u = 0 (the pressure, however, does not need to vanish). We will pick up this property
again in Sec. 4.2 in the context of pressure-robustness and so-called no-flow problems. N

2.3 Characteristic Quantities of Flows

Let us now take a step back from the rather technical considerations concerning regularity of Navier–
Stokes solutions. In classical physical fluid dynamics theory, it is usually (sometimes implicitly)
assumed that velocity and pressure are smooth enough such that carrying out basic calculus opera-
tions does not make any problems.2 Taking this view, we will now introduce frequently considered
and physically interesting quantities which characterise incompressible flows [Dav04; Les08].

2In order to obtain more regular solutions than provided in Thm. 2.6, one has to begin with more regular data in
the first place. The corresponding notion of strong solutions is explained, for example, in [BF13, Ch. V, Sec. 2].
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2. Incompressible Fluid Dynamics

Definition 2.14

Given a velocity u = (u1, u2, u3)†, the corresponding vorticity is defined by ω = (ω1, ω2, ω3)† =

∇ × u := curlu. For d = 2, we have u3 = 0 and therefore, the scalar-valued analogue ω :=

ω3 = ∂x1u2 − ∂x2u1 is usually introduced as being only the third component of the 3D curl. For
x = (x1, x2, x3)†, the following quantities and their evolution are of particular interest:

K(u) :=
1

2|Ω| ‖u‖
2
L2 =

1

2
−
∫

Ω
|u(x)|2 dx (kinetic energy),

ε(u) :=
ν

|Ω| ‖∇u‖
2
L2 = ν−

∫

Ω
|∇u(x)|2 dx (energy dissipation rate),

E(u) :=
1

2|Ω| ‖ω‖
2
L2 =

1

2
−
∫

Ω
|ω(x)|2 dx (enstrophy),

P(u) :=
1

2|Ω| ‖∇ω‖
2
L2 =

1

2
−
∫

Ω
|∇ω(x)|2 dx (2D3 palinstrophy).

Note that recently, an increased interest, both theoretically and numerically, in using K(u), E(u)

and P(u) for analysing merging processes in incompressible 2D flows at high Reynolds numbers
can be observed [AP14a; AP14b; CvH17; GSS11].

In the following, we want to investigate the time evolution of kinetic energy, enstrophy and palin-
strophy. The starting point for this is the momentum balance (2.1a) of the time-dependent Navier–
Stokes equations (2.1). Dotting u into it, integration over Ω, integration by parts of both pressure
gradient und Laplacian, and then applying ∇ ·u = 0 plus the no-slip boundary condition4 (BC)
leads to the following evolution equation:

d

dt

1

2
‖u(t)‖2L2 = −ν ‖∇u(t)‖2L2 +

∫

Ω
f(t,x) ·u(t,x) dx. (2.13)

Again relying essentially on ∇ ·u = 0 [DG95, Sec. 1.4], one can show that at least for no-slip,
stress-free (u ·n = 0, (−ν∇u)n× n = 0 on ∂Ω) and periodic BCs,

ε(u) = 2νE(u) (2.14)

holds true. Thus, after additionally dividing by |Ω|, (2.13) can be rewritten as the kinetic energy
evolution equation

d

dt
K(u) = −2νE(u) +−

∫

Ω
f ·udx.

In order to derive a corresponding evolution equation for the enstrophy, one first has to obtain the
vorticity transport equation [Tri88, Sec. 6.6] by taking the curl of (2.1a) which leads to

∂tω + (u ·∇)ω = ν∆ω + (ω ·∇)u+ curlf . (2.15)

3 In the general 3D case, the palinstrophy is defined with the help of ‖∇ × ω‖2L2 [PL+75]. For the considerations
in this work, however, the 2D case, in which the gradient of the (scalar-valued) vorticity is used instead, suffices.

4Note that periodic and stress-free BCs provide the same result [DG95, Sec. 1.3].

- 18 -



2.3 Characteristic Quantities of Flows

The term (ω ·∇)u describes the physical phenomenon of vortex stretching which, vanishing iden-
tically in 2D, is inherently connected to 3D turbulence and the mathematical difficulties explained
in Sec. 2.2; see also [Doe09].

Now, dotting ω into (2.15), integration over Ω, integration by parts and using ∇ ·u = ∇ ·ω = 0

together with periodic and/or stress-free BCs (not under no-slip!) amounts to

d

dt
E(u) = −2νP(u) +−

∫

Ω
(ω ·∇)u ·ω dx+−

∫

Ω
curlf ·ω dx; (2.16)

the enstrophy evolution equation. The quantity 2νP(u) is called enstrophy dissipation rate and is
the analogue of the energy dissipation rate ε(u). Note that even in the limit ν → 0 and without
a forcing term, 3D incompressible flows hence may show a finite energy dissipation, which is a
remarkable property.

Remark 2.15 (Freely decaying flows): Let us assume that curlf = 0, which is, for example,
the case for applications where the force field is conservative5. In this case, for d = 2 we have
(ω ·∇)u = 0 and thus, (2.16) reveals that, as a result of viscous forces only, the enstrophy (and
due to (2.14) also the dissipation rate) of an incompressible flow is always monotonically (exponen-
tially slow) decreasing in time whenever periodic and/or stress-free BCs are imposed. In contrast,
under the full no-slip condition u

∣∣
∂Ω

= 0, vorticity and hence enstrophy can indeed be created
in the vicinity of boundary layers, even in the 2D situation; cf., for example, [CMvH99; CvH17].
On the other hand, for d = 3, since the sign of the additional integral term in (2.16) cannot
be controlled, the enstrophy might additionally either be amplified or diminished by the vortex
stretching contribution. Especially, in a periodic domain, this means that if the enstrophy of a 3D
incompressible flow increases in time, unavoidably the mechanism of vortex stretching has to be
responsible. N

Rem. 2.15 highlights a fundamental difference between 2D and 3D flows: in 3D, enstrophy can
increase or decrease by means of vortex stretching. Naturally, the question arises whether there
exists an analogous mechanism also for 2D flows. The answer is directly connected to the 2D
palinstrophy, as we will see now.

In order to obtain an evolution equation for the 2D palinstrophy, we simplify the vector-valued
vorticity transport equation (2.15) for the 2D case by only considering the third component of the
corresponding quantities (ω → ω). Now, for brevity assuming that f = 0, taking the gradient6 of
(2.15) leads to the 2D palinstrophy transport equation [AP14a]

∂t∇ω + (u ·∇)∇ω = ν∆∇ω − (∇u)†∇ω.

Dotting ∇ω into this equation7, integration over Ω and integration by parts leads to the following

5The probably most prominent example of a conservative force is the gravitational force.
6In the general 3D case, one would have to take the curl again (this is were the name ‘palinstrophy’ comes from).
7A different approach is to multiply (2.15) by ∆ω, integrate and use integration by parts on the left-hand side.
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evolution equation [Bat69]:

d

dt

1

2
‖∇ω‖2L2 = −ν

∫

Ω
|∇(∇ω)|2 dx−

∫

Ω
(∇u)†∇ω ·∇ω dx.

After rescaling and rewriting the term involving the Hessian of the vorticity (third derivatives of
the velocity), we obtain the 2D palinstrophy evolution equation

d

dt
P(u) = − ν

|Ω| |ω|
2
H2 −−

∫

Ω
(∇u)†∇ω ·∇ω dx. (2.17)

Comparing the palinstrophy evolution equation (2.17) for 2D with the enstrophy evolution equation
(2.16) for 3D, one can observe structural similarities. The second term on the right-hand side
of (2.17) now represents the 2D analogue of 3D vortex stretching in (2.16), for it shows that
palinstrophy may indeed spontaneously in- or decrease in time. Consistently, viscosity effects
dampen the rate of change of palinstrophy in 2D; as they do the rate of change of enstrophy in 3D.

2.4 Turbulence Theory and Spectral Analysis

At this point, it is also useful to make a brief side note about (statistical) turbulence theory and
spectral analysis; cf., for example, [DG95, Sec. 3.3]. Assuming that Ω ⊂ Rn is a periodic box (in all
directions), define by E(κ) the amount of kinetic energy concentrated in the wavenumber κ ∈ Rn

with κ := |κ|. Using Fourier analysis in spectral space allows the decomposition of a particular
flow into several length scales (frequencies) which are associated with 1/κ. All explanations have
to be understood in the context of incompressible flows at high Reynolds numbers.

The absence of vortex stretching in 2D leads to the fact that 2D flows cannot dissipate energy at
small scales, thereby giving 2D turbulence a totally different character compared to 3D turbulence
[BE12; Tab02]. Therefore, there is no forward cascade of kinetic energy in 2D flows, but energy is
transferred (backwards) from small to large scales. Furthermore, a typical characteristic of 2D flows
is its tendency to self-organise into large-scale coherent structures [Van88]. However, 2D flows do
dissipate enstrophy at small scales which means that there exists a forward cascade for enstrophy.
So, very roughly speaking, 3D and 2D turbulence can be considered analogously, at least in some
aspects, when the enstrophy is treated as the kinetic energy and the vorticity as the velocity.

Denote by 〈·〉 a suitable averaging operator (most of the time, either time or ensemble averages are
considered). In the following, we consider the inertial range of scales where only inertia effects from
the nonlinear term are relevant and the impact of viscous diffusion is negligible. Using dimensional
analysis, in this inertial range the distribution of energy across different 3D flow scales can be shown
to behave according to the Kolmogorov scaling theory (see also [Les08, Ch. 6])

E(κ) ∼ 〈2νE(u)〉2/3κ−5/3. (2.18)

Note that the enstrophy plays a role in this equation for the kinetic energy spectrum.
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Contrary to above, and as already mentioned, the situation is fundamentally different in 2D. For
large wavenumbers (small scales), kinetic energy is distributed according to

E(κ) ∼ 〈2νP(u)〉2/3κ−3,

which represents the forward cascade of enstrophy [Les08, Ch. 8]. Note that now, the palinstrophy
appears instead of the enstrophy. However, the so-called inverse cascade of kinetic energy, which
is observable only for forced 2D turbulence, takes place at smaller wavenumbers and behaves anal-
ogously to (2.18); see also [Dav04, Ch. 10] and [Les08, Sec. 8.6]. A corresponding visualisation of
the cascade processes in the freely decaying setting can be seen in Fig. 2.1.

energy cascade

log(E(κ))

log(κ)

∼ 〈2νE(u)〉2/3κ−5/3

inertial range diss.

enstrophy cascade

log(E(κ))

log(κ)

∼ 〈2νP(u)〉2/3κ−3

inertial range diss.

3D 2D

Fig. 2.1: Forward energy and enstrophy cascade processes for freely decaying turbulence in 3D
(left) and 2D (right), respectively.

From these considerations concerning the distribution of energy over different scales, one can learn
that asymptotically, 3D flows usually concentrate more energy in fine scales than 2D flows.

Remark 2.16 (Fourier transform, spectra and regularity): Let us briefly remark on the connec-
tion between regularity of a function and decay of its energy spectrum. Given u ∈ L2(Rn),
the Fourier transform of u for κ ∈ Rn is defined as F [u](κ) =

∫
Rn exp (−ix ·κ)u(x) dx and

F [u] ∈ L2(Rn) holds. More importantly, u ∈ Hm(Rn) if and only if
(
1 + κ2

)m/2F [u] ∈ L2(Rn),
where κ = |κ| [Sal16, Sec. 7.7.7]. Thus, Hm(Rn) is the space of functions u ∈ L2(Rn) such that
κmF [u] ∈ L2(Rn). Roughly speaking, this means that from the decay in wave space of the Fourier
transform as κ → ∞, one can draw conclusions concerning the regularity of the function in phys-
ical space: a steeper slope corresponds to a more regular function. This also means that, roughly
speaking, a turbulent 2D flow is more regular than a turbulent 3D flow as κ−3 is steeper than κ−5/3;
cf. Fig. 2.1. Furthermore, a κ−5/3 energy spectrum corresponds to the Hölder regularity C0,1/3; see
[CET94], [Les08, Sec. 6.4.5] or [Fri95, Ch. 5.1, Sec. 6.3.1]. More generally, an energy spectrum
decaying as E(κ) ∼ κ−s for 1 < s 6 3 implies Hölder continuity C0, s−1

2 ; see [Fri95, eqn. (4.60),
eqn. (4.61)] and [CET94]. With respect to Rem. 2.9, this means that any incompressible Euler flow
(ν = 0) which shows at least a κ−5/3 decay is regular enough to be energy conserving. N

Another interesting point is how the fine scales react to the viscosity (equivalently the Reynolds
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number) [DG95]. In 3D, the so-called Kolmogorov dissipation length scale λ3D is defined as

λ3D ∼
(

ν3

〈2νE(u)〉

)1/4

,

which indicates that below λ3D, viscous dissipation dominates the dynamics of the flow. In contrast,
the 2D analogue, called Kraichnan dissipation length scale λ2D, behaves according to

λ2D ∼
(

ν3

〈2νP(u)〉

)1/6

.

In Fig. 2.2, λ3D and λ2D are shown exemplarily for various viscosities ν. One can observe that the
dissipation length scale in 3D decreases faster for decreasing ν, which means that the amount of
small-scale features of a 3D flow is asymptotically much richer. Hence, in anticipation of numer-
ical simulations in the subsequent chapters, it can be concluded that resolving 3D flows at high
Reynolds numbers is significantly more difficult and expensive than resolving 2D flows.
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Fig. 2.2: Comparison of 2D and 3D dissipation length scales against viscosity.

2.5 Related Simplified Problems

The most obvious related simplification of the time-dependent incompressible Navier–Stokes prob-
lem (2.1) is the situation when the flow is stationary, i.e. ∂tu = 0. As a result, one obtains the
stationary incompressible Navier–Stokes equations

{
−ν∆u+ (u ·∇)u+∇p = f in Ω,

∇ ·u = 0 in Ω.

(2.19a)

(2.19b)

Due to the inertia term (u ·∇)u, this problem is still nonlinear. A linearised version can be obtain
by freezing the convective velocity. Suppose that β is a known divergence-free velocity field, the
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resulting incompressible Oseen problem then reads

{
−ν∆u+ (β ·∇)u+∇p = f in Ω,

∇ ·u = 0 in Ω.

(2.20a)

(2.20b)

Even more simplified is the situation where the diffusion forces ν∆u completely dominate the
inertia forces (u ·∇)u or, equivalently, where the Reynolds number Re is small. This scenario leads
to the often studied incompressible Stokes equations

{−ν∆u+∇p = f in Ω,

∇ ·u = 0 in Ω.

(2.21a)

(2.21b)

Remark 2.17: Concerning regularity, for the solution u of the time-dependent Stokes problem

{
∂tu− ν∆u+∇p = 0 in (0, T )× Ω,

∇ ·u = 0 in (0, T )× Ω.

(2.22a)

(2.22b)

with inhomogeneous Dirichlet data, it has been shown that ∂tu ∈ L2
(
L2
)
indeed holds [CH17]. N

On the contrary, if viscosity effects do not play any role, the problem reduces to the incompressible
Euler equations, which formally corresponds to the case Re =∞ (see also Rem. 2.9):

{
(u ·∇)u+∇p = f in Ω,

∇ ·u = 0 in Ω.

(2.23a)

(2.23b)
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CHAPTER 3
Inf-Sup Stable Finite Element Methods

Structure of this chapter: The various discretisation schemes which are used in this work are
introduced. Mostly, the explanations are focussed on the stationary Navier–Stokes problem and its
most general FE discretisation by a classical L2-DG method. Both H(div)- and H1-conforming
FEM can then be characterised simply as resulting from a special choice of discrete FE spaces.
Lastly, static condensation and hybridisation as techniques for improving the efficiency of high-
order DG methods are introduced and applied to flow problems.

3.1 Discrete Setting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.2 L2-DG-FEM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

3.2.1 Classical Stokes Discretisation . . . . . . . . . . . . . . . . . . . . . . . 28
3.2.2 Stabilisation of Divergence-Free Constraint . . . . . . . . . . . . . . . . 31
3.2.3 Upwind Convective Term . . . . . . . . . . . . . . . . . . . . . . . . . 32

3.3 H(div)-DG-FEM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.4 H 1-FEM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.5 Efficiency Aspects for High-Order Methods . . . . . . . . . . . . . . . . 38

3.5.1 From DG to Hybrid DG (HDG) . . . . . . . . . . . . . . . . . . . . . . 39
3.5.2 HDG Lifting Techniques . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.5.3 H(div)-HDG for Incompressible Flows . . . . . . . . . . . . . . . . . . . 45

All computations in this thesis have been carried out using the high-order FE library NGSolve
[Sch14], with meshes from the mesh generator Netgen [Sch97] – see also https://ngsolve.org.

3.1 Discrete Setting

In order to introduce the FE methods which are used in this work, the stationary incompressible
Navier–Stokes problem (2.19) shall serve as the model problem. However, we now allow the gen-
eral, possibly inhomogeneous, Dirichlet velocity boundary condition gD on ∂Ω, but for the sake of
presentation, analytical aspects are described only for gD = 0. With the usual adaptions, using
other BCs is of course possible; see, for example, [DE12, Sec. 4.2.2]. Let (V , Q) ⊂H1(Ω)× L2(Ω)

be the appropriate velocity/pressure function spaces on the continuous level. In this work, the
explanations are restricted to inf-sup stable methods since, eventually, we want to focus mainly on
exactly divergence-free methods, for which inf-sup stability is mandatory.

The order of the presentation is based on the regularity across element interfaces of the particular
velocity approximation: we begin with only L2-conformity (globally discontinuous), continue with
H(div)-DG methods (continuity of normal component) and conclude with classicalH1-conforming
FEM (globally continuous). Actually, the crucial point turns out to be the continuity/discontinuity
of normal and tangential velocity components across facets of the mesh; see Fig. 3.1 for a sketch.

https://ngsolve.org
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Note that continuity of the normal component is necessary for an exactly divergence-free method.

L2-DG H(div)-DG H1-FEM

increase

regularity

increase

regularity

Fig. 3.1: Sketch of continuity/discontinuity of normal (red) and tangential (blue) velocity compo-
nents on a 2D triangular mesh for the different methods considered in this work.

The possible choices for the pressure approximation are explained quickly, for there are only the
following two basic possibilities (globally continuous and discontinuous, respectively):

Pk =
{
vh ∈ H1(Ω): vh

∣∣
K
∈ Pk(K), ∀K ∈ Th

}
,

Pdc
k =

{
vh ∈ L2(Ω): vh

∣∣
K
∈ Pk(K), ∀K ∈ Th

}
.

Here, depending on the considered situation, Pk(K), vector-valued PPPk(K), denotes either the local
space of all polynomials on K with degree less or equal to k (simplicial mesh) or with degree less
or equal to k in each variable (tensor-product elements). Note that as long as the discrete velocity
is at most continuous across element interfaces, for the purpose of obtaining exactly divergence-
free methods it is essential to work with a pressure space that allows for discontinuities between
neighbouring elements. In case of isogeometric methods the situation is of course different; see for
example [BdFS11; EH13a] for further information.

Notation: Concluding the introduction of the discrete setting, let Th be a shape-regular FE
partition (either simplicial or tensor-product) of Ω without hanging nodes and mesh size h =

maxK∈Th hK , where hK denotes a length scale of the particular element K ∈ Th. The skeleton Fh
denotes the set of all facets of Th with FK = {F ∈ Fh : F ⊂ ∂K} and hF represents a length scale
of each facet F ∈ Fh. Note that hF 6 hK holds true for all F ∈ FK and additionally, we define
N∂ = maxK∈Th card(FK). Moreover, Fh = F ih ∪ F∂h where F ih is the subset of interior facets8 and
F∂h collects all Dirichlet boundary facets F ⊂ ∂Ω. To any F ∈ Fh we assign a unit normal vector
nF where, for F ∈ F∂h , this is the outer unit normal vector n. If F ∈ F ih, there are two adjacent
elements K+ and K− sharing the facet F = ∂K+ ∩ ∂K− and nF points from K+ to K−. Let φ
be any piecewise smooth (scalar-, vector- or matrix-valued) function with traces from within the
interior of K± denoted by φ±, respectively. Then, we define the jump J·KF and average

{{
·
}}
F

operator across interior facets F ∈ F ih by

JφKF = φ+ − φ−,
{{
φ
}}
F

=
1

2

(
φ+ + φ−

)
. (3.2)

8In case of periodic BCs, facets located on a periodic part of ∂Ω (not Dirichlet) are simply treated as interior facets.

- 26 -



3.2 L2-DG-FEM

For boundary facets F ∈ F∂h we set JφKF =
{{
φ
}}
F

= φ. These operators act componentwise for
vector- and matrix-valued functions. Frequently, the subscript indicating the facet is omitted.

3.2 L2-DG-FEM

This subsection deals with ‘traditional’ DG methods and is mostly based on [DE12; Riv08]. How-
ever, we uphold the possibility of additionally adding broken grad-div and H(div) stabilisation
(also called mass flux penalisation) [CCQ17; DV].

The global discrete velocity/pressure spaces are given by

Vh =
{
vh ∈ L2(Ω): vh

∣∣
K
∈ PPPk(K), ∀K ∈ Th

}
6⊂ V , (3.3a)

Qh = Pdc
k−1 ∩Q. (3.3b)

As customary in DG methods, the Dirichlet boundary condition gD is not incorporated strongly in
the velocity space Vh but imposed weakly by means of the variational formulation itself. This FE
pair is abbreviated PPPdc

k /Pdc
k−1 and is discretely inf-sup stable; cf., for example, [Riv08, Sec. 6.4]. On

tensor-product elements, the spaces QQQdc
k /Qdc

k−1 are used instead.

Remark 3.1: Note that on simplicial meshes, locally we have the important property ∇h ·PPPdc
k ⊂

Pdc
k−1. On tensor-product meshes, on the other hand, ∇h ·QQQdc

k 6⊂ Qdc
k−1, which creates an additional

obstacle to handle in the analysis. N

Remark 3.2 (Discrete inverse inequality): It is well-known that for shape-regular decompositions
Th, the discrete space Vh satisfies the local inverse inequality [EG04, Lem. 1.138]

∀vh ∈ Vh : ‖vh‖W `,p(K) 6 Ch
m−`+d

(
1
p
− 1

q

)
K ‖vh‖Wm,q(K) , ∀K ∈ Th, (3.4)

where 0 6 m 6 ` are natural numbers and p, q ∈ [1,∞]. Such an estimate is needed for some
technicalities later on. N

For approximating (2.19), the following DG method with broken grad-div andH(div) stabilisation
(parameter γ > 0) is considered:





Find (uh, ph) ∈ Vh ×Qh such that, ∀ (vh, qh) ∈ Vh ×Qh,
νah(uh,vh) + ch(uh;uh,vh) + γjh(uh,vh) + bh(vh, ph) + bh(uh, qh)

= (f ,vh) + νa∂h(gD;vh) + c∂h(gD;uh,vh) + γj∂h(gD;vh) + b∂h(gD, qh).

(3.5a)

(3.5b)

(3.5c)

Let us now describe each of the terms appearing in the discrete weak formulation (3.5) separately.
Also, their most important properties and corresponding norms are introduced for gD = 0.

We make use of the broken vector-valued Sobolev space

Hm(Th) =
{
v ∈ L2(Ω): v

∣∣
K
∈Hm(K), ∀K ∈ Th

}
,
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3. Inf-Sup Stable Finite Element Methods

and define the (elementwise) broken gradient ∇h : H1(Th)→ L2(Ω) by (∇hv)
∣∣
K

= ∇
(
v
∣∣
K

)
for all

K ∈ Th and the (elementwise) broken divergence ∇h · : H1(Th)→ L2(Ω) by (∇h ·v)
∣∣
K

= ∇ · (v
∣∣
K

)

for all K ∈ Th.

The appearance below of certain traces of velocity facet values, and their normal derivatives, leads
to the technical assumption that the involved velocities belong (at least) to H

3
2

+ε(Th) for some
ε > 0; cf. [Riv08, Sec. 2.1.3]. Relaxing this assumption is in general possible [Gud10], but beyond
the scope of this work. We thus define the compound space

V (h) = Vh ⊕
[
V ∩H 3

2
+ε(Th)

]
.

Remark 3.3 (Discrete trace inequality): For Ctr > 0, independent of the mesh size h (but depen-
dent on k), the following discrete trace inequality is valid on Vh; cf. [DE12, Rem. 1.47]:

∀vh ∈ Vh : ‖vh‖2L2(∂K) 6 C
2
trh
−1
K ‖vh‖

2
L2(K) , ∀K ∈ Th. (3.6)

Note that the parameter Ctr usually scales with k2; cf., for example, [DE12, Rem 1.48]. In Sec. 7.3.1,
an exact expression is provided in the special context of hyperrectangles. N

Remark 3.4 (Approximation properties): Concerning optimal polynomial approximation prop-
erties, the following estimates are well-known [DE12, Sec. 1.4.4]. There exists a velocity approxi-
mation operator jh : V → Vh such that, for all v ∈ Hr(Ω) with r > 3/2 and ru = min {r, k + 1}
the estimate

‖v − jhv‖L2(K) + hK ‖v − jhv‖H1(K) 6 Ch
ru
K |v|Hru (K), ∀K ∈ Th

holds. A consequence of this estimate, together with a continuous trace inequality, is the ability to
bound polynomial approximation errors on facets:

‖v − jhv‖L2(F ) + hK ‖∇(v − jhv)nK‖L2(F ) 6 Ch
ru− 1

2
K |v|Hru (K), ∀F ∈ FK , K ∈ Th.

Concerning the pressure, the local orthogonal L2-projection π0 : L2(K)→ P`(K) fulfils

‖q − π0q‖L2(K) 6 Ch
rp
K |q|Hrp (K), ∀K ∈ Th,

for all q ∈ Q ∩Hs(Ω) with s > 1 and rp = min {s, `+ 1}. N

3.2.1 Classical Stokes Discretisation

We consider the standard symmetric interior penalty (SIP) method with a jump penalisation pa-
rameter λ > 0 sufficiently large to guarantee the discrete coercivity estimates below, and define the
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3.2 L2-DG-FEM

following bilinear form ah : V (h)× Vh → R and linear form a∂h : Vh → R:

ah(w,vh) :=

∫

Ω
∇hw :∇hvh dx+

∑

F∈Fh

λ

hF

∫

F
JwK · JvhK ds (3.7a)

−
∑

F∈Fh

∫

F

{{
∇hw

}}
nF · JvhK ds−

∑

F∈Fh

∫

F
JwK ·{{∇hvh

}}
nF ds, (3.7b)

a∂h(gD;vh) :=
∑

F∈F∂
h

λ

hF

∫

F
gD ·vh ds−

∑

F∈F∂
h

∫

F
gD · (∇hvh)nF ds. (3.7c)

Here, [∇w]ij = ∂wi
∂xj

denotes the entries of the Jacobian. In fact, we assume that λ > 1, which
is reasonable as the choice of this parameter depends on Ctr, which, in turn, scales with k2; cf.
[DE12, Lem. 4.12, Rem. 1.48]. This behaviour is mainly a consequence of the k-dependency of the
discrete trace inequality (3.6); see Rem. 3.3 and, for example, [Hil13] for more details on this topic.
Corresponding to the SIP discretisation with either gD = 0 or periodic BCs, the following viscous
energy norms are used:

∀w ∈ V (h) : |||w|||2e := ‖∇hw‖2L2 +
∑

F∈Fh

h−1
F ‖JwK‖2L2(F ) , (3.8a)

|||w|||2e,] := |||w|||2e +
∑

K∈Th
hK ‖(∇hw)nK‖2L2(∂K) . (3.8b)

As the analysis in this work only deals with the case gD = 0, we restrict the subsequent presentation
of norms and estimates to the no-slip situation. However, an extension to gD 6= 0 is straightforward
and does not pose any essential problems.

Remark 3.5: Depending on the particular literature, sometimes the SIP penalty parameter λ is
also included in the norm |||·|||e defined in (3.8a). We find it more natural to not include λ in the
norm; nevertheless, including it only changes the involved constants. The stronger norm |||·|||e,],
defined in (3.8b), can be used conveniently in the analysis. However, both norms are uniformly
equivalent on Vh, which means that there exists C > 0 such that C|||vh|||e,] 6 |||vh|||e 6 |||vh|||e,] for
all vh ∈ Vh; cf., for example, [DE12, Lem. 4.20] (scalar-valued case). N

The key ingredients for the numerical analysis of the diffusion term are discrete coercivity and
boundedness [Bra07, Ch. II, § 2].

Lemma 3.6 (Discrete coercivity and boundedness of ah)

Assume that λ > 1 is sufficiently large (dep. on Ctr). Then, the SIP bilinear form ah is coercive
on Vh w.r.t. the energy norm |||·|||e. That is, there exists Cλ > 0, independent of h, such that,

∀vh ∈ Vh : ah(vh,vh) > Cλ|||vh|||2e.

Furthermore, there exists M > 0, independent of h, such that

∀ (w,vh) ∈ V (h)× Vh : |ah(w,vh)| 6M |||w|||e,]|||vh|||e.

- 29 -



3. Inf-Sup Stable Finite Element Methods

Proof: Cf., for example, [DE12, Sec. 6.1.2.1] or [Riv08, Lem. 6.6] for discrete coercivity. For
boundedness, a scalar-valued analogue is proven, for example, in [DE12, Sec. 4.2.3]. �

The discrete pressure-velocity coupling is defined using bh : V (h)×Q→ R and b∂h : Q→ R [MFH08]:

bh(w, qh) := −
∫

Ω
qh(∇h ·w) dx+

∑

F∈Fh

∫

F

{{
qh
}}

(JwK ·nF ) ds,

b∂h(gD; qh) :=
∑

F∈F∂
h

∫

F
qh(gD ·n) ds.

It is known that the FE pair PPPdc
k /Pdc

k−1 is discretely inf-sup stable; cf., for example, [Riv08]. Thus,
there exists β∗ > 0, independent of the mesh size h, such that

inf
qh∈Qh\{0}

sup
vh∈Vh\{0}

bh(vh, qh)

|||vh|||e ‖qh‖L2

> β∗. (3.9)

A well-known consequence of (3.9) (together with the closed-range theorem) is that the set of
discretely divergence-free functions is non-empty [GR86]; that is,

V div
h = {vh ∈ Vh : bh(vh, qh) = 0, ∀ qh ∈ Qh} 6= ∅.

Every discretely inf-sup stable FEM for the incompressible (Navier–)Stokes problem is intrinsically
connected to a particular discrete Helmholtz projector; see Sec. 2.2.3 for the continuous case. The
general definition of the discrete Helmholtz projector Ph of a vector field g ∈ L2 is given by

Ph : L2(Ω)→ V div
h , Ph(g) = arg min

vh∈V div
h

‖g − vh‖L2(Ω) ,

∫

Ω
[Ph(g)− g] ·vh dx = 0, ∀vh ∈ V div

h .

Equivalently, one can discretise (2.11) with a suitable finite element method. In order to accomplish
this, the already known pressure-velocity coupling form bh and additionally, a mass bilinear form
defined by mh(uh,vh) =

∫
Ω uh ·vh dx can be used to obtain the following FE problem [DVII]:

{
Find (Ph(g), φh) ∈ Vh ×Qh s.t., ∀ (vh, qh) ∈ Vh ×Qh,
mh(Ph(g),vh) + bh(vh, φh) + bh(Ph(g), qh) = (g,vh).

(3.10a)

(3.10b)

Choosing Vh according to the L2-DG choice (3.3), the resulting discrete Helmholtz projector is
denoted by P0

h. Note that in general, ∇h ·P0
h(g) 6= 0 since P0

h(g) is only discretely divergence-free.

Unfortunately, it turns out that, compared to the continuous case in Cor. 2.11, theL2-DG Helmholtz
projector has the following major shortcoming.

Lemma 3.7

For the L2-DG method (3.10) with kp = k − 1, for all gradient fields ∇φ with φ ∈ Hkp+1(Ω), it
only holds ∥∥P0

h(∇φ)
∥∥
L2 6 Ch

kp |φ|Hkp+1 .
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Proof: See [DVII, Lem. 6.3]. �

3.2.2 Stabilisation of Divergence-Free Constraint

Let us give a brief motivation for additionally stabilising the divergence-free constraint in this DG
setting; see also [DV]. Following [JL+17; Sal16], recall that the distributional divergence of a vector
field v ∈ L2(Ω) is defined as the mapping C∞0 (Ω)→ R given by

φ 7→ −
∫

Ω
∇φ ·v dx.

If this integral vanishes for all φ ∈ C∞0 (Ω), i.e. if v is L2(Ω)-orthogonal to all smooth gradient fields,
v is called weakly divergence-free. Suppose that we want to consider the distributional divergence
of a FE function vh ∈ Vh. Then, integration by parts9 leads to

φ 7→ −
∫

Ω
∇φ ·vh dx =

∫

Ω
φ(∇h ·vh) dx−

∑

F∈Fh

∫

F
φ(JvhK ·nF ) ds.

Unfortunately, the pressure-velocity coupling bh ensures L2(Ω)-orthogonality only with respect to
discrete pressures φ ∈ Qh (discrete divergence-free property), which is not enough in many situa-
tions. Therefore, the distributional divergence of vh vanishes only provided that ∇h ·vh = 0 and
JvhK ·nF = 0 for all F ∈ Fh. A setting in which this holds exactly will be provided by divergence-
free H(div)-conforming approximations in Sec. 3.3.

However, as a tradeoff for L2-DG methods, one can introduce the following stabilisation which
leads to a discrete velocity which may fulfil the elementwise divergence-free constraint and normal-
continuity property across inter-element facets more accurately. The terms which realise broken
grad-div andH(div) stabilisation are defined by jh : V (h)×Vh → R and j∂h : Vh → R, respectively:

jh(w,vh) :=

∫

Ω
(∇h ·w)(∇h ·vh) dx+

∑

F∈Fh

h−1
F

∫

F
(JwK ·nF )(JvhK ·nF ) ds,

j∂h(gD;vh) :=
∑

F∈F∂
h

h−1
F

∫

F
(gD ·n)(vh ·n) ds.

For brevity (and for reasons which will become clear in the numerical analysis), this stabilisation
is also called ‘DG-grad-div’. For all w ∈ V (h) and either gD = 0 or periodic BCs, we introduce
the normal jump seminorm

|w|2nj :=
∑

F∈Fh

h−1
F

∫

F
(JwK ·nF )2 ds =

∑

F∈Fh

h−1
F ‖JwK ·nF ‖2L2(F ) , (3.11)

and note that comparing (3.8a) and (3.11), one directly obtains |vh|nj 6 |||vh|||e for all vh ∈ Vh.

It is straightforward to show that the stabilisation term jh is a dissipative mechanism.

9This is actually the same procedure as in the derivation of the pressure-velocity coupling term bh [Riv08].
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Lemma 3.8 (Dissipativity of jh)
The stabilisation form jh has the following non-negativity property:

∀vh ∈ Vh : jh(vh,vh) = ‖∇h ·vh‖2L2 + |vh|2nj.

Remark 3.9 (History of DG-grad-div): In the context of DG methods, the broken grad-div sta-
bilisation (∇h ·uh,∇h ·vh) has been used for the first time in [DI], where it has been shown that
even this incomplete stabilisation can improve poor mass conservation for both inf-sup stable
QQQdc
k /Qdc

k−1 and equal-order methods QQQdc
k /Qdc

k on tensor-product meshes in practical applications
of non-isothermal flows. Furthermore, [KF+17] shows that in DG methods the mass balance across
interior facets has to be accounted for in addition to the broken grad-div stabilisation, but no
rigorous justification by means of numerical analysis is given. Therefore, also providing a theo-
retical explanation why using jh can dramatically improve results, the connection between this
stabilisation and pressure-robustness has been analysed in detail in [DV]. N

3.2.3 Upwind Convective Term

The last physical mechanism which has to be dealt with are inertia forces. In the Navier–Stokes
problem (2.19), these are represented by the nonlinear convection term (u ·∇)u. Following [DE12],
a suitable discretisation is given by the terms ch : V (h)×V (h)×Vh → R and c∂h : V (h)×Vh → R
with upwinding (θ = 1) or without upwinding (θ = 0):

ch(β;w,vh) :=

∫

Ω
(β ·∇h)w ·vh dx+

1

2

∫

Ω
(∇h ·β)w ·vh dx

−
∑

F∈Fi
h

∫

F

({{
β
}} ·nF

)
JwK ·{{vh

}}
ds− 1

2

∑

F∈Fh

∫

F
(JβK ·nF )

{{
w ·vh

}}
ds

+ θ
∑

F∈Fi
h

∫

F

1

2

∣∣{{β
}} ·nF

∣∣JwK · JvhK ds,

c∂h(gD;w,vh) := −1

2

∑

F∈F∂
h

∫

F
(gD ·n)(w ·vh) ds.

Note that this discrete term is tailored in such a way that whenever θ = 0, ch(β;vh,vh) +

c∂h(gD;vh,vh) = 0 holds for all vh ∈ Vh. This skew-symmetry property ensures energy-stability
as the resulting discrete realisation of the convective term (without upwinding) does not interfere
with the discrete energy balance.

Remark 3.10 (Upwinding): An equivalent formulation for the above discrete convective term can
be found in [Riv08, Sec. 7.3.1]. Writing it in such a way as in the monograph [Riv08] (compared
to [DE12]), the relationship between the DG upwind mechanism and upwinding in the context of
finite volume methods is much more apparent. However, we prefer the definition of upwinding as
in (3.12) because of its simplicity (the two occurring facet terms have the same structure). This
especially makes numerical analysis more compact. N
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In this work, upwinding is the only convection stabilisation which may be used for convection-
dominated (high Reynolds number) problems. Thus, the typical DG upwinding is based on at least
some discontinuity in the corresponding velocity field; we do not discuss or incorporate convection
stabilisation in the classical H1-conforming framework. Moreoever, in order to emphasise the
impact of the upwind term, we introduce the upwind seminorm

∀w ∈ V (h) : |w|2β,upw :=
∑

F∈Fi
h

∫

F

1

2

∣∣{{β
}} ·nF

∣∣|JwK|2 ds. (3.13)

Remark 3.11 (Exact numerical integration): Referring to the convection term ch, let us comment
on the topic of exact numerical integration. On simplicial meshes the PPPdc

k element leads to a
polynomial of degree 3k − 1 as the integrand of the volume integral; on tensor-product meshes,
QQQdc
k generally leads to a polynomial of degree 3k. Concerning the integrand of the facet integral,

we have order 3k on both simplices and tensor-product elements. The effects of not integrating
exactly are sometimes grouped under ‘under-integration’; cf., for example, [BF+16; Kop17]. N

The following lemma shows energy stability of the L2-DG method with this convection term and
that upwinding is a purely dissipative mechanism (non-negativity).
Lemma 3.12 (Discrete coercivity of ch)

The convective form ch is coercive on Vh w.r.t. the upwind seminorm. That is, for all w ∈ V (h),

ch(w;vh,vh) = θ|vh|2w,upw, ∀vh ∈ Vh.

Proof: Cf., for example, [DE12, Sec. 6.2]. �

3.3 H(div)-DG-FEM

When the underlying FE space guarantees that the normal component of the resulting discrete
velocity is normal-continuous, we are dealing with H(div)-conforming methods.
Lemma 3.13 (Characterisation of H(div; Ω))

Let w ∈H1(Th). If JwKF ·nF = 0 for all F ∈ F ih, then w ∈H(div; Ω).

Proof: Cf., for example, [DE12, Lem. 1.24]. �

The global H(div)-DG velocity space can then be defined as

Vh =
{
vh ∈H(div; Ω) : vh

∣∣
K
∈ Vk(K), ∀K ∈ Th; vh ·n

∣∣
∂Ω

= ghD ·n
∣∣∣
∂Ω

}
6⊂ V , (3.14)

where ghD denotes a projection of gD into the corresponding FE space. Contrary to L2-DG meth-
ods, the normal component of the Dirichlet BC gD is imposed strongly in Vh; the local velocity
space Vk(K) is a set of vector-valued piecewise polynomials of order k > 1. In the following, the
particular choices for Vk(K) which are relevant in this thesis are introduced; see also [BBF13].
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On simplicial meshes, the Brezzi–Douglas–Marini (BDM) element results from choosing the full
polynomial space Vk(K) = PPPk(K) and the abbreviation BDMBDMBDMk shall be used. On tensor-product
meshes, on the other hand, we use the Raviart–Thomas (RT) element which is defined as

Vk(K) =





(Pk+1,k(K),Pk,k+1(K))†, for d = 2,

(Pk+1,k,k(K),Pk,k+1,k(K),Pk,k,k+1(K))†, for d = 3.

Here, denoting by ψi 1D polynomials of order i ∈ N0, each velocity component locally has the
following tensor-product structure (exemplarily for 2D):

Pk1,k2(K) = span





k1∑

i=0

k2∑

j=0

ψi(x1)ψj(x2), (x1, x2) ∈ K



.

For the resulting global velocity space, the abbreviation RTRTRT[k] is frequently used.

Regardless of whether RT or BDM elements are used, the particular pressure space Qh = Pdc
` ∩Q,

` ∈ {k − 1, k}, for H(div)-DG methods is chosen such that ∇ ·Vh = Qh holds true. In particular
this means that ` = k−1 is used on simplicials whereas ` = k is the proper choice on tensor-product
meshes. The resulting FE pairs are dubbed BDMBDMBDMk/Pdc

k−1 and RTRTRT[k]/Pdc
k .

Formally, inserting either of those new FE pairs into (3.5) already describes theH(div)-DG method.
After some simplifications which are explained further afterwards, theH(div)-DG method is defined
by the following weak formulation [CKS05; CKS07]:

{
Find (uh, ph) ∈ Vh ×Qh such that, ∀ (vh, qh) ∈ Vh ×Qh,
νah(uh,vh) + ch(uh;uh,vh) + b(vh, ph) + b(uh, qh) = (f ,vh) + νa∂h(gD;vh).

(3.15a)

(3.15b)

This method is also discretely inf-sup stable (see, for example, [Riv08, Sec. 6.4]) which means that
there exists β∗ > 0, independent of the mesh size h, such that

inf
qh∈Qh\{0}

sup
vh∈Vh\{0}

b(vh, qh)

|||vh|||e ‖qh‖L2

> β∗.

A special property of the method (3.15) is that the inf-sup constant β∗ is robust w.r.t. the poly-
nomial order k; cf. [LS18] for a rigorous analysis in 2D. Furthermore, the property ∇ ·Vh = Qh

allows to test with qh = ∇ ·uh, which results in the desirable fact that we are obtaining an exactly
divergence-free discrete velocity solution as

∫

Ω
qh(∇ ·uh) dx = 0, ∀ qh ∈ Qh ⇒

∫

Ω
|∇ ·uh|2 dx = 0 ⇒ ∇ ·uh = 0. (3.16)

In other words, discretely divergence-free functions vh ∈ V div
h are simultaneously exactly divergence-

free. Concerning the discrete Helmholtz projection which comes with the H(div)-DG method,
choosing Vh according to (3.14) in (3.10), the resulting projector Pdiv

h fulfils ∇ ·Pdiv
h (g) = 0. For-
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3.3 H(div)-DG-FEM

tunately, the H(div)-DG Helmholtz projector behaves similarly as the continuous one in Cor. 2.11
concerning gradient fields (note the difference compared to the L2-DG case in Lem. 3.7).

Lemma 3.14

For the H(div)-DG method, for all gradient fields ∇φ with φ ∈ H1(Ω), it holds

Pdiv
h (∇φ) = 0.

Proof: From vh ∈ V div
h it follows ∇ ·vh = 0 pointwise. Thus, for any ∇φ ∈ L2(Ω) it holds

(
Pdiv
h (∇ψ),vh

)
= (∇ψ,vh) = −(ψ,∇ ·vh) = 0, ∀vh ∈ V div

h .

Thus, the claim is proven. �

Note that compared to the L2-DG method (3.5), theH(div)-DG method exploits normal-continuity
and the exactly divergence-free property to induce a number of simplifications in the involved terms.
Firstly, the pressure-velocity coupling b of an H(div)-DG method coincides with the one from the
continuous problem as for all vh ∈ Vh, JvhK ·nF = 0 for all F ∈ F ih and uh ·n = ghD ·n on
∂Ω. Secondly, the grad-div stabilisation and mass flux penalisation term jh is superfluous due to
normal-continuity and ∇ ·uh = 0. Thirdly, using both properties in the (upwind) convection term,
we obtain the simplified form ch : V (h)× V (h)× Vh → R with

ch(β;w,vh) =

∫

Ω
(β ·∇h)w ·vh dx−

∑

F∈Fi
h

∫

F

[
(β ·nF )JwK ·{{vh

}}
− θ

2
|β ·nF |JwK · JvhK

]
ds.

(3.17)

Remark 3.15 (Exact numerical integration): Referring to the convection term (3.17), note that
on simplicial meshes the BDMBDMBDMk element leads to a polynomial of degree 3k− 1 as the integrand of
the volume integral while on tensor-product meshes, RTRTRT[k] generally leads to a polynomial of degree
3k + 3. Concerning the integrand of the facet integral, we are dealing with order 3k on simplices
and order 3k + 2 on tensor-product elements. N

Furthermore, the H(div)-DG method fulfils Lem. 3.6 and Lem. 3.12 as well, and Rem. 3.4 also
holds true. However, instead of the full jump across facets as in the L2-DG method (3.5), we are
now allowing only jumps of the tangential component of involved velocities.

Remark 3.16 (Reduced spaces): In order to remove some degrees of freedom (DOFs) for the veloc-
ity and all pressure unknowns except for the piecewise constants, we exploit the a priori knowledge
that ∇ ·uh = 0 in our numerical experiments; cf. [LS16, Rem. 1] and [Leh10, Sec. 2.2.4.2]. This can
be achieved with a smart choice of basis functions for Vh, based on an exact sequence property10

(De Rham complex) on the discrete level; cf. [SZ05; Zag06]. The resulting discretely inf-sup stable
reduced pairs are denoted BDMBDMBDMred

k /Pdc
0 and RTRTRTred

[k] /P
dc
0 . N

10For example, given ∇ ·u = 0 for u ∈H(div), then there exists ϕ ∈H(curl) with u = ∇× ϕ.
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3.4 H1-FEM

Now let us increase the regularity of the discrete solution even more. When the underlying FE space
guarantees that both the normal and the tangential component of the resulting discrete velocity
are continuous across facets, we are dealing with classical H1-conforming methods.

Lemma 3.17 (Characterisation of H1(Ω))

Let w ∈H1(Th). If JwKF = 0 for all F ∈ F ih, then w ∈H1(Ω).

Proof: Cf., for example, [DE12, Lem. 1.23] for a scalar-valued analogue. �

The classical choice for an H1-conforming FE velocity space is

Vh =
{
vh ∈H1(Ω): vh

∣∣
K
∈ PPPk(K), ∀K ∈ Th; vh

∣∣
∂Ω

= ghD

∣∣∣
∂Ω

}
⊂ V . (3.18)

Due to Lem. 3.17, using vh ∈ C(Ω) instead of vh ∈H1(Ω) in the definition (3.18) of Vh ⊂ V can
also be seen frequently in the literature.

As we want to focus on discretely inf-sup stable methods, the corresponding pressure space usually
contains polynomials of one degree lower than the velocity space. However, the choice between a
continuous FE pressure space Qh = Pk−1 ∩ Q and a discontinuous one Qh = Pdc

k−1 ∩ Q leads to
different numerical schemes with fundamentally different properties, as we will see now.

In either case, formally inserting Vh/Qh into (3.5) describes the H1-conforming method. Again
after some simplifications, the classical weak formulation of an H1-FEM reads as follows:

{
Find (uh, ph) ∈ Vh ×Qh such that, ∀ (vh, qh) ∈ Vh ×Qh,
νa(uh,vh) + ch(uh;uh,vh) + γjh(uh,vh) + b(vh, ph) + b(uh, qh) = (f ,vh).

(3.19a)

(3.19b)

Compared to the L2-DG method (3.5), due to the increased regularity, the H1-FEM can exploit
normal- and tangential-continuity (the discrete velocity is not necessarily divergence-free, though)
which results in the following main simplification: all facet terms disappear because the discrete
velocity is continuous across facets.

As a consequence, both the viscous bilinear form a and the pressure-velocity coupling b coincide
with the continuous problem. Furthermore, the discrete convection term reduces to

ch(β;w,vh) =

∫

Ω
(β ·∇)w ·vh dx+

1

2

∫

Ω
(∇ ·β)w ·vh dx,

with ch(w;vh,vh) = 0 for any fixed w ∈ V (h) and for all vh ∈ Vh and hence, no convection
stabilisation is applied anymore.
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Concerning the divergence stabilisation, jh reduces to the classical grad-div term

jh(w,vh) =

∫

Ω
(∇ ·w)(∇ ·vh) dx.

The already mentioned discrete inf-sup stability of (3.19) means that there exists β∗ > 0, indepen-
dent of the mesh size h, such that

inf
qh∈Qh\{0}

sup
vh∈Vh\{0}

b(vh, qh)

‖∇vh‖L2 ‖qh‖L2

> β∗, (3.20)

where we notice that of course, the facet terms disappear in any already introduced norm here. In
this context, let it be remarked that theH1-conforming method also fulfils Lem. 3.6 and Lem. 3.12
– note that all jump terms vanish, though – and Rem. 3.4 also holds true.

As usual, the validity of the discrete inf-sup condition (3.20) is accompanied by certain restric-
tions and conditions. For continuous discrete pressures11, the resulting discretisation is known as
the ‘Taylor–Hood’ (TH) method, abbreviated PPPk/Pk−1 (or QQQk/Qk−1 when used on tensor-product
meshes), which is discretely inf-sup stable provided k > 2 [Joh16, Sec. 3.6.2]. On simplicial meshes,
the choice of a discontinuous discrete pressure leads to the so-called ‘Scott–Vogelius’ (SV) [SV85]
method PPPk/Pdc

k−1, which is discretely inf-sup stable on meshes without singular vertices for k > 2d

and on barycentre-refined meshes for k > d; cf. [Qin94; Zha05; Zha11].

The SV element fulfils the inclusion property ∇ ·Vh ⊂ Qh which, following the same idea as (3.16)
for the H(div)-DG method, leads to the fact that ∇ ·uh = 0. On the other hand, the discrete
velocity computed with a Taylor–Hood method is in general not exactly divergence-free.

Due to a guaranteed exactly divergence-free discrete velocity, the weak formulation of a SV method
can be further simplified to

{
Find (uh, ph) ∈ Vh ×Qh such that, ∀ (vh, qh) ∈ Vh ×Qh,
νa(uh,vh) + c(uh;uh,vh) + b(vh, ph) + b(uh, qh) = (f ,vh).

(3.21a)

(3.21b)

Namely, the terms in (3.21) for SV are exactly the same as in the continuous problem because
the convection term c is automatically skew-symmetric and the grad-div stabilisation jh can be
dropped because it vanishes anyway.

Remark 3.18 (Disadvantages of Scott–Vogelius): In our opinion there are at least the following
two arguments why exactly div-free H(div) methods are preferable over SV methods. Firstly,
SV methods can only be applied with special simplicial meshes and secondly, finding a suitable
convection stabilisation for H1-FEM is very involved and parameter-tuning is usually necessary.
Upwinding in the context of DG methods, on the other hand, is natural and straightforward. N

11Note that in the context of isogeometric analysis, several H1-conforming and divergence-free FE spaces have been
constructed using splines on tensor-product meshes [BdFS11; EH13a; EH13b; Eva11], which also use a continuous
pressure.
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3.5 Efficiency Aspects for High-Order Methods

In order to explain how high-order methods can be made computationally efficient, we first consider
the Poisson problem with homogeneous Dirichlet BCs (directly in the weak form):

{
With V =

{
v ∈ H1(Ω): v

∣∣
∂Ω

= 0
}

= H1
0 (Ω),

find u ∈ V s.t. (∇u,∇v) = (f, v), ∀ v ∈ V.
(3.22a)

(3.22b)

The most important concept for high-order methods is static condensation [Guy65; Iro65], which
will be explained on the basis of a classical FEM for solving (3.22) approximately. In order to un-
derstand the following concepts, let us first consider an example with Ω = (0, 1)2, a mesh consisting
of 2× 2 quadratic mesh elements and a Qk FEM where, at first, we choose k = 2.

#{Dirichlet DOFs} = 16

#{free DOFs} = 9

#{condensable DOFs} = 4

#{interface DOFs} = 5

Fig. 3.2: Sketch of the different DOFs (Dirichlet, free, condensable, interface) which are important
for the concept of static condensation.

Fig. 3.2 shows a sketch of the resulting situation and we first observe that the values of the 16

Dirichlet DOFs, which are located on ∂Ω, are already known due to the Dirichlet BC. This leaves
us with 9 free DOFs for which the particular value is not known a priori. However, the 4 DOFs
located in the centres of the mesh elements are elementwise bubbles which means that they do not
communicate with DOFs from neighbouring elements; this is what makes them condensable in the
end. All in all, one only has to solve for the remaining 5 interface DOFs; the condensable DOFs
can be recovered locally in each element afterwards. In the following we explain this more precisely.

Let us suppose that the resulting linear system which has to be solved can be block-partitioned
using condensable (index ‘c’) and interface (index ‘i’) DOFs as follows:

Au = f ⇔
(
Acc Aci

Aic Aii

)(
uc

ui

)
=

(
fc

fi

)
. (3.23)

Here, the submatrix Acc is block-diagonal, which allows for cheap inversion in an element-by-element
fashion. Thus, using the first row of (3.23) to solve for uc leads to

uc = A−1
cc (fc −Aciui), (3.24)
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which, in turn, inserted into the second row of (3.23) leads to

Sui :=
(
Aii −AicA−1

cc Aci
)
ui = fi −AicA−1

cc fc, (3.25)

where the matrix S is called Schur complement. After solving (3.25) for the interface DOFs ui, the
condensable DOFs uc can be recovered by the matrix-vector application (3.24). As a consequence,
solving the original system (3.23) using this static condensation procedure increases the efficiency
of the linear solver [Coc16] when high-order methods with many elementwise bubbles are used.

Going back to the above example with a 2 × 2 mesh, let us now increase the polynomial order
of the underlying FE space to k = 8. In this situation, the matrix A from the discretisation of
the Poisson problem (3.22) has 13 105 non-zero entries, whereas the Schur complement has 2129.
This is due to the fact the we only have 29 interface DOFs but 196 condensable DOFs. The corre-
sponding symmetric half of the sparsity patterns can be seen in Fig. 3.3, where the importance of
static condensation and, associated therewith, the possible gain in performance can be appreciated.

Fig. 3.3: Symmetric half of sparsity patterns: Full matrix A (left) and Schur complement S (right).
Each box corresponds to a non-zero entry.

3.5.1 From DG to Hybrid DG (HDG)

A standard textbook SIP-DG method for the discretisation of the Poisson problem (3.22) reads as
follows [DE12; Riv08]:

{
With Vh = Pdc

k , find uh ∈ Vh s.t. ah(uh, vh) = (f, vh), ∀ vh ∈ Vh. (3.26)

Here, the bilinear form ah is the scalar-valued analogue of (3.7), that is,

ah(wh, vh) :=

∫

Ω
∇hwh ·∇hvh dx+

∑

F∈Fh

λ

hF

∫

F
JwhKJvhK ds (3.27a)

−
∑

F∈Fh

∫

F

({{
∇hwh

}} ·nF
)
JvhK ds−

∑

F∈Fh

∫

F
JwhK

({{
∇hvh

}} ·nF
)

ds. (3.27b)

The main criticism of standard DG methods like (3.26) is that, due to the breakup of global conti-
nuity, the number of DOFs increases compared to an H1-conforming method as considered above
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for the introduction of static condensation. More disadvantageous, however, turns out to be that
the number of couplings in the resulting stiffness matrix increases considerably12, which results in
more expensive direct (and iterative) linear systems. Furthermore, static condensation cannot be
applied because also internal bubbles couple with DOFs from neighbouring elements due to (3.27).

In order to counteract these apparent disadvantages of DG methods, the concept of hybridisation is
frequently used to improve computational efficiency in this context [CGL09; Coc16]. The resulting
class of methods, called Hybrid Discontinuous Galerkin (HDG) methods, are designed using addi-
tional unknowns on the facets of the decomposition, which are supposed to replace direct couplings
of neighbouring elements with couplings between element unknowns and facet unknowns. In this
sense, one can say that HDG methods have structural similarities with non-overlapping domain
decomposition techniques in the extreme case where the subdomains correspond to mesh elements.
Of course, hybridisation introduces yet more DOFs, but fortunately the improved coupling struc-
ture of HDG methods allows to use static condensation for reducing the number of DOFs for which
a linear system has to be solved [GM+18].

To make the concept of hybridisation more precise, let us define the facet FE space

V̂h =
{
v̂h ∈ L2(Fh) : v̂h

∣∣
F
∈ Pk(F ), ∀F ∈ Fh; v̂h = 0 on ∂Ω

}
. (3.28)

Note that usually, Dirichlet BCs are incorporated strongly into the facet space. Now, the HDG
variant of the SIP method (3.26) is defined by

{
Find (uh, ûh) ∈ Vh × V̂h s.t., ∀ (vh, v̂h) ∈ Vh × V̂h,
ah((uh, ûh), (vh, v̂h)) = (f, vh).

(3.29a)

(3.29b)

For λ > 0 sufficiently large, the SIP-HDG bilinear form is given by

ah((wh, ŵh), (vh, v̂h)) :=

∫

Ω
∇hwh ·∇hvh dx+

∑

K∈Th

∫

∂K

λ

h∂K
JJwhKKJJvhKK ds (3.30a)

−
∑

K∈Th

∫

∂K
(∇wh ·nK)JJvhKK ds−

∑

K∈Th

∫

∂K
JJwhKK(∇vh ·nK) ds, (3.30b)

where h∂K = h∂K(s) = |K|d/|F |d−1 with s ∈ F for F ∈ FK and |·|d denotes the (d−1)-dimensional
Lebesgue measure. In (3.30), in contrast to J·K, the operator JJ · KK represents the hybrid jump
between cell and facet velocity; that is, JJvhKK = vh − v̂h. The natural energy norm for the HDG
method is given by

∀ (wh, ŵh) ∈ Vh × V̂h : |||(wh, ŵh)|||2e := ‖∇hwh‖2L2 +
∑

K∈Th

∥∥∥h−1/2
∂K JJwhKK

∥∥∥
2

L2(∂K)
.

12For example, in the above example on the 2× 2 mesh, the Q8 method leads to 225 free DOFs and 13 105 non-zero
entries, whereas the corresponding Qdc

8 DG method results in 324 free DOFs and 39 528 non-zero entries.
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Remark 3.19 (Projected jumps): For elliptic problems, in order to reduce the computational ef-
fort even more, one can actually decrease the polynomial order of the facet space (3.28) by one,
that is, use v̂h

∣∣
K
∈ Pk−1(F ); cf., for example, [Leh10, Rem. 1.2.4]. However, an additional projec-

tion operator has to be introduced which ensures that the accuracy of the resulting method is not
compromised. This technique is known as ‘projected jumps’ [LS16, Sec. 2.2], also sometimes called
‘reduced stabilisation’, and we use it in every computation in this thesis. N

Finally, let us mention that analytical results from the DG theory carry over to HDG methods. For
instance, one can eliminate the trace variables in HDG methods in order to obtain a standard DG
method [Leh10]. Moreover, in the HDG literature one often finds dual mixed formulations, which
also discretise the diffusive flux ∇u explicitly [CGL09].

3.5.2 HDG Lifting Techniques

The main point of criticism with the SIP-DG method (3.26) is that discrete coercivity can only
be guaranteed as long as the stabilisation parameter λ > 0 is chosen sufficiently large; cf. [DE12,
Lem. 4.12]. Even more unfavourable, as already mentioned above, λ usually scales with k2. As
the SIP jump penalisation term is non-negative, choosing λ too large results in an unnecessarily
high amount of numerical dissipation which can be important in the context of implicit large-eddy
simulation (ILES) for 3D turbulent flows; cf. Ch. 7. Analogously, this of course holds true for the
SIP-HDG method (3.29), as well.

Therefore, in this short section we will introduce two lifting techniques in the HDG context which
can be used to remove this disadvantage. An operator is called lifting operator when it maps a
function on the skeleton to a function on mesh elements [AB+02; BC+06; DE12]. In the context
of DG methods, they go back to Bassi & Rebay [BR97] and have been analysed in [BM+00b]; for
HDG methods, we refer to [Oik10; SL13].

Lifting methods work by introducing a new variable whose DOFs can all be eliminated locally by
static condensation. Therefore, their efficiency is comparable to the corresponding method with-
out lifting. Similarly, in the context of hybrid mixed DG methods, the additional (dual) diffusive
flux variable for approximating ∇u can also be eliminated locally by static condensation, thereby
resulting in a comparable situation in terms of global free DOFs. In fact, many mixed formulations
can be expressed as primal formulations involving lifting operations [CGL09].

The ‘classical’ version of a lifting technique is what we call L2-lifting.

Definition 3.20 (L2-lifting)

Let Sh = ∇Vh = PPPdc
` with ` = k − 1 on simplicial and ` = k on tensor-product meshes. Then,

for all ϕ ∈ L2(Fh), the L2-lifting L(ϕ) ∈ Sh is defined as the elementwise solution of
∫

K
L(ϕ) · sh dx =

∫

∂K
ϕ(sh ·nK) ds, ∀ sh ∈ Sh, ∀K ∈ Th.
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The HDG-L2-lifting method then reads as follows: For any λ` > 1, find (uh, ûh) ∈ Vh × V̂h such
that, for all (vh, v̂h) ∈ Vh × V̂h, there holds

a0
h((uh, ûh), (vh, v̂h)) := (3.31a)

∫

Ω
∇huh ·∇hvh dx+ λ`

∫

Ω
L(JJuhKK) · L(JJvhKK) dx+

∑

K∈Th

∫

∂K

λ

h∂K
JJuhKKJJvhKK ds (3.31b)

−
∑

K∈Th

∫

∂K
(∇uh ·nK)JJvhKK ds−

∑

K∈Th

∫

∂K
JJuhKK(∇vh ·nK) ds = (f, vh). (3.31c)

Usually, we set λ = k and λ` = 2. For the L2-lifting, a natural energy norm can be defined by

∀ (wh, ŵh) ∈ Vh × V̂h : |||(wh, ŵh)|||2e,0 := |||(wh, ŵh)|||2e + ‖L(JJwhKK)‖2L2 .

Now, it is straightforward to see that discrete coercivity comes without complicated restrictions
(related to the underlying mesh) on the minimum size of stabilisation parameters.

Lemma 3.21 (Discrete coercivity L2-lifting)

Let Cλ` = (λ` − 1)(1 + λ`)
−1. Then, for all λ` > 1 and λ > Cλ` , the HDG-L2-lifting method

(3.31) is discretely coercive on Vh × V̂h w.r.t. the norm |||·|||e,0; that is,

a0
h((vh, v̂h), (vh, v̂h)) > Cλ` |||(vh, v̂h)|||2e,0, ∀ (vh, v̂h) ∈ Vh × V̂h.

Proof: Applying the definition of the L2-lifting to the symmetry and consistency term, symmetric
testing in (3.31) amounts to

a0
h((vh, v̂h), (vh, v̂h)) = ‖∇hvh‖2L2 + λ

∑

K∈Th

∥∥∥h−1/2
∂K JJvhKK

∥∥∥
2

L2(∂K)

+ λ` ‖L(JJvhKK)‖2L2 − 2

∫

Ω
L(JJvhKK) ·∇hvh dx.

After applying Cauchy–Schwarz to the last term, we are in a situation where the estimate

a0
h((vh, v̂h), (vh, v̂h)) > x2 + λz2 + λ`y

2 − 2xy >
λ` − 1

1 + λ`
(x2 + y2 + z2)

with x2 = ‖∇hvh‖2L2 , y2 = ‖L(JJvhKK)‖2L2 and z2 =
∑

K∈Th

∥∥∥h−1/2
∂K JJvhKK

∥∥∥
2

L2(∂K)
can be applied; cf.

[DE12, Proof of Lem. 4.12]. This concludes the proof. �

For the actual implementation of (3.31), however, the following equivalent formulation is used:

{
Find (uh, ûh, rh) ∈ Vh × V̂h × Sh such that, ∀ (vh, v̂h, sh) ∈ Vh × V̂h × Sh,
ah((uh, ûh), (vh, v̂h)) + `0h((uh, ûh, rh), (vh, v̂h, sh)) = (f, vh).

(3.32a)

(3.32b)
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The L2-lifting form `0h in (3.32) is given by

`0h((uh, ûh, rh), (vh, v̂h, sh)) :=−
∑

K∈Th
λ`

∫

K
rh · sh dx+

∑

K∈Th
λ`

∫

∂K
JJuhKK(sh ·nK) ds

+
∑

K∈Th
λ`

∫

∂K
JJvhKK(rh ·nK) ds.

Note that the two right-hand side terms in the first line express rh = L(JJuhKK), whereas the second
line realises the original lifting term λ`

∫
ΩL(JJuhKK) · L(JJvhKK) dx in (3.31).

A computationally more favourable alternative is the H1-lifting ; however, both L2-lifting and H1-
lifting result in the same discrete solution.
Definition 3.22 (H1-lifting)

Let Sh =
{
sh ∈ L2(Ω): sh

∣∣
K
∈ Vh

∣∣
K

}
\Pdc

0 . For all ϕ ∈ L2(Fh), the H1-lifting L(ϕ) ∈ Sh is
defined as the elementwise solution of

∫

K
∇L(ϕ) ·∇sh dx =

∫

∂K
ϕ(∇sh ·nK) ds, ∀ sh ∈ Sh, ∀K ∈ Th.

The most apparent reason why the H1-lifting is computationally more favourable is because it is
only a scalar-valued function (compared to a vector-valued one for the L2-lifting), which eventually
results in less memory consumption. Note that removing the piecewise constants in Sh is necessary
because otherwise, Def. 3.22 does not lead to a unique lifting. The HDG-H1-lifting method then
reads as follows: For any λ > 0 and λ` > 1, find (uh, ûh) ∈ Vh × V̂h such that, for all (vh, v̂h) ∈
Vh × V̂h, there holds

a1
h((uh, ûh), (vh, v̂h)) :=

∫

Ω
∇huh ·∇hvh dx (3.33a)

+ λ`

∫

Ω
∇hL(JJuhKK) ·∇hL(JJvhKK) dx+

∑

K∈Th

∫

∂K

λ

h∂K
JJuhKKJJvhKK ds (3.33b)

−
∑

K∈Th

∫

∂K
(∇uh ·nK)JJvhKK ds−

∑

K∈Th

∫

∂K
JJuhKK(∇vh ·nK) ds = (f, vh). (3.33c)

For the H1-lifting, a natural energy norm can be defined by

∀ (wh, ŵh) ∈ Vh × V̂h : |||(wh, ŵh)|||2e,1 := |||(wh, ŵh)|||2e + ‖∇hL(JJwhKK)‖2L2 .

Analogously to Lem. 3.21, we obtain the following result.
Lemma 3.23 (Discrete coercivity H1-lifting)

Let Cλ` = (λ` − 1)(1 + λ`)
−1. Then, for all λ` > 1 and λ > Cλ` , the HDG-H1-lifting method

(3.33) is discretely coercive on Vh × V̂h w.r.t. the norm |||·|||e,1; that is,

a1
h((vh, v̂h), (vh, v̂h)) > Cλ` |||(vh, v̂h)|||2e,1, ∀ (vh, v̂h) ∈ Vh × V̂h.
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Proof: Applying the definition of the H1-lifting to the symmetry and consistency term, symmetric
testing in (3.33) amounts to

a0
h((vh, v̂h), (vh, v̂h)) = ‖∇hvh‖2L2 + λ

∑

K∈Th

∥∥∥h−1/2
∂K JvhK

∥∥∥
2

L2(∂K)

+ λ` ‖∇hL(JJvhKK)‖2L2 − 2

∫

Ω
∇hL(JJvhKK) ·∇hvh dx.

Now, exactly the same steps as in the proof of Lem. 3.21 show the claim. �

Again, for the actual implementation, an equivalent formulation is better suited. Thus, we consider
the weak formulation

{
Find (uh, ûh, rh) ∈ Vh × V̂h × Sh such that, ∀ (vh, v̂h, sh) ∈ Vh × V̂h × Sh,
ah((uh, ûh), (vh, v̂h)) + `1h((uh, ûh, rh), (vh, v̂h, sh)) = (f, vh),

(3.34a)

(3.34b)

where the H1-lifting form `1h is given by

`1h((uh, ûh, rh), (vh, v̂h, sh)) :=−
∑

K∈Th
λ`

∫

K
∇rh ·∇sh dx+

∑

K∈Th
λ`

∫

∂K
JJuhKK(∇sh ·nK) ds

+
∑

K∈Th
λ`

∫

∂K
JJvhKK(∇rh ·nK) ds.

Note that rh = L(JJuhKK) and the second line realises λ`
∫

Ω∇hL(JJuhKK) ·∇hL(JJvhKK) dx in (3.33).

Remark 3.24 (Uniqueness of H1-lifting): In order to obtain a unique H1-lifting in practice, the
easiest solution is to add a small (ε� 1) regularisation term

−
∑

K∈Th

ε

h2
K

∫

K
rhsh dx

to (3.34). However, we prefer the cleaner solution of projecting out the elementwise constants by
introducing yet another unknown r0

h ∈ Pdc
0 , and adding

∑

K∈Th

1

h2
K

∫

K

[
−r0

hs
0
h + rhs

0
h + r0

hsh
]

dx (3.35)

to the left-hand side of (3.34) for all s0
h ∈ Pdc

0 . Note that when π0 : Sh → Pdc
0 denotes the L2-

projection onto the elementwise constants, (3.35) realises the term
∑

K∈Th h
−2
K

∫
K π0(rh)π0(sh) dx

in a similar fashion as the lifting terms `1h and `2h are constructed. N

Finally, let us remark that another advantage of the H1-lifting method is that it essentially involves
only integrals that already occur in the SIP method, plus some additional uncomplicated ones.
Summarising in one sentence, lifting techniques allow to decrease the amount of stabilisation of
HDG methods, whilst ensuring stability [Leh16].
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3.5.3 H(div)-HDG for Incompressible Flows

After having explained static condensation, hybridisation and lifting techniques in the context of
the scalar-valued Poisson problem, we now want to apply the ideas to the discretisation of in-
compressible flow problems. As those concepts are mainly interesting for the diffusion part of the
method, the Stokes problem (2.21) shall now serve as the model problem. Due to the favourable
combination of continuous normal component and discontinuous tangential component, we will fo-
cus on explaining a particular class of divergence-free H(div)-HDG methods based on [LS16]. For
other possibilities of using hybridisation in the context of incompressible flow problems, we refer to
[CG05a; CG05b; CG09; LW12] and especially to [Coc09; GLS18; LLS18a; LLS18b; RW17; RW18]
where different approaches to exactly divergence-free HDG methods are considered.

In order to still obtain a normal-continuous and exactly divergence-free solution, the basic velocity
space remains unchanged as

Vh =
{
vh ∈H(div; Ω) : vh

∣∣
K
∈ Vk(K), ∀K ∈ Th; vh ·n

∣∣
∂Ω

= 0
}
,

where the local space Vk(K) is based either on BDM or RT elements. Also the pressure space
Qh = Pdc

` ∩Q with ` ∈ {k − 1, k} is the same as in the DG method. For the hybridisation, however,
we introduce the space of vector-valued tangential polynomials

V̂h =
{
v̂h ∈ L2(Fh) : v̂h

∣∣
F
∈ PPPk(F ), v̂h ·nF

∣∣
F

= 0, ∀F ∈ Fh; v̂h = 0 on ∂Ω
}
.

At first, consider the weak formulation for an H(div)-SIP-HDG method:

{
Find (uh, ûh, ph) ∈ Vh × V̂h ×Qh such that, ∀ (vh, v̂h, qh) ∈ Vh × V̂h ×Qh,
νah((uh, ûh), (vh, v̂h)) + b(vh, ph) + b(uh, qh) = (f ,vh).

(3.36a)

(3.36b)

Here, the viscous bilinear form ah is simply the extension of the scalar-valued one (3.30) for the
Poisson problem to the vector-valued case; that is,

ah((wh, ŵh), (vh, v̂h)) :=

∫

Ω
∇hwh :∇hvh dx+

∑

K∈Th

∫

∂K

λ

h∂K
JJwhKKτ · JJvhKKτ ds

−
∑

K∈Th

∫

∂K
(∇wh)nK · JJvhKKτ ds−

∑

K∈Th

∫

∂K
JJwhKKτ · (∇vh)nK ds.

In contrast to J·K and JJ · KK, the operator JJ · KKτ represents the tangential jump between cell and facet
velocity; that is, using the projection onto the tangent plane vτ = v − (v ·nK)nK ,

JJvKKτ := (v − v̂)τ = vτ − v̂.

Note that, as usual for SIP methods, λ has to be sufficiently large to guarantee discrete coercivity.
In Fig. 3.4 a sketch of the situation with a continuous normal, discontinuous tangential and hybrid
facet velocity can be seen for the 2D case. On simplicial meshes, the resulting method is abbrevi-
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ated BDMBDMBDMk/FFFk/Pdc
k−1 and the name RTRTRT[k]/FFFk/Pdc

k is used on tensor-product meshes.

disc. tangential velocitycont. normal velocity

hybrid facet velocity

Fig. 3.4: Cell and facet velocity in H(div)-HDG methods for triangular (BDMBDMBDMk/FFFk/Pdc
k−1) and

quadrilateral (RTRTRT[k]/FFFk/Pdc
k ) meshes.

Remark 3.25 (Complications on tensor-product meshes): For the RTRTRT[k]/FFFk/Pdc
k method, due to

the fact that the trace of RTRTRT[k] velocities can be a polynomial of order k + 1 locally, choosing
the facet space FFFk actually introduces an additional high-order consistency error in the method.
However, the stability and convergence properties are not violated. From an analysis point of view,
this can be understood using the techniques described in [LLS18a]. N

Remark 3.26 (H(div)-conformity through pressure hybridisation): Directly using the H(div)-
conforming velocity space Vh is of course not the only possibility for obtaining a normal-continuous
discrete velocity approximation. Alternatively, it is also feasible to remove all inter-element conti-
nuity requirements from the velocity space, and to introduce an additional facet Lagrange multiplier
for the pressure, which ensuresH(div)-conformity of the solution; cf., for example, [LS16, Rem. 7].
More precisely, introducing the scalar-valued facet space (hybrid pressure variable)

Q̂h =
{
q̂h ∈ L2(Fh) : q̂h

∣∣
F
∈ Pk(F ), ∀F ∈ Fh

}
,

and, for example on simplicial meshes, using the L2 velocity space13

V ′h =
{
vh ∈ L2(Ω): vh

∣∣
K
∈ PPPk(K), ∀K ∈ Th

}
,

another SIP H(div)-HDG method for the Stokes problem can be formulated as follows:

{
Find (uh, ûh, ph, p̂h) ∈ V ′h × V̂h ×Qh × Q̂h such that, ∀ (vh, v̂h, qh, q̂h) ∈ V ′h × V̂h ×Qh × Q̂h,
νah((uh, ûh), (vh, v̂h)) + b(vh, ph) + b(uh, qh) + dh(v̂h, p̂h) + dh(ûh, q̂h) = (f ,vh).

Here, the bilinear form dh : V̂ ′h × Q̂h → R realises normal-continuity and is defined as

dh(v̂h, q̂h) :=
∑

K∈Th

∫

∂K
q̂h(v̂h ·nK) ds.

13Alternatively, the space Vh can be used but without strongly imposed normal-continuity, also on quads/hexes.
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Note that in this formulation, all DOFs in V ′h and Qh can now be eliminated by static condensation.
On simplicial meshes, the resulting velocity solution coincides with the one resulting from the
BDMBDMBDMk/FFFk/Pdc

k−1 method. However, this alternative H(div)-conforming HDG method might be
easier to implement in some software packages and it might behave differently with respect to the
particular linear solver strategy. N

The second HDG method we consider in this work uses an H1-lifting technique as introduced
above. To be more precise, we will briefly explain how to extend the ideas to the Stokes problem.
In order to compute the (now vector-valued) lifting, the space

Sh =
{
sh ∈ L2

0(Ω): sh
∣∣
K
∈ Vk(K), ∀K ∈ Th

}

is used. Sh is the globally discontinuous sibling of Vh, without strongly imposed BCs. The vector-
valued lifting is, in principle, simply defined componentwise and rewritten as follows.

Definition 3.27 (Vector-valued H1-lifting)

For all ϕ ∈ L2(Fh), the H1-lifting L(ϕ) ∈ Sh is defined as the elementwise solution of
∫

K
∇L(ϕ) :∇sh dx =

∫

∂K
ϕ · (∇sh)nK ds, ∀ sh ∈ Sh, ∀K ∈ Th.

Then, our H(div)-H1-lifting-HDG method is based on the following weak formulation of finding
(uh, ûh, ph) ∈ Vh × V̂h ×Qh such that

νah((uh, ûh), (vh, v̂h)) + νλ`

∫

Ω
∇hL(JJuhKKτ ) :∇hL(JJvhKKτ ) dx

+ b(vh, ph) + b(uh, qh) = (f ,vh)

holds for all (vh, v̂h, qh) ∈ Vh× V̂h×Qh. Again, we usually use λ = k and λ` = 2, which is sufficient
concerning stability. For the sake of completeness, however, let us state the implementation variant
of the H(div)-H1-lifting-HDG method:





Find (uh, ûh, rh, ph) ∈ Vh × V̂h × Sh ×Qh s.t., ∀ (vh, v̂h, sh, qh) ∈ Vh × V̂h × Sh ×Qh,
ν
[
ah((uh, ûh), (vh, v̂h)) + `1h((uh, ûh, rh), (vh, v̂h, sh))

]
+ b(vh, ph) = (f ,vh),

b(uh, qh) = 0.

(3.38a)

(3.38b)

(3.38c)

Here, the H1-lifting form `1h is given by

`1h((uh, ûh, rh), (vh, v̂h, sh)) :=−
∑

K∈Th
λ`

∫

K
∇rh :∇sh dx+

∑

K∈Th
λ`

∫

∂K
JJuhKKτ · (∇sh)nK ds

+
∑

K∈Th
λ`

∫

∂K
JJvhKKτ · (∇rh)nK ds.

Remark 3.28: Following Rem. 3.24, concerning the unique determination of theH1-lifting in (3.38)
in practice, we project out the (vector-valued) elementwise constants by introducing another un-
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known r0
h ∈ PPPdc

0 , and adding

∑

K∈Th

ν

h2
K

∫

K

[
−r0

h · s0
h + rh · s0

h + r0
h · sh

]
dx

to the left-hand side of (3.38) for all s0
h ∈ PPPdc

0 . N

For all of the computationally demanding simulations in the remainder of this thesis, we will either
use the H(div)-SIP-HDG method (3.36) with varying λ, or the H(div)-H1-lifting-HDG method
(3.38) with λ = k and λ` = 2.
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CHAPTER 4
Essential Robustness Concepts

Structure of this chapter: This chapter deals with the most important robustness concepts
which are fundamental in this thesis. Investigating the ability of numerical methods to sustain
large-scale structures leads, by means of a discrete Helmholtz decomposition, to the central concept
of pressure-robustness. After explaining this in detail and demonstrating its importance, the notion
of Reynolds-semi-robust error estimates is briefly introduced and supplemented with an example.

4.1 Structure Preservation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.2 Pressure-Robustness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

4.2.1 Potential Flows . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.2.2 Generalised Beltrami Flows . . . . . . . . . . . . . . . . . . . . . . . . 59

4.3 Reynolds-Semi-Robustness . . . . . . . . . . . . . . . . . . . . . . . . . 63

4.1 Structure Preservation

The first robustness aspect which we want to address is connected to the preservation of (large-
scale/coherent) structures and, at first glance, a rather qualitative concept. Quite obviously, from
a good numerical method, we expect that it is able to preserve characteristic flow structures as
accurately as possible — if such structures are destroyed prematurely, a solver would not be called
‘robust’ because the solution is de facto unusable. In anticipation of the next subsection, we will
attempt to map out a possible connection between structure preservation and pressure-robustness.

A frequently used 2D model problem for investigating how well a discretisation preserves structures
is the so-called ‘Gresho vortex’ [GC90] (originally called ‘triangle vortex’). Centred at c = (c1, c2)† ∈
R2 and with a (constant) translational velocityw0 ∈ R2, the problem setup in Cartesian coordinates
is fully described by the initial condition

u0(x) = w0 +





(−5x̃2, 5x̃1)†, 0 6 r < 0.2,
(
−2x̃2

r + 5x̃2,
2x̃1
r − 5x̃1

)†
, 0.2 6 r < 0.4,

(0, 0)†, 0.4 6 r,

(4.1)

with Euclidean distance from the vortex centre r = |x− c|2 and (x̃1, x̃2) = (x1 − c1, x2 − c2). The
Gresho vortex (4.1) has a constant vorticity in its core for r < 0.2 (similar to a rigid body rotation)
but then, for 0.2 6 r < 0.4 it decreases linearly and vanishes for r > 0.4. Thus, there are con-
ceptual similarities with, for example, the Rankine, Lamb–Oseen or Burgers vortex [Ach90; Saf93;
WMZ06], but the Gresho vortex stands out because its vorticity is discontinuous at r ∈ {0.2, 0.4}
which makes it especially interesting for numerically investigating robustness properties.
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In the context of the incompressible Euler and Navier–Stokes equations, or even the compressible
Navier–Stokes equations, the Gresho vortex is a popular test case; cf., for example, [CH+17; DII;
GKM14; HG+13; LW03; Spr10; TM+92]. When w0 ≡ 0 is chosen, the name ‘standing vortex
problem’ is also used sometimes.

Our actual simulations are done in the x1- and x2- periodic14 box Ω = (0, 4) × (0, 1) with centre
c = (0.5, 0.5)†, a wind w0 = (1, 0)† and up to an end time T = 3. The full time-dependent Navier–
Stokes problem (2.1) with f ≡ 0 governs the problem with initial condition (4.1) and ν = 10−6.
For the spatial discretisation, a quadrilateral mesh with 4N ×N squares is employed, and for the
time-stepping we use a constant time step ∆t = 0.002 with the second-order Runge–Kutta (RK)
variant ARS(2,2,2) of the implicit-explicit (IMEX) method introduced in [ARS97]; cf., for example,
[Leh10] for more details about time integration for PDEs in this context. Stokes-type subproblems
are treated implicitly, whereas convection is treated explicitly.

In the following, we compare the divergence-free H(div)-DG method RTRTRTred
[k] /P

dc
0 (space discretisa-

tion defined by (3.15)) with the L2-DG method QQQdc
k /Qdc

k−1 (space discretisation defined by (3.5)).
Concerning the involved parameters, we use upwinding (θ = 1), a SIP parameter λ = 3(k + 1)2

and at first no DG-grad-div (γ = 0). Note that the L2-DG method in this version is a standard
discretisation scheme which can also be found, for example, in [DE12; Riv08].

Fig. 4.1: Evolution of vorticity ωh = ∇h × uh for the moving Gresho problem, computed with
k = 6 and N = 8. Line by line: t = 0, 1, 2, 3. Left column: divergence-free H(div)-DG
method RTRTRTred

[6] /P
dc
0 ; right column: textbook L2-DG method QQQdc

6 /Qdc
5 . (A video of this

simulation is available at https://youtu.be/wrZTUrGxVSc; note also the QR code.)

14Instead of periodic BCs one could also use free-slip BCs; it is only important to not have no-slip wall interactions.
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In Fig. 4.1, the evolution of the discrete vorticity ωh = ∇h × uh is displayed at t = 0, 1, 2, 3 for
RTRTRTred

[k] /P
dc
0 and QQQdc

k /Qdc
k−1 with fixed k = 6 and N = 8. While the H(div) method preserves the

structure of the transported vortex very well, obviously the vortical structure computed with the
L2 method is considerably more prone to perturbations and thus significantly less well conserved.
The remainder of this subsection will show why seemingly very similar numerical schemes (with
the same convection stabilisation) can behave so differently in terms of structure preservation.

Concerning the underlying polynomial order, instead of choosing a high-order k = 6, let us consider
lower-order methods with k = 4 (N = 14) and k = 2 (N = 20). Taking into consideration finer
meshes for lower orders should, at least roughly, balance the different approximation properties of
the spatial discretisation schemes. In the left column of Fig. 4.2, one can see qualitatively that the
H(div)-DG method is still capable of capturing and sustaining the vortex structure of the Gresho
problem. Thus, the ability to maintain vortical structures is not necessarily connected to the poly-
nomial order of the divergence-free H(div) method. However, the right column shows that for the
L2-DG method, decreasing the polynomial order is significantly disadvantageous. Indeed, concern-
ing the vortex computed with (k,N) = (4, 14), the structure is less damaged for the high-order
method visible in Fig. 4.1. Regarding the results for the ‘Taylor–Hood’ DG sibling QQQdc

2 /Qdc
1 , one

cannot identify the final state as a vortex anymore. Before attempting to identify a possible source
for this shortcoming of the textbook L2-DG method, let us take a more quantitative approach for
comparing results.

Fig. 4.2: Final state of ωh at t = 3 for the Gresho vortex problem computed with RTRTRTred
[k] /P

dc
0

(left column) and QQQdc
k /Qdc

k−1 (right column). First row: (k,N) = (4, 14); second row:
(k,N) = (2, 20).

Based on the quantities introduced in Sec. 2.3, Fig. 4.3 shows how kinetic energy, enstrophy and
palinstrophy evolve over time for the solutions computed with both methods. We observe that
K(uh) is nearly constant for all considered RTRTRTred

[k] /P
dc
0 methods, while the QQQdc

k /Qdc
k−1 solutions show

a much stronger loss of kinetic energy, especially for (k,N) = (2, 20). Correspondingly, one can
see that both E(uh) and P(uh) are on average decreasing for the H(div) method (we attribute
the small oscillations to strong discontinuities over facets, originating in the still coarse spatial
resolution). Note that in these more sensitive quantities, a difference between low-order (k = 2)
and higher-oder k = 4, 6 can be perceived. The solutions of the L2-DG method, on the other hand,
behave completely different. Concerning the enstrophy, one can see that the QQQdc

2 /Qdc
1 solution ex-
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plodes immediately, while for k = 4, 6, at least only a bounded growth is visible. Note that taking
into account classical fluid dynamics, the enstrophy evolution equation (2.16) dictates that the
exact quantity E(u) monotonically decreases in such a situation; see also Rem. 2.15. Therefore, we
identify the global increase of the discrete enstrophy as unphysical behaviour. Lastly, even though
nothing can be said about the sign of the rate of change of palinstrophy, we remark that in contrast
to the H(div) solution, the L2-DG’s palinstrophy attains extremely large values. Thus, there is
actually some evidence that this is also not a particularly robust behaviour.
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Fig. 4.3: Kinetic energy K(uh), enstrophy E(uh) and palinstrophy P(uh) monitored over time for
RTRTRTred

[k] /P
dc
0 (left column) and QQQdc

k /Qdc
k−1 (right column).

Now back to the original question. Which mechanism triggers the destruction of the vortical struc-
ture and leads to the non-robustness of the L2-DG method? In order to answer this question, note
that up to now we did not include the DG-grad-div stabilisation into the L2-DG method, i.e. γ = 0.
Recalling Sec. 3.2.2, we will now add broken grad-div and H(div) stabilisation by using γ > 0. As
a result, both the elementwise divergence and the facetwise normal jumps of the discrete velocity
decreases. Let us now try to improve the previously inadequate QQQdc

k /Qdc
k−1 results in the low-order

case (k,N) = {2, 20}.

Fig. 4.4 shows the impact of DG-grad-div stabilisation (see Sec. 3.2.2) on the L2-DG method. Re-
garding the vorticity, the left column shows that already using γ = 0.001 suffices such that a vortex
is visible; this has not been the case with γ = 0, see Fig. 4.2. Increasing the stabilisation parameter
up to γ = 0.1 continuously improves the ability of the method to preserve the vortex structure to
such an extent that qualitatively, one cannot distinguish the stabilised L2 solution from the exactly
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divergence-free H(div) one anymore. The right column of Fig. 4.4 is again aimed at a more quan-
titative comparison in terms of kinetic energy, enstrophy and palinstrophy. Here, we observe that
the strong energy loss is sufficiently cured as γ increases. Also, the unphysical increase in E(uh)

is rectified more and more and finally, the palinstrophy does not explode anymore. Therefore, a
capable remedy which improves the structure preservation properties of the L2-DG method is the
DG-grad-div stabilisation.
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Fig. 4.4: Impact of DG-grad-div with parameter γ > 0 for the L2-DG method on the Gresho
vortex problem for low-order (k,N) = (2, 20). Left column shows the final state of ωh
for γ = 0.001 (first row), γ = 0.01 (second row) and γ = 0.1 (last row). Right column
shows the corresponding evolution of kinetic energy, enstrophy and palinstrophy.

After having identified how to improve the robustness of the L2-DG method, one question remains.
Why does DG-grad-div improve the robustness for the moving Gresho vortex problem? Phrased
differently, what characteristic does this particular flow problem possess, which makes it so hard
to simulate with the L2-DG method without DG-grad-div? The answer to this question is actu-
ally much more involved, and we will need the concept of pressure-robustness for it; cf. Sec. 4.2.
However, at this point, let us at least give a brief motivation for it, thereby leading over smoothly
to the next subsection.

For the remainder of this section, we will take a closer look at the fluid flow itself and not primarily
at its discretisation anymore. Due to reasons which will become clear later on, it can be inter-
esting to investigate the convection term (u ·∇)u and, in particular, its (continuous) Helmholtz
decomposition introduced in Sec. 2.2.3. The underlying question is what kind of forces are present
in the Gresho problem. Unfortunately, the exact velocity u for this problem is not known and
therefore, we resort to analysing the flow by means of a discretisation. Judging from the above
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demonstrations it is safe to assume that the H(div)-DG method yields the ‘better’, or at least
more reliable, approximation to this problem. Thus, let us investigate the discrete convection term
fh := (uh ·∇h)uh, computed with RTRTRTred

[k] /P
dc
0 for (k,N) = (6, 8) and its discrete Helmholtz decom-

position fh = Pdiv
h (fh) +∇φh, computed with RTRTRT[k]/Pdc

k ; see (3.10) in Ch. 3.
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Fig. 4.5: Discrete Helmholtz decomposition of discrete convective term fh = (uh ·∇h)uh. Left
column: |fh|22,

∣∣Pdiv
h (fh)

∣∣2
2
and |∇φh|22 at t = 3 for RTRTRT[6]/Pdc

6 . Right column: Evolution
of the corresponding norms ‖fh‖L2 ,

∥∥Pdiv
h (fh)

∥∥
L2 and ‖∇φh‖L2 for RTRTRT[k]/Pdc

k .

In Fig. 4.5, the first row gives an idea of how strong the (discrete) convective part fh is in this
problem. From the second row we deduce that a significant part of the force fh consists of a
divergence-free part, which is represented by the discrete Helmholtz projection Pdiv

h (fh). However,
the third row shows that nonetheless, there is a non-negligible gradient part present which stands
for an irrotational force. As will be explained in the next section, irrotational forces in a fluid flow
problem can cause severe problems for certain discretisation schemes which are non-pressure-robust,
but can be handled easily with pressure-robust methods. The H(div)-DG method is of the latter
type, whereas the L2-DG method is of the former, and DG-grad-div is actually a stabilisation
mechanism which improves the pressure-robustness of an otherwise non-pressure-robust method.
In the remainder of this thesis, all these aspects will be explained in more detail.

Remark 4.1 (Helmholtz decomposition of (uh ·∇h)uh): In this work, the distribution of convec-
tion forces according to fh = Pdiv

h (fh) +∇φh will be examined at several places. Always, only the
volume contribution of the discrete convection term, i.e. fh = (uh ·∇h)uh, is used in the corre-
sponding Helmholtz decomposition. Note that this approach is indeed meaningful in comparably
well-resolved simulations, where the occurring facet terms in ch (see Sec. 3.2.3) are expected to be
insignificantly small. N
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4.2 Pressure-Robustness

As has already been pointed out, the second concept which is crucial throughout this thesis is
pressure-robustness; cf., for example, [ALM17; JL+17] for a more detailed explanation. Let us give
the most general form of a definition.
Definition 4.2 (Pressure-robust method)
A numerical method is called pressure-robust if the following holds true: Let the exact velocity
u belong to the discrete approximation space, i.e. u ∈ Vh. Then, the approximate velocity
coincides with the exact one, that is, uh ≡ u.

At first glance, one could think that any method should honour this very basic definition. However,
the fact that flow problems are mixed problems prevents this from being true. In fact, as the name
suggests, it turns out that the pressure variable plays a very important role in this concept. In the
following, we want to show that indeed pressure-robustness cannot be taken for granted.

The probably easiest type of flow is a fluid at rest (hydrostatics), i.e. u ≡ 0. But yet already such
a seemingly trivial situation surprisingly can be difficult for discretisation schemes which are not
pressure-robust. In the context of such no-flow problems, it lends itself to introduce the following
invariance principle (the validity of this statement is straightforward).
Lemma 4.3 (Continuous invariance principle)

Suppose that in the setting of the stationary Navier–Stokes equations (2.19) with no-slip BC
u ≡ 0 on ∂Ω, the right-hand side term is a conservative (irrotational) force; that is, there exists
a potential Φ such that f = ∇Φ15. Then, independently of how large/strong the potential Φ is,
the unique exact solution to the flow problem is (u, p) = (0,Φ + C), where C ∈ R is constant.

Note Rem. 2.13 and the close relationship of this principle with the Helmholtz projection. This
is the invariance principle on the continuous level; for pressure-robust discretisations it directly
transfers to the discrete case, whereas non-pressure-robust methods in general do not respect it.

Fig. 4.6: No-flow in a glass. Geometry (left), tetrahedral mesh (middle) and exact pressure (right).
15Probably the most obvious and simple conservative force is the gravitational force.
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Let us, for simplicity, consider the no-flow example only in the setting of the stationary Stokes
equations (2.21) with u ≡ 0 on ∂Ω. The particular domain is chosen as the glass visible in Fig. 4.6
(left). This domain is decomposed into 3229 tetrahedra as shown in Fig. 4.6 (middle) and we take
the exact pressure solution as p = 10−4 sin (x1x2x3), see Fig. 4.6 (right). Consequently, f is a
gradient force and thus, the exact velocity solution is u ≡ 0 (no-flow).

Table 4.1: Material properties at 20 ◦C and 1 atm.

Material ρ
[
kg m−3

]
µ [Pa s] (dyn.) ν

[
m2 s−1

]
(kin.)

Honey 1420 14.1 9.9× 10−3

Engine oil 850.4 0.38 4.47× 10−4

Hydrogen 0.083 75 8.81× 10−6 1.05× 10−4

Air 1.204 1.82× 10−5 1.51× 10−5

Water 998.2 1× 10−3 1.002× 10−6

Mercury 13 545 1.54× 10−3 1.14× 10−7

For the discretisation we fix the order k = 3 for the velocity FE space and compare the pressure-
robust, exactly divergence-free H(div)-DG method BDMBDMBDM3/Pdc

2 (see (3.15)) with the classical grad-
div stabilised (γ = 0.1), H1-conforming Taylor–Hood method PPP3/P2 (see (3.19)). In order to put
the following computations in a physically more realistic context, the fluid in the glass, which is
supposed to rest, is varied according to the materials16 (liquid and gaseous) listed in Table 4.1.
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Fig. 4.7: Velocity and pressure errors for the no-flow (u ≡ 0) problem in a glass filled with different
fluids. Non-pressure-robust method (left) and pressure-robust method (right).

In Fig. 4.7, comparing the non-pressure-robust (left) and the pressure-robust (right) method, the
resulting L2(Ω)/L2(Ω) velocity and pressure errors are shown for the different materials. First of
all, note that the pressure errors, regardless of pressure-robustness, are invariant against changing
the viscosity. The velocity error, on the other hand, is at least ten orders of magnitude larger
for the non-pressure-robust method. Indeed, the velocity error for the pressure-robust method
should in fact be exactly zero, but suffers from the ‘variational crime’ of numerical integration
which is especially pronounced in the context of curved boundaries here. This example shows quite
powerfully the importance and advantages of pressure-robust methods, even for seemingly easy flow
16Of course, the basic assumption of a Newtonian fluid might be violated by several of these materials. But for the

intended insight, this is unproblematic.
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problems. The next subsections show that the exact same statement can also be made for a large
number of significantly more complicated flows.

4.2.1 Potential Flows

Let us now consider one particular class of flow problems, namely potential flows [Dur08, Ch. 10].
Potential flows are characterised by the property that the velocity u is represented as the gradi-
ent of a scalar function ϕ, the so-called velocity potential17. Thus, u = ∇ϕ and such flows are
also inherently irrotational (curl-free) as curlu = curl (∇ϕ) = 0 and therefore, potential flows are
closely related to inviscid, irrotational flows; cf. [Tri88, Ch. 10]. Invoking the divergence-free con-
straint, it also becomes clear that ∇ ·u = ∇ ·∇ϕ = ∆ϕ = 0 and thus, the vector potential of an
incompressible potential flow always solves the Poisson equation. Note that also in the case of time-
dependent flows, that is ϕ = ϕ(t), these properties hold and thus, potential flows do not depend
on the history of its motion but are completely determined by the associated boundary conditions.

Following [LM16], inserting u = ∇ϕ with ∆ϕ = 0 into the time-dependent incompressible Navier–
Stokes equations (2.1) for f = 0 and assuming sufficient regularity, one can use the identities

∂tu = ∂t(∇ϕ) = ∇(∂tϕ),

−ν∆u = −ν∆(∇ϕ) = −ν∇(∆ϕ) = 0,

(u ·∇)u = curlu× u+
1

2
∇(u ·u) =

1

2
∇|u|2 = ∇

(
1

2
|∇ϕ|2

)
,

to obtain the following equation for the pressure:

∇
[
p+

1

2
|∇ϕ|2 + ∂tϕ

]
= 0.

Thus, the velocity potential ϕ completely determines the solution of potential flows, which is given
by (u, p) =

(
∇ϕ,−1

2 |∇ϕ|
2 − ∂tϕ+ f(t)

)
where f(t) denotes a time-dependent function. Further-

more, the function P = p+ 1
2 |∇ϕ|

2 + ∂tϕ+ f(t) is called Bernoulli pressure.

Now, let us turn to a specific two-dimensional example. Exploiting the Cauchy–Riemann equations,
it can be shown that one possibility of defining a potential is by taking the real part R(·) of a so-
called complex potential F (z), z ∈ C. In this setting, the imaginary part is inherently connected to
the stream function of the particular flow. More precisely, let us consider F (z) = z2 = (x+ iy)2,
which results in the potential ϕ = R(z2) = x2 − y2. This choice leads to the following solutions.

• Stokes: u = ∇ϕ = (2x,−2y)†, p = 0.

• Euler and Navier–Stokes: u = ∇ϕ = (2x,−2y)†, p = −1
2 |∇ϕ|

2 = −1
2(u ·u) = −2

(
x2 + y2

)
.

Note that when it comes to potential flows, the velocity field usually coincides for the Stokes, the
Euler and the Navier–Stokes problem. Only the pressure changes as a result of (u ·∇)u being a gra-

17Note that of course, the previous no-flow example is also a potential flow with a constant potential.

- 57 -



4. Essential Robustness Concepts

dient18. Choosing a cross-shaped domain, Fig. 4.8 visualises the resulting exact flow field together
with a mesh for the subsequent simulations for this problem. One can see that we basically deal
with a flow which comes from both top and bottom of the domain, collides in the middle and then
flows out in left/right direction. Naturally, the pressure peaks in the vicinity of the collision point
in the middle. Thus, this example has some conceptual similarities with [Lin09], where a collision in
a cross-shaped domain is investigated in a different setting where no analytical solution is available.

Fig. 4.8: Colliding potential flow defined by ϕ = x2− y2. Velocity magnitude |u| (left), cones rep-
resenting the velocity field u (middle) and pressure (right) on an unstructured triangular
mesh. The centre of the domain corresponds to (0, 0).

For this situation we now compare the accuracy of the exactly divergence-free H(div) method
BDMBDMBDMk/Pdc

k−1 (see (3.15)) with the classical grad-div stabilised (γ = 0.1), H1-conforming Taylor–
Hood method PPPk/Pk−1 (see (3.19)). In Table 4.2, the errors for computations based on second- and
third-order FEM are shown. Here, the stationary Navier–Stokes setting (2.19) with ν = 10−3 has
been chosen, and the resulting nonlinear systems have been solved using a simple Picard iteration
with tolerance 10−12; see [Riv08, Sec. 7.6].

Table 4.2: Errors for the colliding potential flow example. The most important numbers which
show the advantages of a pressure-robust method are in bold type.

order method ‖u− uh‖L2 ‖∇h(u− uh)‖L2 ‖p− ph‖L2

k = 2 p-robust 5.36 · 10−12 1.2 · 10−10 4.29 · 10−3

non-p-robust 2.66 · 10−3 7.82 · 10−2 5.51 · 10−3

k = 3 p-robust 2.96 · 10−12 1.24 · 10−10 2.32 · 10−12

non-p-robust 1.15 · 10−12 2.18 · 10−11 1.48 · 10−12

The first observation is that when using k = 3, then (u, p) ∈ Vh ×Qh and any method yields the
exact solution (uh, ph) = (u, p) (up to round-off error). However, for k = 2 we only have u ∈ Vh
but p /∈ Qh and a huge difference emerges. While the pressure-robust method yields uh = u, the
non-pressure-robust method results in a large velocity error. The pressure error, on the other hand,
is more or less independent of pressure-robustness here. This example thus clarifies why Def. 4.2
is fundamental.
18This fact will be investigated in more detail when we discuss generalised Beltrami flows in the next subsection.
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4.2.2 Generalised Beltrami Flows

For potential flows in the last subsection, we already saw that it is possible that the nonlinear
convection term is in fact the gradient of a potential. Now, let us introduce the whole corresponding
family of incompressible flows.

Definition 4.4 (Generalised Beltrami flow)

Consider the time-dependent incompressible Navier–Stokes equations (2.1). If there exists a
potential φ such that (u ·∇)u = ∇φ, then the resulting flow is called generalised Beltrami flow.

Note that quite generally, the velocity solution of a generalised Beltrami flow simultaneously fulfils
the incompressible Stokes and the Navier–Stokes equations, whereas the corresponding pressures
might differ. Following this definition, both the no-flow problem and the potential flow problem are
generalised Beltrami flows; all Stokes solutions are trivially generalised Beltrami flows as well. Fur-
thermore, reviving the concept of the Helmholtz decomposition/projection introduced in Sec. 2.2.3,
it is clear that for any generalised Beltrami flow P((u ·∇)u) = 0 holds true.

Remark 4.5: A more detailed introduction to generalised Beltrami flows can be found in [DVII],
where, in order to pinpoint different subcategories of generalised Beltrami flows, a case differentia-
tion based on the identity

(u ·∇)u = (∇× u)× u+
1

2
∇|u|2 = ω × u+

1

2
∇|u|2 (4.2)

is provided. In doing so, the ‘Lamb vector’ ω × u in (4.2) plays a crucial part. N

Let us give a brief motivation why investigating generalised Beltrami flows (both theoretically and
numerically) is important19.

1. To the best of the author’s knowledge, all exact Navier–Stokes solutions with right-hand side
f = 0, whose analytical form is known, are generalised Beltrami flows, cf. [DR06].

2. Steady, maybe unstable, high Reynolds number flows (ν � 1) with f = 0 away from boundary
layers, e.g. around obstacles in the fluid, fulfil the approximate momentum balance

(u ·∇u) = −∇p+ ν∆u ≈ −∇p.

That is, (u ·∇)u approximates a gradient and u approximates a generalised Beltrami flow;
cf. [Lin09].

3. The importance of generalised Beltrami flows for turbulence is also backed up by numerical
evidence from the 1980s. For example, in [PY+85] numerical experiments for channel flows
and homogeneous decaying turbulence indicate that the large-scale turbulent features of a
flow behave ‘Beltrami-like’ in regions of low dissipation. In connection therewith, the term
‘local Beltramisation’ is, for example, used in [YO87] and describes the tendency of the flow
velocity and vorticity to align locally. In fact, it has even been conjectured that the coherent

19Some more arguments can again be found in [DVII].
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structures of turbulent flows can be characterised as a superposition of approximate Beltrami
flows; see also [CM88] for a systematic analysis of hierarchies in Beltrami flows.

In the following, some examples in the context of generalised Beltrami flows are considered which
highlight the benefits a pressure-robust discretisation yields; in [DVII], more examples can be found.

Classical 3D Ethier–Steinman Problem

We now want to compare the performance of the pressure-robust H(div)-DG method BDMBDMBDMk/Pdc
k−1

and the non-pressure-robust L2-DG method PPPdc
k /Pdc

k−1 (both with upwinding, θ = 1) in terms of
accuracy and efficiency in the following three-dimensional, time-dependent incompressible Navier–
Stokes setting. Fix ν = 0.002, f ≡ 0, T = 1 and consider the Ethier–Steinman problem [ES94]
with exact velocity

u0(x) = −a



eax1 sin (ax2 + bx3) + eax3 cos (ax1 + bx2)

eax2 sin (ax3 + bx1) + eax1 cos (ax2 + bx3)

eax3 sin (ax1 + bx2) + eax2 cos (ax3 + bx1)


 , u(t,x) = u0(x)e−νd

2t. (4.3)

Here, the parameters a = π/4 and b = π/2 are used and the domain is given as the cube Ω = (−1, 1)3

with time-dependent Dirichlet BC gD according to the exact generalised Beltrami20 solution (4.3).
For the simulation, only the initial velocity u0 is prescribed and the evolution of the flow is ob-
served; see Fig. 4.9 for a visualisation of the initial flow configuration. Varying polynomial orders
k ∈ {2, 3, 4, 6} of the FE spaces are used, the resolution of the particular method is controlled via
an unstructured tetrahedral mesh and the SIP penalty parameter λ = 8k2 is chosen.

Fig. 4.9: Ethier–Steinman flow at t = 0, visualised on an unstructured tetrahedral mesh. Velocity
magnitude |u| (left) and pressure p (right).

The time-stepping is based on the second-order multistep implicit-explicit (IMEX) scheme SBDF2
[ARW95] with a constant time step of ∆t = 10−4, where the Stokes part of the problem is discretised
implicitly with a BDF2 method and the convection part relies on an explicit treatment with second-
order accurate extrapolation in time. The system matrix of the Stokes part is called M∗ and note

20In fact, we are dealing with the special case of a Beltrami flow, which is characterised by the property that vorticity
and velocity are aligned, ω × u = 0, which can only happen in 3D; cf. [DVII].

- 60 -



4.2 Pressure-Robustness

that in such an IMEX scheme, only linear systems associated with M∗ have to be solved in every
time step.

Remark 4.6 (Choice of time-discretisation): At this point, a brief remark about the particular
choice of time-discretisation is in order. Note that while for the Ethier–Steinman problem the
SBDF2-IMEX method is chosen here, for the moving Gresho vortex in Sec. 4.1 the RK2-IMEX
method has been used. Depending on what kind of problem is considered, mostly one of these two
IMEX schemes is used in this thesis. Practical experience showed that the RK2 method is usually
stable (note that a CFL condition due to the explicit treatment appears) for roughly a twice larger
time step than the SBDF2 method, but the RK2 method is also roughly twice as expensive to
apply per time step (more linear systems have to be solved and more operator applications for the
explicit part have to be performed). On the other hand, time-dependent Dirichlet BCs might be
easier to implement in a multistep context. Thus, it is mainly a matter of taste which one is used.
A systematic investigation concerning IMEX methods in the context of incompressible flows, which
basically comes to the same conclusion, can be found in [vWah18]. N

We will compare the following two different quantities: total (velocity plus pressure) number of
degrees of freedom (DOFs) and number of non-zero entries (NZEs) of M∗. While the DOFs in-
dicate how rich the approximation space is, the NZEs are a reasonable measure of how efficient
a particular discretisation is. The NZEs of M∗ indicate how expensive solving linear systems is;
usually, this is the most time consuming part of a flow solver (especially in 3D).
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Fig. 4.10: Errors for the classical 3D Ethier–Steinman problem (ν = 0.002). Comparison of
pressure-robust H(div)- and non-pressure-robust L2-DG methods with ∆t = 10−4,
both using upwinding (θ = 1).

The resulting L2
(
0, T ;L2(Ω)

)
errors can be seen in Fig. 4.10. Firstly, for each fixed k, one can

observe that the divergence-free and pressure-robust H(div)-DG method always yields an at least
ten times smaller error, both in terms of DOFs and NZEs. On the finest mesh and with k = 6,
this offset increases to such an extent that the H(div)-DG method’s solution has an error which
is almost a hundred times smaller. Concerning efficiency, the plot of the number of NZEs shows
that by using a pressure-robust method, a significant amount of computational effort can be saved
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while maintaining the same level of accuracy.

More precisely, in terms of fixing DOFs, at least on coarse meshes the pressure-robust k = 2H(div)-
DG method is more accurate than the k = 4 L2-DG method while, at the same time, it leads to
fewer NZEs. A similar observation holds for BDMBDMBDM3/Pdc

2 and PPPdc
6 /Pdc

5 . In practice, as higher-order
methods usually lead to more NZEs, being able to use a method of order k instead of 2k, without
loosing accuracy, means a considerable improvement with respect to performance. However, for
sufficiently fine meshes, higher-order methods will always be superior because of the smoothness of
the problem and thus, exponential convergence behaviour; cf., for example, [KS05; XC+18]. This
observation directly leads to the next numerical example.

3D Ethier–Steinman with Inaccurate BCs

In applications, it is very rare that one has an exact geometry description of the underlying do-
main. For example, curved boundaries make it necessary to approximate also the geometry to a
certain accuracy. Therefore, the imposition of the correct Dirichlet BCs is usually made on the
approximated boundary. Unavoidably, this is a source for errors and in this section we want to
mimic such a situation in the following equivalent way. Instead of prescribing the correct Dirichlet
BCs on the approximated boundary, we will impose inaccurate BCs on the correct boundary.

Let us revisit the 3D Ethier–Steinman problem. The exact solution is also given by (4.3), exactly
the same parameters are used and again, time-dependent Dirichlet boundary conditions are im-
posed. However, now, instead of choosing gD according to the exact solution u, we will use a
piecewise quadratic approximation of it instead, such that gD ≈ u.
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Fig. 4.11: Errors for the 3D Ethier–Steinman problem (ν = 0.002) with inaccurate BCs. Com-
parison of pressure-robust H(div)- and non-pressure-robust L2-DG methods with
∆t = 10−4, both using upwinding (θ = 1).

Fig. 4.11 shows the resulting L2
(
0, T ;L2(Ω)

)
errors. First of all, note that the pressure-robust

method is again always more accurate for a fixed number of DOFs and a fixed number of NZEs.
In contrast to the classical Ethier–Steinman problem, the asymptotical behaviour for higher k and
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finer meshes is now, by construction, dominated by the accuracy of gD. Thus, one can see that
all methods roughly lead to the same result when the resolution is high enough; but high-order
methods can simply not achieve high-order convergence anymore. The interesting fact now is that
on coarse meshes, the pressure-robust method is always significantly more accurate and efficient.
Superiority in under-resolved flow settings is actually a very desirable property.

Remark 4.7 (Beyond generalised Beltrami flows): Summarising, we believe that it has now been
made abundantly clear that pressure-robust methods are significantly superior whenever generalised
Beltrami flows are considered and/or strong gradient forces are present in the underlying motion.
What remains to investigate is whether such a statement can be extended to more general flow
problems. In this context it is worth to recall the results from Sec. 4.1, where the ability of numerical
methods to preserve large-scale/coherent structures has been considered. We have seen that in the
transport of a vortex, the nonlinear convective term features a large gradient contribution, see
Fig. 4.5. Having the concept of pressure-robustness at our disposal, we have now explained why
theH(div)-DG method gives satisfying results for this problem. Similar investigations for different
flow problems, underlining the potential of pressure-robust methods, will appear in the remainder
of this thesis. Finally, in Sec. 5.2, we will understand why the DG-grad-div stabilisation actually
improves the pressure-robustness of the L2-DG method. N

Note that in Sec. 8.1, we conduct another 2D numerical experiment which shows that the flow
around a blunt body and the associated von Kármán vortex street behaves locally in space like a
generalised Beltrami flow, and thus has a strong gradient contribution in (u ·∇)u. Moreover, for a
2D Kelvin–Helmholtz problem, Sec. 8.2.2 shows that by investigating the evolution of divergence-
free and curl-free contributions to the (discrete) convection term, one can identify their respective
roles for vortex dynamics problems. As it turns out, such a free-shear flow can behave like a
generalised Beltrami flow in time. Finally, a related study for 3D turbulent flows can be found in
Sec. 9.1.4 for a Taylor–Green vortex problem and in Sec. 9.2 for turbulent channel flows.

Remark 4.8 (Div-free methods and p-robustness): In this chapter, most explanations concerning
the comparison of p-robust against non-p-robust methods are actually based on comparing exactly
divergence-free H(div)- against L2-based DG methods. Most exactly divergence-free methods are
naturally also pressure-robust. However, using exactly divergence-free methods is not the decisive
factor here and all the qualitative statements which have been made above also hold for other
pressure-robust/non-pressure-robust methods (for example, Scott–Vogelius vs. Taylor–Hood). N

4.3 Reynolds-Semi-Robustness

The last concept which we want to discuss at this point is much more subtle and connected to
numerical error analysis. More precisely, it is related to the worst case behaviour of the velocity
error due to the nonlinearity of the convection term in the time-dependent setting. This behaviour
is reflected in the numerical error analysis by Gronwall constants depending at least exponentially
on time. The following definition is inspired by the original proposal for scalar diffusion-advection
problems presented in [RST08].
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Definition 4.9
A numerical method is called Reynolds-semi-robust, short Re-semi-robust, if in its error estimates
for the time-dependent incompressible Navier–Stokes equations, the constants appearing on the
right-hand side (including Gronwall constants) do not explicitly depend on the Reynolds number
or, equivalently, on ν−1.

Indeed, in case of 0 < ν � 1, in many estimates available in the literature the constant C in the
exponential growth exp (Ct) in fact depends on the Reynolds number Re (respectively, on ν−1) or
even higher positive powers of Re. Obviously, such error estimates can describe a sensible error
behaviour only for ultra short time intervals. Partially, the problems in the numerical analysis
come from very weak assumptions on the exact solution u and the data. It turns out that error
estimates can be improved considerably under the essential regularity condition ∇u ∈ L1(L∞),
which has been introduced and discussed already in Sec. 2.2.2 in detail21.

Remark 4.10 (Some history): Let us briefly comment on some milestones in the development of
this analysis technique. Concerning Re-semi-robust error estimates, [BF07] is presumably the first
work which takes advantage of the regularity assumption ∇u ∈ L1(L∞) in the analysis of a CIP-
stabilised H1-FEM with equal-order approximation of velocity and pressure. For an equal-order
method with local projection stabilisation (LPS), we refer to the recent work [dFG+18b]22. For
H1-conforming inf-sup stable FEM, in [ADL15] the combination with grad-div stabilisation in
some different energy norm led to Re-semi-robust error estimates, which have been sharpened in
[DA16] and, in particular concerning optimal pressure estimates, deepened in [dFG+18a]. Re-
semi-robustness for divergence-free H1-FEM has been shown for the first time in [DII], and for
divergence-free H(div)-DG methods in [DIII; DIV]. Results for H(div) methods in the case of the
incompressible Euler equations (ν = 0) can be found, for example, in [GSS17; NC18]. N

Before considering error analysis for the full Navier–Stokes problem in Ch. 6 in more detail, we
want to show exemplarily already now that for a 2D vortex problem, the exponential growth of
the Re-semi-robust Gronwall-based error estimates can indeed be observed at least qualitatively in
practice; cf. [DIV].

The so-called ‘planar lattice flow’ problem [Ber88] consists of four vortices which are oppositely
rotating at a fixed position in the periodic domain Ω = (0, 1)2. A freely-decaying exact solution of
(2.1) with f = 0 which describes such a flow is given by

u0(x) =

[
sin (2πx1) sin (2πx2)

cos (2πx1) cos (2πx2)

]
, u(t,x) = u0(x)e−8π2νt. (4.4)

This example also represents a generalised Beltrami flow (see Sec. 4.2.2) and has been investigated
(in this or slightly different form) in detail, also qualitatively, in [DII; DIII; DIV; DVII; DVIII]23.
Only the initial velocity u0 is prescribed in the simulation and induces a flow structure which, due
to its saddle point character, is ‘dynamically unstable so that small perturbations result in a very
21Actually, flows which fulfil this regularity condition are dubbed ‘computable’ in [DIV].
22Note, however, that using non-inf-sup stable methods excludes the possibility of obtaining pressure-robustness.
23A 3D extension of (4.4) in form of an unstable Beltrami flow has been considered in [DVIII].
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chaotic motion’ [MB02]. In Fig. 4.12 the initial flow configuration, together with the two triangular
meshes which will be used for this problem, are shown. Note that the meshes are unstructured and
therefore do not exploit the saddle-point structure of the flow.

Fig. 4.12: Initial velocity of the lattice flow problem and triangular meshes without singular ver-
tices. Left: Coarse mesh (34 triangles) with h = 0.25 and first component of u0; middle:
fine mesh (902 triangles) with h = 0.05 and second component of u0; right: vorticity
computed from u0.

For the time-integration, the second-order multistep implicit-explicit (IMEX) scheme SBDF2 from
[ARW95] with a constant time step of ∆t = 10−4 is again employed. The small time step makes
it possible to neglect errors stemming from the time discretisation. Our aim is to demonstrate the
role of the Gronwall factor for simulations over (0, T ) for ‘large’ T and for high Reynolds numbers;
we choose T = 26 and ν = 10−5.

On the shown meshes we consider different high-order methods. The H1-conforming methods
under comparison are the pure Galerkin formulation of the Taylor–Hood method PPP8/P7 (Galerkin-
TH8), Taylor–Hood with additional grad-div stabilisation (grad-div-TH8) with γ = 0.1 (both
non-divergence-free) and the divergence-free Scott–Vogelius element PPPdc

8 /P7 (SV8). Concerning
H(div)-conforming methods, the divergence-free DG method BDMBDMBDMred

8 /Pdc
0 (BDM8) and the also

divergence-free hybridised variant BDMBDMBDMred
8 /FFF8/Pdc

0 (hBDM8) are chosen; see Sec. 3.5.3. For the
DG variant we choose λ = 4k2 for the SIP penalty and make a corresponding choice for HDG.

A visualisation of the performance of the different methods can be seen in Fig. 4.13. Let us com-
ment on some aspects of the results. For classical Taylor–Hood elements, one observes an immediate
blow-up of the Gronwall factor due to the fact that without grad-div stabilisation, the method is
not Re-semi-robust. However, grad-div stabilisation can considerably improve the results of the
Galerkin variant. Non-div-free grad-div stabilised Taylor–Hood, div-free Scott–Vogelius FEM and
div-freeH(div)-(H)DG show the theoretical qualitative behaviour of the exponential Gronwall fac-
tor. No immediate blow-up occurs. On the coarse mesh,H(div)-conforming methods provide much
better results than H1-FEM. On the fine mesh, all Re-semi-robust methods perform similarly.

In addition to considering the situation when the mesh is refined, one can of course also increase
the polynomial order of the underlying FE spaces. The results of such an approach, using the
BDMBDMBDMred

k /FFFk/Pdc
0 with k ∈ {2, . . . , 9} and for which the mesh with h = 0.05 has been fixed, can
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BDM8 hBDM8 SV8 grad-div-TH8 Galerkin-TH8
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Fig. 4.13: Evolution of L2-norm and (broken) H1-seminorm errors for the lattice flow problem.
Results on the coarse mesh are shown by solid lines, the fine mesh is indicated by dashed
lines. The H(div)-HDG method on the coarse mesh is shown with black dots.

be seen in Fig. 4.14. First of all, the exponential growth of the error due to the Gronwall term is
still visible, and also the slope remains the same for all considered orders. The overall level of the
error, on the other hand, displays exponential convergence as can be expected from such a smooth
flow problem. Note that the results with even polynomial orders systematically seem to be slightly
better than the corresponding ones with odd orders. Furthermore, one can observe that with k = 8

the error is already in the order of magnitude of machine precision, which means that increasing
the resolution to k = 9, even at t = 0, does not further improve the results anymore24.
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Fig. 4.14: Evolution of L2-norm and (broken) H1-seminorm errors for the lattice flow problem
under k-refinement on the h = 0.05 mesh with ∆t = 10−4. Exponential convergence
can be observed. The highest orders’ errors reach machine precision.

24We also confirmed this using smaller ∆t, so it does not seem to be the time error which dominates the overall error.
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CHAPTER 5
Stokes Analysis with Emphasis on Pressure-Robustness

Structure of this chapter: We begin with numerical analysis for the simplest problem in Sec. 2.5
– the stationary incompressible Stokes problem (2.21) with no-slip BC u = 0 on ∂Ω. The most
basic case of divergence-free H1 methods is discussed first (more details can be found in [DII]),
then the divergence-free H(div)-DG case is explained (more details can be found in [DIII; DIV]),
and we finish with analysis for the DG-grad-div stabilisation of L2-DG methods, which reveals
some important connections between the H(div) solution and the stabilised L2 one, cf. [DV] for
more details. Having velocity error estimates for the Stokes discretisation is essential in the context
of the so-called ‘Stokes projection’ for the analysis of the Navier–Stokes problem in Ch. 6. We only
present velocity estimates here, since pressure-robustness allows for a clean splitting.

5.1 Divergence-Free H 1- and H(div)-DG-FEM . . . . . . . . . . . . . . . . 67
5.2 The Analogue of Grad-Div for L2-DG-FEM . . . . . . . . . . . . . . . . 69

In order to obtain optimal L2-estimates for the velocity, we always make the following assumption
which is called ‘elliptic regularity’, ‘Cattabriga’s regularity’ or ‘smoothing property’, depending on
the particular literature.
Assumption C: Assume that Ω is either a convex polygon for d = 2 or of class C1,1 for d ∈
{2, 3}. Then, for all f ∈ L2(Ω), the solution (u, p) ∈ V × Q of the Stokes problem (2.21)
additionally fulfils the regularity property (u, p) ∈ H2(Ω) × H1(Ω) and the energy estimate√
ν ‖u‖H2 + ‖p‖H1 6 C ‖f‖L2 ; cf. [EG04, Lem. 4.17] or [BF13, Thm. IV.5.8].

5.1 Divergence-Free H1- and H(div)-DG-FEM

Consider the same setting as in Sec. 3.4, with the additional assumption that ∇ ·Vh ⊂ Qh, thereby
guaranteeing an exactly divergence-free velocity approximation ∇ ·uh = 0. For example, one can
think of the Scott–Vogelius element The following error estimate can then be obtained.

Theorem 5.1 (Div-free H1 Stokes error estimate)

Under Asm. C, and provided u ∈Hr(Ω), the error estimate

‖u− uh‖L2 + h ‖∇[u− uh]‖L2 6 Ch inf
vh∈V div

h

‖∇[u− vh]‖L2 6 Chru ‖u‖Hru

holds true with ru = min {r, k + 1}.

Proof: The first estimate is a simple adaption to the H1 case of [DIII, Thm. 3.3], while the
convergence rate can be shown to hold using [JL+17, Lem. 4.3] together with the optimal polynomial
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approximation properties of the FE spaces; cf. Rem. 3.4. We also refer to the explanations in [Joh16,
Rem. 4.38] for more details. �

The most important property of Thm. 5.1 is that the error estimate does not involve the pres-
sure term in any way. In other words, the optimal error estimate for the velocity is guaranteed
independently of how good (or bad) the corresponding pressure is approximated. This is another
advantage of working with a pressure-robust method.

Remark 5.2 (Non-p-robust Stokes estimates): In order to underline the importance of pressure-
robust error estimates, let us consider the corresponding results for non-pressure-robust methods.
For example, a classical Galerkin Taylor–Hood method25 leads to [EG04; GR86; JL+17; Joh16]

‖∇[u− uh]‖L2 6 C

[
inf

vh∈V div
h

‖∇[u− vh]‖L2 +
1

ν
inf

qh∈Qh

‖p− qh‖L2

]
.

Thus, whenever ν is small and/or the pressure is large/complicated, the velocity approximation
can be corrupted by a poor pressure approximation. The most popular remedy for improving this
result is the classical grad-div stabilisation with parameter γ > 0. Following [JL+17], there are
certain situations in which the error estimate can then become

‖∇[u− uh]‖L2 6 C

[
inf

vh∈V div
h

‖∇[u− vh]‖L2 +
1√
νγ

inf
qh∈Qh

‖p− qh‖L2

]
.

Hence, the factor in front of the pressure term changed from ν−1 to ν−1/2γ−1/2. Such an improvement
becomes important again in the context of DG-grad-div stabilisation in Sec. 5.2, since basically the
same phenomenon can be observed there. N

For the analysis of the Navier–Stokes problem in Ch. 6, the following lemma is essential for dealing
with estimates for the nonlinear convection term (u ·∇)u. Concerning the necessary regularity,
note again the connection to Sec. 2.2.2.

Lemma 5.3 (Div-free H1 Stokes max-norm stability)

Let Ω be a convex domain. If the solution to the Stokes problem (2.21) fulfils u ∈ W 1,∞(Ω),
then one obtains the stability estimate

‖∇uh‖L∞ 6 C ‖∇u‖L∞ .

Proof: In [GNS15], an analogue of Lem. 5.3 has been shown in the context of non-divergence-free
H1-conforming methods, which also involve the pressure. The analysis in [GNS15] simplifies for
the divergence-free H1 case, thereby leading to Lem. 5.3. �

Leaving the H1 world, the pressure-robust Stokes error estimate for the exactly divergence-free
H(div)-DG method, introduced in Sec. 3.3, reads as follows.

25Note that vh ∈ V div
h is now of course not necessarily exactly divergence-free anymore.
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Theorem 5.4 (Div-free H(div) Stokes error estimate)

Under Asm. C, and provided u ∈Hr(Ω) for r > 3/2, the error estimate

‖u− uh‖L2 + h|||u− uh|||e,] 6 Ch inf
vh∈V div

h

|||u− vh|||e,] 6 Chru ‖u‖Hru

holds true with ru = min {r, k + 1} and a constant C > 0.

Proof: The proof of the first estimate can be found in [DIII, Thm. 3.3], while the convergence rate
again follows from optimal approximation properties of the H(div) spaces; cf. [BBF13]. �

Concerning the max-norm properties, however, we have to make the following assumption.

Assumption D: For the H(div) method, we assume max-norm stability and linear convergence
for the L∞ error, that is,

‖u− uh‖L∞ + h ‖∇huh‖L∞ 6 Ch ‖∇u‖L∞ .

The validity of this estimate is an open problem although, in principle, similar techniques as in
[GNS15] seem to be applicable.

5.2 The Analogue of Grad-Div for L2-DG-FEM

The remainder of this chapter is intended to explain why the DG-grad-div stabilisation with pa-
rameter γ > 0, introduced in Sec. 3.2.2, indeed improves the pressure-robustness of the L2-DG
method; see again Sec. 4.1. Moreover, providing more details, we identify the connection between
the H(div) solution and the stabilised L2 solution as γ →∞.

Only the main ideas are presented here with a restriction to the simplicial case PPPdc
k /Pdc

k−1, and the
corresponding velocity estimates; for a much more detailed treatment, see [DV]. As it turns out,
on simplicial meshes it is completely sufficient to use

jh(wh,vh) =
∑

F∈Fh

1

hF

∫

F
(JwhK ·nF )(JvhK ·nF ) ds

as the only stabilisation mechanism. The addition of the broken grad-div term is necessary only
on tensor-product meshes, which is due to the fact that there, ∇h ·QQQdc

k 6⊂ Qdc
k−1.

For the sake of presentation, let us repeat the weak formulation on the continuous level:
{
Find (u, p) ∈ V ×Q such that, ∀ (v, q) ∈ V ×Q,
ν(∇u,∇v)− (p,∇ ·v) + (q,∇ ·u) = (f ,v).
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The DG-grad-div stabilised method reads as follows:

{
Find (uh, ph) ∈ Vh ×Qh such that, ∀ (vh, qh) ∈ Vh ×Qh,
νah(uh,vh) + γjh(uh,vh) + bh(vh, ph)− bh(uh, qh) = (f ,vh).

(5.2a)

(5.2b)

Concerning stability, the following energy estimates are straightforward to prove.

Lemma 5.5 (Energy estimate)

Let f ∈ L2(Ω). Then, with a constant C > 0, one obtains the following estimates for the
stabilised L2-DG solution (uh, ph) to the Stokes problem (2.21):

νCλ
2
|||uh|||2e + γ|uh|2nj 6 Cν

−1 ‖f‖2L2(Ω) ,

‖∇h ·uh‖2L2(Ω) 6 C|uh|2nj 6 Cγ
−1ν−1 ‖f‖2L2(Ω) .

Proof: The complete proof can be found in [DV, Lem. 3.2]. �

Here, one can directly see that this stabilisation procedure indirectly also penalises both the ele-
mentwise divergence and the normal discontinuity of discrete velocities; cf. Sec. 3.2.2.

Concerning error estimates, at first we introduce the stationary error decomposition

u− uh = (u− πhu)− (uh − πhu) = ηu − euh ,
p− ph = (p− π0p)− (ph − π0p) = ηp − eph,

where (πh, π0) : V ×Q→ Vh×Qh represent appropriate approximation operators, and we refer to
(ηu, ηp) and

(
euh , e

p
h

)
as approximation and discretisation errors, respectively. Without going into

detail, note that πh is chosen as the H(div) BDM interpolator [BBF13], thus revealing a strong
relationship also from a theoretical perspective26. The following error estimate can be shown.

Theorem 5.6 (DG-grad-div L2 Stokes error estimate)

Let f ∈ L2(Ω). Then, there exists a constant C > 0 such that

|||u− uh|||e 6 C
[
|||ηu|||e,] +

1√
νγ
‖ηp‖L2(Ω)

]
.

Proof: The entire proof can be found in [DV, Lem. 3.4]. �

This theorem reveals that, analogously to classical grad-div for H1 methods, the DG-grad-div
stabilisation term jh also leads to an improved factor ν−1/2γ−1/2 in front of the pressure term; cf.
Rem. 5.2. Also analogously, the unstabilised L2-DG method shows a ν−1 factor in front of the
26Note that one can show discrete inf-sup stability of the L2 method by first showing discrete inf-sup stability of the
H(div) method, and then essentially exploiting that H(div; Ω) ⊂ L2(Ω) [Riv08].
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pressure term [Riv08, Thm. 6.10].

In contrast to Thm. 5.6 which predicts an error reduction with rate γ−1/2, numerical experiments
in [DV] indicate a better (linear) reduction behaving like γ−1. The purpose of the remainder of
this section is to consider the limiting behaviour of the method as γ →∞, and to resolve this issue
of scaling with γ.

In order to do so, we utilise the correspondingH(div) method BDMBDMBDMk/Pdc
k−1, abbreviated asWh/Qh,

and consider another discretisation of the Stokes problem27:

{
Find (ûh, p̂h) ∈Wh ×Qh such that, ∀ (wh, qh) ∈Wh ×Qh,
νah(ûh,wh) + b(wh, p̂h)− b(ûh, qh) = (f ,wh).

(5.3a)

(5.3b)

Note again that the L2 method uses the same pressure space Qh as the H(div) method (at least
on simplicial meshes). The next aim is to show that the solution uh of the DG-grad-div stabilised
method Vh/Qh converges to the exactly divergence-free solution ûh of the H(div) methodWh/Qh

as γ →∞.

The subspaces of discretely divergence-free velocities are denoted V div
h and W div

h , respectively.
Due to the fact that Wh ⊂ Vh, one can easily convince oneself that W div

h ⊂ V div
h . We obtain the

following main result.

Theorem 5.7 (Convergence to div-free H(div) solution)

Let f ∈ L2(Ω). Then, there exists a constant C > 0, independent of γ, such that

|||uh − ûh|||e 6 Cγ−1 ‖f‖L2(Ω) .

Proof: All details of the proof can be found in [DV, Sec. 3.4], but let us give a brief sketch here.

Based on the fact that ah defines a symmetric bilinear form on Vh, the orthogonal complement

R⊥h =
(
W div

h

)⊥V div
h

=
{
vh ∈ V div

h : ah(vh,wh) = 0, ∀wh ∈W div
h

}

makes it possible to obtain the following inner direct sum decomposition:

V div
h = W div

h ⊕R⊥h , W div
h ∩R⊥h = {0}, (⊥ w.r.t. ah inner product).

Based on this, decomposing the L2 solution uh = u0
h + u⊥h with

(
u0
h,u

⊥
h

)
∈ W div

h ×R⊥h and the
L2 test functions vh = v0

h + v⊥h with
(
v0
h,v
⊥
h

)
∈ W div

h ×R⊥h , inserting in (5.2) then leads to the

27Apologies for the abuse of notation that ûh does not denote a facet velocity in this section.
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decoupled system

νah
(
u0
h,v

0
h

)
=
(
f ,v0

h

)
, ∀v0

h ∈W div
h , (5.4a)

νah

(
u⊥h ,v

⊥
h

)
+ γjh

(
u⊥h ,v

⊥
h

)
=
(
f ,v⊥h

)
, ∀v⊥h ∈ R⊥h . (5.4b)

Now, (5.4a) represents exactly the equivalent pressure-free formulation of (5.3) and thus, u0
h = ûh.

Testing symmetrically with v⊥h = u⊥h in (5.4b), using discrete coercivity (Lem. 3.6) on the left-hand
side and Cauchy–Schwarz on the right-hand side leads to

νCλ

∣∣∣
∣∣∣
∣∣∣u⊥h

∣∣∣
∣∣∣
∣∣∣
2

e
+ γ
∣∣∣u⊥h

∣∣∣
2

nj
6 ‖f‖L2

∥∥∥u⊥h
∥∥∥
L2
. (5.5)

Next, one can show that the mapping |·|nj : Vh → R defines a norm on R⊥h which, by means of norm
equivalence on finite-dimensional spaces, after dropping the viscous energy norm term multiplied
by ν, applying the DG analogue of Poincaré–Friedrichs (cf., for example, [DE12, Cor. 5.4]), allows
to obtain the following estimate from (5.5):

γC
∣∣∣
∣∣∣
∣∣∣u⊥h

∣∣∣
∣∣∣
∣∣∣
2

e
6 νCλ

∣∣∣
∣∣∣
∣∣∣u⊥h

∣∣∣
∣∣∣
∣∣∣
2

e
+ γ
∣∣∣u⊥h

∣∣∣
2

nj
6 ‖f‖L2

∥∥∥u⊥h
∥∥∥
L2
6 CPF ‖f‖L2

∣∣∣
∣∣∣
∣∣∣u⊥h

∣∣∣
∣∣∣
∣∣∣
e
.

Reordering the last inequality and noting that

|||uh − ûh|||e =
∣∣∣∣∣∣uh − u0

h

∣∣∣∣∣∣
e

=
∣∣∣
∣∣∣
∣∣∣u⊥h

∣∣∣
∣∣∣
∣∣∣
e

concludes the proof. �
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CHAPTER 6
Transient Navier–Stokes: Robust Numerical Analysis

Structure of this chapter: In this chapter, a numerical analysis for the time-dependent, incom-
pressible Navier–Stokes problem (2.1) with u = 0 on ∂Ω is performed, taking into consideration
pressure- and Re-semi-robustness; see Ch. 4. More details on several aspects of this analysis can be
found in [DII; DIII; DIV]. The considered FEMs are the divergence-free H1 from Sec. 3.4 and the
divergence-free H(div)-DG method from Sec. 3.3. Note that the Stokes results from Ch. 5 play a
crucial role. We only present velocity estimates here, since pressure-robustness allows for a clean
splitting of velocity and pressure.

6.1 Divergence-Free H 1-FEM . . . . . . . . . . . . . . . . . . . . . . . . . . 74
6.2 Divergence-Free H(div)-DG-FEM . . . . . . . . . . . . . . . . . . . . . 77

The first task is to introduce a suitable error splitting for the velocity for which we will use the
so-called ‘discrete stationary Stokes projection’28 [dFG+18a; EG04; Ing13]. Independently of the
method to be analysed, the following definition is stated directly in V div

h , which suffices because
we exclusively consider pressure-robust methods.

Definition 6.1 (Stationary Stokes projection)

Let w ∈ H 3
2

+ε(Th) for ε > 0 fulfil ∇ ·w = 0 pointwise. Then, we define the stationary discrete
Stokes projection Shw ∈ V div

h of w to be the unique FE solution to the problem

ah(Shw,vh) = ah(w,vh), ∀vh ∈ V div
h .

A careful inspection of Def. 6.1 reveals that the Stokes projection Shw is actually only the discrete
solution of a stationary Stokes problem, where the right-hand side forcing term is chosen as −∆w;
cf., for example, [DII] for more details. Especially, this means that whenever a divergence-free
method is used to compute the discrete Stokes projection, we have ∇ · Shw = 0, provided that
∇ ·w = 0, since discretely divergence-free velocities are exactly divergence-free in this case. This
is an important property of exactly divergence-free methods.

Let u(t) be the exact Navier–Stokes solution and uh(t) its approximation by means of the considered
FEM. We are now able to define the following error splitting:

u− uh = [u− Shu]− [uh − Shu] = η − eh. (6.1)

Note that ∇ ·η = ∇ · eh = 0 whenever an exactly divergence-free method is considered.

28In the context of more general problems, it is also frequently called ‘elliptic projection’ or ’Ritz projection’.
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Remark 6.2 (Helmholtz projection for error splitting): Instead of the discrete Stokes projection
Sh, an interesting alternative is using the discrete Helmholtz projection Ph for the error splitting;
for example, see [DVII]. An advantage is that usually, no terms involving the time derivative of the
approximation error η will appear on the right-hand side of error estimates. However, in the context
of the Navier–Stokes problem, the dominating error contribution usually stems from the nonlinear
convective term, which is why such a modification involving the discrete Helmholtz projection
would not improve the overall convergence rate of the estimate. For the sake of presentation we
thus adhere to (6.1). N

Using Ch. 5, it is straightforward to analyse the approximation properties of the Stokes projection.

Corollary 6.3 (Stokes projection approximation properties)

Under Asm. C, and provided u, ∂tu ∈ Hr(Ω) (for r > 3/2 in the H(div) case), the Stokes
projection has the following approximation properties with ru = min {r, k + 1} and a constant
C > 0:

‖η‖L2 + h|||η|||e,] 6 Chru ‖u‖Hru ,

‖∂tη‖L2 6 Chru ‖∂tu‖Hru .

In the H1 case, |||η|||e,] reduces to ‖∇η‖L2 .

Proof: Basically, this is a direct consequence of Thm. 5.4. Concerning the commutation of Stokes
projection and time derivative, we refer, for example, to [Joh16, Sec. 4.2.2]. �

Another important property of the considered methods basically results from its consistency (note
that JuK = 0 for the exact solution).

Corollary 6.4 (Galerkin orthogonality)

For a.e. t ∈ (0, T ) and for all vh ∈ V div
h ,

(∂t[u− uh],vh) + νah(u− uh,vh) + ch(u;u,vh)− ch(uh;uh,vh) = 0.

The main problem usually is the estimation of the difference of discrete convective terms appearing
in Cor. 6.4. Opposed to [DIV], in the following, the H1- and the H(div)-conforming analysis is
carried out separately. This separation makes it easier to understand the involved techniques.

6.1 Divergence-Free H1-FEM

Consider the same setting as in Sec. 3.4, with the additional assumption that ∇ ·Vh ⊂ Qh, thereby
guaranteeing an exactly divergence-free velocity approximation ∇ ·uh = 0 (for example Scott–
Vogelius). Note that in this case, concerning the occurring forms, ah = a and ch = c holds true.
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Lemma 6.5 (Difference of div-free H1 convective terms)

Assume that u ∈ L1
(
W 1,∞). Then, for all ε1, ε2 > 0, one obtains the following estimate:

c(u;u, eh)− c(uh;uh, eh) 6
1

2ε1
‖u‖L∞ ‖∇η‖2L2 +

1

2ε2
‖∇Shu‖L∞ ‖η‖2L2

+
[ε1

2
‖u‖L∞ +

(
1 +

ε2

2

)
‖∇Shu‖L∞

]
‖eh‖2L2 .

Remark 6.6: Note that it is essential that the discrete Stokes projection has the max-norm stability
property stated in Lem. 5.3. Otherwise, terms as ‖∇Shu‖L∞ would not make any sense. N

Proof of Lem. 6.5: This proof is an adaption of [DIV, Lem. 5.5] to the H1 case. Begin with
inserting the definition of c, then subtract and add (u ·∇Shu, eh), and then replace uh = Shu+eh

and apply Lem. 2.4 ((uh ·∇eh, eh) = 0):

c(u;u, eh)− c(uh;uh, eh) = (u ·∇u, eh)− (uh ·∇uh, eh)

= (u ·∇u, eh)− (u ·∇Shu, eh)− [(uh ·∇uh, eh)− (u ·∇Shu, eh)]

= (u ·∇η, eh) + ([u− uh] ·∇Shu, eh).

Now, using Hölder’s inequality, the triangle inequality, and Young’s inequality with ε1, ε2 > 0 leads
to the claim

c(u;u, eh)− c(uh;uh, eh) 6 ‖u‖L∞ ‖∇η‖L2 ‖eh‖L2 + ‖η − eh‖L2 ‖∇Shu‖L∞ ‖eh‖L2

6
1

2ε1
‖u‖L∞ ‖∇η‖2L2 +

1

2ε2
‖∇Shu‖L∞ ‖η‖2L2 +

[ε1

2
‖u‖L∞ +

(
1 +

ε2

2

)
‖∇Shu‖L∞

]
‖eh‖2L2 .

�

The estimate of the difference of convective terms is the crucial component of the following error
estimate. Furthermore, note that due to the arbitrariness of εi in Lem. 6.5, there are also infinitely
many possible error estimates which can be deduced.

Theorem 6.7 (H1 discretisation error estimate)

If u ∈ L1
(
W 1,∞), ∂tu ∈ L2

(
L2
)
and uh(0) = Shu0, we obtain the following error estimate for a

constant C > 0:

‖eh‖2L∞(L2) + ν ‖∇eh‖2L2(L2) 6 Ce
Gu(T )

∫ T

0

[
‖∇u‖L∞ ‖η‖2L2 + ‖∂tη‖2L2 + ‖u‖L∞ ‖∇η‖2L2

]
dτ .

Here, the Gronwall constant is given by

Gu(T ) = T + ‖u‖L1(L∞) + C ‖∇u‖L1(L∞) .

Proof: This proof is an adaption of [DIV, Thm. 5.6] to theH1 case. Cor. 6.4 with vh = eh(t) ∈ V div
h
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together with the error splitting (6.1) leads to

(∂teh, eh) + νa(eh, eh) = (∂tη, eh) + νa(η, eh) + c(u;u, eh)− c(uh;uh, eh).

In order to treat this equation further, we use (∂teh, eh) = 1
2

d
dt ‖eh‖

2
L2 and discrete coercivity of a

on the left-hand side (note that ∇ · eh = 0). On the right-hand side, apply Cauchy–Schwarz plus
Young (ε3 > 0), and use the Stokes projection (Def. 6.1) to observe that a(η, eh) = 0. Thus,

1

2

d

dt
‖eh‖2L2 + ν ‖∇eh‖2L2 6

1

2ε3
‖∂tη‖2L2 +

ε3

2
‖eh‖2L2 + [c(u;u, eh)− c(uh;uh, eh)]

6
1

2ε2
‖∇Shu‖L∞ ‖η‖2L2 +

1

2ε3
‖∂tη‖2L2 +

1

2ε1
‖u‖L∞ ‖∇η‖2L2

+
[ε1

2
‖u‖L∞ +

(
1 +

ε2

2

)
‖∇Shu‖L∞ +

ε3

2

]
‖eh‖2L2 ,

where the second estimate makes use of Lem. 6.5. The factors εi can be chosen arbitrarily, and we
simply choose to consider ε1 = ε2 = ε3 = 1 which, after multiplying by two and applying Lem. 5.3,
results in

d

dt
‖eh‖2L2 + ν ‖∇eh‖2L2 6 C ‖∇u‖L∞ ‖η‖2L2 + ‖∂tη‖2L2 + ‖u‖L∞ ‖∇η‖2L2

+ [1 + ‖u‖L∞ + C ‖∇u‖L∞ ] ‖eh‖2L2 .

In such a situation, Gronwall’s lemma [Joh16, Lem. A.54] states that for a.e. t ∈ [0, T ]29,

d

dt
‖eh(t)‖2L2 6 α(t) + β(t) ‖eh(t)‖2L2 ⇒ ‖eh(t)‖2L2 6

∫ t

0
α(s) exp

(∫ t

s
β(τ) dτ

)
ds. (6.2)

The essential regularity assumption u ∈ L1
(
W 1,∞) (see Sec. 2.2.2) ensures that

Gu(t) =

∫ t

0
β(τ) dτ =

∫ t

0
[1 + ‖u(τ)‖L∞ + C ‖∇u(τ)‖L∞ ] dτ <∞.

Application of Gronwall’s lemma (6.2) together with uh(0) = Shu0 concludes the proof. �

Corollary 6.8 (H1 convergence rate)
Under the assumptions of the previous theorem, assume a smooth solution according to

u ∈ L2(0, T ;Hr(Ω)), ∂tu ∈ L2(0, T ;Hr(Ω)), r >
3

2
.

Then, with ru = min {r, k + 1} and a constant C > 0, we obtain the following convergence rate:

‖eh‖2L∞(L2) + ν ‖∇eh‖2L2(L2)

6 Ch2(ru−1)eGu(T )

∫ T

0

[
h2 ‖∂tu‖2Hru +

(
‖u‖L∞ + h2 ‖∇u‖L∞

)
‖u‖2Hru

]
dτ .

29Cf., for example, [DVII, Proof of Thm. 4.1] for more details on how Gronwall can be applied in such a setting.
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Proof: Apply Cor. 6.3 on the right-hand side of Thm. 6.7. �

Note that by using the triangle inequality, the estimates of both Thm. 6.7 and Cor. 6.8 also hold
true (only the constant C changes) for the full error u− uh.

The next lemma is interesting, because it shows that for the discrete solution, and under some
additional conditions, uh ∈ L∞(L∞) holds; to the best of the author’s knowledge, no other H1-
conforming and inf-sup stable FEM has this property30.
Lemma 6.9 (H1 max-norm estimate)
Under the assumptions of the previous corollary, for simplicity, additionally assume that u ∈
L∞
(
W 1,∞ ∩Hru

)
. Then, with ru = min {r, k + 1}, the estime

‖u− uh‖L∞(L∞) 6 Ch ‖u‖L∞(W 1,∞) + Chru−d/2 ‖u‖L∞(Hru )

+ Chru−(d/2+1)e
Gu(T )/2

√
Hh
u(T ),

holds, where

Hh
u(T ) =

∫ T

0

[
h2 ‖∂tu‖2Hru +

(
‖u‖L∞ + h2 ‖∇u‖L∞

)
‖u‖2Hru

]
dτ .

Especially provided ru > d
2 + 1, this ensures that uh ∈ L∞(L∞) also under mesh-refinement.

Proof: This is basically shown in [DII, Lem. 4.2] with the help of the orthogonal L2-projection onto
Vh; here, only some cosmetic changes have been performed. Note that a global discrete inverse
inequality is necessary to show this max-norm estimate and thus, a quasi-uniform mesh has to be
assumed. An alternative proof could use the discrete Stokes projection Shu, but the convergence
statement of Asm. D would have to be valid also in the H1-conforming case. The corresponding
proof for the H(div)-DG method is presented with all details in the next subsection. �

6.2 Divergence-Free H(div)-DG-FEM

Let us now perform the numerical analysis for the exactly divergence-free H(div)-DG method of
Sec. 3.3. We will proceed analogously to the H1-conforming case, and exploit the fact that only
additional facet terms have to be treated now.
Lemma 6.10 (Difference of div-free H(div) convective terms)

Assume that u ∈ L1
(
W 1,∞). Then, for all ε1, ε2, ε4 > 0, we obtain the following estimate:

ch(u;u, eh)− ch(uh;uh, eh) 6 −|eh|2uh,upw

+
1

2ε1
‖u‖L∞ ‖∇hη‖2L2 +

[
1

2ε2
‖∇hShu‖L∞ +

1

2ε4
h−1 ‖Shu‖L∞

]
‖η‖2L2

+
[ε1

2
‖u‖L∞ +

(
1 +

ε2

2

)
‖∇hShu‖L∞ + ‖∇u‖L∞ +

ε4

2
h−1 ‖Shu‖L∞

]
‖eh‖2L2 .

30For an equal-order H1-FEM, a corresponding result is proven in [BF07, Cor. 4].
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Proof (Sketch): This proof is basically taken from [DIV, Lem. 5.5], but for the sake of presentation
we provide a sketch of it here with minor modifications. Let us write down the terms which are
involved in the difference of convective terms for the H(div)-DG method, using JuKF = 0 for all
facets F ∈ F ih:

ch(u;u, eh)− ch(uh;uh, eh) =

∫

Ω

[
(u ·∇h)u · eh − (uh ·∇h)uh · eh

]
dx

−
∑

F∈Fi
h

∫

F
(uh ·nF )Ju− uhK ·

{{
eh
}}

ds+
∑

F∈Fi
h

∫

F

1

2
|uh ·nF |Ju− uhK · JehK ds

= T1 + T2 + T3.

Now, T1 has already been estimated in Lem. 6.5 (ε1, ε2 > 0), which can be taken over with the
slight modification that 0 6= (uh ·∇heh, eh) =

∑
F∈Fi

h

∫
F (uh ·nF )JehK ·

{{
eh
}}

ds (see Lem. 3.12):

|T1| 6−
∑

F∈Fi
h

∫

F
(uh ·nF )JehK ·

{{
eh
}}

ds+
1

2ε1
‖u‖L∞ ‖∇hη‖2L2 +

1

2ε2
‖∇hShu‖L∞ ‖η‖2L2

+
[ε1

2
‖u‖L∞ +

(
1 +

ε2

2

)
‖∇hShu‖L∞

]
‖eh‖2L2 .

For the facet terms T2,T3, inserting the error splitting u− uh = η − eh (6.1) leads to

T2 = −
∑

F∈Fi
h

∫

F
(uh ·nF )JηK ·{{eh

}}
ds+

∑

F∈Fi
h

∫

F
(uh ·nF )JehK ·

{{
eh
}}

ds = T2,1 + T2,2,

T3 =
∑

F∈Fi
h

∫

F

1

2
|uh ·nF |JηK · JehK ds−

∑

F∈Fi
h

∫

F

1

2
|uh ·nF ||JehK|2 ds = T3,1 − |eh|2uh,upw.

Note that T2,2 cancels out with its corresponding part from T1. Using the L∞ approximation
properties (Asm. D) of the discrete Stokes projection, the discrete trace inequality (Rem. 3.3) and
Young’s inequality (ε4 > 0), one can show that

|T2,1|+ |T3,1| 6 C
[
‖∇u‖L∞ +

ε4

2
h−1 ‖Shu‖L∞

]
‖eh‖2L2 + C

1

2ε4
h−1 ‖Shu‖L∞ ‖η‖2L2 .

For more technical details, we refer to [DIV, Lem. 5.5]. Collecting and reordering the estimates
concludes the proof. �

Now, the following discretisation error estimate can be proven.
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Theorem 6.11 (H(div) discretisation error estimate)

If u ∈ L2
(
H

3
2

+ε(Th)
)
for ε > 0, u ∈ L1

(
W 1,∞), ∂tu ∈ L2

(
L2
)
and uh(0) = Shu0, we obtain

the following error estimate for a constant C > 0:

‖eh‖2L∞(L2) +

∫ T

0

[
νCλ|||eh|||2e + |eh|2uh,upw

]
dτ

6 CeGu(T )

∫ T

0

[(
1 + h−2

)
‖∇u‖L∞ ‖η‖2L2 + ‖∂tη‖2L2 + ‖u‖L∞ ‖∇hη‖2L2

]
dτ .

The Gronwall constant is again given by Gu(T ) = T + ‖u‖L1(L∞) + C ‖∇u‖L1(L∞) .

Remark 6.12: In contrast to the H1 case in Thm. 6.7, this error estimate for the H(div) DG
method has two important new aspects. On the left-hand side, additional control over the error
in the upwind seminorm can be achieved, and on the right-hand side, the factor h−2 originates
from the application of a discrete trace inequality (Rem. 3.3) for the additional facet terms. The
exponential Gronwall factor, however, basically remains the same (up to constants). N

Proof of Thm. 6.11: Proceeding analogously as in the proof of Thm. 6.7 (this time using discrete
coercivity of the DG method on the left-hand side), with the help of Lem. 6.10, one obtains the
following estimate:

1

2

d

dt
‖eh‖2L2 + νCλ|||eh|||2e + |eh|2uh,upw 6

1

2ε3
‖∂tη‖2L2 +

ε3

2
‖eh‖2L2

+
1

2ε1
‖u‖L∞ ‖∇hη‖2L2 +

[
1

2ε2
‖∇hShu‖L∞ +

1

2ε4
h−1 ‖Shu‖L∞

]
‖η‖2L2

+
[ε1

2
‖u‖L∞ +

(
1 +

ε2

2

)
‖∇hShu‖L∞ + ‖∇u‖L∞ +

ε4

2
h−1 ‖Shu‖L∞

]
‖eh‖2L2 .

Note that in contrast to theH1 case, additional control over the upwind seminorm on the left-hand
side can be achieved, and on the right-hand side, the terms involving ε4 (stemming from facets)
have to be added. In order to keep the exponential Gronwall term clear from scalings involving
negative powers of h, we choose ε4 = h and ε1 = ε2 = ε3 = 1 which, after applying Asm. D,
multiplying by two and rearranging amounts to

d

dt
‖eh‖2L2 + νCλ|||eh|||2e + |eh|2uh,upw 6 C

(
1 + h−2

)
‖∇u‖L∞ ‖η‖2L2 + ‖∂tη‖2L2 + ‖u‖L∞ ‖∇hη‖2L2

+ [1 + ‖u‖L∞ + C ‖∇u‖L∞ ] ‖eh‖2L2 .

Again, Gronwall’s lemma together with uh(0) = Shu0 concludes the proof. �

Under suitable smoothness assumptions on the exact solution, one obtains the usual convergence
rates as follows.

- 79 -



6. Transient Navier–Stokes: Robust Numerical Analysis

Corollary 6.13 (H(div) convergence rate)
Under the assumptions of the previous theorem, assume a smooth solution according to

u ∈ L2(0, T ;Hr(Ω)), ∂tu ∈ L2(0, T ;Hr(Ω)), r >
3

2
.

Then, with ru = min {r, k + 1} and a constant C > 0, we obtain the following convergence rate:

‖eh‖2L∞(L2) +

∫ T

0

[
νCλ|||eh|||2e + |eh|2uh,upw

]
dτ

6 Ch2(ru−1)eGu(T )

∫ T

0

[
h2 ‖∂tu‖2Hru +

[
‖u‖L∞ +

(
h2 + 1

)
‖∇u‖L∞

]
‖u‖2Hru

]
dτ .

Proof: Apply Cor. 6.3 on the right-hand side of Thm. 6.11. �

Note again that by using the triangle inequality, the estimates of both Thm. 6.11 and Cor. 6.13
also hold true (only the constant C changes) for the full error u− uh.
Lemma 6.14 (H(div) max-norm estimate)
Under the assumptions of the previous corollary, for simplicity, additionally assume that u ∈
L∞
(
W 1,∞). Then, with ru = min {r, k + 1},

‖u− uh‖L∞(L∞) 6 Ch ‖u‖L∞(W 1,∞) + Chru−(d/2+1)e
Gu(T )/2

√
Hh
u(T ),

where

Hh
u(T ) =

∫ T

0

[
h2 ‖∂tu‖2Hru +

[
‖u‖L∞ +

(
h2 + 1

)
‖∇u‖L∞

]
‖u‖2Hru

]
dτ .

Especially, provided ru > d
2 + 1, this ensures that uh ∈ L∞(L∞) also under mesh-refinement.

Proof: In contrast to the H1-conforming case in Lem. 6.9, the Stokes projection Shu is the most
elegant tool to show the claim. Recalling Asm. D, we have assumed that

‖u(t)− Shu(t)‖L∞ 6 Ch ‖∇u‖L∞(L∞) ,

for a.e. t ∈ [0, T ]. Thus, with the triangle inequality, one obtains

‖u(t)− uh(t)‖L∞ 6 ‖u(t)− Shu(t)‖L∞ + ‖Shu(t)− uh(t)‖L∞ 6 Ch ‖∇u‖L∞(L∞) + ‖eh(t)‖L∞ .

Due to eh ∈ Vh, the global analogue of the inverse inequality (3.4) can be applied31. Indeed, for
a.e. t ∈ [0, T ], choosing ` = m = 0, p =∞ and q = 2 leads to

‖eh(t)‖L∞ 6 Ch−
d/2 ‖eh‖L∞(L∞) 6 Ch

ru−(d/2+1)e
Gu(T )/2

√
Hh
u(T ),

where the last estimate results from Cor. 6.13. Collecting the estimates concludes the proof. �

31Note that for simplicity, quasi-uniformity of the mesh is assumed at this point in order to be able to use a global
inverse inequality.
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CHAPTER 7
Viscous Dissipation in DG Methods

Structure of this chapter: We aim at a characterisation of the discretisation of viscous dissipa-
tion, which allows to distinguish ‘physical’ (also frequently called ‘molecular’, or ‘resolved’) from
‘numerical’ dissipation in DG-discretised incompressible flow simulations; this chapter is based on
[DIX]. In order to propose a suitable decomposition, the concept of a DG lifting operator (see
Sec. 3.5.2 for more information about HDG lifting techniques) is used. Furthermore, we provide
the background for the selection of minimal SIP-DG penalty parameters on tensor-product meshes
(1D/2D/3D) for QQQdc

k and RTRTRT[k] FE spaces. The chapter is complemented with numerical demon-
strations based on a typical 3D benchmark problem for decaying turbulence (the 3D Taylor–Green
vortex at Re = 1600).

7.1 Physical and Numerical Dissipation . . . . . . . . . . . . . . . . . . . . 82
7.2 A Natural Decomposition for DG Methods . . . . . . . . . . . . . . . . 84
7.3 Minimal SIP-DG Penalty Parameter on Hyperrectangles . . . . . . . . 86

7.3.1 Discrete Inverse Trace Inequality and Application . . . . . . . . . . . . . 86
7.3.2 Non-Negativity of Numerical Viscous Dissipation . . . . . . . . . . . . . 88
7.3.3 Minimal SIP Parameter . . . . . . . . . . . . . . . . . . . . . . . . . . 89

7.4 Numerical Demonstration . . . . . . . . . . . . . . . . . . . . . . . . . . 90

Let us consider an incompressible Navier–Stokes problem with periodic or no-stress boundary
conditions, and without acting outer forcing terms, i.e. without any additional volume forces.
Given a physical domain Ω ⊂ Rd, the strong form of such a problem, equipped with a suitable
initial condition u0 : Ω→ Rd, reads (cf. (2.1))

∂tu− ν∆u+ (u ·∇)u+∇p = 0, ∇ ·u = 0. (7.1)

We are especially interested in the situation where the corresponding Reynolds number is large
enough such that a turbulent flow is expected, and its approximation is performed in a strongly
under-resolved setting. In praxis, a strongly under-resolved simulation may be recognised, for ex-
ample, by a comparably large amount of numerical dissipation.

Recalling Ch. 3, for a FE pair Vh/Qh for velocity/pressure, and assuming that the simulation is
performed up to the time instance T > 0, a typical DG scheme (in primal form) for discretising
(7.1) is written as follows:

{
Find (uh, ph) : (0, T ]→ Vh ×Qh with uh(0) = u0h s.t., ∀ (vh, qh) ∈ Vh ×Qh,
(∂tuh,vh) + νah(uh,vh) + ch(uh,vh) + jh(uh,vh) + bh(vh, ph)− bh(uh, qh) = 0.

(7.2a)

(7.2b)



7. Viscous Dissipation in DG Methods

The bilinear form ah treats the viscosity effects, ch the nonlinear convection term, bh connects pres-
sure and incompressibility condition and jh is a possible additional stabilisation and/or turbulence
model [DE12; Riv08]; see also Sec. 3.2. In this chapter, we will focus on the viscous term ah.

7.1 Physical and Numerical Dissipation

Testing (7.2) symmetrically with (vh, qh) = (uh, ph) leads to the discrete kinetic energy balance

− ∂tK(uh) = − d

dt

1

2
‖uh‖2L2(Ω) = νah(uh,uh) + ch(uh;uh,uh) + jh(uh,uh), (7.3)

whereas on the continuous level, the counterpart for the exact solution u is (see also Sec. 2.3)

−∂tK(u) = −1

2

d

dt
‖u‖2L2(Ω) = ν ‖∇u‖2L2(Ω) .

Hence, the only physical dissipation process in the original Navier–Stokes model is due to viscosity.
Therefore, in our opinion, every additional energy-dissipating (or energy-producing) mechanism,
which is frequently incorporated in ch and jh, has to be characterised as artificial (numerical).

The purpose of this chapter can be explained compactly as follows. We want to distinguish physical
and numerical viscous dissipation in ah, and aim for an additive decomposition ah = aphy

h + anum
h

where both quantities aphy
h and anum

h are non-negative (possibly zero) in order to justify the term
‘dissipation’. In the DG literature, denoting by ∇h the broken, i.e. element-wise gradient, the choice
aphy
h (uh,uh) = ‖∇huh‖2L2 can be found most frequently (see, e.g. [CH+13]). We will demonstrate

that this definition can be misleading when an under-resolved simulation is performed, and propose
an alternative for a large class of DG methods.

In order to introduce a mathematically rigorous notion of viscous dissipation processes, let aphy
h

denote the non-negative part in the discretisation of the viscous term that represents physical dis-
sipation, which is supposed to fulfil aphy

h (u,u) = ‖∇u‖2L2 for the exact solution u. We assume that
the remainder of ah is a non-negative bilinear form anum

h , which describes numerical dissipation
in the discretisation of the viscous term, and require that the decomposition is consistent in the
sense that anum

h (uh,uh) vanishes for h/k → 0, with uh being a discrete solution converging to u as
h/k → 0. Here, h denotes again the underlying mesh size and k is the polynomial order of discrete
velocities belonging to Vh.

Note that the requirement that both parts of the decomposition be non-negative is a restriction
and disallows some choices for aphy

h , which may seem intuitive at first glance. Being able to identify
the physical dissipation, the total numerical dissipation εtot

h of the scheme can be defined as

εtot
h (uh) := −∂tK(uh)− νaphy

h (uh,uh).

This total numerical dissipation εtot
h then fulfils the reasonable and widely accepted expectation

(for a meaningful discretisation) that it is non-negative; that is, εtot
h (vh) > 0 for all vh ∈ Vh.
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Example 7.1 (H1-FEM): In an H1-conforming setting (see, e.g. [HSF18]) the physical (viscous)
dissipation is simply the seminorm aphy(uh,uh) = ‖∇uh‖2L2 while anum

h (uh,uh) = 0. This definition
is unproblematic since the discrete velocity uh is continuous here. Numerical dissipation in H1-
conforming schemes is thus only contained in explicitly added terms such as turbulence modelling
and/or convection stabilisation, which are collected in jh, or are part of ch. N

Example 7.2 (NIP): The viscous bilinear form of the non-symmetric interior penalty (NIP) method
[Riv08] for a scalar problem reads

ah(uh, vh) :=

∫

Ω
∇huh ·∇hvh dx+

∑

F∈Fh

λ

hF

∫

F
JuhKJvhK ds (7.4a)

−
∑

F∈Fh

∫

F

({{
∇huh

}} ·nF
)
JvhK ds+

∑

F∈Fh

∫

F
JuhK

({{
∇hvh

}} ·nF
)

ds, (7.4b)

where λ > 0 is the NIP stabilisation parameter. In this case we have a simple decomposition with

ah(uh, uh) =

∫

Ω
|∇huh|2 dx+

∑

F∈Fh

λ

hF

∫

F
JuhK2 ds = aphy

h (uh, uh) + anum
h (uh, uh).

N

In contrast to the decomposition in the previous examples, the decomposition in most other DG
schemes is more involved. Especially, aphy

h (uh,uh) = ‖∇huh‖2L2 is frequently not a valid option as
the remainder of ah is not necessarily non-negative, as the following example shows.

Example 7.3 (1D SIP): Let us consider the scalar 1D example (with ν = 1), where the domain
Ω = (0, h) with h = 1 is only one element with periodic boundary conditions, and use the symmetric
interior penalty (SIP) DG discretisation [DE12] with scalar-valued polynomial space Vh of order
k = 1. The set of facets is only Fh = {1} (due to periodicity). Using JvhK = vh(1) − vh(0) and{{
vh
}}

= 1
2vh(0) + 1

2vh(1), the symmetrically tested bilinear form in this case is

ah(uh, uh) =

∫ 1

0

∣∣u′h(x)
∣∣2 dx− 2JuhK(1)

{{
u′h
}}

(1) + λJuhK2(1).

Here, λ > 0 is the SIP penalty parameter which needs to be sufficiently large (depending on
the constant of a discrete trace inequality) such that ah defines an inner product on Vh\R and
discrete coercivity is ensured; cf. Ch. 3. Choosing λ = 3/2 > C2

tr,0/2 = 1 is sufficient as shown
in Sec. 7.3. Taking u∗h = x, we obtain u′h = 1,

{{
u′h
}}

(1) = 1 and JuhK(1) = 1, which results
in ah(u∗h, u

∗
h) = 1

2 and ‖∇hu∗h‖2L2(Ω) = 1. Now, the choice aphy
h (u∗h, u

∗
h) = ‖∇hu∗h‖2L2 = 1 renders

anum
h (u∗h, u

∗
h) = −1

2 negative, thereby contradicting our intuitive understanding that both physical
and numerical dissipation should be non-negative. N

We conclude that the choice aphy
h (uh,uh) = ‖∇huh‖2L2 can be misleading in DG methods. However,

let us mention that the difference between individual notions of physical dissipation in DG methods
is only relevant in the under-resolved case. The remainder of this chapter will demonstrate that a
lifting technique can be used to define a more suitable decomposition of the total viscous dissipation
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into a physical and a numerical contribution. In doing so, we restrict ourselves to the SIP method
as a very frequently used DG method.

7.2 A Natural Decomposition for DG Methods

For the sake of presentation, let us recall the SIP bilinear form [DE12] (cf. Sec. 3.2.1)

ah(uh,vh) :=

∫

Ω
∇huh :∇hvh dx+

∑

F∈Fh

λ

hF

∫

F
JuhK · JvhK ds (7.5a)

−
∑

F∈Fh

∫

F

{{
∇huh

}}
nF · JvhK ds−

∑

F∈Fh

∫

F
JuhK ·

{{
∇hvh

}}
nF ds, (7.5b)

where λ > 0 is a sufficiently large (due to a discrete inverse inequality) penalty parameter.

One can interpret the DG formulation (7.5) in a mixed setting, cf. [AB+02], which gives a natural
definition of a discrete diffusive flux (scaled with ν−1) σh = σh(uh), which is defined element-wise
for all τh ∈ ∇hVh

∣∣
K

by the following operation on any K ∈ Th, cf. [AB+02, eqn. (1.2)]:

∫

K
σh : τh dx = −

∫

K
uh · (∇ · τh) dx+

∫

∂K
ûh · (τhnK) ds (7.6a)

=

∫

K
∇uh : τh dx+

∫

∂K
(ûh − uh) · (τhnK) ds. (7.6b)

Here, the second equality is due to integration by parts and ûh denotes a ‘numerical trace’, which
characterises different DG methods, see [AB+02, Table 3.1]. In the following, for the sake of
simplicity, we exclusively want to consider the SIP method where ûh =

{{
uh
}}
. For SIP, ûh−uh ={{

uh
}}
− uh = −1/2JuhK and thus we define the DG lifting operator LLL : Vh

∣∣
∂K
→ ∇hVh

∣∣
K

by

∫

∂K
(ûh − uh) · (τhnK) ds = −

∫

∂K
JuhK ·

1

2
(τhnK) ds = −

∫

K
LLL(JuhK) : τh dx, ∀K ∈ Th. (7.7)

Remark 7.4 (HDG): Note that for HDG methods, the numerical trace ûh simply coincides with
the hybrid facet variable. Using the hybrid jump operator JJ · KK, this actually leads to a matrix-
valued L2-HDG lifting L(JJuhKK), similar to the vector-valued one introduced in Sec. 3.5.2. N

With the notion (7.7) of the lifting operator LLL, (7.6) can also finally be used to gain the character-
isation

σh(uh) = ∇huh − LLL(JuhK), (7.8)

for which one directly obtains
∫

Ω
|σh|2 dx = (σh,σh)L2 = (∇huh − LLL(JuhK),∇huh − LLL(JuhK))L2

=

∫

Ω
|∇huh|2 dx− 2

∫

Ω
∇huh :LLL(JuhK) dx+

∫

Ω
|LLL(JuhK)|2 dx.

For the middle term in this equality, the following DG procedure can be performed after using
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definition (7.7) of the lifting LLL(JuhK):
∫

Ω
∇huh :LLL(JuhK) dx =

∑

K∈Th

∫

∂K

1

2
(∇huh)nK · JuhK ds (7.9a)

=
∑

F∈Fh

∫

F

1

2
(∇huh)n

∣∣
K1
· JuhK +

1

2
(∇huh)n

∣∣
K2
· (−JuhK) ds (7.9b)

=
∑

F∈Fh

∫

F

1

2

[
(∇huh)

∣∣
K1

+ (∇huh)
∣∣
K2

]
nF · JuhK ds (7.9c)

=
∑

F∈Fh

∫

F

{{
∇huh

}}
nF · JuhK ds. (7.9d)

Note the minus sign in front of the jump term in the second line, which stems from the transition
of boundary element integrals to the skeleton formulation.

Thus, with the help of (7.9) and definition (7.8) of σh, one can decompose the symmetrically tested
bilinear form ah from (7.5) as follows:

ah(uh,uh) =

∫

Ω
|σh|2 dx

︸ ︷︷ ︸
=aphyh (uh,uh)

+
∑

F∈Fh

λ

hF

∫

F
|JuhK|2 ds−

∫

Ω
|LLL(JuhK)|2 dx

︸ ︷︷ ︸
=anumh (uh,uh)

. (7.10)

We notice that the usual assumption on the parameter λ guarantees that both parts aphy
h (uh,uh)

and anum
h (uh,uh) are non-negative for any discrete function uh ∈ Vh; a detailed explanation for

this statement can be found in Sec. 7.3. Further, note that anum
h (uh,uh)→ 0 as h/k → 0.

Interestingly, as shown above, one can rewrite aphy
h (uh,uh) as

aphy
h (uh,uh) =

∫

Ω
|∇huh|2 dx− 2

∑

F∈Fh

∫

F

{{
∇huh

}}
nF · JuhK ds+

∫

Ω
|LLL(JuhK)|2 dx. (7.11)

Let us comment on a few topics. Firstly, the bilinear form aphy
h in (7.11) corresponds to the DG

method by Bassi and Rebay [BR97], and can be seen as a central flux approximation to diffu-
sion/viscosity (to the corresponding first-order system). Secondly, note that for SIP a piecewise
constant function will not induce physical dissipation if exclusively the broken gradient is used for
the definition of aphy

h . In contrast, using the definition (7.10) of aphy
h proposed here, also piecewise

constant functions induce physical dissipation.

Moreover, the procedure in the definition of a suitable decomposition of hybrid DG (HDG) methods
follows the same reasoning; see Rem. 7.4. In Sec. 7.4, an H(div)-conforming HDG method will be
used for 3D simulations because of its superior effectivity with respect to computational cost; cf.
Ch. 3.
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7.3 Minimal SIP-DG Penalty Parameter on Hyperrectangles

In this section, we provide the theoretical foundation for the choice of the SIP parameter λ.

7.3.1 Discrete Inverse Trace Inequality and Application

Firstly, let us derive a special discrete inverse trace inequality in 1D, which takes into account
both end points of the considered interval. Such an estimate is crucial in determining a sharp SIP
penalty parameter on hyperrectangles.

Lemma 7.5

Let I = [a, b] be an interval with h = |b− a| and q ∈ Pk(I) be a k-th order 1D polynomial. Then,

|q(a)|2 + |q(b)|2 6
C2

tr,k

h

∫ b

a
|q(x)|2 dx (7.12)

holds with C2
tr,k = (k + 1)(k + 2).

Proof: In order to prove the claim, consider the shifted Legendre polynomials Lm(x) = L̃m(2x− 1)

on the unit interval [0, 1], where L̃m denotes the standard Legendre polynomials defined on [−1, 1].
The crucial properties of these polynomials are Lm(0) = (−1)m, Lm(1) = 1 and

∫ 1

0
Lm(x)Ln(x) dx =

1

2m+ 1
δmn.

Thus, using the basis representation q(x) =
∑k

m=0 cmLm(x), (7.12) can be rewritten as

k∑

m,n=0

cmcn
[
(−1)m+n + 1

]
6 C2

tr,k

k∑

m=0

c2
m

1

2m+ 1
.

Defining c = (c0, . . . , ck)
†, the matrix B = (Bmn)km,n=0 with Bmn = (−1)m+n + 1, and the matrix

D = diag(1/(2m+1)), one obtains

c†Bc 6 C2
tr,kc

†Dc ⇔ c̃†Ac̃ 6 C2
tr,kc̃

†c̃,

where c̃ = D1/2c and A = D−1/2BD−1/2 with D−1/2 = diag
(√

2m+ 1
)
. The entries Amn of A are

Amn =





0, if m+ n odd,

4
√
m+ 1/2

√
n+ 1/2, otherwise.

Thus, by using the concept of the Rayleigh quotient, determining C2
tr,k reduces to finding the

maximum eigenvalue λmax(A) of A. More precisely, one can verify that

C2
tr,k > λmax(A) = (k + 1)(k + 2).
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Applying a scaling argument using the width h, the result can be transferred from [0, 1] to [a, b].
Furthermore, C2

tr,k = (k + 1)(k + 2) is the smallest possible constant for which (7.12) holds. �

Note that we verified Lem. 7.5 numerically and observed that the given C2
tr,k is indeed sharp.

The second aim is to apply Lem. 7.5 in the special situation where the normal gradient of the
velocity, or the lifting operator, in normal direction on facets has to be estimated. This is the typical
application of the discrete trace inequality in DG methods for diffusive problems. As we want to
especially treat the Raviart–Thomas RTRTRT[k] case, we exploit the inclusion QQQdc

k ⊂ RTRTRT[k] ⊂ QQQdc
k+1

[BBF13].

Lemma 7.6

For all vh ∈ QQQdc
k+1 and with C2

tr,k = (k + 1)(k + 2), the following discrete trace inequality holds:

‖(∇vh)nK‖2L2(∂K) 6
C2

tr,k

hK
‖∇vh‖2L2(K) , ∀K ∈ Th.

Proof: This proof is performed for 3D; for 2D and 1D, the same result holds and can be shown as
a simplification of the 3D case. Let K be a cube with K = I1× I2× I3 = [a1, b1]× [a2, b2]× [a3, b3]

and hK = |b1 − a1| = |b2 − a2| = |b3 − a3|. The boundary of the cube can be decomposed by means
of ∂K =

⋃3
i=1 ∂Ki with ∂Ki = {x ∈ ∂K : nK(x) ‖ ei}, where x = (x1, x2, x3)† and ei denotes the

Euclidean unit vector in direction i. Then, one obtains

‖(∇vh)nK‖2L2(∂K) =
3∑

i=1

‖∂xivh‖2L2(∂Ki)
. (7.13)

Note that for vh ∈ QQQdc
k+1 with vh = (v1, v2, v3)†, the charatersiation

vh
∣∣
K
∈ span







Pk+1 ⊗ Pk+1 ⊗ Pk+1

Pk+1 ⊗ Pk+1 ⊗ Pk+1

Pk+1 ⊗ Pk+1 ⊗ Pk+1








⇒ (∂xivm)3
i=1

∣∣∣
K
∈ span







Pk ⊗ Pk+1 ⊗ Pk+1

Pk+1 ⊗ Pk ⊗ Pk+1

Pk+1 ⊗ Pk+1 ⊗ Pk








(7.14)

is valid for all m = 1, 2, 3. Now, considering for example i = 1 leads to

‖∂x1vh‖2L2(∂K1) =

∫

I2

∫

I3

|∂x1vh(a1, x2, x3)|2 + |∂x1vh(b1, x2, x3)|2 dx2 dx3. (7.15)

Fortunately, from (7.14) we can infer that ∂x1vh(·, x2, x3) ∈ [Pk(K)]3 and thus, the 1D result from
Lem. 7.5 can be applied componentwise:

|∂x1vh(a1, x2, x3)|2 + |∂x1vh(b1, x2, x3)|2 6
C2

tr,k

hK

∫

I1

|∂x1vh(x1, x2, x3)|2 dx1.
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Inserting this estimate into (7.15) leads to

‖∂x1vh‖2L2(∂K1) 6
C2

tr,k

hK

∫

I1

∫

I2

∫

I3

|∂x1vh(x1, x2, x3)|2 dx1 dx2 dx3 =
C2

tr,k

hK
‖∂x1vh‖2L2(K) .

Finally, using the same arguments also for i = 2, 3 and inserting the particular estimates for
‖∂xivh‖2L2(∂Ki)

into (7.13) concludes the proof. �

7.3.2 Non-Negativity of Numerical Viscous Dissipation

We now want to show that provided a certain minimum SIP penalty parameter λ∗ is chosen, the
numerical viscous dissipation anum

h (vh,vh), defined in (7.10), is non-negative for all vh ∈ Vh. Here,
only Vh = QQQdc

k+1 is considered, which includes the RTRTRT[k] case. For the sake of brevity, suppose we
are working only on meshes containing lines/squares/cubes, then hF = hK for all F ∈ FK and for
all K ∈ Th.

Lemma 7.7

Provided λ > λ∗ = 1
2C

2
tr,k, the numerical dissipation of (7.5) is non-negative; that is,

anum
h (vh,vh) =

∑

F∈Fh

λ

hF

∫

F
|JvhK|2 ds−

∫

Ω
|L(JvhK)|2 dx > 0, ∀vh ∈ Vh = QQQdc

k+1.

Proof: Rewriting the penalty term from skeleton to boundary element formulation, one obtains

anum
h (vh,vh) =

∑

K∈Th

1

2

λ

hK

∫

∂K
|JvhK|2 ds−

∑

K∈Th

∫

K
|L(JvhK)|2 dx.

Inserting definition (7.7) for the SIP lifting, and using Cauchy–Schwarz and Young (ε > 0), the
estimate

∑

K∈Th

∫

K
|L(JvhK)|2 dx =

∑

K∈Th

∫

∂K
JvhK ·

1

2
L(JvhK)nK ds

6
∑

K∈Th

ε

4

∫

∂K
|JvhK|2 ds+

∑

K∈Th

1

4ε

∫

∂K
|L(JvhK)nK |2 ds

holds. Furthermore, due to the fact that LLL : Vh
∣∣
∂K
→ ∇hVh

∣∣
K
, one can now apply the discrete

trace inequality (Lem. 7.6) to infer

∫

∂K
|L(JvhK)nK |2 ds 6

C2
tr,k

hK
‖L(JvhK)‖2L2(K) .
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Choosing ε = C2
tr,k/(2hK) and reordering thus yields

∑

K∈Th

∫

K
|L(JvhK)|2 dx 6

∑

K∈Th

C2
tr,k

4hK

∫

∂K
|JvhK|2 ds. (7.16)

Inserting this estimate into the definition of anum
h leads to

anum
h (vh,vh) >

∑

K∈Th

1

2

λ

hK

∫

∂K
|JvhK|2 ds−

∑

K∈Th

C2
tr,k

4hK

∫

∂K
|JvhK|2 ds

>
∑

K∈Th

1

2

(
λ− 1

2C
2
tr,k

hK

)∫

∂K
|JvhK|2 ds.

Concluding, whenever λ is chosen according to λ > λ∗ = 1
2C

2
tr,k, a

num
h is non-negative. �

7.3.3 Minimal SIP Parameter

Lastly, we establish a connection between non-negativity of anum
h and the discrete coercivity (sta-

bility) of the corresponding SIP-DG method (7.5).

Lemma 7.8

Provided λ > λ∗ = 1
2C

2
tr,k, the SIP-DG method (7.5) is coercive on Vh = QQQdc

k+1.

Proof: Testing (7.5) symmetrically, inserting the definition of the lifting operator and going over
from skeleton to boundary element formulation (using (7.9)) yields

ah(vh,vh) =

∫

Ω
|∇hvh|2 dx− 2

∑

F∈Fh

∫

F

{{
∇hvh

}}
nF · JvhK ds+

∑

F∈Fh

λ

hF

∫

F
|JvhK|2 ds

=
∑

K∈Th

∫

K
|∇vh|2 dx− 2

∑

K∈Th

∫

K
∇uh :L(JuhK) dx+

∑

K∈Th

1

2

λ

hK

∫

∂K
|JvhK|2 ds.

Applying Cauchy–Schwarz and Young’s inequality (ε > 0) to the problematic middle term, and
exploiting the boundedness of the lifting operator (7.16), one obtains

∑

K∈Th

∫

K
∇uh :L(JuhK) dx 6

∑

K∈Th

1

2ε

∫

K
|∇hvh|2 dx+

∑

K∈Th

ε

2

C2
tr,k

4hK

∫

∂K
|JvhK|2 ds.

Inserting this estimate leads to

ah(vh,vh) >

(
1− 1

ε

)
‖∇hvh‖2L2 +

∑

K∈Th

1

2

(
λ− ε

2C
2
tr,k

hK

)∫

∂K
|JvhK|2 ds.

Choosing ε > 0 infinitesimal, the minimum stabilisation can be achieved by λ > λ∗ = 1
2C

2
tr,k. This

coincides with the minimum λ which is needed for non-negativity of anum
h . �
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7.4 Numerical Demonstration

We consider the classical 3D Taylor–Green vortex (TGV) problem, which is frequently used to
investigate the performance of flow solvers for freely decaying turbulence [Bra91; TG37]; much
more information will be provided in Sec. 9.1. In the periodic box Ω = (0, 2π)3, the space-periodic
initial condition

u0(x) = (cos (x1) sin (x2) sin (x3),− sin (x1) cos (x2) sin (x3), 0)†, (7.17)

is the only driving force. For the subsequent simulations, the considered Reynolds number is
Re = ν−1 = 1600 and the computations are performed until T = 20.

The domain is decomposed into N3 cubes and the H(div)-conforming Raviart–Thomas element
RTRTRT[k] [BBF13] is employed in an exactly divergence-free HDG framework as explained in Ch. 3.
Especially, in order to focus on viscous effects, we do not use any convection stabilisation or ad-
ditional terms and hence, ch(uh;uh,uh) = 0 and jh ≡ 0. Thus, −∂tK(uh) = νah(uh,uh) and
εtot
h = νanum

h (uh,uh). Concerning the SIP penalty term, we are interested in the smallest penalty
that guarantees non-negative total dissipation. For the (vector-valued) heat equation this constant
can be computed explicitly in the case of a periodic Cartesian mesh as λ∗ = Ctr,k = (k + 1)(k + 2)

for the considered RTRTRT[k]-HDG method, or λ∗ = k(k + 1)/2 for a QQQdc
k -DG method. The correspond-

ing calculations have been derived in Sec. 7.3. Note that due to the incompressibility constraint,
which results in the fact that ah only acts on the (discretely) divergence-free subspace, the actual
minimal penalty parameter can be smaller. A reference solution with k = 8 and N = 16 has been
computed and we focus on the comparison of viscous dissipation in the under-resolved situation
k = 4, N = 8 for different SIP penalties λ ∈ {2, 1.5, 1.25, 1}λ∗.

The upper row of Fig. 7.1 shows that, largely unimpaired by the penalty parameter, the evolution
of both the kinetic energy K(uh) and the (negative) total kinetic energy dissipation rate −∂tK(uh)

is reasonable, although we are strongly under-resolved.

Concerning the viscous dissipation rates, the bottom row shows how the interpretation of physical
and numerical dissipation differs if broken gradients are used (left) or if our proposed decomposi-
tion (7.10) is taken into account (right). Let us stress that the discretisation is the same for both
columns and that for t 6 4, the flow seems to be resolved. Thus, in a resolved simulation, the
difference between which metric is used becomes irrelevant.

For larger times, however, one can observe that with broken gradients, the perception of the phys-
ical dissipation rate strongly depends on the penalty parameter λ, even though the total kinetic
energy dissipation rate −∂tK(uh) does not change much. Furthermore, if λ is chosen small, but
still sufficiently large to guarantee non-increasing kinetic energy, the metric ‘numerical dissipation’
defined by broken gradients (left) can become negative. This suggests that this characterisation
acts unreasonably. However, in our opinion, this is not a flaw in the method but rather in the
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Fig. 7.1: Kinetic energy, kinetic energy dissipation rate and viscous dissipations (physical and
numerical) for t ∈ [0, 20], computed with k = 4, N = 8. In the bottom row, using the
broken gradient ∇huh in the definition of the physical dissipation (left) leads to negative
numerical viscous dissipation while using σh from (7.8) (right) does not.

metric. There is no conclusion that can be drawn from the sign of the broken gradient metric. On
the other hand, when our proposed method (7.10) of decomposing the viscous dissipation is used
(right), both physical and numerical dissipation are non-negative.

Lastly, concerning the interpretation of the amount of resolution a simulation can offer, the def-
inition with the broken gradients suggests that most of the total dissipation stems from physical
dissipation, whereas our proposition (7.10) distributes it more or less evenly between physical and
numerical viscous dissipation. In view of a clearly under-resolved simulation for t > 4, the latter
behaviour is much more natural to us.
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CHAPTER 8
2D High-Order CFD Applications

Structure of this chapter: The application of high-order FEM for the simulation of 2D incom-
pressible CFD problems is considered. Beginning with the classical problem of a Kármán vortex
street behind an obstacle, we establish a connection between such a flow and pressure-robustness by
means of the concept of generalised Beltrami flows. Then, we show results for a Kelvin–Helmholtz
instability problem at Re = 10 000, demonstrate its sensitivity and analyse the occurring convec-
tion forces by means of a discrete Helmholtz decomposition. In order to study the self-organisation
mechanisms of 2D flows, the last example deals with freely decaying turbulence at various Reynolds
numbers. It is intended to build the foundation to emphasise the significantly different physical
mechanisms which dominate 2D flows in contrast to the 3D flows considered in the next chapter.

8.1 Vortex Shedding Past Blunt Body . . . . . . . . . . . . . . . . . . . . . 93
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8.3.2 Analysis of Dissipation Processes . . . . . . . . . . . . . . . . . . . . . 109
8.3.3 Long-Time Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

8.1 Vortex Shedding Past Blunt Body

In Sec. 4.2 it was shown that for generalised Beltrami flows, pressure-robust methods can be much
more accurate than non-pressure-robust ones. However, a natural question is whether pressure-
robust discretisations are also superior for ‘realistic flows’. Therefore, in this section, we will first
investigate to what extent realistic flows are, at least in some parts of the domain, generalised
Beltrami flows; see also [DVII]. Secondly, the regions in the flow are identified where p-robust
methods are superior compared to non-p-robust ones.

As an example of a practically relevant flow, let us consider the flow around an obstacle (f = 0)
in a 2D channel of dimensions (L,H) = (3, 1.01). The obstacle is chosen as a square with side
length r = 0.1, whose lower left corner is placed at x = (0.7, 0.45)†. In Fig. 8.1, such a flow can
be seen at a time instance where the characteristic vortex shedding of a periodic Kármán vortex
street has formed (t = T = 10). The Dirichlet inflow BC on the left part of the boundary is given
by the parabolic profile u1(t, 0, x2) = 6x2(H − x2)/H2, which, together with ν = 10−3 leads to the
Reynolds number Re = ur/ν = 1 × 0.1 × 1000 = 100. On top, bottom and the boundary of the
square, no-slip is prescribed and the right part of the boundary represents the outflow boundary
(do-nothing).
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Fig. 8.1: Periodic Kármán vortex shedding in the wake of a square. Visualisation of velocity
magnitude |uh|2, computational mesh and underlying geometry. Unless stated otherwise,
computations are done with BDMBDMBDM4/Pdc

3 and upwinding is used (θ = 1).

The most obvious approach for answering where locally the flow behaves like a generalised Bel-
trami flow is to begin with inspecting the convection term (uh ·∇h)uh in a suitable norm. We have
chosen to investigate it in the L3/2 norm, since even for 3D flows the exact nonlinear convection
term (u ·∇)u is (for almost all times, in the sense of Bochner spaces) in L3/2.

Fig. 8.2 shows such a qualitative approach, based on the divergence-free BDMBDMBDM4/Pdc
3 -SIP-DG method

with λ = 8k2. At first, we observe that in a large part of the domain the convective term (ap-
proximately) vanishes. Wherever (uh ·∇h)uh ≈ 0, the flow approximates locally a Stokes solution,
and is thus trivially a generalised Beltrami flow. However, there are also some regions in the flow
where the convection term itself is large (the upstream side of the obstacle and parts of the wake,
for instance). These are the regions which are more interesting to us. In the following, proceeding
as in Sec. 4.1, we again make use of the discrete Helmholtz projection to investigate them32.

Fig. 8.2: Discrete convection term |(uh ·∇h)uh|
3/2
3/2 computed with BDMBDMBDM4/Pdc

3 . Note that the
colour bar is chosen in such a way that all values above 100 are shown red.

More precisely, the interesting question is where fh = (uh ·∇h)uh, again computed with the
BDMBDMBDMk/Pdc

k−1 method, is locally a gradient and where its divergence-free part vanishes. After per-
forming the discrete Helmholtz decomposition fh = Pdiv

h (fh)+∇φh (see Ch. 3), the divergence-free
part of fh is encoded in the discrete Helmholtz projection Pdiv

h (fh), as can be seen in Fig. 8.3 where
the colour bar scaling is chosen identically to that of Fig. 8.2. Wherever Pdiv

h (fh) is small, the
32Ideally, we would like to perform the Helmholtz decomposition of the exact convection term (u ·∇)u which, of

course, is inaccessible to us. Thus, we resort to investigating (uh ·∇h)uh on the assumption that the flow has
been approximated reasonably well.
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8.1 Vortex Shedding Past Blunt Body

vortex street flow behaves locally like a generalised Beltrami flow. We observe that this is indeed
the case at various points in the domain.

Fig. 8.3: Divergence-free contribution
∣∣Pdiv
h (fh)

∣∣3/2
3/2

of discrete Helmholtz decomposition computed
with exactly divergence-free BDMBDMBDM4/Pdc

3 . Colour bar scaling identically to Fig. 8.2.

On the other hand, the gradient contribution ∇φh of fh can be seen in Fig. 8.4 where, for a better
comparison, the colour bar scaling is also chosen identically to that of Fig. 8.2. One can observe
that especially in the direct vicinity of the obstacle, there is a significant gradient contribution in
(uh ·∇h)uh, which indicates that the Kármán vortex street problem might benefit from a pressure-
robust discretisation. In the wake, however, mostly the divergence-free contribution Pdiv

h (fh) seems
to dominate the dynamics of the convective part.

Fig. 8.4: Gradient contribution |∇φh|
3/2
3/2 of discrete Helmholtz decomposition computed with ex-

actly divergence-free BDMBDMBDM4/Pdc
3 . Colour bar scaling identically to Fig. 8.2.

The second question, namely where a p-robust method outperforms a non-p-robust method, can
be answered with the help of a second discrete Helmholtz projection, where the same discrete
convection term fh is decomposed using the non-p-robust discrete Helmholtz projection P0

h(fh).
Note that due to the L2-DG Helmholtz projection of the PPPdc

k /Pdc
k−1 method, P0

h(fh) is not exactly
divergence-free, even though fh has been computed with the div-free BDMBDMBDM4/Pdc

3 method.

Now, considering Fig. 8.5, the difference of the two discrete Helmholtz projectors, i.e. Pdiv
h (fh) −

P0
h(fh) identifies the regions in the flow where a pressure-robust method is more accurate than a

non-pressure-robust one. This is due to the fact that a difference between the H(div) Helmholtz
projector Pdiv

h and the L2 Helmholtz projector P0
h indicates that the corresponding non-pressure-
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robust PPPdc
k /Pdc

k−1 method would see a wrong force locally, which cannot be desired in general.

Fig. 8.5: Difference
∣∣Pdiv
h (fh)− P0

h(fh)
∣∣3/2
3/2

of the two discrete Helmholtz projectors for k = 4. High
values indicate advantageous regions of the pressure-robust discretisation. Note that the
colour scale is chosen logarithmically.

Lastly, the behaviour of the difference of discrete Helmholtz projections under k-refinement is
considered. Table 8.1 shows the convergence of the L3/2-norm of the BDMBDMBDMk/Pdc

k−1 convective term
fh = (uh ·∇h)uh, the discrete Helmholtz projectors Pdiv

h (fh) and P0
h(fh), and their difference

Pdiv
h (fh)− P0

h(fh). One can observe that the difference between the discrete Helmholtz projectors
of the L2- and the H(div)-DG methods decreases (although quite slowly due to the sharp corners
of the obstacle).

Table 8.1: Convergence behaviour for L3/2-norms of the convection term fh = (uh ·∇h)uh and its
discrete Helmholtz projections for different polynomial orders k ∈ {2, . . . , 9}.

k 2 3 4 5 6 7 8 9

‖fh‖L3/2 7.823 8.442 8.239 8.045 7.902 7.85 7.831 7.82∥∥Pdiv
h (fh)

∥∥
L3/2 6.884 7.351 7.181 6.935 6.814 6.784 6.774 6.765∥∥P0

h(fh)
∥∥
L3/2 7.015 7.381 7.199 6.949 6.824 6.79 6.778 6.767∥∥Pdiv

h (fh)− P0
h(fh)

∥∥
L3/2 1.162 0.502 0.303 0.239 0.198 0.159 0.125 0.098

Complementing the observations of Table 8.1, Fig. 8.6 shows some pointwise plots of the difference
between the Helmholtz projectors. It is especially interesting that their difference concentrates in
the vicinity of the object, which means that pressure-robust methods might have a higher accuracy
near objects located in a flow. This is an interesting observation, as important quantities such as
drag and lift are measured at the surface of such obstacles.

8.2 Kelvin–Helmholtz Instability

In the literature, the probably most often used example for a high Reynolds number flow in 2D seems
to be the Kelvin–Helmholtz (KH) instability, also called mixing layer, problem defined in [LS+88].
Numerical investigations can be found in numerous publications; cf., for example, [AC+17; BK+97;
Bur07; DIII; GK00; GWR05; IDD03; Joh05; NW03; OVG07; SF00; VGK97; YBC16]. Starting
from a noisy initial condition, small vortices arise which then pair to larger and larger vortices
until finally, one vortex remains. Note that such a behaviour of energy transfer from small to large
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8.2 Kelvin–Helmholtz Instability

Fig. 8.6: Difference of discrete Helmholtz projectors
∣∣Pdiv
h (fh)− P0

h(fh)
∣∣3/2
3/2

for different polynomial
orders k ∈ {2, 4, 6, 9} (from top left to bottom right).

scales is characteristic for (high Reynolds number) two-dimensional flows. Three-dimensional flows
usually cannot reorganise themselves into large structures; see also Sec. 2.4. The KH instability
example presents a richness of flow scales and an interesting temporal evolution of the flow field.
Furthermore, the mixing layer problem possesses the classical features of deterministic chaos inher-
ent to the Navier–Stokes problem33. The explanations in this section are based on the (much more
detailed) investigations in [DVI]. However, results connected to the discrete Helmholtz decompo-
sition of the (discrete) convection term in Sec. 8.2.2 are original.

The most frequently found setting for a KH instability problem is the evolution of an initial con-
dition in a viscous incompressible Navier–Stokes flow. Due to the fact that no body forces are
present, the whole motion is driven only by the initial condition. For the viscosity ν > 0, the
time-dependent incompressible Navier–Stokes problem (2.1) with f = 0 is considered. Moreover,
Ω = (0, 1)2 defines the domain where at x = 0 and x = 1, periodic BCs are used, and at y = 0 and
y = 1, stress-free (free-slip) BCs are prescribed. The initial condition is given by

u0(x, y) =

[
u∞ tanh

(
2y−1
δ0

)

0

]
+ cn

[
∂yψ(x, y)

−∂xψ(x, y)

]
, (8.1)

with corresponding stream function

ψ(x, y) = u∞ exp

(
−(y − 0.5)2

δ2
0

)
[cos (8πx) + cos (20πx)].

Here, δ0 = 1/28 denotes the initial vorticity thickness, u∞ = 1 is a reference velocity and cn = 10−3

represents a scaling/noise factor.
33The interaction of deterministic chaos and the concept of 2D self-organisation in flow problems is discussed in more

detail in [DVI].
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The principal behaviour of the flow is as follows, compare [Les08, Sec. 3.4.1] or, originally [Mic64].
The perturbations prescribed in the right-hand side term of (8.1) are amplified, such that vortices
develop. Here, the most amplified mode corresponds to the longitudinal wavelength λa = 7δ0. In
particular, n ∈ N primary vortices develop in a domain with length nλa in horizontal direction.
Hence, due to choosing δ0 = 1/28, in the numerical simulations, n = 4, i.e., so-called ‘4-eddy
calculations’ [LS+88], are performed. The Reynolds number Re of the KH instability flow is usually
calculated on the basis of the characteristic length scale δ0, and the characteristic velocity scale
u∞; i.e., Re = δ0u∞/ν = 1/(28ν) and in this work, exclusively Re = 10 000 is considered. For the
simulations and their evaluation, the time unit t̄ = t× u∞/δ0 is introduced.

8.2.1 Results for Re = 10 000

In the following, we present results computed with the high-order RTRTRTred
[8] /FFF8/Pdc

0 SIP-HDG (λ = 8k2)
method on a sequence of square meshes with 162 to 2562 elements. For the time discretisation,
a constant time step of size ∆t = δ0 × 10−3 ≈ 3.6× 10−5 is used together with the second-order
semi-implicit BDF (SBDF2) method from [ARW95], which combines a second-order BDF scheme
for the Stokes subproblem with a second-order accurate extrapolation in time for the nonlinear
convection term. A feeling for the computational cost can be obtained from Table 8.2, where the
resulting number of degrees of freedom (DOFs) and non-zero entries (NZEs) in the system matrix
M∗ are summarised. Here, the counted DOFs indicate the costs for explicit operator applications
(convection), while the NZEs allow to assess the effort involved in implicit linear system solves for
the Stokes subproblems. Linear systems are solved with a sparse direct solver (sparse Cholesky from
NGSolve [Sch14]) and iterative refinement. For the chosen (relative) tolerance of 10−12 (measured
in the 2-norm) usually two or three iterative refinements are sufficient. The gain in accuracy due to
the iterative refinement proved to be very important for the quite sensitive KH instability problem;
see [DVI] for more information.

Table 8.2: Overview of meshes, DOFs and NZEs of M∗ based on a discretisation with
RTRTRTred

[8] /FFF8/Pdc
0 . DOFs are counted before static condensation whereas NZEs from the

Schur complement are counted after static condensation. Hybrid facet DOFs of FFF8 are
not counted.

Mesh 162 322 642 1282 2562

#{uDOFs} 21 280 84 544 337 024 1 345 792 5 378 560
#{pDOFs} 256 1024 4096 16 384 65 536
#{nz(M∗)} 1 075 472 4 292 640 17 152 064 68 571 264 274 211 072

Let us begin with the description of the computational results in Fig. 8.7, which shows vorticity
plots on the finest 2562 mesh illustrating the time evolution and dynamics of the involved vor-
tices. In the first row, the transition from the initial condition to the four primary vortices is
shown. At t̄ = 17, the fine scales of the flow are clearly visible. This is a well-known property of
two-dimensional flows for which (in contrast to 3D flows) energy is transferred from small to large
scales. In the second row, after the second merging process is completed at t̄ = 56, we observe
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that the two vortices are rotating a very long time, and are still clearly separated at t̄ = 200. This
is a very important difference compared to similar computations in the literature. To the best of
our knowledge, until now there are no reliable results available in which the vortices are stable for
such a long time. One can see that directly after the merging process to two vortices, they have
an ellipsoidal shape and fine scales are clearly visible. As the two vortices rotate, shear forces act
dissipatively on the fine scales, thereby smoothing and smearing them out, which has the result
that the shape of the vortices becomes more circular. Finally, the two vortices start the pairing
process in the third row. Again, the resulting vortex, at first, has many fine scale details which are
dissipated over time. Note that the last vortex rotates in the middle of the domain. As has been
observed in [DVI], predicting the time instance of the last vortex pairing cannot be done reliably
due to the sensitivity of the problem.

Fig. 8.7: Vorticity ∇h × uh for the Re = 10 000 Kelvin–Helmholtz instability at (from left to
right and top to bottom) t̄ ∈ {5, 10, 17, 34, 56, 200, 240, 278, 400}. Obtained with div-free
H(div)-HDG method RTRTRTred

[8] /FFF8/Pdc
0 on the finest 2562 mesh; cf. Table 8.2. (A video of

this simulation is available at https://youtu.be/fXL5ULPNdbU; note also the QR code.)

More quantitatively, Fig. 8.8 shows the evolution of the resulting kinetic energy for all considered
meshes 162, . . . , 2562. Note that all curves start with the same amount of initial kinetic energy
K(uh(0)) ≈ 0.4822 and, consistent with fluid dynamics theory, all curves are strictly monotonically
decreasing. Due to a less dominant role of viscous effects, the flow loses comparably little kinetic
energy for this high Reynolds number. In fact, the results show that the kinetic energy loss amounts
to only about 0.54 % over the course of t̄ = 400 time units, compared to the energy at t̄ = 0. Fur-
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thermore, one can observe that an essentially mesh-converged state can be reached for basically all
considered times t̄ 6 400. From our experience, kinetic energy is the quantity of interest which is
easiest to compute accurately, even on coarse meshes. Especially, it does not indicate any merging
processes of the involved vortices.
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Fig. 8.8: Evolution of kinetic energy for Re = 10 000 with div-free RTRTRTred
[8] /FFF8/Pdc

0 on a sequence of
square meshes.

On the other hand, the evolution of enstrophy, depicted in Fig. 8.9, reveals more insights about the
merging processes. At the initial time, one has roughly the same amount of enstrophy E(uh(0)) ≈
37.63 for all simulations and, with the possible exception of the very coarse 162 simulation, all
curves are strictly monotonically decreasing, which is in agreement with the theory in Sec. 2.3.
Moreover, equation (2.16) predicts that the decrease in enstrophy is especially strong whenever the
palinstrophy is large and, in anticipation of Fig. 8.10, this behaviour is very well observable here.
In contrast to the kinetic energy, different meshes result in a different enstrophy but however, the
only real difference on fine meshes can be seen in the interval t̄ ∈ [250, 350], where the last pairing
of the vortices takes place. This last merging from two vortices to one vortex is very sensitive
with respect to perturbations to such an extent that even the two highest resolutions do not show
mesh-independence.

Remark 8.1: Note that the desire of having a mesh-converged enstrophy pointwise in time is rather
ambitious and, in the present situation, not necessarily realistic from an analytical point of view.
However, exclusively in the 2D periodic case, one can at least find L∞

(
H1
)
energy estimates for

the exact solution u; see, for example, [DG95, Sec. 5.4]. Such energy estimates can be extended to
FE approximations uh, but having control over ‖u− uh‖L∞(H1) by means of error estimates with
quantitative convergence rates is an open problem and we are not aware of any existing literature
in this direction. In fact, numerical error analysis for time-dependent Navier–Stokes flows usually
only covers the convergence of the integral quantity

∫ t
0 ‖∇h[u− uh](τ)‖20 dτ for t ∈ (0, T ); cf., for

example, Cor. 6.13. Here, by choosing a divergence-free method, also on the discrete level, the
L2-norm of the gradient is identical to the L2-norm of the vorticity — the enstrophy. N

Finally, the evolution of the palinstrophy on all meshes is displayed in Fig. 8.10. In contrast to
kinetic energy and enstrophy, palinstrophy can increase spontaneously (see (2.17)), and such out-
bursts always correspond to the merging of vortices in the KH problem. Thus, P(uh) is obviously
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Fig. 8.9: Evolution of enstrophy for Re = 10 000 with div-free RTRTRTred
[8] /FFF8/Pdc

0 on a sequence of
square meshes.

a very sensitive quantity of interest which makes it perfect for comparing results. One can see three
time intervals where the palinstrophy has very pronounced local maxima, and theses intervals mark
the three merging processes of the vortices. Especially, this means that the last merging process
does not occur before t̄ = 200. On the other hand, the time instance of the last pairing cannot be
predicted precisely which is due to the sensitivity of the problem; cf. [DVI].
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Fig. 8.10: Evolution of palinstrophy for Re = 10 000 with div-free RTRTRTred
[8] /FFF8/Pdc

0 on a sequence of
square meshes.

Remark 8.2: One can evidently see that it is very hard to reliably compute approximate solutions
for this problem for times larger than t̄ = 200. In fact, we want to remark at this point that also
numerical error analysis predicts an exponential growth in the error for time-dependent Navier–
Stokes simulations; cf., for example Thm. 6.11. More precisely, it is shown that, roughly speaking,
the error in kinetic energy K(uh) and enstrophy E(uh) can only be controlled up to a factor
exp (Gu(t)), where Gu is a Gronwall term which depends on the regularity of the exact solution u.
As t → ∞, unavoidably, one loses control over the accuracy of any finite element approximation.
This might also facilitate the understanding of the difficulties in obtaining a reliable last merging
for the KH problem from a theoretical point of view. N

Furthermore, in order to also consider the behaviour of the KH instability problem in the situation
that the mesh is fixed and the polynomial order k of the discrete spaces is changed, we provide
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Fig. 8.11: Evolution of palinstrophy for Re = 10 000 with divergence-free RTRTRTred
[k] /FFFk/P

dc
0 for a

sequence of polynomial orders on the 2562 mesh.

Fig. 8.11. This plot shows the evolution of the palinstrophy, which previously has been identified
as the most sensitive quantity of interest, as a function of k where the finest 2562 mesh has been
chosen. Firstly, k-convergence of P(uh) can be observed for t̄ 6 200, which is in agreement with the
h-refinement study above. Furthermore, k = 4 on the 2562 seems to be the minimum resolution for
which reliable results can be computed up to t̄ = 200. For larger times (t̄ > 200), the palinstrophy
behaves analogously as for the h-refinement study. Namely, the instance in time where the last
merging occurs is also very sensitive with respect to the used polynomial degree of the FE spaces.

Remark 8.3: In [DVI] also results for smaller Reynolds numbers are presented, which are less
expensive to obtain in terms of necessary computational resources. A corresponding video of simu-
lations comparing the different Reynolds numbers is available at https://youtu.be/nx4FXAHP7E0;
note also the QR code. N

8.2.2 Helmholtz Decomposition of Convection Forces

As already executed in Sec. 4.1 and Sec. 8.1, we now want to take a closer look at the forces
acting in this 2D KH problem. Note that in doing so, we consider the fluid problem itself and not
(primarily) its discretisation anymore. The interesting force for us is represented by the discrete
convection term, computed with the RTRTRTred

[k] /FFFk/P
dc
0 method, and we will again use the discrete

Helmholtz projection Pdiv
h to obtain the decomposition

fh = (uh ·∇h)uh = Pdiv
h (fh) +∇φh, (8.2)

which is based on the corresponding RTRTRT[k]/Pdc
k DG method defined by (3.10). In (8.2), Pdiv

h (fh)

represents the divergence-free forces and ∇φh describes the curl-free gradient forces. Thanks to
using a pressure-robust method, the former are cleanly balanced by the discrete velocity and the
latter by the discrete pressure. In the following, we only show results for the 162, . . . , 1282 meshes,
because we already saw a satisfactory convergence, at least for t̄ 6 200.

The evolution in time of the L3/2-norm, under mesh-refinement, of the left-hand side of (8.2) (dis-
crete convection term) can be seen in Fig. 8.12. Firstly, one observes that the full convection term
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Fig. 8.12: Evolution of L3/2 norm of convection term for Re = 10 000 with divergence-free
RTRTRTred

[8] /FFF8/Pdc
0 on a sequence of square meshes.

is always contributing to the momentum balance, which means that the flow is governed by non-
linear mechanisms stemming from the convection term. At no time, the corresponding problem
behaves globally like a Stokes problem. However, peaks in ‖fh‖L3/2 can be observed at times which
correspond to the previously described merging processes.
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Fig. 8.13: Evolution of divergence-free part of convection term for Re = 10 000 with divergence-
free RTRTRTred

[8] /FFF8/Pdc
0 on a sequence of square meshes.

Inspecting the right-hand side of (8.2), we consider first the evolution of the divergence-free forces∥∥Pdiv
h (fh)

∥∥
L3/2 in Fig. 8.13. In a pressure-robust method, changes in the divergence-free part of

(uh ·∇h)uh affect only the discrete velocity, as already explained above. One can observe distinct
peaks of

∥∥Pdiv
h (fh)

∥∥
L3/2 locally in time, whenever merging processes occur. Those peaks are directly

linked to the peaks observed in the palinstrophy in Fig. 8.10. Whenever vortices are rotating at
a fixed position in space (see again Fig. 8.7),

∥∥Pdiv
h (fh)

∥∥
L3/2 approaches zero and the flow field of

this KH instability is approximately behaving like a generalised Beltrami flow (in time). Because
convection is the only acting physical mechanism in this problem, the whole dynamics of the flow
can be traced back directly to the divergence-free forces in fh.

On the other hand, the evolution of the gradient forces ‖∇φh‖L3/2 in Fig. 8.14 reveals that more
dominant forces originating in the convection term are gradient forces, which have to be balanced
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Fig. 8.14: Evolution of gradient part of convection term for Re = 10 000 with divergence-free
RTRTRTred

[8] /FFF8/Pdc
0 on a sequence of square meshes.

by the discrete pressure. This observation can be used to conclude that also for this type of flow
problem, a pressure-robust discretisation in general might be superior.

Fig. 8.15: Snapshots of |(uh ·∇h)uh|
3/2
3/2 (left column),

∣∣Pdiv
h (fh)

∣∣3/2
3/2

(middle column) and |∇φh|
3/2
3/2

(right column) for the Re = 10 000 Kelvin–Helmholtz instability at t̄ = 10 (top row),
t̄ = 34 (middle row) and t̄ = 200 (bottom row). Obtained with div-free H(div)-HDG
method RTRTRTred

[8] /FFF8/Pdc
0 on the 1282 mesh. Colour bar is identical in each row.

Supplementing the quantitative explanations, let us also regard qualitatively how the considered
convection forces behave locally. We restrict ourselves to the time interval t̄ 6 200 and the 1282

mesh, for which reliable results can be obtained. Snapshots of the various terms in the discrete
Helmholtz decomposition (8.2) at different times can be seen in Fig. 8.15. The left column shows
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for different times t̄ ∈ {10, 34, 200} that the discrete convection term is locally high exactly where
the vortical motion occurs. When the corresponding vortices are rotating at a fixed position, the
corresponding curl-free term ∇φh (right column) is the dominating effect. However, the middle row
displays the situation where a merging process is taking place and exactly then, also the divergence-
free contribution Pdiv

h (fh) plays a crucial role. Note that for each fixed t̄ (row), the colour bar is
chosen identically for all columns.

8.3 Two-Dimensional Turbulence

In this last 2D example, let Ω = (0, 1)2 and the initial velocity u0 = (∂x2ψ,−∂x1ψ)† shall represent
n2
v = 322 = 1024 pairwise oppositely rotating vortices resulting from the stream function

ψ(x) =

nv∑

k,j=1

Akj(−1)k+j exp

(
−104

[(
x1 −

k

nv + 1

)2

+

(
x2 −

j

nv + 1

)2
])

, (8.3)

where Akj ∈ R for k, j = 1, . . . , nv are random samples drawn from a normal (Gaussian) distri-
bution with mean 10−2 and standard deviation 10−3; see also [DIII] where a similar setting has
been investigated. Here, u0 evolves unimpeded; thus f = 0 and therefore we are dealing with a
freely decaying problem. The domain is equipped with periodic boundary conditions on the vertical
and horizontal parts of ∂Ω34. In using this initial condition, we intentionally impose both a high
frequency instability by means of the slightly different peaks of the vortices, and a low frequency
instability since the vortices are not distributed equidistantly, i.e. the distance of vortices across
the periodic boundaries is larger than in the ‘interior’ of the domain. A corresponding display of
the initial state of the problem can be seen in Fig. 8.16.

Fig. 8.16: Initial velocity magnitude |uh(0)| (left) and vorticity ∇h × uh(0) (right) for all freely
decaying 2D turbulence simulations.

A flow with such an initial condition, especially for high Reynolds numbers, is very unstable and
tends to evolve into a rather chaotic motion. This phenomenon is known as two-dimensional tur-
bulence; we refer to Sec. 2.4 and [BE12; Tab02] for more information. 2D turbulence follows the
Kraichnan–Batchelor–Leith (KBL) theory [Dav04], and typical properties of freely decaying flows
are the energy spectrum E(κ) ∼ κ−3 and, in stark contrast to 3D turbulence, the self-organisation

34Thus, the pressure has to be determined uniquely by means of, for example, the zero-mean condition.
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of small-scale features of the flow into constantly growing large-scale coherent vortices; cf. [Van88].

Studying such problems is not novel; see, for example, [BM+00a] where freely decaying 2D tur-
bulence has been studied in the vorticity-stream function formulation. Also, we would like to
mention [SS12], where a comparison of different numerical schemes (no FEM, though) for the DNS
of freely decaying 2D turbulence in ω/ψ-formulation has been presented. Moreover, in the context
of atmospheric flows, the transfer of energy and enstrophy between scales is very important, and
a comparable flow configuration for the study of freely decaying 2D turbulence can be found in
[TKW14] (also in ω/ψ-formulation).

In contrast to the experiments in [DIII], our intention here is to use high-order methods to compute
the evolution of such a turbulent freely decaying 2D flow. For the computations, the RTRTRTred

[8] /FFFk/P
dc
0

H(div)-H1-lifting-HDG method (λ = k, λ` = 2) has been used on a single mesh35 consisting of 642

square elements (Table 8.2 is also valid here). The time-stepping is performed up to T = 24, using a
constant time step ∆t = 10−4 with the second-order RK variant ARS(2,2,2) of the implicit-explicit
(IMEX) method introduced in [ARS97]. It is especially interesting to investigate the behaviour
of the resulting flow for different Reynolds numbers, as the particular difference can be seen very
instructively. Thus, in the following, we consider the three cases ν ∈

{
10−4, 2× 10−5, 10−6

}
.

8.3.1 Results for Different Reynolds Numbers
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ν = 10−4 ν = 2× 10−5 ν = 10−6

Fig. 8.17: Evolution of kinetic energy for ν ∈
{

10−4, 2× 10−5, 10−6
}
, computed with the

divergence-free RTRTRTred
[8] /FFF8/Pdc

0 H(div)-H1-lifting-HDG method on a 642 mesh.

First of all, Fig. 8.17 and Fig. 8.18 show the evolution of the kinetic energy and enstrophy for the
three different viscosities. We observe the expected behaviour that with decreasing ν, K(uh) also
decays much more slowly. For ν = 10−6, kinetic energy seems to be fairly constant over time. More
interesting is the behaviour of the enstrophy E(uh). Especially for the smallest viscosity, one can
observe a small initial range up to t ≈ 0.75 where the enstrophy decays only slowly. In accordance
with [Dav04, Ch. 10] this describes a transition zone in which 2D turbulence develops out of the
ordered initial condition. After that, a stronger decay in E(uh) can be observed, which corresponds
35As can be seen from the subsequent analysis in Sec. 8.3.2, this is already a rather sufficient resolution for resolving

the most important flow characteristics in this 2D example.
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to fully developed 2D turbulence.
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Fig. 8.18: Evolution of enstrophy for ν ∈
{

10−4, 2× 10−5, 10−6
}
, computed with the divergence-

free RTRTRTred
[8] /FFF8/Pdc

0 H(div)-H1-lifting-HDG method on a 642 mesh.

Additionally, in Fig. 8.19 one can look at the evolution of the palinstrophy over time. While the
largest viscosity ν = 10−4 leads to a strictly decreasing palinstrophy, the two smaller viscosities
show a small increase in P(uh) at the beginning of the simulation. Moreover, it can be seen that
over time, the palinstrophy indeed spontaneously increases.
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Fig. 8.19: Evolution of palinstrophy for ν ∈
{

10−4, 2× 10−5, 10−6
}
, computed with the

divergence-free RTRTRTred
[8] /FFF8/Pdc

0 H(div)-H1-lifting-HDG method on a 642 mesh.

In Fig. 8.20, snapshots of the vorticity can be seen for the different viscosities (columns) at certain
time instances (rows). At first, it becomes clear how viscous forces attack the initial vorticity field,
consisting of 1024 clearly separated vortices, and therefore, depending on which ν is considered, a
more or less chaotic motion can be observed. Here, a smaller viscosity leads to a more small-scale
structure of the flow. As time proceeds, one can directly observe that while the multitude of vor-
tices moves trough the domain, like-signed vortices merge and oppositely rotating vortices repel
each other. One can see clearly that over time, the flow tends to self-organise itself into large-scale
structures; see also [Van88]. Furthermore, a smaller viscosity implies less molecular diffusion and,
therefore, the colour bars show that the absolute value of the vorticity is considerably higher than
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for larger viscosities.

Fig. 8.20: Vorticity ∇h×uh(t) for freely decaying 2D turbulence with ν ∈
{

10−4, 2× 10−5, 10−6
}

(from left to right) at t ∈ {1, 2, 8, 24} (from top to bottom). Obtained with div-free
H(div)-HDG method RTRTRTred

[8] /FFF8/Pdc
0 on a 642 mesh. (A video of this simulation is

available at https://youtu.be/OzUCPAD4YDQ; note also the QR code.)

A more quantitative comparison of the (time-dependent) distribution of small- and large-scale struc-
tures can be obtained by considering the energy spectra; see Fig. 8.21. There, a mutual character-
istic of all simulations is that kinetic energy, which is initially concentrated in high wavenumbers
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(small eddies), over time is transferred to smaller wavenumbers (large eddies). Note that this is
exactly in agreement with the observations from Fig. 8.20. The spectra show a decaying evolution
from which, with decreasing viscosity (increasing Reynolds number), the classical E(κ) ∼ κ−3 slope
can be determined in a certain inertial range. However, the slope is sometimes slightly steeper and
thus shows more a κ−4 behaviour at some later time instances. A similar phenomenon of a slope
between κ−3 and κ−4 has also been observed for the KH instability problem [LS+88].
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Fig. 8.21: Energy spectra for freely decaying 2D turbulence with ν ∈
{

10−4, 2× 10−5, 10−6
}
(from

left to right) at times corresponding to Fig. 8.20. Obtained with div-free H(div)-HDG
method RTRTRTred

[8] /FFF8/Pdc
0 on a 642 mesh.

In view of Rem. 2.16, Fig. 8.21 can also be used to draw conclusions concerning the regularity of the
particular flows. First, one can observe that for each fixed viscosity, the spectra become steeper as
time increases. This means that locally in time, the regularity of the corresponding flows increases,
which seems meaningful as the flow obviously becomes less complicated over time. Furthermore,
the decay of the spectrum is steeper for larger viscosities; hence, flows at smaller Reynolds numbers
are smoother than flows at higher Reynolds numbers. Intuitively, this conclusion makes sense as
well.

8.3.2 Analysis of Dissipation Processes

In this section, we want to take up the explanations from Ch. 7 and apply them in the situation
of 2D freely decaying homogeneous turbulence, computed with a hybrid DG method. The main
questions which arise are the following. How much of the total kinetic energy dissipation can
be attributed to physical (molecular) dissipation? How large is the contribution from numerical
dissipation based on the discretisation of the diffusion and the convection term? How does this
distribution evolve over time?

Remembering (7.3), the (negative) total kinetic energy dissipation −∂tK(uh) is given by

− d

dt

1

2
‖uh‖2L2(Ω) = νah(uh,uh) + ch(uh;uh,uh) + jh(uh,uh) (-dt_ekin),

where, for our chosen method, jh ≡ 0. Using the decomposition (7.10) with σh(uh) = ∇huh −
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LLL(JJuhKKτ ) (see Rem. 7.4), one can define the different dissipation mechanisms as follows:

νaphy
h (uh,uh) = ν ‖σh‖2L2 (phy_diss),

νanum
h (uh,uh) = νah(uh,uh)− νaphy

h (uh,uh) (num_diss_visc),

ch(uh;uh,uh) = |uh|2uh,upw (num_diss_upw).

In the remainder of this section, we analyse how these four dissipation processes behave over the
course of the 2D turbulence simulations for different viscosities ν ∈

{
10−4, 2× 10−5, 10−6

}
.
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Fig. 8.22: Evolution of dissipations for ν = 10−4 with div-free RTRTRTred
[8] /FFF8/Pdc

0 on a 642 mesh.

Beginning with the lowest Reynolds number case, in Fig. 8.22 the respective dissipation quantities
are monitored over time for ν = 10−4. One can observe that most of the total dissipation −∂tK(uh)

originates from physical dissipation νaphy
h (uh,uh). The numerical contributions are only relevant

at the beginning of the simulation (t < 2), where the initial 1024 vortices undergo the transition to
2D turbulence. There, the numerical viscous dissipation seems to be slightly larger than the one
caused by upwinding. For larger times, numerical dissipation is below 10−12, and thus not plotted
anymore.
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Fig. 8.23: Evolution of dissipations for ν = 2× 10−5 with div-free RTRTRTred
[8] /FFF8/Pdc

0 on a 642 mesh.

Increasing the Reynolds number, Fig. 8.23 shows the evolution of dissipation quantities for ν =

2× 10−5. While the difference between total dissipation and physical dissipation is again not clearly
visible, the amount of numerical dissipation is, in general, much larger here. Thus, numerical dissi-
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pation indeed plays an increasingly important role in dissipating energy for increasingly less-resolved
simulations. Note that viscous numerical dissipation and upwind dissipation contribute basically
the same amount of dissipation.

For the highest Reynolds number resulting from ν = 10−6, one can see that the role of numerical
dissipation increases considerably, see Fig. 8.24. Over the whole simulation, both viscous numerical
dissipation and upwind dissipation can be observed, where the upwind dissipation seems to be
more dominant. However, the major part of the dissipation rate can still be attributed to physi-
cal/resolved dissipation.
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Fig. 8.24: Evolution of dissipations for ν = 10−6 with div-free RTRTRTred
[8] /FFF8/Pdc

0 on a 642 mesh.

In retrospect, it becomes apparent that the chosen spatial resolution k = 8 on a 642 mesh re-
sults in a comparably low amount of numerical dissipation for all considered viscosities ν ∈{

10−4, 2× 10−5, 10−6
}
. Hence, this choice seems to lead to a sufficiently fine resolution for captur-

ing the essential physical characteristics of the underlying flow problem.

8.3.3 Long-Time Simulation

Finally, let us consider the long-time behaviour of turbulent freely decaying 2D flows; see also
[MS+91; Tab02]. A second look at Fig. 8.20 for ν = 2× 10−5 at t = 24 reveals that there are
basically only two counter-rotating vortices left for the moderately small viscosity. Actually, taking
into account the self-organisation properties of 2D flows, one would expect that the same holds true
also for ν = 10−6. However, in order to observe such a final state with a high Reynolds number,
a long-time simulation has to be carried out. Thus, we repeat the above simulation for ν = 10−6,
but this time compute ten times longer, up to T = 240.

In Fig. 8.25, corresponding snapshots of the vorticity can be seen for t ∈ {30, 40, 60, 100, 160, 240};
for t 6 24, the flow of course behaves qualitatively the same as depicted in Fig. 8.20. And indeed,
one can observe that more and more merging process reduce the overall number of vortices and
for t > 160, only two counter-rotating vortices are left. The end of the last merging process of the
vortices with positive vorticity can actually be seen at t = 100. After a final dipole vortex state
has formed, the two vortices only travel through the domain with a comparatively small amount of
interaction, as can for example be seen at t = 240. If the computation were to be carried out for
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yet a longer time, the flow would very slowly dissipate to the zero no-flow solution.

Fig. 8.25: Long-time simulation: vorticity ∇h × uh(t) for freely decaying 2D turbulence with
ν = 10−6 at t ∈ {30, 40, 60, 100, 160, 240} (from left to right and top to bottom).
Obtained with div-free H(div)-HDG method RTRTRTred

[8] /FFF8/Pdc
0 on a 642 mesh. (A video

is available at https://youtu.be/Q1yhhF1hI0I; note also the QR code.)

Concerning kinetic energy spectra, the distribution of energy in wave-space can be seen in Fig. 8.26
at times corresponding to Fig. 8.25. Overall, and as expected, the amount of energy in fine scales
decreases over time, because the number of merging processes decreases as well. However, for ex-
ample at t = 100, the last merging of vortices with positive vorticity results in a visible sudden
increase in fine-scale structures.
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Fig. 8.26: Long-time simulation: energy spectra for freely decaying 2D turbulence with ν = 10−6

at times corresponding to Fig. 8.25. Obtained with div-free H(div)-HDG method
RTRTRTred

[8] /FFF8/Pdc
0 on a 642 mesh.
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For the sake of completeness, the long-time evolution of kinetic energy, enstrophy and palinstrophy
is shown in Fig. 8.27. The palinstrophy is again the most interesting quantity. Every local-in-time
outburst of palinstrophy indicates merging processes of the vortices. As we know that at t = 100,
the last like-signed positive vortices merge, the peaks of palinstrophy for 120 < t < 150 show the
instance in time where the last negative-signed vortices merge. Both kinetic energy and enstrophy
are strictly monotonically decreasing at all times.
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Fig. 8.27: Long-time evolution of kinetic energy (top), enstrophy (middle) and palinstrophy (bot-
tom) for ν = 10−6, computed with the divergence-free RTRTRTred

[8] /FFF8/Pdc
0 H(div)-H1-lifting-

HDG method on a 642 mesh.

Lastly, let us also consider the distribution of numerical and physical dissipation processes in
Fig. 8.28. For t > 160, the dipole solution can obviously be resolved comparably well as there is
only a small (decreasing in time) amount of numerical dissipation present. However, one can again
see very clearly that whenever merging processes occur, for example at t = 100, numerical dissi-
pation also spontaneously increases. This is a response of the numerical method to an increasing
amount of not necessarily resolved small-scale features which are present in the flow.
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Fig. 8.28: Long-time evolution of physical and numerical dissipation(s) for ν = 10−6 with
divergence-free RTRTRTred

[8] /FFF8/Pdc
0 H(div)-H1-lifting-HDG method on a 642 mesh.
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CHAPTER 9
3D High-Order CFD Applications

Structure of this chapter: This chapter considers the application of high-order divergence-free
H(div)-FEM to the simulation of 3D incompressible CFD problems in the context of implicit
large eddy simulation (ILES). The two limit cases of the Taylor–Green vortex (freely decaying
homogeneous turbulence) and the turbulent channel flow (wall-bounded attached turbulence) are
examined. For the former problem, also results for the limit case as Re→∞ are presented and the
latter is computed for varying friction Reynolds numbers Reτ . Both examples are equipped with
investigations aimed at emphasising the importance of the concept of generalised Beltrami flows
for such considerably more complicated flows involving turbulence.

9.1 Homogeneous Isotropic Turbulence: Taylor–Green Vortex . . . . . . . 115
9.1.1 TGV Flow Topology and Characteristics for Re = 1600 . . . . . . . . . . 116
9.1.2 Some Aspects of Implicit Large Eddy Simulation . . . . . . . . . . . . . 119
9.1.3 Towards the Inviscid Euler Limit Case as Re→∞ . . . . . . . . . . . . 123
9.1.4 Helmholtz Decomposition of Convection Forces . . . . . . . . . . . . . . 128

9.2 Turbulent Channel Flow . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
9.2.1 Simulations for Reτ = 180 . . . . . . . . . . . . . . . . . . . . . . . . . 132
9.2.2 Simulations for Reτ = 395 . . . . . . . . . . . . . . . . . . . . . . . . . 135
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9.1 Homogeneous Isotropic Turbulence: Taylor–Green Vortex

In the box Ω = (0, 2π)3, equipped with periodic boundary conditions on all faces, consider the case
f ≡ 0 and the space-periodic initial condition [Bra91; TG37]

u0(x) =




cos (x1) sin (x2) sin (x3)

− sin (x1) cos (x2) sin (x3)

0


 . (9.1)

This initial condition is imposed, and the evolving flow is monitored over time. The resulting
Taylor–Green vortex (TGV) problem describes the transition of large-scale to small-scale features
[Kol41a; Kol41b], and the associated (viscous) decay which is characteristic for freely decaying
homogeneous isotropic turbulence. It is possibly the easiest flow system for which one can observe
the key physical mechanisms inherent to turbulence: transition, vortex roll-up, 3D vortex stretching
and interaction, and finally, in the viscous case, molecular energy dissipation. Therefore, it is very
frequently investigated in the CFD literature (both compressible and incompressible), mostly in
the context of explicit and implicit large eddy simulation (LES) [Ber05; CH+13; DeB13; DF+07;
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EC+18; FLD09; FWK18b; GB12; HSF18; PMB18; RKR17; SD+15; vOY+17; vRL+11; YBC16].

9.1.1 TGV Flow Topology and Characteristics for Re = 1600

In this subsection, results are presented only for the upwind-stabilised SIP RTRTRTred
[k] /FFFk/P

dc
0 H(div)-

HDG method with penalty parameter λ = 6(k + 1)2 (see (3.36) for the Stokes part) on structured
cube meshes with N elements in each space direction. The time-stepping is performed up to T = 20

using a constant time step ∆t = 0.01 with the second-order Runge–Kutta variant ARS(2,2,2) of the
implicit-explicit (IMEX) method introduced in [ARS97]. Again, the Stokes subproblem is treated
implicitly and convection is treated explicitly. Our results are compared to the reference DNS data
provided by [FWK18a] (k = 7, N = 128).

At first, we want to consider the evolution of kinetic energy K(uh) and (negative) total kinetic
energy dissipation rate −∂tK(uh) under h-refinement. In Fig. 9.1 both quantities are displayed for
k = 8 on a sequence of meshes with N ∈ {4, 8, 16}, which correspond to strongly under-resolved,
moderately resolved and essentially resolved simulations36. While on the coarse mesh, the results
obviously differ from the reference DNS results, they are basically identical on the finest mesh.
Note the peak in energy dissipation at around t ≈ 9. Moreover, it is comparably easy to obtain a
good approximation for the kinetic energy, even in a strongly under-resolved situation, but in order
to capture the total dissipation rate accurately, significantly more resolution is necessary.
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Fig. 9.1: Upwind-stabilised high-order SIP RTRTRTred
[8] /FFF8/Pdc

0 H(div)-HDG results for the simulation
of the Re = 1600 TGV under h-refinement. Evolution of kinetic energy (left) and total
kinetic energy dissipation rate (right) on different meshes with N ∈ {4, 8, 16}.

For the purpose of identifying vortical structures, we make use of the popular (discrete) Q-criterion
[Hal05; HWM88; JH95] (∇u = D(u) + S(u) = 1

2

[
∇u+ (∇u)†

]
+ 1

2

[
∇u− (∇u)†

]
)

Q(uh) =

{
x ∈ Ω:

1

2

[
|S(uh)|2 − |D(uh)|2

]
> 0

}
; (9.2)

that is, we define the neighbourhood of a vortex as the set of points in a flow for which the Euclidean
norm of the spin tensor (local rigid body rotation) dominates the deformation tensor (shearing).

36For RTRTRT[k], the corresponding number of velocity DOFs amounts to Ndd(k + 1)d.
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Based on the SIP-RTRTRTred
[8] /FFF8/Pdc

0 simulation with N = 16 and using the Q-criterion, Fig. 9.2 shows
how the TGV flow behaves over time; see also [BM+83] for a more detailed description. The first
row show the early-time behaviour, which is basically dominated by inviscid motion for t < 4.
Between t = 4 and t = 9, a vortex roll-up can be observed, the structures undergo transition and
are elongated due to vortex stretching. At approximately t ≈ 9, corresponding to the dissipation
peak, the coherent structures break down and for t > 10, fully turbulent structures characterise the
freely decaying flow. Note the diametrically opposed behaviour compared to the 2D case in Ch. 8;
see also Sec. 2.4.

Fig. 9.2: Re = 1600 TGV: Evolution of 0.1-isosurface of Q(uh)-criterion coloured with ve-
locity magnitude |uh|, where blue corresponds to zero and red to everything above
unity. Obtained with the SIP RTRTRTred

[8] /FFF8/Pdc
0 method on a mesh with N = 16 cu-

bical elements in each direction. Time instances from left to right and top to bot-
tom: t = 0, 2, 4, 5, 7, 9, 10, 14, 20. (A video of this simulation is available at https:
//youtu.be/ENjjDUrrhwE; note also the QR code.)
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Concerning the distribution of energy E(κ) over different wavenumbers κ, Fig. 9.3 shows the kinetic
energy spectrum at t = 10 (shortly after the dissipation peak) on the different meshes. Referring
to Sec. 2.4, one can see that for this Reynolds number, the flow exhibits only a comparably small
inertial range where the Kolmogorov −5/3 rule can be observed (but it grows for larger N). How-
ever, one can also deduce that for an increasing resolution, more energy in the fine scales gets
dissipated as a consequence of better resolved viscous effects. On the coarse mesh, the resolution
is not sufficient to accurately dissipate the fine-scale features on the molecular level. Note that the
resolution threshold wavenumber N(k + 1), under which the flow is frequently considered resolved,
is also indicated for the different meshes. Above this threshold the flow is not resolved, which
makes it difficult to expect an highly accurate behaviour.
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Fig. 9.3: Re = 1600 TGV: kinetic energy spectra at t = 10 for RTRTRTred
[8] /FFF8/Pdc

0 on different meshes
with N ∈ {4, 8, 16}. Vertical lines correspond to N(k + 1), respectively.

Furthermore, let us regard the 1-isosurface of the Q(uh)-criterion at t = 20 under h-refinement in
Fig. 9.4. While only few vortical structures are visible for the most under-resolved simulation with
N = 4, increasing the resolution leads to the appearance and visibility of more and more vortical
structures. In contrast to Fig. 9.2, this is a different isosurface of the Q-criterion and accordingly,
the structures also look differently. Note that the colour code is chosen differently for each plot.

Fig. 9.4: Upwind-stabilised high-order SIP RTRTRTred
[8] /FFF8/Pdc

0 H(div)-HDG results for the simulation
of the Re = 1600 TGV under h-refinement. 1-isosurface of the Q(uh)-criterion coloured
with velocity magnitude |uh| at t = 20 on different meshes with N ∈ {4, 8, 16}.
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Finally, let us also consider the under-resolved setting by fixing the order/mesh combinations
(k,N) = (8, 4), (4, 8), (2, 16). This choice leads to roughly comparable approximation properties,
while of course, not to the same amount of computational effort. Then, Fig. 9.5 (left) shows that
even such under-resolved lower-order H(div)-based simulations can reflect a satisfying behaviour
of the kinetic energy. Therefore, in the following, we will not discuss the evolution of kinetic energy
anymore, but instead focus on the more demanding energy dissipation rate. However, Fig. 9.5
(right) reveals that even in the under-resolved setting, regarding only the total dissipation rate
∂tK(uh) does not allow to obtain more insight into the question where low- and high-order results
differ. The next section will address this question more systematically.
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Fig. 9.5: Upwind-stabilised SIP RTRTRTred
[k] /FFFk/P

dc
0 H(div)-HDG results for the simulation of the Re =

1600 TGV with a fixed, strong under-resolution. Evolution of kinetic energy (left) and
total kinetic energy dissipation rate (right).

9.1.2 Some Aspects of Implicit Large Eddy Simulation

Recalling our explanations in Ch. 7 and Sec. 8.3.2, using the decomposition (7.10) with σh(uh) =

∇huh − LLL(JJuhKKτ ) (see Rem. 7.4), the total numerical dissipation can be decomposed as

εtot
h (uh)︸ ︷︷ ︸

num_diss_tot

= −∂tK(uh)︸ ︷︷ ︸
-dt_ekin

− ν ‖σh‖2L2︸ ︷︷ ︸
phy_diss

= νanum
h (uh,uh)︸ ︷︷ ︸

num_diss_visc

+ θ|uh|2uh,upw︸ ︷︷ ︸
num_diss_upw

, (9.3)

where θ = 1 if upwinding is used, and θ = 0 if no convection stabilisation is applied. In this
situation, our understanding of implicit LES is the following: εtot

h (uh) can indeed be large in the
under-resolved situation, but one has to ‘hope’ that the (implicitly) introduced numerical dissipa-
tions νanum

h (uh,uh) and θ|uh|2uh,upw, and the physically resolved dissipation ν ‖σh‖2L2 complement
each other well such that the (negative) total dissipation of kinetic energy −∂tK(uh) overall shows
a reasonable behaviour.

The evolution of −∂tK(uh) (-dt_ekin) has already been shown to be reasonable by means of
Fig. 9.1. Thus, we will now inspect the remaining terms in (9.3) more systematically. In the under-
resolved setting, the left-hand side of Fig. 9.6 shows that the amount of total numerical dissipation
εtot
h (uh) (num_diss_visc + num_diss_upw) is in fact not small compared to the physically resolved
dissipation ν ‖σh‖2L2 (phy_diss). However, because the total dissipation rate −∂tK(uh) is qualita-
tively meaningful, and εtot

h (uh) → 0 as h → 0 (see the middle and right-hand side plots), one can
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phy_diss num_diss_visc num_diss_upw -dt_ekin DNS
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Fig. 9.6: High-order upwind-stabilised SIP RTRTRTred
[8] /FFF8/Pdc

0 H(div)-HDG implicit LES mechanisms
for the simulation of the Re = 1600 TGV under h-refinement.

deduce that the implicit LES strategy is indeed successful here. We remark that both the viscous
numerical dissipation and the numerical dissipation due to upwinding seem to be approximately
balanced in the sense that they contribute equally to the total dissipation rate.

Associated to the previous investigation of lower-order methods in the under-resolved setting, see
Fig. 9.5, the preceding decomposition of the total energy dissipation rate should of course also be
done. Correspondingly, Fig. 9.7 shows the decomposition of total energy dissipation into its physical
and numerical components for a fixed level of under-resolution. The most important observation is
that the dissipation of lower-order methods relies significantly more on numerical dissipation than
high-order methods’. This is the reason why we believe that higher-order methods are superior
for this test scenario. Therefore, in the remainder of this section, results are presented only for
the high-order case k = 8, but we expect that no general differences would appear for lower-order
choices. For lower-order methods, numerical dissipation is only more pronounced, which is a well-
known fact in the CFD community.
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Fig. 9.7: High-order upwind-stabilised SIP RTRTRTred
[k] /FFFk/P

dc
0 H(div)-HDG implicit LES mechanisms

for the simulation of the Re = 1600 TGV with a fixed level of under-resolution.

Our next step is to investigate the impact of upwinding on the dissipation behaviour of the sim-
ulations with the high-order SIP-RTRTRTred

[8] /FFF8/Pdc
0 method. Fig. 9.8 shows the results of the com-

putations without any kind of convection stabilisation (θ = 0), where one has to notice that
εtot
h (uh) = νanum

h (uh,uh) (num_diss_visc). First of all, for the better resolved cases N = 8 and
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N = 16, basically no difference can be observed compared to the simulations with upwinding above.
Only in the strongly under-resolved situation with N = 4, the total dissipation rate is slightly dif-
ferent in the vicinity of the dissipation peak (t ≈ 8 − 9) compared to the results with upwinding
in Fig. 9.6. Therefore, we infer that in the present setting with SIP, the influence of convection
stabilisation plays only a subordinate role.

phy_diss num_diss_visc num_diss_upw -dt_ekin DNS

0 2 4 6 8 10 12 14 16 18 20

0

0.2

0.4

0.6

0.8

1

1.2

·10−2

SIP
nostab

k8, N4

0 2 4 6 8 10 12 14 16 18 20

0

0.2

0.4

0.6

0.8

1

1.2

·10−2

SIP
nostab

k8, N8

0 2 4 6 8 10 12 14 16 18 20

0

0.2

0.4

0.6

0.8

1

1.2

·10−2

SIP
nostab

k8, N16

Fig. 9.8: No upwinding: High-order SIP RTRTRTred
[8] /FFF8/Pdc

0 H(div)-HDG implicit LES mechanisms for
the simulation of the Re = 1600 TGV under h-refinement.

After having considered the impact of convection stabilisation on the dissipation behaviour for
the SIP method, we now also compare different treatments of the viscosity term. In this context,
Fig. 9.9 shows the various dissipation rates under h-refinement when theH1-lifting mechanism with
λ = k and λ` = 2 (see (3.38) for the Stokes part) is used instead of the SIP method. More or less by
construction, the H1-lifting variant introduces less numerical viscous dissipation (num_diss_visc)
than SIP, because the corresponding penalty parameter(s) can be chosen comparably smaller.
Surprisingly, the corresponding total energy dissipation rates (-dt_ekin) do not show significant
differences. The particular contributions from the numerical dissipation, on the other hand, re-
veal that first, the treatment of the viscosity in the H1-lifting method certainly is less dissipative
but second, the upwinding dissipation (num_diss_upw) is considerably larger. Phrased differently,
when the viscosity discretisation is carried out with a small amount of numerical dissipation, the
convection stabilisation seems to take over a dominating role within this particular implicit LES
approach. Consequently, based on the TGV problem, whether the SIP or the H1-lifting technique
is superior cannot be determined in general.

This conclusion immediately leads to the last experiment. How important is upwinding for this
freely decaying turbulence simulation when the less dissipative H1-lifting is used for the viscosity
treatment? A corresponding comparison for the most under-resolved situation with N = 4 can be
found in Fig. 9.10, where results for all the above considered methods are shown. Note that only
the lower right plot is new; the others are plotted additionally in order to provide a better and
more compact presentation.

One can observe that, similar to the SIP method without upwinding, the H1-lifting method with-
out any convection stabilisation behaves basically the same with respect to the total dissipation
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Fig. 9.9: High-order upwind-stabilisedH1-lifting RTRTRTred
[8] /FFF8/Pdc

0 H(div)-HDG implicit LES mech-
anisms for the simulation of the Re = 1600 TGV under h-refinement.

rate. In fact, none of the considered methods can be singled out as superior. This actually goes
so far that upwinding does not play an important role, even when the viscous term is treated with
the less dissipative H1-lifting technique.

In other words, based on a simulation without convection stabilisation, adding upwinding does not
result in a simple superposition of numerical dissipation. Instead, both the stabilisation provided
by the treatment of the viscous term and upwinding obviously interact with each other. Such a
discovery might be unexpected intuitively, not least because while the viscous stabilisation inherent
in the SIP or H1-lifting method acts isotropically in each direction, the upwind mechanism only
penalises (tangential) jumps when the normal velocity on facets is large; see Ch. 3.
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Fig. 9.10: High-order RTRTRTred
[8] /FFF8/Pdc

0 H(div)-HDG implicit LES mechanisms for the under-resolved
simulation of the Re = 1600 TGV with N = 4. Comparison of SIP and H1-lifting
results, with and without upwinding, respectively.
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9.1.3 Towards the Inviscid Euler Limit Case as Re→∞

In this section, we want to increase the Reynolds number from Re = 1600 to Re = 3000, Re = 5000,
Re = 10 000, Re = 100 000 and finally to Re = ∞ (incompressible Euler). Especially the inviscid
limit is numerically interesting, since the lack of viscous dissipation leads to small scales in the
flow which become arbitrarily small over time. The inviscid TGV is also frequently considered
in the literature [Ber05; BM+83; FMB03; Ker93; SD+05; WM+18], mostly in order to test the
dissipation properties of the underlying convection stabilisation and/or turbulence model. For the
investigations in this subsection, we restrict ourselves to using the moderate order k = 4.

Whenever Re <∞, the same upwind-stabilised SIP RTRTRTred
[k] /FFFk/P

dc
0 H(div)-HDG method with the

same IMEX time-stepping as in Sec. 9.1.1 is used. For the inviscid Euler case (Re = ∞), on the
other hand, no viscosity is present and it is reasonable to use an explicit method in which no hybrid
facet variable for the velocity is needed anymore; cf., for example, [Leh10, Rem. 3.2.1] or [Fu19].
Here, we decide on employing the third-order total variation diminishing Runge–Kutta method
(TVD-RK3) from [GS98; SO88] with a constant time step ∆t = 0.001 (this time step is ten times
smaller than the one used for Re <∞), and the abbreviation for the method is simply RTRTRTred

[k] /P
dc
0 .

In the following, the explicit method will be used with and without upwinding.
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Fig. 9.11: Upwind-stabilised SIP RTRTRTred
[4] /FFF4/Pdc

0 H(div)-HDG (Re < ∞) and upwind-stabilised
RTRTRTred

[4] /P
dc
0 H(div)-DG (Re = ∞) results for the simulation of the TGV with N = 32.

Evolution of kinetic energy (left) and kinetic energy spectra at t = 10 (right). The
vertical line corresponds to N(k + 1) and, for better clarity, for Re = ∞ only some
spectrum values with upwinding are displayed.

Let us begin with considering the kinetic energy quantities in Fig. 9.11. On the left-hand side, the
evolution of K(uh) is shown for an ascending sequence of Reynolds numbers, where Re = ∞ has
been computed with upwinding. One can observe that as Re → ∞, the first phase of the TGV,
which is dominated by inviscid motion, extends in time since the kinetic energy starts to decrease
later. Furthermore, no clear difference between Re = 100 000 and Re =∞ (with upwinding) can be
discerned. From the right-hand side of Fig. 9.11 (t = 10 fixed), it becomes clear that as Re→∞,
the inertial range where the Kolmogorov −5/3 spectrum can be observed is growing. Again, ba-
sically no difference between Re = 100 000 and Re = ∞ (with upwinding) can be observed. The
vertical line indicates the threshold wavenumber N(k + 1).
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We have seen that due to a decreasing role of viscosity, the fine scales are dissipated less and less
as Re → ∞ in the TGV problem. In the style of Sec. 9.1.2, Fig. 9.12 confirms this statement by
investigating the energy dissipation balance (9.3). For lower Reynolds numbers, we can conclude
that the physical viscous dissipation plays the dominant role. As Re increases, however, the dissi-
pative character of the upwind stabilisation is clearly noticeable. In this portrayal, one can observe
that, as opposed to Re = ∞ (with upwinding), for Re = 100 000 still a small amount of viscous
dissipation is responsible for energy dissipation. Note that as the Reynolds number increases, the
simulations become more and more under-resolved.
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Fig. 9.12: Implicit LES mechanisms for upwind-stabilised SIP RTRTRTred
[4] /FFF4/Pdc

0 H(div)-HDG (Re <

∞) and upwind-stabilised RTRTRTred
[4] /P

dc
0 H(div)-DG (Re = ∞) for the simulation of the

TGV at different Reynolds numbers with a fixed N = 32 mesh.

Complementing the presentation of results for the increasing sequence of Reynolds numbers, Fig. 9.13
shows the 1-isosurface of the Q-criterion at t = 20 for the different simulations corresponding to
Fig. 9.12. One can observe that while for the lowest Reynolds number Re = 1600, the flow shows
relatively large vortical structures, increasing the Reynolds number leads to increasingly more
small-scale structures. This observation is completely consistent with the expectation; see again
the energy spectra in Fig. 9.11. Note that the colour code for |uh| is chosen differently for each plot.

Another important observation concerns the fact that the TGV problem originally is intended to
result in freely decaying homogeneous isotropic turbulence. However, from Fig. 9.13 one can get
the impression that this assumption might be problematic, at least for smaller Reynolds numbers.
Indeed, even at t = 20, the flow is certainly not invariant against translation and/or rotation of
the coordinate system for Re 6 10 000. This problem could be solved, for example, by simulating
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the flow for an even longer time. We conjecture that the structure preserving properties of our
divergence-freeH(div) method are responsible for preserving the symmetric structure of the initial
condition even for such long times.

At this point, let us also mention that by choosing different isosurfaces of the Q-criterion, the
perception of the vortical motion for the TGV can change dramatically. In this sense, plots of the
Q-criterion have to be considered with a grain of salt. They always provide a biased point of view.

Fig. 9.13: Upwind-stabilised SIP RTRTRTred
[4] /FFF4/Pdc

0 H(div)-HDG (Re < ∞) and upwind-stabilised
RTRTRTred

[4] /P
dc
0 H(div)-DG (Re = ∞) for the simulation of the TGV at different Reynolds

numbers with a fixed N = 32 mesh. 1-isosurface of the Q(uh)-criterion coloured with
velocity magnitude |uh| at t = 20 for Re ∈ {1600, 3000, 5000, 10 000, 100 000,∞} (from
left to right and top to bottom).

For the Euler problem on the continuous level, one can easily show that energy is conserved exactly
for all times, provided enough regularity is assumed; see Rem. 2.9. Thus, the following observa-
tions concerning the dissipative character of upwinding inevitably lead to the question whether it is
possible to compute the inviscid Euler problem without any convection stabilisation. This is done
in the hope that the numerical results come closer to the expectations of the continuous problem.

And indeed, as shown qualitatively in Fig. 9.14, the exactly divergence-free H(div)-DG method
RTRTRTred

[4] /P
dc
0 on the N = 32 mesh is perfectly able to simulate the inviscid Euler-TGV problem with-

out any stabilisation. This figure shows instantaneous states of the Q-criterion analogous to the
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ones displayed in Fig. 9.2 for Re = 1600. One can observe that, as expected, the absence of vis-
cosity in the Euler case leads to a flow topology with a significantly increased amount of fine-scale
structures compared to Re = 1600.

Fig. 9.14: Inviscid TGV: Evolution of 0.1-isosurface of Q(uh)-criterion coloured with velocity
magnitude |uh|, where blue corresponds to zero and red to everything above unity.
Obtained with the unstabilised RTRTRTred

[4] /P
dc
0 method on a mesh with N = 32 cubi-

cal elements in each direction. Time instances from left to right and top to bot-
tom: t = 0, 2, 4, 5, 7, 9, 10, 14, 20. (A video of this simulation is available at https:
//youtu.be/cDXLFnR4468; note also the QR code.)

Finally, let us examine closer the differences between the results for Re = ∞, computed with and
without upwinding. The left-hand side of Fig. 9.15 shows that without upwinding, irrespective of
the degree of resolution, the kinetic energy stays approximately constant over the time interval
t ∈ [0, 20]. Hence, it becomes clear that by using upwinding, in principle, a simulation with an
effectively smaller Reynolds number is performed. In view of the characteristics of the continuous
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problem, we hence infer that the simulation without upwinding might be superior. It is interesting
to observe that for this pure convection problem, no stabilisation is required. We conjecture that
the reason for this is the clean energy balance of exactly divergence-free methods.
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Fig. 9.15: Comparison of kinetic energy (left) and kinetic energy spectra at t = 10 (right), with
and without upwinding for the inviscid Euler-TGV. Computed with the RTRTRTred

[4] /P
dc
0

H(div)-DG method on different meshes. For better clarity, not all spectrum values
for the upwinding simulations are displayed. Vertical lines correspond to N(k + 1),
respectively.

The right-hand side of Fig. 9.15 shows the corresponding energy spectra at t = 10. One can see
clearly that upwinding dissipates energy from the small-scale features (large wavenumbers) of the
turbulent flow. The results without upwinding show that on finer meshes, the amount of energy
in the large scales (small wavenumbers) decreases. A possible explanation for this behaviour is
that a finer resolution naturally allows for the presence of finer scales which, under (approximate)
energy conservation, leads to less energy being present in large scales. Note that the cut-off for
κ > 512 is connected to the maximum resolution used for sampling/post-processing the velocity
field; it does not indicate that there exists a sudden drop in energy in the solution. Recalling On-
sager’s conjecture (Rem. 2.9), the decay of the energy spectrum according to κ−5/3, for sufficiently
large wavenumbers, indicates that the inviscid Euler flow possesses at least C0,1/3 regularity; see
Rem. 2.16. Hence, one can expect that this flow is not prone to anomalous dissipation phenomena.
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Fig. 9.16: Comparison of total kinetic energy dissipation rate (left) and enstrophy (right), with
and without upwinding, for the inviscid Euler-TGV. Computed with the RTRTRTred

[4] /P
dc
0

H(div)-DG method on different meshes.

Concerning the total dissipation rate, Fig. 9.16 (left) shows −∂tK(uh) on different meshes with and
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without upwinding. As expected, the simulations with upwinding dissipate more energy (dashed
lines). Interestingly enough, the results without upwinding show that increasing the resolution
actually leads to slightly more energy dissipation. Moreover, as can be seen from the enstrophy
on the right-hand side of Fig. 9.16, a more resolved simulation also leads to a higher enstrophy in
the flow. Note, however, that even in the most resolved situation we consider here, the enstrophy
actually does not show any signs of mesh-convergence, which can be expected in light of potentially
infinitesimal small structures in the (continuous) problem.

Remark 9.1: A video comparing the Re = 1600 TGV with the inviscid TGV side-by-side is avail-
able at https://youtu.be/XEEmFvmnYJU; note also the QR code. In this direct comparison, one
can observe very well that the Euler problem leads to much more dominant fine-scale structures,
which are dissipated by molecular viscosity in the Navier–Stokes case. N

9.1.4 Helmholtz Decomposition of Convection Forces

The last investigation concerning the TGV is to deal with the Helmholtz decomposition of the
convection forces in the two cases Re = 1600 and Re = ∞ (without upwinding). The underlying
question is the following. Is there any difference between the distribution of divergence-free and
curl-free forces for different Reynolds numbers? As in Sec. 8.2.2, we use

fh = (uh ·∇h)uh = Pdiv
h (fh) +∇φh,

which is based on the corresponding RTRTRT[4]/Pdc
4 DG method defined by (3.10). Here, Pdiv

h (fh) rep-
resents the divergence-free forces and ∇φh describes the curl-free gradient forces. Thanks to using
a pressure-robust method, the former are cleanly balanced by the discrete velocity and the latter
by the discrete pressure.
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Fig. 9.17: Evolution of Helmholtz decomposition of convection forces for Re = 1600 (left) and in-
viscid Euler limit Re =∞ (right). Computed with upwind-stabilised SIP RTRTRTred

[4] /FFF4/Pdc
0

(Re = 1600) and unstabilised RTRTRTred
[4] /P

dc
0 (Re =∞); both on a N = 32 mesh. All norms

are normalised by the box volume |Ω| = (2π)3.

In Fig. 9.17, the evolutions of the L3/2-norms of the total convection force fh, its divergence-
free part Pdiv

h (fh) and its curl-free part ∇φh are displayed for Re = 1600 and Re = ∞ (without
upwinding). At first, one can see that at the beginning of the simulation (approx. t < 4), where
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the motion is dominated by inviscid behaviour, the gradient part is clearly dominating the flow for
both Reynolds numbers. Thus, as long as there is no turbulence, the force ∇φh tries to preserve
the large-scale vortex structure imposed by the initial condition. As transition sets in (approx.
t ∈ [4, 10]), however, the divergence-free force Pdiv

h (fh) increases considerably to such an extent
that at the dissipation peak (t ≈ 9), it is almost as large (Re = 1600) and larger (Re =∞) as the
gradient part, respectively. Finally, in the fully turbulent regime up to t = 20, the situation is no
longer changing, apart from the fact that viscous effects dampen the flow for Re = 1600, which is
not the case for Re =∞ (without upwinding).

9.2 Turbulent Channel Flow

The 3D turbulent channel flow problem is a frequently used benchmark problem for assessing the
ability of flow solvers to deal with wall-bounded turbulence [KMM87; MK82; MKM99]. As the
domain for all channel flows we consider the rectangular cuboid Ω = (0, Lx)× (0, Ly)× (0, Lz) with
Lx = 2πδc, Ly = 2δc, Lz = πδc and channel half-width δc = 1. In x- (streamwise) and z-direction
(spanwise) periodic BCs are prescribed, whereas for y ∈ {0, Ly} the no-slip condition u = 0 is
imposed. Due to sharp velocity gradients, it is common practice to stretch the mesh in y-direction
(wall normal direction). We choose the stretching function f : [0, 1]→ [0, Ly],

y 7→ δc
tanh (C[2y − 1])

tanh (C)
+ δc, (9.4)

with a constant C = 1.8 for all simulations. Therefore, given a mesh with N elements in each
direction, the resulting meshes for the channel flow problem consist of N3 hexahedra (cuboids),
which will be equidistant in x- and z-direction and stretched in y-direction. Usually, the whole
motion is driven solely by a constant pressure gradient source term f = (fp, 0, 0)†, acting in the
streamwise direction; cf., for example, [CL14, Sec. 13.4].

Note that a feeling for how the stretching (9.4) works can be obtained from regarding Fig. 9.24,
where the corresponding stretched meshes for N ∈ {4, 8, 16} are shown. In this context, it is impor-
tant to emphasise that the subsequent numerical results in this section are intentionally provided
also for (strongly) under-resolved settings. Indeed, we are again interested in how ourH(div)-based
methods perform in such unfavourable situations.

In order to distinguish different turbulent channel flow settings, the friction Reynolds number Reτ

is considered most frequently; cf., for example, [BIL06, Sec. 12.2]. It is defined as Reτ = uτδc/ν,
where uτ denotes the so-called wall friction velocity which, in turn, depends on the wall shear stress
τw as u2

τ = τw/ρ. Under the assumption of a statistically steady state flow, and with ρ = 1, one
has τw = fpδc; see [DJT99, Sec. 2.3]. Then, by choosing fp = 1, one obtains uτ = 1 and hence,
friction Reynolds number and viscosity are connected by the simple relation ν = 1/Reτ .

The relevant quantities of interest for the channel flow involve averaging in time 〈·〉t and in spatial
directions of homogeneity 〈·〉s, where the abbreviation 〈·〉 = 〈〈·〉s〉t is used [Joh16]. Then, we
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consider the following normalised quantities:

mean velocities: 〈ui〉+ = 〈ui〉/uτ ,
Reynolds stresses: 〈u′iu′j〉

+
= 〈uiuj〉/u2

τ − 〈ui〉〈uj〉/u2
τ ,

turbulent kinetic energy: k+ = 0.5
[
〈u′1u′1〉

+
+ 〈u′2u′2〉

+
+ 〈u′3u′3〉

+
]
,

rms turbulence intensities: u+
i,rms =

∣∣∣〈u′iu′i〉
+ − 2k+/3

∣∣∣
1/2
.

Furthermore, instead of the physical distance y, so-called wall units y+ = yuτ/ν for y ∈ [0, δc] are
frequently used. Note that defined in such a way, y+ = Reτ refers to the middle of the channel.

Remark 9.2: A different possible definition of the Reynolds number in channel flows is the bulk
Reynolds number Rem = um(2δc)/ν, where the main difference lies in the definition of the reference
velocity um [Pop00, Sec. 7.1.1]. For computing Rem, the following (averaged) bulk velocity is used:

um =
1

δc

∫ δc

0
〈u1〉(y) dy.

For Rem < 1350 the flow is laminar; it is fully turbulent for Rem > 1800 [Pop00, Sec. 7.1.1]. We
are not aware of an analogous characterisation based on Reτ . N

Concerning the practical realisation of the following simulations, averages (statistics) always have
been recorded over a time period of 20 time units, whenever a fully turbulent flow was present.
The time-stepping is again based on the second-order RK variant ARS(2,2,2) of the IMEX method
introduced in [ARS97], where a constant time step (different for each simulation) has been chosen
in order to fulfil the CFL stability criterion. Here, only the pressure-velocity coupling is involved
in the implicit treatment, whereas both viscosity and convection are treated explicitly. There-
fore, no hybridisation is necessary and the underlying SIP-H(div)-DG method is RTRTRTred

[k] /P
dc
0 with

λ = 3(k+ 1)2; cf. Sec. 3.3. A fully turbulent velocity solution from a coarser mesh is used as initial
condition for the next finer mesh.

A sketch of the main difference between laminar and turbulent channel flows can be seen in Fig. 9.18.
While for the laminar profile usually a quadratic profile occurs at instantaneous observations, a
turbulent channel flow, after averaging, is characterised by a much more flat profile. An instan-
taneous snapshot of a turbulent channel flow, on the other hand, typically reveals its underlying
non-deterministic motion; cf. Fig. 9.24.

Moreover, for turbulent channel flows there exists a certain notion of (empirically-determined) self
similarity in the averaged streamwise velocity profiles for different Reynolds numbers; cf., for ex-
ample, [SG00, Sec. 17.1.2], [Pop00, Sec. 7.1] or [Wil06, Sec. 1.3.5] for more details on the derivation
of the following statements. Close to the wall, the region where y+ . 5 holds is called viscous
sublayer. In the viscous sublayer the flow is dominated by viscous effects, and one can show that
〈u1(y)〉+ ≈ y+. On the other hand, in the so-called log layer region where y+ & 30, the rela-
tionship 〈u1(y)〉+ ≈ 1/κ+ ln (y+) + C+ holds. Here, the von Kármán constant κ+ ≈ 0.41 and the
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laminar channel flow

x

turbulent channel flow

x

u1(y)

〈u1(y)〉

y

y

Fig. 9.18: Sketch of streamwise profiles for laminar (top) and turbulent (bottom) channel flow.
Note that the laminar profile occurs in the instantaneous flow, whereas the turbulent
profile can be seen only after suitable averaging 〈·〉.

constant C+ ≈ 5.17 are usually determined from experiments. In the log layer, viscosity effects can
be neglected to a certain extent. With a slight abuse of naming, we will refer to the introduced
characterisation for 〈u1(y)〉 as the law of the wall. Note that all the above statements are only
approximately correct and thus, all numbers have to be handled very carefully. Moreover, the
region between the viscous sublayer and the log layer is called buffer layer, and it describes the
region where viscosity-dominated (y+ . 5) and turbulence-dominated (y+ & 30) parts of the flow
come together. Therefore, in the buffer layer, neither of the two characterisations for 〈u1〉+ is valid.
Lastly, there exists also the so-called defect layer for large y+, but since it is not universal for every
flow, we will not discuss it here.
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Fig. 9.19: Streamwise velocity profiles 〈u1〉+ computed with the RTRTRTred
[3] /P

dc
0 method for different

friction Reynolds numbers Reτ ∈ {180, 395, 950, 2000}, together with corresponding
DNS results and the law of the wall. For Reτ > 180, the results are each vertically
shifted by 10 units in order to ensure better visibility.

In anticipation of the subsequent results, Fig. 9.19 (logarithmic scaling of abscissa) shows the law
of the wall for different friction Reynolds numbers. The universal validity of the law of the wall can
be confirmed, because the curves for all Reynolds numbers collapse (without the vertical shifting
for better visibility). The only difference is that for higher Reynolds numbers, the log layer simply
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gets larger, which means that the maximum mean velocity increases slightly. On top of that, the
validity of the law of the wall is underlined by means of available DNS results and our own computed
streamwise velocity profiles 〈u1〉+, computed with the RTRTRTred

[3] /P
dc
0 method on the respective finest

mesh (more details can be found in the following subsections). In the viscous sublayer and in the
log layer the DNS data matches the law of the wall for all Reynolds numbers. One can already
suspect, however, that our simulation for Reτ = 2000 does not resolve the flow completely, since at
the beginning of the log layer, the velocity is slightly over-predicted. Note that, as frequently done
in this context, the profiles are only plotted up to the middle of the channel.

Remark 9.3 (Boussinesq’s conjecture): Before considering our numerical experiments in detail,
we want to comment on Boussinesq’s conjecture from 1877, which states that turbulent fluctuations
are dissipative on the mean flow. In order to explain this, with an abuse of notation, denote
by 〈·〉 a suitable averaging operator; usually ensemble averaging is used, but long-time averages
are in principal valid as well. Note that averaging over several flow-through times for turbulent
channel flow simulations can be thought of as a possibility to obtain ensemble averages; hence the
placement of this remark in this section. Then, turbulent fluctuations are defined as u′ = u− 〈u〉,
and averaging the Navier–Stokes equations (2.1) results in the non-closed problem

{
∂t〈u〉+ (〈u〉 ·∇)〈u〉 − ν∆〈u〉 − ∇ ·Rs(u,u) +∇〈p〉 = f in Ω,

∇ · 〈u〉 = 0 in Ω.

(9.5a)

(9.5b)

Here, Rs(u,u) = −〈u′ ⊗ u′〉 = 〈u〉⊗〈u〉−〈u⊗ u〉 denotes the Reynolds stress tensor. One obtains
the energy budget by dotting 〈u〉 into (9.5), integration over Ω and integration by parts:

1

2

d

dt
‖〈u〉‖2L2 + ν ‖∇〈u〉‖2L2 +

∫

Ω
Rs(u,u) :∇〈u〉 dx =

∫

Ω
f · 〈u〉dx.

The integral involving Rs(u,u) describes the effect of fluctuations on the kinetic energy of the
mean flow. Now, following [JL16], denoting by LIM a generalised limit, the following mathematical
phrasing of Boussinesq’s conjecture holds for strong solutions which are regular enough to fulfil
energy equality, and as long as the ensemble is generated by different initial conditions only:

LIM
T→∞

1

T

∫ T

0

∫

Ω
Rs(u,u) :∇〈u〉dxdτ = LIM

T→∞
ν

T

∥∥∇u′
∥∥2

L2 dτ > 0.

See also [CL14, Thm. 3.5], where a similar result has been proven for long-time averaging. N

9.2.1 Simulations for Reτ = 180

Let us begin with the comparably small Reynolds number Reτ = 180 for which DNS results are
available from [MKM99]. Using the DNS data, in terms of the bulk Reynolds number, this corre-
sponds to Rem ≈ 5585.

In Fig. 9.20, the statistics resulting from a RTRTRTred
[3] /P

dc
0 method are shown on different meshes. One

can observe that while the coarsest N = 4 mesh already leads to satisfying results concerning
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the mean velocity 〈u1〉+, both the cross-Reynolds stress 〈u′1u′2〉+ and the rms turbulence intensity
u+

1,rms need at least the resolution provided by the N = 8 mesh. Moreover, the upper two plots
show the streamwise mean profile 〈u1〉+ in linear and logarithmic scaling, respectively; note the
similarity to the turbulent flow displayed in Fig. 9.18. As the clarity of the presentation reduces
for increasing Reynolds numbers with linear scaling, the logarithmic scaling is usually the favoured
choice for presenting velocity profiles.
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Fig. 9.20: Reτ = 180 mean velocity 〈u1〉+ with linear (top left) and logarithmic (top right) scaling,
cross-Reynolds stress 〈u′1u′2〉+ (bottom left) and rms turbulence intensity u+

1,rms (bottom
right), computed with RTRTRTred

[3] /P
dc
0 on different meshes with N ∈ {4, 8, 16}. The indicated

vertical lines visualise the underlying mesh spacing in wall-normal direction.

Furthermore, concerning the placement of the first off-wall mesh point, one can deduce from
Fig. 9.20 that for this Reynolds number, a relatively coarse mesh is perfectly sufficient in order
to achieve meaningful results.

Fig. 9.21: Reτ = 180 channel flow: 200-isosurface of Q(uh)-criterion, coloured with the distance
to the lower wall. Computation: RTRTRTred

[3] /P
dc
0 with N = 16.
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An instantaneous impression of the flow can be obtained from Fig. 9.21, where the Q-criterion shows
that there are large-scale structures in turbulent channel flows and our implicit LES approach does
not suppress them.

Interestingly, also the lower order method RTRTRTred
[2] /P

dc
0 yields meaningful results for this low Reynolds

number; see Fig. 9.22. However, the simulations with N = 4 now show rather large oscillations for
the Reynolds stress and the turbulence intensity. On the fine N = 16 mesh, on the other hand, the
statistics are in no way inferior to the results of the RTRTRTred

[3] /P
dc
0 method. Nevertheless, to be on the

safe side, in the following we will limit ourselves to higher-order methods with k > 3.
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Fig. 9.22: Reτ = 180 mean velocity 〈u1〉+ (top left), cross-Reynolds stress 〈u′1u′2〉+ (top right)
and rms turbulence intensity u+

1,rms (bottom), computed with RTRTRTred
[2] /P

dc
0 on different

meshes with N ∈ {4, 8, 16}. The indicated vertical lines visualise the underlying mesh
spacing in wall-normal direction.

The quality of our results for Reτ = 180 is comparable to the one achieved by a stabilised L2-based
ILES-DG method [FWK18b] and much better than, for example, results with a projection-based
variational multiscale (VMS) k = 2 FEM [JR07]. Especially the under-resolved simulation with
k = 3 and N = 8 still shows a very reasonable behaviour, also in terms of Reynolds stress and
turbulence intensity.

Also for the turbulent channel flow the question of the distribution of forces in the (discrete)
convection term is interesting. Thus, as in Sec. 8.2.2, we consider the Helmholtz decomposition

fh = (uh ·∇h)uh = Pdiv
h (fh) +∇φh,

which is based on the corresponding RTRTRT[k]/Pdc
k DG method defined by (3.10). Then, Fig. 9.23 shows

the temporal evolution over 25 time units of the L3/2-norms of particular terms in the decompo-
sition. The data has been collected in the fully developed turbulent channel flow with Reτ = 180

using the RTRTRTred
[3] /P

dc
0 method on the N = 16 mesh. One can observe that the convection term is
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clearly dominated by divergence-free forces Pdiv
h (fh). Thus, this Reτ = 180 turbulent channel flow

does not seem to possess characteristics of a (generalised) Beltrami flow in time.
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Fig. 9.23: Evolution of Helmholtz decomposition of convection forces in fully developed turbulent
channel flow for Reτ = 180, computed with RTRTRTred

[3] /P
dc
0 on the N = 16 mesh. All norms

are normalised by the channel volume |Ω| = LxLyLz.

9.2.2 Simulations for Reτ = 395

Increasing the friction Reynolds number to Reτ = 395, DNS results are also available from
[MKM99]. Using the DNS data, this corresponds to a bulk Reynolds number of Rem ≈ 13 763.

As for the Reτ = 180 case, the problem is computed with k = 3 on a sequence of meshes with
N ∈ {4, 8, 16}. Correspondingly, Fig. 9.24 presents snapshots of the instantaneous velocity magni-
tude for Reτ = 395, which show that a turbulent channel flow is characterised by largely varying
fluctuations which become finer as the resolution is increased. Note that the wall-near elements,
even for the finest N = 16 mesh, are only moderately anisotropic.

Fig. 9.24: Instantaneous snapshots of velocity magnitude |uh| for Reτ = 395, computed with
RTRTRTred

[3] /P
dc
0 on different meshes with N ∈ {4, 8, 16} (from left to right). Blue colour

indicates low velocity and red high velocity.

While Fig. 9.24 gives an impression of how a fully turbulent channel flows looks like, it is also very
interesting to take a closer look at the transition from laminar to turbulent flow. Fig. 9.25 gives an
impression of this process by visualising velocity magnitude (top) and Q-criterion (bottom) at two
time instances directly in the transition to turbulence. Prior to the left-hand side time instance,
the flow is laminar with the characteristic deterministic laminar quadratic profile (see Fig. 9.18).
However, this laminar profile is unstable for large Reynolds numbers and as a consequence, the
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flow begins to develop wave-like structures directly in the boundary layer. The corresponding
vortical motion, which develops from this perturbation in the boundary layer, can be seen very
well by means of the Q-criterion. Afterwards, turbulence spreads from the boundary layer into
the domain. One can see the vortices travel towards the centre of the channel, accompanied by
clearly visible Q-isosurfaces. After the right-hand side time instance, the flow transitions into fully
developed turbulence (see e.g. Fig. 9.24). In our opinion, it is remarkable that even with such a
relatively coarse resolution, these qualitatively consistent flow phenomena can be observed from
the numerical solution.

Fig. 9.25: Transition from laminar to turbulent flow: instantaneous snapshots (at the same
time instances) of velocity magnitude |uh| for Reτ = 395 (top) and 200-isosurface
of the Q-criterion (bottom; coloured with distance from lower wall), computed with
RTRTRTred

[3] /P
dc
0 with N = 8. (A video of this simulation is available at https://youtu.be/

XBwqvVxg6Dk; note also the QR code.)

More quantitatively, the resulting statistics for Reτ = 395 and k = 3 can be seen in Fig. 9.26.
Not surprisingly, the extremely under-resolved simulation with (k,N) = (3, 4) does not match the
DNS data. However, at least in the direct vicinity of the wall (y+ . 10), the mean velocity profile
〈u1〉+, the cross-Reynolds stress 〈u′1u′2〉+ and the rms turbulence intensity u+

1,rms are not completely
useless. As the mesh is refined, the results improve, and for N = 16, both DNS data and the law of
the wall can actually be reproduced. Note that this is still not a very fine mesh (or high polynomial
order), but the results are already convincing.

Concerning the question whether high-order methods are superior for turbulent channel flows, let
us double the polynomial degree to k = 6, while at the same time halving the mesh sizes and
recompute the turbulent channel flow problem at Reτ = 395. The corresponding results can be
seen in Fig. 9.27. Note that for (k,N) = (6, 2) the first off-wall mesh point is located at y+ = Reτ ,
the middle of the channel. One can observe that, compared to k = 3, the high-order results are
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Fig. 9.26: Reτ = 395 mean velocity 〈u1〉+ with linear (top left) and logarithmic (top right) scaling,
cross-Reynolds stress 〈u′1u′2〉+ (bottom left) and rms turbulence intensity u+

1,rms (bottom
right), computed with RTRTRTred

[3] /P
dc
0 on different meshes with N ∈ {4, 8, 16}. The indicated

vertical lines visualise the underlying mesh spacing in wall-normal direction.

in no way superior. A similar observation for Reτ = 180 can be found in [FWK18b]. Therefore,
and in contrast to decaying turbulence (see Sec. 9.1.2), we conclude that turbulent channel flow
simulations, in general, cannot benefit from high-order discretisations. Thus, in the following, we
restrict ourselves to k = 3.
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Fig. 9.27: Reτ = 395 mean velocity 〈u1〉+ (top left), cross-Reynolds stress 〈u′1u′2〉+ (top right)
and rms turbulence intensity u+

1,rms (bottom), computed with RTRTRTred
[6] /P

dc
0 on different

meshes with N ∈ {4, 8, 16}. The indicated vertical lines visualise the underlying mesh
spacing in wall-normal direction.

Irrespective of k, the quality of our results for Reτ = 395 is comparable to the ones achieved by
an isogeometric divergence-conforming VMS method [vOY+17] and residual-based NURBS-VMS
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[BC+07]. Moreover, they seem to be superior to the k = 1 FE-RANS-based results from [AKL08],
and the finite volume results with explicit LES modelling presented in [KZ+10].

9.2.3 Simulations for Reτ = 950

Next, for the friction Reynolds number Reτ = 950, DNS results can be found in [HJ06; HJ08];
using the DNS data, this corresponds to a bulk Reynolds number of Rem ≈ 37 037. Owing to the
fact that naturally, in order to accurately compute flows at higher Reynolds numbers, a higher
resolution is necessary, we now slightly refine the underlying meshes to N ∈ {8, 16, 24}.
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Fig. 9.28: Reτ = 950 mean velocity 〈u1〉+ with linear (top left) and logarithmic (top right) scaling,
cross-Reynolds stress 〈u′1u′2〉+ (bottom left) and rms turbulence intensity u+

1,rms (bot-
tom right), computed with RTRTRTred

[3] /P
dc
0 on different meshes with N ∈ {8, 16, 24}. The

indicated vertical lines visualise the underlying mesh spacing in wall-normal direction.

The resulting statistics can be found in Fig. 9.28. While the mean velocity 〈u1〉+ seems to be
relatively easy to capture, the other quantities are actually not so harmless. For the cross-Reynolds
stress 〈u′1u′2〉+, an obvious tendency of convergence to the DNS data can be observed, but even
for N = 24 our results are not identical to them. Even worse, our approximations to the rms
turbulence intensity u+

1,rms seem to converge even slower to the DNS data. It is noticeable that the
region in the log layer, where approximately 100 . y+ . 400, seems to be especially hard to cap-
ture in under-resolved simulations. Nonetheless, our results still altogether show a very reasonable
behaviour. Indeed, the accuracy of our results for Reτ = 950 is comparable to the one achieved
by the stabilised L2-based ILES-DG methods proposed in [CH+15; FWK18b]. On the other hand,
the results from [RG13], computed with a k = 1 multifractal subgrid-scale VMS LES method, only
match the DNS data for higher resolutions.

Another question which may arise is the importance of upwinding for turbulent channel flow prob-
lems. In order to make an assessment of the role of convection stabilisation in this context, the
previous computations are repeated without upwinding (θ = 0). Fig. 9.29 shows that on the
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Fig. 9.29: No upwinding: Reτ = 950 mean velocity 〈u1〉+ (top left), cross-Reynolds stress 〈u′1u′2〉+
(top right) and rms turbulence intensity u+

1,rms (bottom), computed with RTRTRTred
[3] /P

dc
0 on

different meshes with N ∈ {8, 16, 24}.

coarsest N = 8 mesh, the simulation without upwinding behaves unreasonable, especially for the
rms turbulence intensity u+

1,rms. Moreover, also the other quantities obviously benefit from the
additional dissipation provided by upwinding. Therefore, and in contrast to the TGV problem in
Sec. 9.1, convection stabilisation by upwinding seems to be beneficial for turbulent channel flows.

9.2.4 Simulations for Reτ = 2000

The highest Reynolds number considered in this work is Reτ = 2000, for which DNS results are
also reported in [HJ06; HJ08]. By (numerical) integration of the DNS data, one obtains the corre-
sponding bulk Reynolds number Rem ≈ 87 123. An impression for the resulting flow can be obtain
from the (instantaneous) snapshots provided in Fig. 9.30. Along with the N = 24 mesh (this is also
the finest mesh we use here, similarly as in the Reτ = 950 case), one can anticipate the amount of
fine-scale structures which are present in such a flow.

Fig. 9.30: Instantaneous snapshots of velocity magnitude |uh| for Reτ = 2000, computed with
RTRTRTred

[3] /P
dc
0 on a N = 24 mesh. Left: with underlying mesh; right: without mesh. Blue

colour indicates low velocity and red high velocity.

Fig. 9.31 shows the Q-criterion, coloured with the distance from the lower wall, for a particular
time instance. This illustration gives a clear idea of the richness of (local) vortical motion and, as
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compared to Fig. 9.21 for Reτ = 180, shows that the amount of those structures increases signifi-
cantly with increasing Reynolds number. Moreover, they are getting much denser in the vicinity of
the wall, which confirms that they emerge mainly as a result of interactions with solid boundaries.

Fig. 9.31: Reτ = 2000 channel flow: 200-isosurface of Q(uh)-criterion, coloured with the distance
to the lower wall. Computation: RTRTRTred

[3] /P
dc
0 with N = 24.

More quantitatively, the resulting statistics for the RTRTRTred
[3] /P

dc
0 method under mesh-refinement are

shown in Fig. 9.32. Now, even on the finest mesh, not even our computed mean velocity 〈u1〉+

matches the DNS everywhere; in the log layer, the range between y+ ≈ 20 and y+ ≈ 200 seems too
hard to capture accurately. Predicting the cross-Reynolds stress 〈u′1u′2〉+ and the rms turbulence
intensity u+

1,rms is, of course, even more complicated. The main problem, even on the finest mesh,
seems to be to reproduce the peaks near the wall accurately. However, our results are again very
much reasonable, even in this extremely under-resolved setting.
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Fig. 9.32: Reτ = 2000 mean velocity 〈u1〉+ with linear (top left) and logarithmic (top right)
scaling, cross-Reynolds stress 〈u′1u′2〉+ (bottom left) and rms turbulence intensity u+

1,rms

(bottom right), computed with RTRTRTred
[3] /P

dc
0 on different meshes with N ∈ {8, 16, 24}.
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The last investigation with regard to the turbulent channel concerns the Helmholtz decomposition
of the discrete convective term. For the relatively low Reynolds number Reτ = 180, Fig. 9.33 reveals
that divergence-free forces dominate the convection term. As shown in Fig. 9.23, the situation does
not change for Reτ = 2000. Only the magnitude of the involved norms increases noticeably.
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Fig. 9.33: Evolution of Helmholtz decomposition of convection forces in fully developed turbulent
channel flow for Reτ = 2000, computed with RTRTRTred

[3] /P
dc
0 on the N = 24 mesh. All norms

are normalised by the channel volume |Ω| = LxLyLz.
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CHAPTER 10
Summary, Conclusions and Future Work

Let us directly provide the (condensed) main conclusion of this thesis in advance:

High-order exactly divergence-free H(div)-based methods are extremely well suited for the sim-
ulation of incompressible computational fluid dynamics (CFD) problems. They are conceptually
convincing due to exact mass conservation, pressure-robustness and a clean energy balance, versa-
tile with regard to geometry and meshing, can deal with convection dominated problems naturally
and can be made computationally efficient by hybridisation. In the practically most relevant sit-
uation of not being able to resolve all flow features, as for example in large-eddy simulation of
turbulent flows, they robustly deliver trustworthy and accurate results superior to a vast majority
of other methods. Such a successful simulation of under-resolved incompressible flows is directly
related to the usage of a pressure-robust method.

In addition to this statement, in the following, each previous chapter is summarised separately and
set into context. Furthermore, the most important conclusions of this work are repeated in detail,
and possible future research directions are outlined.

Ch. 2: Incompressible Fluid Dynamics

This chapter has been dedicated to incompressible fluid dynamics on the continuous level. After
motivating the incompressibility (divergence-free) constraint, the Navier–Stokes equations (NSEs)
have been introduced, and what is known concerning well-posedness so far has been discussed.
Thereafter, in order to guarantee a setting in which the NSEs provide a unique and well-behaved
solution, the essential regularity assumption ∇u ∈ L1(L∞) has been introduced and motivated
(Asm. B). Note, however, that while this assumption surely is essential for a meaningful numerical
error analysis, it is by no means obvious to what extent practically relevant (turbulent) flows com-
ply with it.

Moreover, it has been shown using the Helmholtz decomposition that only divergence-free forces
can have an impact on the velocity, while gradient forces (curl-free) exclusively affect the pressure.
This idea, and its consequences for numerical approximations, has been an ever-recurring topic in
this work which is directly related to the concept of pressure-robustness.

Afterwards, important characteristic quantities of flows, namely kinetic energy, energy dissipation
rate, enstrophy and palinstrophy have been defined and their qualitative behaviour has been clari-
fied on the basis of evolution equations. These balance statements, for example, are most important
in the context of turbulent flows, because they give prominence to the influence of vortex stretching
in 3D flows, and reveal fundamental differences between 2D and 3D flows. Finally, basic charac-
teristics of turbulent flows have been indicated together with considerations of spectral analysis
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as, for example, the celebrated Kolmogorov −5/3 law for the inertial range of the kinetic energy
spectrum of 3D flows.

Ch. 3: Inf-Sup Stable Finite Element Methods

Everything that is needed for the understanding of finite element methods (FEMs) in the context
of the present work has been provided in this chapter. Starting from fully discontinuous L2-based
Discontinuous Galerkin (DG) methods, our favourite choice of H(div) methods has been intro-
duced, which leads to the possibility of obtaining exactly divergence-free velocity solutions. By
further increasing the regularity, classical H1-conforming FEM can be recovered. Both simplicial
and tensor-product elements have been considered.

In order to make DG methods computationally efficient, the concept of hybridisation has been
explained, thereby leading to Hybrid DG (HDG) methods where, for example, static condensation
turns out to be crucial. Especially, relying on the FE library NGSolve, all explained methods have
been used practically in a high-order framework in this thesis. Concerning the particular treatment
of diffusion phenomena, the focus has been laid on the symmetric interior penalty (SIP) method;
but in the context of HDG methods, lifting techniques have been introduced and evaluated as well.

Ch. 4: Essential Robustness Concepts

The essential robustness concepts which have played a major role in the present thesis are struc-
ture preservation, pressure-robustness and Reynolds-semi-robustness. In this chapter, the ability
of a numerical method to preserve large-scale structures has been related to its ability to treat
divergence-free and curl-free forces accurately (Helmholtz decomposition). This investigation served
as a motivation and has been based on a 2D moving Gresho vortex; it would be interesting to ex-
tend these ideas to 3D in the future.

Afterwards, the ability of handling different forces correctly has been linked to pressure-robustness.
Following an introduction, it has been shown that pressure-robust methods can outperform non-
pressure-robust ones dramatically whenever large gradient forces, as for example the pressure, are
present. For example, it turned out that this is the case for potential flows, which then have been
embedded into the large class of generalised Beltrami flows. The superiority of p-robust meth-
ods has been demonstrated to be especially striking for under-resolved flow simulations. Exactly
divergence-free methods are automatically pressure-robust. Maybe most instructive, it has been
emphasised that even the situation where a flow at rest is simulated can lead to huge errors, when
non-p-robust methods are used.

A numerical method is called Reynolds-semi-robust when its error does not explicitly depend on
negative powers of the viscosity ν (positive powers of the Reynolds number Re). Finally, a numerical
experiment, called ‘planar lattice flow’, has been conducted which showed that non-Re-semi-robust
methods are practically useless for Re � 1, because they might blow up after a short time. Fur-
thermore, it has been made clear that inevitably, simulating the nonlinear Navier–Stokes problem
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always entails the occurrence of an exponentially increasing error in time, where one can only hope
to control its slope. Not even the usage of high-order methods, despite exponential convergence in
this situation, can rectify this issue.

Ch. 5: Stokes Analysis with Emphasis on Pressure-Robustness

Driven by the wish to understand better why p-robust methods can be so much more accurate,
numerical analysis for the stationary Stokes problem has been provided in this chapter. In doing
so, pressure-robust error estimates for exactly divergence-free H1- and H(div)-methods have been
provided which, in the context of the so-called Stokes projector, have also been used for the Navier–
Stokes analysis in the next chapter. The most important characteristic of p-robust estimates is the
complete absence of the pressure in the velocity error estimates, hence the name.

Furthermore, the Gresho vortex in Ch. 4 revealed that non-p-robust L2-based methods can actually
be stabilised in order to be approximately p-robust. Such a stabilisation, called DG-grad-div
stabilisation, has been analysed in this chapter for the Stokes problem. It turned out that in the
limit case as the stabilisation parameter tends to infinity, the solution of an exactly divergence-free
and pressure-robust H(div)-conforming method is recovered.

Ch. 6: Transient Navier–Stokes: Robust Numerical Analysis

An extension of theH1- andH(div)-conforming pressure-robust numerical analysis in the direction
of the nonlinear and time-dependent Navier–Stokes equations has been presented in this chapter.
Deriving Reynolds-semi-robust error estimates for the kinetic energy, the (discrete) dissipation rate
and the max-norm has been possible. However, the validity of stability and linear convergence for
the L∞-error of the H(div) Stokes projection (Asm. D) remains an open problem. Nevertheless,
the expected convergence rate of the methods has been shown under the usual regularity assump-
tions, which are stronger than ∇u ∈ L1(L∞) introduced in Ch. 2. Future research could potentially
be conducted by using the discrete Helmholtz projector, instead of the discrete Stokes projector,
for the error analysis. In this way, the presence of time derivatives of the approximation error in
error estimates could be avoided.

Note that while it is certainly necessary to have a solid numerical error analysis, the involved
regularity assumptions are rather restrictive from a practical point of view. Especially, one cannot
expect that a 3D turbulent flow is very regular, neither in space nor in time. Therefore, balance
considerations for kinetic energy and energy dissipation rate, energy spectra, as well as structure
preservation examinations are probably more relevant in this context than rigorous mathematical
error analysis.

Ch. 7: Viscous Dissipation in DG Methods

Fortunately, exactly divergence-free FEM are naturally energy-stable and numerical dissipation
originating in convection stabilisation can be identified easily. On the other hand, for DG methods,
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separating physical from numerical dissipation for the treatment of viscous terms is not so straight-
forward. This chapter has been provided in order to obtain more insights into this admittedly
subtle topic.

After an introduction to the problem, which also explains why the method of separating physical
and numerical viscous dissipation in DG methods by means of broken gradients used so far in
the community can be misleading, an alternative more suitable decomposition has been proposed.
This decomposition is based on well-known arguments from dual mixed methods, and includes
the lifting LLL(JuhK) of inter-element jumps which are natural for DG methods. As a result, it has
been suggested to define the physical dissipation inherent in a DG method as ν ‖σh‖2L2 , where
σh = ∇huh − LLL(JuhK) is the discrete diffusive flux. Validity and meaningfulness of this measure
have then been demonstrated on the basis of a 3D numerical experiment for freely decaying tur-
bulence. Furthermore, sharp estimates for the minimum SIP parameter on hyperrectangles have
been provided.

Ch. 8: 2D High-Order CFD Applications

This chapter considered the use of exactly divergence-free H(div) methods for 2D CFD applica-
tions. Beginning with the classical example of a flow past an obstacle, the importance of pressure-
robustness also for such more complicated flows has been illustrated. Even though the associated
vortex street is not globally a generalised Beltrami flow, it has been shown that it can behave like
one at least locally in space.

Moreover, computations for a Kelvin–Helmholtz instability problem have been carried out. It has
been shown that while the first merging processes of the corresponding flow can be predicted accu-
rately, 2D flows are extremely sensitive to perturbations. These perturbations have been identified
to be responsible for making it very difficult to reliably simulate 2D flows at high Reynolds num-
bers over a long period of time. Another aspect has been revealed by considering the interplay
between fluid flow and the Helmholtz decomposition of the (discrete) convection force: whenever
the corresponding flow shows a stable motion with mainly large-scale structures, the correspond-
ing divergence-free force is comparably small and the flow behaves like a generalised Beltrami
flow in time. This also underlined the conclusion that curl-free forces are responsible for maintain-
ing large-scale structures, and that pressure-robust methods are especially well suited for this task.

The last 2D application considered here was 2D freely decaying turbulence which highlighted the
fundamental characteristic of 2D flows: they tend to reorganise themselves into large-scale struc-
tures. Such a behaviour has been shown for different Reynolds numbers. In this context, the be-
haviour of numerical dissipation for divergence-free H(div)-HDG methods has been investigated,
using the concepts introduced in Ch. 7.
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Ch. 9: 3D High-Order CFD Applications

In the last chapter, two fundamental 3D turbulent flows have been investigated: the Taylor–Green
vortex (TGV) as an example of freely decaying turbulence, and the wall-bounded turbulence occur-
ring in channel flows. For different Reynolds numbers, high-order exactly divergence-free H(div)-
(H)DG methods have been used to simulate these standard CFD test cases. This chapter actually
represents the synthesis of all accumulated insights from previous chapters, and can therefore be
considered as the most auspicious contribution of the present thesis.

For the TGV, it has been observed that even in under-resolved simulations, comparably accurate
results can be obtained. Based on Re = 1600 simulations, the detailed investigation of the un-
derlying implicit LES mechanisms (using Ch. 7) revealed that high-order methods, compared to
low-order ones, are superior for freely decaying flows. Furthermore, a comparison of the SIP mecha-
nism with the less dissipative H1-lifting method, both used with and without upwinding, has been
provided. The main conclusion here is that upwinding does not play a crucial role for the TGV
problem, and the particular choice of stabilisation in the viscous treatment also does not seem to
be particularly decisive. Interestingly, even the limit case of the inviscid Euler TGV as Re → ∞
can be simulated easily with div-free H(div) methods. In this context, the dissipative character
of upwinding has been emphasised. Concerning the distribution of convection forces, the TGV
problem has lastly been used to verify that gradient (curl-free) forces play the most important role
when it comes to preserving large-scale structures. When the flow is fully turbulent, on the other
hand, divergence-free forces are large as well.

For the turbulent channel flow problem, flows with friction Reynolds number Reτ ranging from 180

to 2000 have been investigated. The corresponding sections have demonstrated that, compared to
accurate DNS data and the law of the wall, a satisfying agreement in terms of the mean velocity
can be achieved for all Reynolds numbers. Note that a comparably coarse resolution has been used,
which results in the fact that as Reτ increases, our under-resolved results and the DNS results do
not coincide anymore. Nonetheless the H(div)-based method is always able to deliver meaningful
results. Additionally, investigations concerning the distribution of convection forces have shown that
channel flows are clearly dominated by div-free forces. Comparisons of the used polynomial degree
indicate that for channel flow problems, high-order methods might not necessarily be advantageous.
Together with the fact that upwinding turned out to be helpful here, this leads to the conjecture that
for channel flow problems, more numerical dissipation seems to be needed than for freely decaying
turbulence. In order to better resolve the flow in the vicinity of the wall, a slight mesh-stretching
has always been used. It would be interesting to see if such an approach could be (partially) avoided
if instead, locally near the wall, the FE space would be enriched with higher-order polynomials.

Recommendations and Further Outlook

Finally, concerning the question of which order is ‘high-enough’: as a general recommendation,
we believe that in most applications choosing k = 4 will be sufficient to ensure accurate results,
which will be superior to comparable low-order results. In addition, we recommend to always use
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upwinding in the context of DG methods for Navier–Stokes flows, because in our experience, it is
never disadvantageous but only increases the robustness of the method.

With a view to future work, application and assessment of the performance of exactly div-free
H(div) methods for 3D turbulent flows with separation and (re-)attachment phenomena is still
pending and potentially very interesting. Secondly, in our opinion, the exact interrelation between
pressure-robust methods and exactly divergence-free methods is still not entirely understood. For
example, would a non-pressure-robust but exactly divergence-free method be less accurate for tur-
bulent flows? Or does energy conservation become more and more important, especially when the
flow exhibits a particularly large amount of divergence-free forces?

On a different note, exploring possibilities of combining knowledge from experimental fluid dynamics
(for example, optical methods for flow visualisation like particle image velocimetry) with results
from CFD could be promising. Moreover, leaving the incompressible sector, it would also be
interesting to consider weakly compressible flows. In this context, as a first step, the DG-grad-div
stabilisation analysed in Ch. 5 could be used to ensure approximateH(div)-conformity in the limit
as the Mach number tends to zero.
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